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Preface

This volume contains the papers presented at CCKS 2022: the 16th China Conference
on Knowledge Graph and Semantic Computing held during August 24–27, 2022, in
Qinhuangdao.

CCKS is organized by the Technical Committee on Language and Knowledge Com-
puting of the Chinese Information Processing Society, and represents the merger of
two previously-held relevant forums, i.e., the Chinese Knowledge Graph Symposium
(CKGS) and the Chinese Semantic Web and Web Science Conference (CSWS). CKGS
was previously held in Beijing (2013), Nanjing (2014), and Yichang (2015). CSWS was
first held in Beijing in 2006 and was the main forum for research on the Semantic (Web)
technologies in China for a decade. Since 2016, CCKS has brought together researchers
from both forums and covered a wider range of fields, including the knowledge graphs,
the Semantic Web, linked data, natural language processing, knowledge representation,
graph databases, information retrieval, and knowledge aware machine learning. It aims
to become the top forum on knowledge graph and semantic technologies for Chinese
researchers and practitioners from academia, industry, and government.

The CCKS technology evaluation track aims to provide researchers with platforms
and resources for testing knowledge and semantic computing technologies, algorithms
and systems, to promote the technical development in the field of domestic knowl-
edge, and to foster the integration of academic achievements and industrial needs. The
CCKS 2022 technology evaluation track attractedmore than 10,000 teams to participate,
forming a highly influential event. This year, following discussion and selection by the
evaluation organization committee, CCKS again set up five evaluation topics and 14
evaluation tasks. The task list is given below. The committee also set up bonuses and
issued certificates for the top three teams in each task. At the same time, the organiza-
tion committee specially selected the “innovative technology award” for different tasks,
which encourages and rewards the use of innovative technologies.

Topic 1: Information extraction
Task 1: Evaluation of thousand words general information extraction contest
Task 2: High-quality article identification based on knowledge graph

Topic 2: Knowledge graph construction and question answering
Task 3: Hierarchical Multiple-choice QA with Condition
Task 4: Open knowledge graph QA
Task 5: Cross-lingual knowledge graph QA evaluation task
Task 6: Textbook schematic QA
Task 7: Construction and application of chemical element knowledge graph

Topic 3: Business finance knowledge graph
Task 8: Few-shot event extraction for financial field
Task 9: Knowledge graph evaluation for digital commerce
Task 10:Causal event element extraction and event similarity calculation for financial

field



vi Preface

Task 11: Financial NL2SQL evaluation task
Topic 4: Military knowledge graph

Task 12: Event element extraction from open source multimodal military equipment
data

Task 13: Foreign army unmanned system knowledge graph construction and
evaluation task
Topic 5: Knowledge graph storage

Task 14: Evaluation of custom graph analysis algorithm based on graph database

Having attracted over 10,000 teams for the competition, we encouraged the teams
to submit evaluation papers. In total, 42 teams submitted their evaluation papers. All the
papers came from the teams ranking in the top three in their competition tasks. After
rigorous peer review by experienced researchers, 25 of these papers were accepted (after
revision) for inclusion in this volume of proceedings.

September 2022 Ningyu Zhang
Meng Wang
Tianxing Wu

Wei Hu
Shumin Deng
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A Chemical Domain Knowledge-Aware
Framework for Multi-view Molecular Property

Prediction

Rui Hua, Xinyan Wang, Chuang Cheng, Qiang Zhu, and Xuezhong Zhou(B)

School of Computer and Information Technology, Beijing Jiaotong University, Beijing 100044,
China

{21125171,21120410,21125146,qzhu,xzzhou}@bjtu.edu.cn

Abstract. Molecular property prediction is becoming increasingly important in
drug and material discovery, and many research works have demonstrated the
great potential of machine learning techniques, especially deep learning. This
paper presents our proposed solution for CCKS-2022 task 8, a chemical domain
knowledge-aware framework for multi-view molecular property prediction. As a
generative self-supervised approach to molecular graph representation learning,
the framework is based on Knowledge-guided Pre-training of Graph Transformer
(KPGT), which adopts a graph transformer guided by molecular fingerprint and
descriptor knowledge. In the fine-tuning stage, combined with practical prediction
problems, we fuse functional group information and chemical element knowledge
graphs to predict molecular properties. From the perspective of chemical structure,
KPGT provides structural information of molecular graphs (especially highlight-
ing chemical bonds), and we further integrate chemical domain knowledge, using
functional groups and chemical element knowledge graph, which is the informa-
tion on physicochemical properties of atoms. Frommolecular graphs to functional
groups, and to atoms, the molecular representation is jointly enhanced by multi-
ple views from coarse to fine.When introducing functional group information and
chemical element knowledge graph, we propose a novel BiLSTM-based recurrent
module to accumulate domain knowledge. Our framework is able to simultane-
ously consider molecular graph, functional groups, and atomic physicochemical
properties in practical predictions to better predict molecular properties. Finally,
without using other external knowledge, the AUC-ROC of the test data reaches
0.88587, ranking second among 140 teams, which validates the performance of
our approach.

Keywords: Molecular property prediction · Chemical domain knowledge ·
Molecular representation

1 Introduction

Accurate prediction of molecular properties enables early discovery of compounds with
substandard physicochemical properties, thereby reducing the risk of clinical trial failure

R. Hua, X. Wang and C. Cheng—These authors contributed equally to the work.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
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2 R. Hua et al.

and improving the success rate of drug development. Traditional molecular property pre-
diction analysis generally needs experiments, which is expensive and time-consuming.
Many research works have demonstrated the great potential of machine learning tech-
niques, especially deep learning, in predicting the molecular properties. These works
use sequences (SMILES expressions or molecular fingerprints) or graphs (where nodes
correspond to atoms and edges correspond to chemical bonds) to represent molecules,
and apply sequence modeling or graph neural networks (GNNs) to predict the molecular
properties which can assist drug research and development to improve efficiency and
reduce costs [1–3].

However, the chemical space is vast, preventing these methods from being general-
ized in potential compounds.On the other hand, labeled data formolecular representation
learning tasks are expensive and far from sufficient, especially compared to the size of
the latent chemical space. Obtaining labels of molecular property often requires com-
plex and time-consuming laboratory experiments [4]. As a result, the number of labels
in most molecular learning benchmarks is insufficient, and machine learning models
trained on such limited data tend to perform poorly. Due to the limited labeled data and
huge chemical space, supervised learning strategies are prone to overfitting, poor gen-
eralization, and weak robustness in predicting molecular sets different from the training
set.

Following the great success of Self-Supervised Learning (SSL) methods in Com-
puter Vision (CV) [5] and Natural Language Processing (NLP) [6], many recent works
in molecular representation learning adopt self-supervised learning strategies [7]. The
main goal of self-supervised learning is to learn transferable knowledge from a large
amount of unlabeled data through elaborately designed pretext tasks, and then trans-
form the learned knowledge to downstream tasks [8]. Graph SSL can help GNN-based
models learn more generalized representations for better performance on downstream
tasks. Unlike CV, however, molecular graphs are constructed based on the rules in the
field of chemistry, that the bonds (edges) between atoms (nodes) in molecular graphs
are defined by chemical bond theory. During self-supervised learning, operations on
molecular graphs may lose the initial semantics of their structures resulting in abrupt
changes in their identities and properties [9]. Current self-supervised learning strategies
for molecular graphs can only capture the structural similarity of superficial graphs,
instead of intrinsic semantics closely related to molecular properties from chemical
structures. Besides, graphs are usually formed by domain-specific rules, which means
that domain knowledge can be incorporated into the design of the learning process.
However, most current methods only consider the structural information of molecules,
ignoring the chemical domain knowledge [10].

In response to these problems, combined with the task requirements of CCKS-2022
task8, we propose a coarse-to-fine multi-viewmolecular property prediction framework,
which is based on the pre-training model KPGT [9], a self-supervised learning frame-
work. In the fine-tuning stage, combinedwith the actual prediction problem, the chemical
domain knowledge is integrated to predict the molecular properties. From the perspec-
tive of chemical structure, KPGT provides information of molecular graph (especially
highlighting chemical bonds), and we further integrate functional group information,
and finally incorporates the chemical element knowledge graph. Frommolecular graphs
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to functional groups, and then to atoms, the molecular representation is jointly enhanced
by multiple views from coarse to fine. We also propose a novel BiLSTM-based recur-
rent module to accumulate domain knowledge when introducing functional group and
chemical element knowledge graph. All these allow our framework to simultaneously
consider molecular graph, functional group and atomic physicochemical properties in
practical predictions to better predict molecular properties.

Finally, without using other external knowledge, the AUC-ROC of the test data
reaches 0.88587, ranking second among 140 teams, which validates the performance of
our approach.

2 Related Work

CCKS-2022 Task 8 is the task of molecular property prediction, which means that the
core lies in Molecular Representation Learning (MRL). Therefore, the related work
revolves around MRL. According to the learning methods, supervised MRL and self-
supervised MRL are mainly introduced. Furthermore, since our approach emphasizes
functional groups and chemical element knowledge, related methods based on domain
knowledge will also be briefly discussed.

2.1 Supervised MRL

Traditional supervised learning employs feature-based methods to learn fixed repre-
sentations from chemical descriptors and molecular fingerprints. In order to utilize the
structural information of molecular graphs, relying on the rapid development of graph
neural networks, molecular representation learning models applying GNN models have
received considerable attention. Duvenaud et al. [11] were the first to apply graph con-
volutional networks to map molecules into neural fingerprints. Gilmer et al. [3] devel-
oped amessage-passing frameworkMPNN formolecular property prediction. Its variant
DMPNN [12] subsequently learned to encode molecular by using bond-centric convo-
lutions instead of atoms, performing an edge-based message passing process on edge-
directed graphs; CMPNN [13] further extended this work by improving the node and
edge interaction kernel. The message passing operators used in GNNs only aggregated
local information and fail to capture long-range dependencies in molecules. Recently,
CoMPT [14] applied the transformer framework to capture long-term dependencies.

However, all the above works are supervised models that require molecular labels,
which are rare and expensive, and the actual property prediction process is often prone
to overfitting, poor generalization, and weak robustness.

2.2 Self-supervised MRL

Compared with supervised learning, self-supervised learning learns transferable knowl-
edge from large amounts of unlabeled data by designing pretext tasks, and then gener-
alizes learned knowledge to downstream tasks. Self-supervised methods can learn more
general molecular representations, which has gained widely attention of researchers.
Chithrananda et al. [15] proposed ChemBERTa, which used RoBERTa to pre-train on
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PubChem to learn the sequence features of SMILES, but ignored the molecular graph
structure information. Wang et al. [16] proposed a self-supervised graph neural network
framework MolCLR, which enhanced molecular graphs with atomic masking, bond
deletion and subgraph deletion strategies, and adopted the idea of contrastive learning to
perform self-supervised learning on a large number of unlabeled data. Li et al. [9] used
a knowledge-guided graph transformer for pre-training that converted molecular graphs
into line graphs, employing a generative self-supervised learning strategy to learn more
generalized representations of molecular graphs by predicting masked information.

2.3 Domain Knowledge Based MRL

Utilizing chemical knowledge (such as chemical elements, functional groups, etc.) in
MRL is crucial for property prediction and drug discovery [20]. DMAX [17] proposed
a new method to represent molecular graphs by inserting additional nodes with corre-
sponding edges for each functional group and ring structure identified in the molecule.
The proposed augmentation method improved the prediction performance, but the prob-
lem is that the open-source tool maintained by this method is not easily applicable to a
large number of molecules. KCL [10] integrated basic chemical domain knowledge into
molecular graph representation learning, and guided the enhancement process of the
original molecular graph through the constructed chemical element knowledge graph,
which made the molecular graph contain two types of information: the structural infor-
mation of the molecular graph and the atomic property information extracted from the
chemical element knowledge graph. However, the properties of general atoms usually
do not have a decisive influence on the properties of molecules, and the introduction
of physicochemical properties for all atoms of a molecule may bring some noise to the
graph structure information.

3 Our Approach

We propose a coarse-to-fine multi-view molecular property prediction framework. The
framework is chemical domain knowledge-aware and it’s based on the pre-trainedmodel
KPGT. It integrates the functional group information of molecules and the chemical ele-
ments knowledge graph to predict molecular properties. KPGT provides information
on the structure of molecular graphs (especially highlighting chemical bonds), and we
further integrate functional group information, and then incorporates the chemical ele-
ment knowledge graph, allowing our framework to learn molecular representations from
multiple views. Specifically, our framework is divided into three parts: KPGT, functional
group embedding, and knowledge graph embedding.

3.1 KPGT

Our framework is based on the proposed Knowledge-Guided Pre-training of Graph
Transformer (KPGT), which is briefly introduced in this section. For more details, please
refer to [9].
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KPGT, which pre-training strategy is based on a generative self-supervised learning
scheme, randomly selects a subset of nodes in the molecular graph for prediction, and
adopts cross-entropy loss after masking to predict the type of the original node.

The difference is that KPGT does not use a simple molecular graph for pre-training,
but converts it into a molecular line graph according to the rules. Specifically, it con-
structs a new node for each edge (chemical bond) in the original molecular graph, so as
to highlight the chemical bond, and converts the common node of the molecular graph
into a new edge. The molecular line graph is then fed into the Line Graph Transformer
(LiGhT), which encodes the molecular line graph and learns a global feature represen-
tation for molecular property prediction. It is worth mentioning that KPGT introduces
path encoding and distance encoding in LiGhT to ensure that the model can encode the
structural information of molecular line graphs.

KPGT also introduces the knowledge of molecular fingerprints and descriptors in
the pre-training process to guide the prediction of masked nodes. To incorporate the
knowledge to guide predictions, a special node, called a knowledge node (K-node), is
defined for each molecular line graph. The initial features of the K-node are initialized
by quantitative molecular descriptors and molecular fingerprints. In pre-training, we
follow KPGT to randomly mask a portion of initial features of the K-node, and learn to
predict the masked molecular descriptors and fingerprints. Prediction of masked molec-
ular descriptors is represented as a regression task with RMSE loss, while prediction of
fingerprints is described as a binary classification task with cross-entropy loss.

KPGT provides our framework with structural information of molecular graphs
(especially chemical bonds), and it incorporates knowledge of the molecules themselves
in the learning process.

3.2 Functional Group Embedding

From the intuition of the chemistry discipline, it is often not just the graph structure that
really determines the properties of a molecule, but the functional groups (FGs).

Since we did not find an official functional group identification method and property
summary, we selected RDKit which is a publicly available cheminformatics tool to
identify functional groups and utilize the FG class information. There are some important
chemical functional groups built in RDKit, a total of 39, the specific structures are shown
in Fig. 1. In particular, we use RDKit to get a list of FGs in SMILES (see Fig. 2), and
then feed the functional group sequence into the Bidirectional LSTM (BiLSTM) encoder
(see Fig. 3) to learn the embedding representation of functional groups.

3.3 Knowledge Graph Embedding

The chemical elements knowledge graph also contains chemical domain knowledge,
and the introduction of atomic physicochemical properties can enhance molecular rep-
resentation to some extent. We propose two strategies for embedding representations of
knowledge graphs: BiLSTM-based recurrent module and knowledge graph embedding
method.
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Fig. 1. Summary of 39 chemical functional groups built in RDKit.

Fig. 2. The sequence acquisition process of functional groups. RDKit can directly recognize
SMILES and output the functional group serial number contained in it.

Fig. 3. The BiLSTM-based recurrent module. Input the sequence into BiLSTM to obtain the
functional group information representation corresponding to SMILES.

BiLSTM-based Recurrent Module. In this part, we convert SMILES and knowledge
graphs into sequences through key-value methods, and encode them with BiLSTM to
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obtain the final embedding representation. SMILES sequences usually contain multiple
chemical atoms, and some atoms combine into functional groups and lose their prop-
erties. Therefore, we only consider independent atoms in SMILES. Then we use the
atoms as the key to query the knowledge graph to get additional information about the
atom. We combine them into sequences according to the format of atomic number of
atoms and atomic properties, and finally send them into BiLSTM to encode the sequence
information. Figure 4 shows the generation process of BiLSTM input sequence.

Knowledge Graph Embedding. Weadopt knowledge graph embeddingmethods (e.g.,
Rotate and Complex) to learn entity and relation embeddings for chemical element
knowledge graphs. We use the individual atoms in SMILES as indices to query the
embedding matrix to obtain entity and relation embeddings. For the entity and relation
vectors of different atoms, we obtain the entity and relation embeddings of the entire
SMILES through linear mapping, and finally concatenate the two vectors to obtain the
final embedding representation.

Fig. 4. The generation process of BiLSTM input sequence. We first identify the number of atoms
in SMILES, splicing the atomic properties in the chemical element knowledge graph into a
sequence and send it to BiLSTM.

4 Experiments

4.1 Dataset

The datasets provided in this competition include SMILES Expression Dataset and a
Chemical Element Knowledge Graph. The SMILES Expression Dataset includes train-
ing set, validation set and test set. The training set has a total of 32901 SMILES expres-
sions which has 1179 positive samples and 31722 negative samples. The validation set
and test set respectively contain 4113 samples. TheChemical ElementKnowledgeGraph
is constructed based on the Periodic Table of Elements which includes 117 attribute
entities and 17 relation entities and helps build microscopic correlations between atoms.
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4.2 Parameter Settings

In the fine-tuning phase, the seed is set to 22, the learning rate is 5e−5, the batch size is
32, the epoch is 100, and the early-stopping mechanism is used. The size of the epoch
affects the learning rate. The graph embedding dimension of Rotate is 128 × 64, and
the Complex is 128×128. For other parameter settings, please refer to KPGT.

4.3 Results

During the validation phase, we tried some baseline models and the results on the
validation set are shown in Table 1.

Table 1. The results of baseline models on the Valid dataset.

Baseline Models ROC-AUC

FastText 0.76406

GCN(DGL-LifeSci) 0.78953

KCL 0.81929

MolCLR 0.85940

KPGT 0.88349

It can be seen from the results that the supervised model FastText (binary classifi-
cation model based on “SMILES” string) and the simple GNN (GCN model based on
molecular graph structure) are far less effective than the self-supervised model. While
in the self-supervised model, KCL, a contrastive learning framework that uses chemical
element knowledge graphs to guide molecular augmentation, performs mediocrely, not
as good as MoCLR, which augments molecular graphs through atom masking, bond
deletion, and subgraph deletion strategies. We think it may be related to the molecules
data in the valid dataset. The generative self-supervised model KPGT achieved the best
result.

Therefore, during the testing phase, we used KPGT as the foundation and adjusted it
in combination with our proposedmulti-viewmolecular property prediction architecture
based on actual test data. The results of test dataset are shown in Table 2.

Table 2. The results of our models on final test datasets.

Our Models ROC-AUC

KPGT + FGs 0.88256

KPGT + KG(BiLSTM) 0.88586

KPGT + KG(ComplEx) 0.88507

KPGT + FGs + KG(ComplEx) 0.87302
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We try to introduce functional group information and chemical element knowledge
graph information respectively based on KPGT, and finally incorporated these two kinds
of information together.

Introduce FGs. When introducing functional group information, since we did not
find an official functional group identification method and property summary, we
adopt RDKit, which is an open-source chemical information toolkit with 39 chemi-
cal functional groups built-in. We initialize the molecular representation by using an
BiLSTM-based recurrent module to accumulate functional groups information.

Introduce KG. When introducing the chemical element knowledge graph, we employ
two strategies: sequence and knowledge graph embedding. The sequential approach
still uses our proposed BiLSTM-based recurrent module to accumulate atomic property
information. When using the knowledge graph embedding, we divided the test data
on the training set by ourselves, and tried two classic methods: ComplEx, and RotatE.
ComplEx has the better result, so it is used on the final test data.

4.4 Discussion

From the intuition of chemistry, what really determines the properties of molecules is
often the properties of functional groups [18], but our experiment shows that the results
of using functional groups alone do not meet expectations. This may be due to the fact
that we only used we only use functional group classes and do not have corresponding
properties information. At the same time, the number of functional groups in RDKit is
limited, and only a few functional groups frequently appear in the train/valid/test data,
which leads to the fact that the specific functional group information aiming at properties
is not introduced in the process, resulting in suboptimal ROC-AUC.

For methods using chemical element knowledge graph individually, the result of
using our proposed BiLSTM-based recurrent module is slightly better than using Com-
plEx. BiLSTM has more parameters and is richer than ComplEx which may explain this
phenomenon [19, 21].

Finally, the result of incorporating functional group information andComplEx-based
chemical element properties knowledge into molecular representations is not as good
as introducing them individually. This may be because we add the three representations
together in the final fusion. The fusion method is too simple, and the functional group
and atomic property information may affect the graph structure information, resulting
in poor performance. If there is no limit on the number of submissions, we plan to try
other fusion methods such as concatenation, attention mechanism, etc.

5 Conclusion

This paper presents our proposed solution for task 8 of CCKS-2022, a chemical domain
knowledge-aware, multi-view molecular property prediction framework. As a gener-
ative self-supervised approach to molecular graph representation learning, the frame-
work is based on the pretrained model KPGT. In the fine-tuning stage, combined with
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practical prediction problems, our model perceives chemical domain knowledge. From
molecular graphs to functional groups, and to atoms, the molecular representation is
jointly enhanced by multiple views from coarse to fine. When introducing functional
group information and chemical element knowledge graph,we propose aBiLSTM-based
recurrent module to accumulate domain knowledge. Our framework can simultaneously
consider molecular graph, functional group information, and atomic physicochemical
properties in practical predictions to better predict molecular properties. Finally, without
using other external knowledge, the AUC-ROC of the test data reaches 0.88587, ranking
second among 140 teams, validating the performance of our method.
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Abstract. Span extraction is an important task of machine reading comprehen-
sion (MRC). Traditionally, for a question, the answer is expected to be a single
text span from the given context. However, in practice, the answer to a ques-
tion may exist in multiple spans. Besides, multiple answers to a question may be
of different granularity and hierarchically related to each other. In this paper, we
propose a simple but effective pipeline to solve the hierarchicalmulti-answer ques-
tions with conditions, an evaluation task introduced in CCSK 2022. The pipeline
mainly contains two components: the answer span detection and relation classi-
fication. Answer span detection focuses on finding multiple answer spans while
relation classification aims to determine whether there is a relationship between
two answers. In addition, some helpful strategies are also introduced. Finally, our
pipeline achieved an F1 score of 0.759 on online testing data and ranking second
among 181 teams.

Keywords: Span extraction ·MRC · Relation classification

1 Introduction

Span extraction is one of machine reading comprehension (MRC) tasks.Most traditional
models extract a span of text (continuous subsequence) from the given context as the
answer to the question. However, forcing an answer to be a single span may be too strict.
In practice, the answer to a question may exist in multiple spans in the context. Recent
work has taken some steps to handle multi-span questions [1] casts question answering
as a sequence tagging task, predicting for each token whether it is a part of the answer.
At inference time, they decode the answer with standard decoding methods, such as
Viterbi.

CCKS2022 presents a more complex span extraction task. First of all, due to the
lack of relevant domain knowledge, the question raised by the user is not clear enough,
resulting in the need to answer according to different conditions. Secondly, multiple
answers to a question may be of different granularity and hierarchically related to each
other. All of this makes serious challenges for multi-answer questions.

The task of CCKS2022 can be described as the followings:
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Given the context C and question Q, the model should give the correct answers A,
including condition answers, coarse answers, fine answers and the relations among
them (Fig. 1).

In this work, we propose a simple but effective pipeline, as shown in Fig. 2, to solve
the hierarchical multi-answer questions with conditions. There are two components in
this pipeline: (1) the answer span detection; (2) the relation classification. In the answer
span detection stage, the answers with red colors in Fig. 1 will be extracted, while in the
relation classification stage, the blue ones will be predicted.

Fig. 1. The illustration of the CCKS2022 question answering task

Fig. 2. The pipeline to solve the hierarchical multi-answer questions with conditions

Several experiments have been conducted to validate our pipeline. Results of online
testing data indicate that our pipeline can obtain competitive performance (F1= 0.7591)
on this task, which ranks second in the competition of CCKS 2022 question answering
task.

2 Method

As stated in the introduction, we decompose the question answering task into two sub-
problems: an answer span detection problem and a relation classification problem. The
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answer span detection aims to find the condition spans, coarse spans and fine spans
while the relation classification is to decide whether there is a relation between a pair of
detected <condition, coarse>, <condition, fine > and <coarse, fine>.

In the following section, we will describe the solution to the above two sub-problems
in detail.

2.1 Answer Span Detection

Span extraction a common task in natural language processing, such as named entity
recognition and is commonly cast as a sequence tagging problem [2]. In this work, we
model multi-answer questions as a multi-span exaction task.

Fig. 3. The concise flow of answer span detection

First, we encode the question and context with a pre-trained language model:

h = Encoder
([
q, c

])
, (1)

where h = (h1, h2, …, hm) is a sequence of contextualized representations for all input
tokens.

Then we carry out the boundary detection to identify whether a word is the first or
last word of an answer span. We predict the start and end positions with two token-
wise classifiers. In this task, we feed the contextual representation hi into a multi-layer
perceptron (MLP) classifier, and apply a soft-max layer to obtain the probability P(i, s)
of the word wi being the first word of an answer span.

P(i, s) = softmax(MLPstart(hi)) (2)

Similarly, we apply an MLP classifier to obtain the probability P(i, e) of the word wi
being the last word of an answer span.

P(i, e) = softmax(MLPend(hi)) (3)
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During training, we label the span boundaries of all answers as the ground-truth.
Then, we define the training objective function as the average of two cross-entropy
losses in detecting the start and end boundaries.

L = (Lstart + Lend)/2 (4)

For the predicted start/end label of each word, value 1 means this word is a start/end
position of an answer span and 0 means not. After the start/end label of one word
is obtained, we use a basic strategy to extract spans from the context sentence. The
searching space of the answer span is shown in Fig. 3 (right part). We start with the first
word, and if that word is a span starting position, we look backward from that word
to find the first word with an ending label is 1. The span between them is one of our
detected answers.

In this task, since each answer span has a span type, such as condition, fine or
coarse, we should assign a tag for each detected span. To solve it, many ways can be
taken. For example, a span classification model can be used to classify detected spans
to the corresponding tags. In the proposed method, we take a different approach: three
distinct boundary detection models are trained for different answer span types. Two
reasons are considered: (1) each model only learns one piece of information, which is
easier; (2) we can make different attempts for different span types.

In the experiments, we adopt 5-fold cross-validation to train answer span detection
models. In the prediction stage, the average pooling is used to ensemble the outputs of
five models. The flow is illustrated in Fig. 4.

Fig. 4. The training and the predicting flow of answer span detection

2.2 Relation Classification

After detecting the types of answer spans, we build models to classify the relationships
between two answer spans.Assuming that there arem condition spans, n coarse spans and
l fine spans are detected, we need to classifym*n condition-coarse pairs,m*l condition-
fine pairs and n*l coarse-fine pairs.

In our pipeline,webuild three binary classificationmodels for the above three relation
types, respectively. These three models are similar except that they have different inputs.
The base model is Bert For Sequence Classification from package Transformers[8]. Two
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categories of inputs are experimented with to get better performance for each relation
type. We will take the condition-coarse relation classification model as an example to
illustrate the details of the method in the following part.

The first type of input is simply encoding the candidate pairs <condition, coarse>
and <question, context> with a pre-trained language model:

h = Encoder ([condition, coarse, context, question]), (5)

Then an MLP classifier is applied to obtain the probability of relation between the
candidate pair.

However, this input ignores the position information. As shown in Fig. 5, two coarse
spans “ ” are detected in the context. They have different positions.

Fig. 5. An example that two coarse spans have the same text but different positions.

To add position information, we adopt the method proposed by [7] as the second
input type. The input text is modified as follows:

[cls]+ context + [
sep

] + question + < condition >< /condition >< coarse >< /coarse > + [
sep

]

where< condition> < /condition> < coarse> < /coarse> are four type markers to
indicate the condition start position, condition end position, coarse start position, coarse
end position, respectively.

The position ids of four type markers are assigned with the corresponding
condition/coarse start position id and end position id.

2.3 Additional Strategies

2.3.1 Strategy 1

Due to the nature of this task, as stated in the task description, it is difficult to unify the
boundaries of the condition fragments, so the start and end positions of the annotated
condition fragments are extended to the nearest stop character in the published training
dataset. Based on this rule, we extend the detected condition span answers to the nearest
stop character, such as “,”, “。” and “.”.
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2.3.2 Strategy 2

As stated in the relation classification stage, detected coarse/fine spans may have the
same text but different positions. Although some modifications are made to add position
information, we find that some rules can directly improve the classification performance.
In experiments, we adopt the rule that if two candidate pairs contain the same text but
different positions, the one which has a shorter distance between elements in the pair is
selected.

3 Experiments

3.1 Data Processing

The dataset provided in this task contains 5000 training samples and 1000 online testing
samples. In the answer span detection stage, we use the ground-truth answer spans to
tag the tokens of the context for each training sample. For the relation classification, the
training samples are generated by the steps in Fig. 6.

Fig. 6. The algorithm to generate training samples

3.2 Experiments of Answer Span Detection

With the same network structure, we test the effect of three different pre-trained models
on training samples: ERNIE-gram [5], pert-large [4] and macbert-large [6]. The results
are shown in Table 1, 2 and 3, respectively. We can find that models with pert-large are
fit for condition span detection while models with the ERNIE-gram are fit for coarse
span detection.

No model is perfect. Thus, for the online testing, we ensemble the spans obtained
from the three pre-trained models by voting as the final result.
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Table 1. The valid result of condition span detection

Condition Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

ERNIE-gram 7329/7611/7468 7523/7506/7514 7527/7481/7504 7334/7916/7614 7470/7602/7535

pert-large 7524/7581/7553 7365/7959/7650 7545/7580/7562 7565/7733/7648 7283/8104/7688

macbert-large 7612/7709/7660 7341/7797/7562 7736/7390/7559 7565/7565/7565 7625/7625/7626

Table 2. The valid result of fine span detection

Fine Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

ERNIE-gram 8636/8669/8653 8683/8882/8781 8661/8866/8763 8711/8690/8700 8617/8530/8573

pert-large 8623/8510/8567 8546/8910/8724 8660/8782/8720 8643/8623/8633 8354/8791/8567

macbert-large 8504/8832/8665 8669/8845/8756 8827/8702/8764 8599/8793/8695 8407/8772/8583

Table 3. The valid result of coarse span detection

Coarse Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

ERNIE-gram 6673/6956/6812 6683/7281/6969 6299/7363/6790 6292/7665/6911 6246/7722/6906

pert-large 6502/7126/6800 6481/7407/6913 6279/7518/6843 6295/7198/6716 6673/6926/6797

macbert-large 6690/6891/6789 6845/7083/6962 6457/7028/6730 6396/7108/6733 6505/7095/6787

Table 4. The experiment result of relation classification

Input type Pair type dev acc

1 <condition, coarse> 0.978

2 <condition, coarse> 0.964

1 <condition, fine> 0.991

2 <condition, fine> 0.956

1 <coarse, fine> 0.994

2 <coarse, fine> 0.970

3.3 Experiments of Relation Classification

In the relation classification stage, pert-large is used as pretrained model. We divide
the generated training samples into training set and development set by a 9:1 ratio. The
results of the two category inputs are shown in Table 5.

Should note that due to the random seed is not fixed when we train the models, the
development dataset changes for different input types and pair types.
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3.4 Online Result

WE test different combinations on testing data. The final scores are listed in Table 5.
“Ensemble*” in Table 5 means that we find “Voting Ensemble” may lead to empty
answers for some questions. Thus, for these questions, we assign answer spans from
pert (ERNIE-gram/macbert) to the final ensembled results.

Table 5. Scores for different combinations on testing data

Combination Score

pert + Input type 1 0.7470

Voting Ensemble + Input type 1 0.7528

Voting Ensemble+ Strategies+ Input type 1 0.7582

Voting Ensemble+ Strategies+ Input type 2 0.7581

Ensemble* + Strategies + Input type 1 0.7591

4 Discussion

IN this article, we propose a simple but valid pipeline to solve the hierarchical multi-
answer questions with conditions. During the training process, we conduct a lot of
experiments to test our ideas. Here we present some interesting attempts that are not
described in the Methods section.

4.1 First Attempt

In the answer span detection stage, for different span types, we add some heuristic texts
to the questions. For example, “ ” (find conditions in the sentence) is
concatenated with the question text when the condition span detection model is trained.

4.2 Second Attempt

In the relation classification stage, we present two types of input. We can find that
although position information has been considered, text information is passed to the
model in an indirect way. Combing first and second category inputs, we propose the
third category input.

[cls] + condition+ [
sep

] + coarse + [
sep

] + context + [
sep

] + question+ [
sep

]

The position ids for condition and coarse should be aligned with themselves in the
context.
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4.3 Third Attempt

In the answer span detection, we use the average pooling method to ensemble the results
of five-fold models. We also test a stacking method to do that. The outputs of five-fold
models are treated as features, and then traditional machine learning methods, such as
decision tree, LightGBM, are employed to make a fusion.

4.4 Fourth Attempt

IN the answer span detection, we also test UIE [9], the first Chinese general information
extraction model of Baidu PaddleNLP, to jointly extract coarse and fine answer spans.
In the training stage, the prompt is set to “Abstract” ( ) and “Detail” ( 体),
corresponding to coarse-answer and fine-answer, respectively.

In the reasoning phase, considering the predicted spans contains all granularities
and there will be more than one label for a span, we added two limitations to ensure the
uniqueness of the span tag: only the coarsest granularity (delete the nested entities) and
the highest probability (the highest confidence) will be selected.

4.5 Future Work

Since we do the above attempts in a coarse way, the final performance of these attempts
is not very well. In future work, wewill refine themethods and take some novel methods,
such as models based on joint extraction of answer spans and relations.
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Abstract. This paper presents awinning solution for the CCKS2022Competition
of Event Argument Extraction fromOpen SourceMultimodalMilitary Equipment
Data. The task is to match the textual information extracted from the text corpus
with the visual information from images for event argument extraction. For this
aim, we introduce a pipeline-based multimodal information extraction framework
consisted of three models. The first one is a global pointer model which extracts
entity information from the given text corpus, the second one is a yolo model
which detects the bounding boxes of entities in the images and the last one is a
multimodal matcher which matches the textual information with the visual infor-
mation of entities for event argument extraction. With our pipeline-based multi-
modal information extraction framework, we have achieved the first place in the
CCKS-2022 competition with a F1-score of 54.15%.

Keywords: Pipeline · Framework · Event argument extraction · Image and Text
association

1 Introduction

The CCKS-2022 task of multimodal military information extraction aims at matching
entity information from both the text corpus and images for event argument extraction.
Fig. 1 gives an example of entity informationmatching between text and images. Suppose
the textual information of an entity in a structural event argument of type investigation
is “MQ-9 ” with a role of initiator and the visual information of the same entity is
contained in a bounding box of the image below, then we would annotate the matching
result as one. In the other case, suppose the entity information in the structural event
argument is “ ”, with a role of receiver and there is no corresponding visual
information, then we would annotate the matching result as zero. Please note that, a text
may contain more than one event argument and have more than one event type.

As for the competition data, we have discovered that nearly 50% of texts do not
contain event arguments. Meanwhile, a text may contain multiple event types, thus
resulting in multiple role types for the same entity. Specifically, in the labeled training
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Fig. 1. An example of entity matching between text and images.

and validation data, about 4% of entities have more than one role type. For images, we
discover that it is better to use the visual information of the detected bounding boxes for
entity matching instead of using the entity categories since they are hard to infer due to
small samples and sparse data.

To address these challenges, we propose a pipeline-based multimodal information
extraction framework consisted of the three models as below:

i. Global Pointer Model for Named Entity Recognition
The global pointer is a pointer-based information extraction model which judges
both the head and tail of entity together on a global view. The model enumerates all
the text fragments in a sentence, and utilizes a loss function to ensure that the score
of labeled entities is higher than that of non-entities. This provides a good solution to
identifying entities with multiple role types. Furthermore, we perform an auxiliary
task to determine the event type of the texts and incorporate the information of event
type into the global pointer model.

ii. Yolo Model for Object Detection
We only make use of the information about the presence and coordinates of objects,
without inferring object categories. By doing so, we avoid the problem of target
category detection with sparse samples.

iii. Multimodal Matcher for Matching Textual with Visual Information

If the textual information of entities matches the visual information of entities in the
bounding boxes of the images for event argument extraction, our multimodal matcher
model would output one otherwise zero.

With the pipeline-based multimodal information extraction framework, we have
achieved the first place in the CCKS2022 Competition of Event Argument Extraction
from Open Source Multimodal Military Equipment Data with a F1-score of 54.15%.
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2 Method

Suppose a pair of textual and visual information for an entity is provided, denoted as
<X, I>. We first tokenize the text as x = [

[CLS], x1, x2, ..., xl−2, [SEP]], , where [CLS]
and [SEP] are special tokens in the BERT [1] vocabulary. Then we obtain the token
embedding vector e= [e0,e1 . . . , el], each element with a hidden dimension d0. Finally,
we derive the contextualized token embedding h(text) = [h0, h1, ..., hl−1] by applying
BERT transformer, where h0 represents the context of overall sentence. Similarly, for
the visual information of entity, we can obtain the image hidden vector with a hidden
dimension d1 after applying the swin transformer [2] h(image) = [h1, h2 . . . hn].

Wepropose a pipeline-basedmultimodal information extraction framework to extract
the textual and visual information of entities in pair for event argument extraction. The
entity information include the textual entity name, its starting and ending positions in
the text and also the visual information of its bounding box in the image (Table 1).

Table 1. A pipeline-based multimodal information extraction framework.

A pipeline-based multimodal information extraction framework 

Input: a set of samples of text and image pairs 

Output: a list of the multimodal entity information 

resultList=[] 

for sample in range(samples): 

  image, text=sample 

  entlist= TextInfoExtract(text) 

  boxlist= VisualInfoExtract(image) 

  for box in boxlist: 

 for ent in entlist: 

  match=MultiModalMatch(ent, box) 

  if match==1: 

   resultList.append( ent+box) 

return resultList 

2.1 Global Pointer Model for Named Entity Recognition

Since a text may contain multiple events, the same entity mention may have different
role types, thus resulting in the problem of nested named entities that existing crf-based
models [3] cannot handle. One solution [4–8] is to construct a 3-dimensional matrix for
each text S ∈ Rr∗l∗l to evaluate the consistency of boundary information about starting
and ending positions and role types in termof entity scores,where r represents the number
of role types and l denotes the text length. For example, element sα,s,e represents one
entity’s score, whose entity type is α that starts at position s and ends at position e.
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We add a classifier token c (as highlighted in red in Fig. 2) to represent the context
of overall sentence to the BERT encoder h, (whereas ◦ denotes concatenation)

h′ = e(s) ◦ h (1)

After passing through two project matrix wq,wk,

qi,α = Wq,αh
′
i + bq,α (2)

ki,α = Wk,αh
′
i + bk,α (3)

We transformer h’ into a pair of query and key vectors:

qα = [q0,α, q1,α... ql,α] (4)

kα = [k0,α, k1,α... kl,α] (5)

Then we define the entity score for the entity with starting position i, end position j
and entity type α as follows:

sα(i, j) = qTi,αkj,α (6)

Then we apply the following loss function to keep entity scores of entities
significantly greater than those of non-entities:

loss(ner) = log(1 +
∑

(i,j)∈P∂

e−s∂ (i,j)) + log(1 +
∑

(i,j)∈N∂

es∂ (i,j)) (7)

where i and j represent the starting and ending positions in the text, and 0 <= i <=
j <= l;pα is the set of all entities with type α for the sample and Nα is the set of all
non-entity spans or entities not with type α for the sample (Fig. 2).

Fig. 2. Global pointer model for named entity recognition.
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2.2 Yolo Model for Object Detection

We use yolo v5 [9] for object detection. Please note that we only detect whether the
object exists or not, ignoring the object categories. If the object does exist, we would
obtain the visual information in its bounding box. In the later training of Multimodal
Matcher, we only use the visual information of these bounding boxes.

During the process of object detection, a loss function is applied to evaluate the
degree of consistency between the predicted value and the real value of the model. The
loss function of our yolo model includes two parts: positioning loss (box_loss), and
confidence loss (obj_loss).

loss = lgiou + lconf (8)

Box_loss calculates the error between the prediction box and the real labeling box
using the GIoU_loss function. Its principle is shown in Eq. (9): for two arbitrary convex
shapes A and B, it finds the smallest convex shape C enclosing both A and B, then:

Lgiou =
S2∑

i=0

B∑

j=0

Iobji,j [1 − IoU + Ac − U

Ac
] (9)

here S2 denotes the number of grids and B denoted the number of bounding boxes in
each grid. When an object exists in the bouding box, the value of Iobji,j equals to 1 else 0.

Obj_loss estimates the confidence error of the prediction box, and use the cross-
entropy loss function, as shown in Eq. (10):

l(y, ŷ) = −1

n

∑

x

[y ln ŷ + (1 − y) ln(1 − ŷ)] (10)

where x is the sample, y is the label value, ŷ is the predicting value of the model and n
is the total number of samples.

2.3 Multimodal Matcher

BERT uses stacks of Transformer blocks where Each block F (l) receives as input a
matrix of token embeddings H (l−1) ∈ R|t|∗d and outputs a new matrix of embeddings
H (l) ∈ R|t|∗d . Each block consists of a multi-head self-attention layer and a feed-forward
layer, surrounded by layer normalization and residual connections.

The input to the first Transformer block, H (0), is a matrix of non-contextualized
embeddings from an embedding lookup layer with parameter W ∈ R|L|∗d . For most
pretrained Transformers, L is a moderately-sized vocabulary for either word pieces or
sentence pieces.

The span’s BERT embeddings (highlighted in red in Fig. 3) are combined using a
fusion f (ei, ei+1,...,ei+k). We use the mean-pooling as the fusion function and obtain
both the token embeddings and position embeddings after combining the textual and
visual information. We concatenate the two embeddings and utilize a binary classifier
with an output of dimension one, indicating whether the textual and visual information
of entities are matched for event argument extraction.
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Fig. 3. Multimodal matcher (Color figure online)

3 Experiment

This section introduces the dataset provided in the CCKS2022 Competition and the
experimental results to evaluate our pipeline-based multimodal information extraction
framework.

3.1 Dataset

The data sets provided in the competition includes a training set which is finely labeled
and also a test data set with no labels. The following experimental results are provided
for the offline validation.

3.2 Implementation

The pipeline-based multimodal information extraction framework is consisted of three
models. The first one is the global pointer model for named entity recognition, with the
nezha-base-wwm as the pretrained model. During experiments, the number of training
epochs is set as 100, the learning rate is set as 3e−5 and the batch size is set as six. The
early stop strategy is applied such that if the F1 value during validation does not improve
for 3 consecutive times, the training procedure would be stopped. The second model is
the Yolo model for object detection. We use yolov5 as the pretrained backbone model
and set the input image size as 1280 * 1280, the number of training epochs as 20. The last
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one is the multimodal matcher model which matches the textual and visual information
of entities for event argument extraction.We use the swin-tiny-patch4-window7–224 for
feature extraction and set the learning rate as 3e−5.

3.3 Main Result

We use F1 as the evaluation metric and the evaluation process is shown in Algorithm 1.
There are two different cases of evaluation, depending on whether the condition high-
lighted in red is met or not. If the condition is not met, we only evaluate the performance
of event argument extraction from text, otherwise we evaluate the performance of textual
and visual event argument extraction instead (Table 2).

Table 2. Performance evaluation.

Performance Evaluation

Input prediction list-[prelist] , ground truth list- [gtlist] 

# The two lists have the same length and each element of the lists indicates the information of role types,

starting and ending positions and the bounding boxes of entities.

Output F1 value

# number of information pieces correctly predicted

matchNo=0

# number of information pieces predicted

preNo=0

# number of ground-truth information pieces

gtNo=0

# For each piece of predicted information

for i in range(len( [prelist] ):

samplePres= [prelist]i

sampleGts=[gtlist]i

preNo+= len(samplePres)

gtNo+=len(sampleGts)

for preEnt in samplePres:

# For each piece of ground-truth information

for gtEnt in sampleGts

if preEnt and gtEnt share the same role type && share the same starting position &&

share the same ending position && the intersection over union is larger than 0.5

matchNo+=1

break

precison= matchNo/preNo

recall=matchNo/gtNo

f1=(2*precison*recall)/(precison+recall)

return f1
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We use 3/4 of the training data set for model training and the remaining 1/4 for
validation. When we ignore the condition of intersection over union and evaluate the
performance of event argument extraction only, the F1 value of validation is 0.61. When
we consider the condition of intersection over union and evaluate the performance of
textual and visual information matching for entities, the F1 value of validation is 0.52.
The F1 value of our trained model on the independent test data set is 0.47 (Table 3).

Table 3. Results on validation data.

Global pointer Yolo Multimodal matcher Event type
classification

F1
(validation)

F1
(test)

√ × × × 61 –√ √ √ × 52 47√ √ √ √ − 51√ + ensemble
√ √ √ − 54

In the final round of competition, due to the constraint of model size, we ensemble
four Global Pointer Models with a voting strategy. The F1 value on the validation data
set was 0.55 while that on the independent test data set is 0.54. We have achieved the
first place in both the preliminary and final rounds of the competition.

4 Conclusion

To cope with the problems of limited event arguments of text corpus, multiple role types
and sparse samples, we have proposed a pipeline-based multimodal information extrac-
tion framework. It is consisted of a global pointer model, a yolo model and a multimodal
matcher. The global pointer model is able to extract entity augments from the text corpus
with event type classification, the yolo model is able to detect the bounding boxes of
entities without identifying their categories, and the multimodal matcher model is able
to match the textual and visual information of entities for event argument extraction. The
experimental results show that our framework has performed significantly well that we
have achieved the first place in the CCKS2022 Competition of Event Argument Extrac-
tion from Open Source Multimodal Military Equipment Data in both the preliminary
and final rounds.
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Abstract. Knowledge Base Question Answering (KBQA) is a popular research
direction in knowledge graphs, and most of KBQA work focuses on natural
language parsing. In order to enhance the application of cross-lingual knowl-
edge, the 16th China Conference on Knowledge Graph and Semantic Computing
(CCKS2022) has released a cross-lingual knowledge base question answering
(CKBQA) task. This paper presents the submission of our team (HW-TSC) to the
CKBQA task, in which we propose a search-enhanced path mining and ranking
method. The method divides the process of CKBQA into four parts: question clas-
sification, principal entity extraction, search-enhanced candidate path mining and
candidate path ranking. Finally, both the preliminary and final evaluation results
prove the effectiveness of our method.

Keywords: KBQA · CCKS2022 · CKBQA · Search-enhanced

1 Introduction

Knowledge graph is a knowledge base that uses a graph structure to describe entities and
their relationships. As early as 2006, Berners Lee [1] put forward the idea of data link and
called for the promotion and improvement of relevant technical standards. Subsequently,
the research on semantic networks also arose. Until 2012, Google [2] formally proposed
“knowledge graph” intended to improve the performance of search engines and the
quality of search results. Subsequently, knowledge graph developed rapidly and was
widely used in KBQA, personalized recommendation [3] and other fields.

KBQA is an important application of knowledge graphs. The mainstream meth-
ods of KBQA can be divided into semantic parsing [4, 5] and information retrieval [6,
7]. Semantic parsing-based methods typically convert natural languages to intermedi-
ate semantic representations, and then transform these representations into descriptive
languages that can be executed in knowledge graph. Information retrieval-based meth-
ods first identify the entities in user questions to match against the subject entities in the
knowledge graph, take relevant subgraphs as candidate answer sets, then extract features
from queries and candidate answers and rank these answers.
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Compared with the traditional knowledge graph question and answer task, the CCKS
2022 CKBQA task is more challenging, their main gap lies in the integration of cross-
lingual knowledge. We have made several attempts to align cross-lingual entities. In the
following sections, the methods and experimental results are presented.

2 Task Description

The evaluation task aims to answer questions in different languages using a cross-lingual
knowledge graph. The question-and-answer dataset for this task consists of parallel path
questions in Chinese, English and French, including 2-hop and 3-hop types. We need
to predict and generate the multi-hop reasoning path of the input question. The sponsor
provides 14,262 question-and-answer data for model training, as well as some entity
triples in the knowledge graph.

3 Method

Our method is divided into four parts: question classification, principal entity extraction,
search-enhanced candidate path mining, and candidate path ranking. The pipeline is
shown in Fig. 1. Question classification determines whether the answer to a question is
two-hop or three-hop. Principal entity extraction extracts principal entities in user ques-
tions. Search-enhanced candidate path mining obtains possible answer paths. Candidate
path ranking selects the top path as the correct answer.

Fig. 1. An example of our method pipeline for CKBQA.
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3.1 Question Classification

According to the CKBQA task description, we find that the number of answer hops
is either two or three. Therefore, we use the bert-based text classification model [8]
to identify the number of answer hops. To achieve better performance, we apply the
xlm-roberta-base pre-training model [9] as the encoder, and use the adversarial learning
strategy of FGM [10] to improve the robustness of classification model.

3.2 Principal Entity Extraction

According to the analysis of CKBQA task, the principal entity mentioned in the question
is the first entity of the answer, and no additional entity link is required. Therefore, we
use the answers from training data to mark the entities of the question in the second step.
The corresponding entity extraction model is trained based onW2NER [11]. In addition,
entity recognition model based on neural network may have some errors. We use all the
first entities of the entity triples to build an entity library that sorts entities based on their
character lengths and discovers the principal entity in question bywhole-wordmatching.
Based on the rules, the whole-word matching principal entity can be fused with the NER
result to achieve a more accurate extraction. The specific rules are as follows:

(1) If NER result is part of the whole-wordmatching result or the whole-wordmatching
result is part of NER result, then the whole-word matching result is used as the
principal entity.

(2) If the result of whole-word matching is completely different from that of NER, then
the latter is used as the principal entity.

(3) If NER result does not exist in the entity library, then the most similar entity in the
entity library is obtained by similarity matching as the principal entity.

3.3 Search-Enhanced Candidate Path Mining

After the principal entity is identified, it is important to obtain candidate paths for ques-
tions with knowledge graphs. In traditional KBQA tasks, all paths are mined only by the
relationship path of the principal entity in the knowledge graph, while in CKBQA tasks,
path mining also relies on the cross-lingual parallel entity pairs. Since the cross-lingual
parallel entity pairs provided by the sponsor are incomplete, we mainly extend them
through vector search and translation-based ES search [12]. Figure 2 shows the process
of two search methods to extend the cross-lingual parallel entity pairs.

Vector Search. Vector search can be used to extend cross-lingual parallel entity pairs.
We construct all entities in Chinese and English-French graphs into an entity set, and use
langid [13] tool to divide the entity set into Chinese entities and English-French entities.
Then, we embed all entities based on the pre-trained multilingual model LaBSE [14]
to build a vector search library. We also implement vector search of entities with faiss
[15], an open-source similarity search library. Ultimately, we can find each entity’s most
similar cross-lingual entity by vector search.
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Translation-Based ES Search. Translation-based ES search is another method we use
to extend cross-lingual parallel entity pairs. Likewise, we add all header entities in the
knowledge graph to the ES search base. To highlight the finer-grained differences, we
adopt the open-source Sentencepiece [16] model to divide entities into sub-words as
indexes for ES search when we construct the ES search library. After the library is built,
we first employ the multilingual NMT model mbart [17] to translate the tail entities in
the knowledge graph into other languages, and then use ES search to find their most
similar entities to establish cross-lingual parallel entity pairs. To improve the accuracy,
we also adopt the following strategies:

(1) Convert traditional Chinese to simplified Chinese.
(2) Re-rank search results using LaBSE similarity.
(3) Strictly distinguish ES search libraries by language.

After extending cross-lingual parallel entity pairs, we mine all paths that satisfy the
conditions in the knowledge graph as candidate paths.

Fig. 2. The process of search methods to extend cross-lingual parallel entity pairs.
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3.4 Path Ranking

Path ranking is the last step of our method, which selects themost suitable candidate path
for answering questions from all candidate paths. In our method, we treat it as a binary
classification task, and use the probability of being correctly classified to represent the
matching between questions and answers. We train the classification model based on
four different pre-trained models: xlm-roberta-base [9], xlm-roberta-large [9], infoxlm
[18] and mbert [8]. Finally, we ensemble the classification probabilities by different
models to select the best candidate path for each question. The main techniques we use
to train the binary classification model are as follows:

Data Augmentation. In order to expand the training data scale of binary classification
model, we translate questions in the original training data into two other languages, and
construct new question and answer sentence pairs, in which principal entities are not
translated.

Negative Sampling Training. Each question has more candidate paths in the knowl-
edge graph and fewer correct candidate paths. If all incorrect candidate paths are used
as negative samples for the training of binary classification model, it will cause seri-
ous data balance, which will lead to low classification accuracy. Therefore, we design
a simple negative sampling method to randomly obtain negative samples from incor-
rect candidate paths. It is not necessary to pursue a complete balance of positive and
negative samples during the construction of negative sample data. Because the number
of negative samples is much larger than that of positive samples in the real prediction
process. If the number of negative samples is too small, the binary classification model
will not be able to adequately learn the patterns of the negative sample data. In addition,
we also incorporate curriculum learning into negative sampling training. The process of
negative sampling training based on curriculum learning is shown in Fig. 3:

Fig. 3. Negative sampling training based on curriculum learning.

Path Feature Extraction. We also tried to use only relations to build candidate paths.
For example, for the candidate path < , related, >, <Ito_En, logo,
File:ITO_EN-logo.jpg>, we remove the entities and construct a new relationship path
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<related, [sep], logo>. However, our experimental results show that the representation
method of this relationship path is not as good as that of entity relationship path.

Curriculum Learning. Curriculum learning [19] was first proposed by a research team
led byBengio, a leader inmachine learning. Itsmain idea is to simulate the learning order
of human beings which starting from easy to difficult, allowing models to learn from
easy to complex samples. Therefore, we use the initially constructed negative sample
data to forecast the full data. Data whose similarity ranked from 1 to 5 are difficult
samples, and those ranked from 6 to 10, 11 to 20, and above 20 are easy samples.

Model Ensemble. Model ensemble is an effective method to improve the accuracy. To
further improve the performance of path ranking, we selected four pre-trained multi-
lingual models mentioned above to train the binary classification model, and used the
ensemble probability of multiple models as the final prediction result.

4 Experiment Result

On CCKS 2022 CKBQA task, we divide the training data into training set and
development set, and use the development set to verify our method.

4.1 Question Classification

We construct a question classification model based on xlm-roberta-base to predict the
number of answer hops, and we also validate the FGM training strategy based on this
model. As shown in the comparative experimental results in Table 1, the model with the
FGM training strategy is more accurate.

Table 1. Question classification accuracy

Model Accuracy

xlm-roberta-base 0.9964

xlm-roberta-base + FGM 0.9993

4.2 Principal Entity Extraction

We validate and compare whole-word matching or NER alone and these two methods
together for primary entity extraction. The specific experimental results are shown in
Table 2. Although the whole-word matching and NER may make mistakes in entity
extraction alone, they can complement each other and achieve the best results when
working together.
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Table 2. Experimental results of principal entity extraction

Method P R F1

NER 0.9948 0.9940 0.9944

Whole-word matching 0.9982 0.9982 0.9982

NER +Whole-word
matching

1.0 1.0 1.0

4.3 Search-Enhanced Candidate Path Mining

The difficulty of candidate path mining lies in insufficient cross-lingual parallel entity
pairs provided officially in IIL File. Therefore, we design two search-enhanced methods
for more cross-lingual parallel entity pairs, and conduct related experiments.

Table 3. Coverage of different search methods

Method Coverage of cross-lingual
parallel entity pairs in IIL
File (%)

Vector search (top1) 54.0

ES search (top1) 47.7

ES search (re-rank top1) 53.7

Vector search (top1) +
ES search (re-rank top1)

66.6

Vector search (top3) +
ES search (re-rank top3)

77.3

For vector search, we use LaBSE for embedding, faiss for indexing, and remove
bucketing and quantization to improve accuracy. While for ES search, we first apply
mbart to translate the search entity for cross-lingual ES search. After the search is
completed, we employ LaBSE model to calculate the similarity to rerank all search
results. We also widen the candidate range of search results to improve its coverage on
correct cross-lingual parallel entity pairs.

4.4 Path Ranking

Path ranking can be regarded as a binary classification task, that is, to determine whether
a candidate path is the correct answer. We train four binary classification models based
on different pre-trainedmodels, and use the results of themodel ensemble for the submis-
sion. Table 4 presents the experimental results of the model using HIT@1 and HIT@5
algorithms.
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Table 4. Path ranking hit@1 and hit@5

Model HIT@1 HIT@5

xlm-roberta-base 0.914 0.964

xlm-roberta-large 0.932 0.967

mbert 0.936 0.968

Infoxlm 0.938 0.967

Ensemble 0.951 0.976

4.5 End-To-End Evaluation Result

The end-to-end evaluation result of CKBQA is shown in Table 5. To test the performance
of our path ranking model on the official test set, we manually supplement a batch of
cross-lingual parallel entity pairs.

Table 5. End-to-end CKBQA accuracy

F1

Preliminary 0.6780

Preliminary + Artificial cross-lingual
parallel entity pairs

0.9107

Final 0.6453

Final + Artificial cross-lingual parallel
entity pairs

0.9173

5 Conclusion

We propose a search-enhanced path mining and ranking method for CKBQA task. It
consists of four modules: question classification, principal entity extraction, search-
enhanced candidate path mining and candidate path ranking. Since the cross-lingual
parallel entity pairs provided by the sponsor is incomplete, we extend the cross-lingual
parallel entity pairs through vector search and translation-based ES search in the process
of path mining to improve the coverage of correct answers. And in the process of path
ranking, we use multiple strategies andmodels to enhance the hit rate of correct answers.
Ultimately, the systembased on ourmethod has rankedfirst in the preliminary and second
in the final, with the F1 values of 0.9107 and 0.9173 respectively.
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Abstract. Question answering is a typical application of knowledge
graphs and it develops fast recent years. However, there are still some
difficulties in this topic like QA over cross-lingual knowledge graphs.
CCKS2022 holds a benchmark competition on QA over cross-lingual
knowledge graphs. In this paper, we present a three-stage approach lever-
aging translation model to this benchmark. Our approach outperforms
in the benchmark, which reaches 0.9320 as the precision score ranking
the first place on the leaderboard.
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1 Introduction

Question answering is a fundamental application of knowledge graphs, and the
Knowledge-based Question Answering(KBQA) develops fast recent years. The
key task to KBQA is to find a path in knowledge graphs, which connects entities
and relations, to answer the given query.

As more and more non-English users have participated in the establishment
and maintenance of knowledge graphs in recent years, the distribution of online
knowledge has changed from a single language rich in resources (English) to com-
plementary multilingual resources. However, current KBQA method on cross-
lingual knowledge graphs mainly focus on natural language question parsing,
while ignoring the joint application of cross-lingual knowledge.

CCKS2022 holds a benchmark on QA over cross-lingual knowledge graphs,
which requires that the solution should leverage knowledge graphs in different
languages. The definition of the task is: for given natural language query Q,
model outputs a answer path p, which lies in the given knowledge graphs Kcn

and Ken (in Chinese and in English). For the query Q, it may contains multi
languages among Chinese(simplified and traditional), English and French. The
given label is in DBpedia format. A sample is shown in Fig. 1. In this sample,
we could find that there is a transition between the entity from one language to
another.

The dataset consists of parallel path questions in Chinese, English and
French, including 2-hop and 3-hop question types (the corresponding answer
path contains 2 or 3 triples).
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
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Fig. 1. A sample in the train set

In this paper, we propose an approach to this benchmark which outper-
forms in the competition. The rest of the paper is organized as following: Sect. 2
describes the design of our approach; Sect. 3 presents our experiment implemen-
tations; Sect. 4 concludes our approach and sketches some directions for future
works.

2 Approach

In this section, we’ll describe the overview of the pipeline and the design of each
stage.

2.1 Overview

Regrading to the inputs and outputs of this benchmark, we design 3 stages to
finish the cross-lingual QA task. Stage-1 Named Entity Recognition(NER): to
recognize the key entity in the query text, Stage-2 Path Proposal: to propose the
candidate answer path leveraging the translation model, Stage-3 Path Ranking:
to rank the paths by scoring model. By the three stages procedure, a query input
with question text could be answered by a path among the given Chinese and
English Knowledge Graph. This pipeline is illustrated as Fig. 2.

2.2 Design of Stages

Stage-1: NER. To answer the input question text, we need to recognize the key
entity where the answer path starts. Hence, we see this as a NER task in mix-
language(Chinese, English and French) text with only one category. According
to the characteristics of the given train set, we construct a global pointer network
model based on a pre-trained BERT model.

In detail, we choose BERT-base [1], which pre-trained on the top 104 lan-
guages with the largest Wikipedia using a masked language modeling (MLM)
objective, as the encoder part. After that, the encoder part connects to a pointer
network which uses the global pointer mechanism [4]. The train set of Stage-1
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Fig. 2. The pipeline of the three stages

is the query part and the start entity of the labelled path. The loss function is
as Eq.(1) [3].

L = log

⎛
⎝1 +

∑
(i,j)∈Pα

e−rα(i,j)

⎞
⎠ + log

⎛
⎝1 +

∑
(i,j)∈Qα

erα(i,j)

⎞
⎠ (1)

where rα(i, j) is the biaffined score of span from i to j. Pα is the set of heads
and tails of category α, and Qα is the set of heads and tails of category non-α
or non-entity. Note that only i ≤ j should be considered.

The structure of Stage-1 is illustrated as Fig. 3.

Stage-2: Path Proposal. In overview, Stage-2 receives a key entity as input,
and outputs all possible answer paths, that satisfy the requirements of the bench-
mark rules and including the transition between knowledge graphs, regarding to
the key entity.

By the Stage-1, the key entity is recognized from the input query. Hence,
we see the recognized entity as the start of the answer path. By analysis of the
given train set, the answer path has and must have only one transition from the
knowledge graph in one language to another. To solve this transition cross the
knowledge graphs in different languages, we build a translation model based on
transformer encoder-decoder model.

We use the English-Chinese subset of WMT17(Workshop on Machine Trans-
lation 2017) mixed with the given cross-lingual mappings as training set for
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Fig. 3. The structure of Stage-1

the translation model, and the train process are followed by [2]. After we got
an English-Chinese bi-direction translation model, we use ElasticSearch for the
entity linking.

Based on the given knowledge graphs in two languages, the Stage-2 propose
all answer paths with two or three triplets and only one transition between
knowledge graphs. The structure of Stage-2 is illustrated as Fig. 4.

Fig. 4. The structure of Stage-2
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Stage-3: Path Ranking. In overview, Stage-3 receives the original input query
and corresponding paths proposed by Stage-2 and outputs the most matched
answer path, which will be final prediction of our pipeline.

In detail, the input of Stage-3 model is the text concatenated the original
input query and one candidate path(the start entity and the predicates after-
wards), and the output is the match score. The model is a BERT-like classifica-
tion model and its output sigmoid of [CLS] token logit is the match score. The
path with the highest match score among the proposed paths will be the final
prediction.

The positive samples of train set is sampled from the given original train
set. Meanwhile for every sample of original train set, we construct the negative
samples by some false answer paths proposed by Stage-2. The ratio of positive
samples and negative samples is 1:3.

The structure of Stage-3 is illustrated as Fig. 5.

Fig. 5. The structure of Stage-3

2.3 Our Strategies

To improve the performance of our pipeline, we also apply some strategies on
modeling and data processing.

Multi Base Model Choice. For Stage-1 and Stage-3, we choose BERT-base
and RoBERTa-large as the encoder part, and both are pre-trained on large-scale
multi-language corpus. And we ensemble the outputs of these models to the final
submission.
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Entity Linking. Though the Stage-2’s translation model could translate entity
name into another language, the translated name usually doesn’t match the
entity in knowledge graphs. All entity names are recorded in ElasticSearch, and
the the target entity is linked by ElasticSearch. During this procedure, the tran-
sition of simplified Chinese and traditional Chinese is applied.

Negative Sampling. In detail, we iterate the negative samples in Stage-3 train
set by adding the false positive predictions by the previous trained models. So
that, the model could be trained by the original positive samples and indistin-
guishable negative samples. The final train set of Stage-3 is iterated twice by
such procedure.

3 Experiments

In this section, we’ll describe the data set in the CCKS 2022 QA on cross-lingual
knowledge graphs and experiment results of our approach.

3.1 Data Set

The provided data includes data set, Chinese-English entity mappings and
knowledge graph triplets in two languages. Some stats about the provided data
is shown in Table 1.

Table 1. Stats of data sets

Item Quantity

Train set 14,262

Test set A 1,500

Test set B 1,500

Chinese-English entity mappings 13,636

Triplets in Kcn 104,941

Entities in Kcn 77,541

Relation types in Kcn 1,156

Triplets in Ken 162,554

Entities in Ken 122,525

Relation types in Ken 1,639

The length of the query is short than 150, hence the regular position embed-
dings is available. Moreover, there are simplified Chinese and traditional Chinese
text mixed in the data sets.
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3.2 Implementation

All programs are implemented by TensorFlow framework, and trained on nvidia
Tesla V100 GPU.

Stage-1. For Stage-1, we set the learning rate to 1 × 10−5 using AdamW opti-
mizer, the batch size is set to 16 and the model is trained for 15 epochs. We
train 2 models on BERT-base and RoBERTa-base, ensemble the results of these
models. For data set, we spilt the provided labelled data (the query and the start
entity) into train set and validation set randomly as the ratio of 95:5. All models
are trained on the split train set and evaluated on the split evaluation set.

In evaluation phase, we predict all entities in test set and randomly choose
only one entity for each sample.

Stage-2. For Stage-2, we set the learning rate to 3 × 10−5 using AdamW opti-
mizer, the batch size is set to 16 and the model is trained for 20 epochs. For
data set, we combined with WMT17 dataset and given Chinese-English entity
mappings as the whole dataset.

We import all entity names into ElasticSearch, and link the document with
match function by default parameters. The top-1 document is chosen to be the
next subject in triplet.

In the evaluation phase, we translate every object of triplet and link to a
subject in the knowledge graph in another language.

Stage-3. For Stage-3, we set the learning rate to 1 × 10−5 using AdamW opti-
mizer, the batch size is set to 16 and the model is trained for 20 epochs. We train
2 models on BERT-base and XLM-RoBERTa, ensemble the results of these mod-
els by average the logits of outputs. For data set, we construct the dataset by
the strategy described in Sect. 2.3.

In the evaluation phase, we predict all possible answer paths for a sample,
choose the highest score one to be the output path and reformat the path into
the required form.

3.3 Experiment Results

For Stage-1, the precision on our split valid set is up to 0.987 by the NER model.
For Stage-2, the BLEU-1 of our translation model on split valid set is 27.2. For
Stage-3, the classification precision on our constructed valid set is 0.941.

3.4 Competition Results

The competition score is evaluated by accuracy. On Test Set A, we got an accu-
racy of 0.8887. On Test Set B, we got an accuracy of 0.9320, ranking 1st place.
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4 Conclusion

In this paper we propose a 3-stage pipeline to the CCKS-2022 question answering
on cross-lingual knowledge graphs benchmark. And our approach leverage the
translation model, NER model and classification model so that this approach
reach the precision of 0.9320, ranking the first place of the benchmark.

In future, we’re looking forward to optimizing the pipeline by the graph
models, simplifying the procedure to form an effective end-to-end solution.
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Abstract. This paper introduces our technical solution for CCKS-2022’s task of
“ADataset ofConditionalQuestionAnsweringwithMultiple-SpanAnswers”. The
solution consists of Data Analysis and Processing, Condition-Answer Extraction,
Post-extraction Processing, Condition-Answer Relation Classification, and Post-
classification Processing. The rule-based post-extraction and Post-classification
Processing modules consist of seven cascaded modules. Because the training
data of the task contains multi-domain questions and answers and is constrained,
we have designed a prediction method based on the conditions, coarse-grained
answers, and fine-grained answers of the fine-tuned pre-trained language model
for multi-domain scenarios. Binary classification is used for relation extraction of
conditions, coarse-grained answers, and fine-grained answers, and the constraint
extraction method is based on rules. The proposed solution obtains an F1 value
of 0.74487 on the test set (ranking 3rd), and its effectiveness in multi-domain
scenarios is verified.

Keywords: Condition-answer extraction · Condition-answer relation
classification · Multi-domain scenario · Pre-trained language model

1 Background and Task Introduction

Text question answering (QA) is an important research task in linguistic text analy-
sis. With the development of machine reading comprehension datasets and significant
progress of language models, QA systems have attracted extensive attention from aca-
demic and industrial circles. Extractive QA is an important form of QA tasks, which
requires the model to extract a span from the corresponding context as the answer. Dif-
ferent from the current common single-span extraction task, in practical application,
the answer to a question may exist in multiple positions of the context, which is called
extractive multi-span QA. By analyzing samples of the Internet QA community, we
find that the samples of multiple answers generally have two characteristics: (1) The
questions asked by users who lack relevant domain knowledge are not clear. As a result,
these questions need to be answered separately according to different conditions. (2) A
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question may have multiple answers that have different granularities but a hierarchical
relation between them. They together pose a serious challenge to multi-span QA.

Given 5000 samples from Tencent’s external QA community, the original data con-
tains a question and context that can answer that question. All samples contain multiple
answer spans, including not only labeled answer spans (where the answer span is labeled
with two granularities: coarse and fine) but also labeled condition spans needed to answer
the question. That is, three context spans are labeled: conditional, coarse-grained, and
fine-grained answers. In addition to the context spans, the relation between the condi-
tion and the answer as well as the hierarchical relation between the coarse-grained and
fine-grained answers are also labeled in all samples. Under the condition that only the
provided sample data can be used, the conditional answers and their relations of the
users’ questions in the test set are calculated and inferred.

2 Technical Solution

The technical solution of this paper consists of five modules: Data Analysis and Pro-
cessing, Condition-Answer Extraction, Post-extraction Processing, Condition-Answer
Relation Classification, and Post-classification Processing, as shown in Fig. 1. Among
them, Data Analysis and Processing includes data cleaning, entity dictionary generation,
and splitting by period. The Condition-Answer Extraction module extracts the condi-
tion, coarse-grained answer, and fine-grained answer spans from user questions based on
RoBERTa [3], fine-tunes the data three times, and ensembles the twomodels (for details,
see Fig. 3). The Post-extraction Processing is to correct and supplement the model
extraction results. The Condition-Answer Relation Classification module is based on
BERT [4] to determine whether there is a relation between the condition, coarse-grained
answer, and fine-grained answer. The rule-based Post-extraction and Post-classification
Processing modules correct and supplement the relation according to the characteris-
tics of sample data, and finally output the result according to the above modules (i.e.,

Fig. 1. Example diagram of the technical solution
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condition, coarse-grained answer and fine-grained answer set, condition-coarse pairs,
condition-fine pairs, and coarse-fine pairs).

2.1 Data Analysis and Processing

Analysis of Data Characteristics

• A large number of medical terms, with 77% of medical-related QA samples labeled:

An entity dictionary is created to improve the recall of fine-grained answers.

• Condition span before answer span:

In relation classification, only coarse-grained answers and fine-grained answers
after the condition span need to be processed.

• One or more fine-grained answers followed by the coarse-grained answer:
The coarse-fine pair is created by relating the fine-grained answer and the coarse-

grained answer following it (the threshold of distance between the two answers is set
to at most 5 characters, and these characters must contain Chinese characters like “
” and “ ”).

• The coarse-grained answer can be listed side by side with the fine-grained answer:
The coarse-grained answer can appear together with the fine-grained answer. In

this case, it is necessary to remove the coarse-fine pair (if any).

Data Processing

• Generating an entity dictionary:

The conditions, coarse-grained answers, and fine-grained answers of the labeled data
set are extracted to generate an entity dictionary. The key is the Question, and the value is
the set of corresponding conditions, coarse-grained answers, and fine-grained answers.

• Context processing:

Operations, such as uppercase to lowercase, traditional Chinese to simplified Chi-
nese, full-width to half-width, Chinese digit to Arabic digit, and error correction, are
performed.
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2.2 Condition-Answer Extraction

Answers are classified into the following three types (labeled sample data) (Table 1):

Table 1. Answer type and quantity

Answer Type Quantity

Condition 6559

Coarse-grained Answer 7843

Fine-grained Answer 29,668

The quantity of fine-grained answers is much greater than that of conditions and
coarse-grained answers. Therefore, extracting fine-grained answers will be the main
point to improve the Score.

Table 2. Context length and quantity

Length Quantity

≤100 496

>100 && ≤200 2281

>200 && ≤300 1999

>300 && ≤400 213

>400 && ≤500 11

>500 0

In this solution, RoBERTa is used to perform encoding, and the concatenated token
input is “[CLS]+Question+ [SEP]+Context+ [SEP]”. The string length distribution
is as follows Table 2 (Fig. 2):

You can see that the length does not exceed 512 characters and most of the samples
are between 100 and 300 characters. Therefore, you do not need to process token input
through the sliding window.

After the token is generated, the position coordinates are refreshed (the length of
Question + [SEP] is added to all coordinates) and fine-tuning is started.

This solution proposes two stages of extracting condition, coarse-grained answer,
and fine-grained answer spans:
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496

2281
1999

213 11

≤100 > 100 && ≤200 > 200 && ≤300

> 300 && ≤400 > 400 && ≤500 > 500

Fig. 2. Context length distribution

Fig. 3. Two-stage method for condition and answer extraction

Each stage is described as follows:

• Stage 1: The first fine-tuning is performed based on the RoBERTa + LSTM network
[1], and the labeled data is split by period (multiple context spans are obtained) to
obtain model A. In the second fine-tuning, the original context is not split. Based on
the Model A training, Model B is obtained, and prediction is performed on the test
set to obtain Set A.

• Stage 2: The third fine-tuning is performed based on the RoBERTa + LSTM network
[1] to obtain Model C, and prediction is performed on the test set to obtain Set B.

The prediction results of Stage 1 and Stage 2 are ensembled to obtain Set C, with the
prediction result of Stage 2 as the primary data and that of Stage 1 as the supplement.

2.3 Post-extraction Processing

After the model extraction results are ensembled, some answers need to be recalled to
compensate for the insufficiency of model prediction, as shown in the following Fig. 4:



52 J. Zhu et al.

Fig. 4. Post-extraction processing

• Calculate the edit distance and similarity between the question of the test set and the
key of the entity dictionary (the key is Question). If the edit distance and similarity
meet the specified threshold (2 and 0.4 respectively in the experiment), obtain the
value of the entity dictionary (the value is a set of conditions, coarse-grained answers,
and fine-grained answers), and determine whether the value of the dictionary exists
in the context field of Set C. If it exists, add the answers to Set C; otherwise, ignore
the answers. The formula for calculating the similarity is as follows:

Similarity = 1 − Editdistance Question,Dictionarykey

maxQuestion length,Dictionary key length
(1)

• Extend the index values of the start and end of the condition span to the nearest
non-Chinese character positions.

• Remove short answers that are already included in long answers of the same type
while retaining the long answers.

2.4 Condition-Answer Relation Classification

There are four types of pairs: condition-coarse pair, condition-fine pair, coarse-fine pair,
and unrelated pair. The existing correct pairs (positive samples) are directly gener-
ated from the labeled data in the samples, while the incorrect unrelated pairs (negative
samples):

• Consist of the unpaired conditions and answers in the positive samples.
• Consist of conditions and answers across the pairs in positive samples if positive
samples do not contain these pairs.
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Data Distribution (Fig. 5):

75144

2073

7164

12632

no_relation condition_coarse

condition_fine coarse_fine

Fig. 5. Data distribution of four types of pairs

As shown in the preceding figure, the data distribution is extremely unbalanced. For
multi-class classification, even if the weight parameter is set, or downsampling is used
for large categories, the prediction accuracy is not high. The analysis shows that only the
relations between three types of answers (condition span, coarse-grained answer span,
and fine-grained answer span) need to be identified. Therefore, the binary classification
processing is adopted (for details, see Fig. 6).

75144

21869

no_rela�on has_rela�on

Fig. 6. Data distribution of the two relations

Relation Classification model:

• The same as the other relation classification models, in our Relation Classification
mode, the input is a sentence containing two labeled answers. Not only the semantic
information of the input sentence, but also information of the two answers in the
sentence need to be considered. To enable the BERT to identify the two answers, a
symbol (e.g. # or $) is added before and after each answer (e.g. [CLS] + question +
[SEP] + context1 + [#] + head + [#] + context2 + [$] + tail + [$] + context3 +
[SEP]), so that the BERT can extract local information of the two answers.
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• This solution uses labeled data to fine-tune the BERT-based multi-class classification
model [2] to obtain Model D.

• Model D is used to perform prediction on the new Set C for condition-coarse pairs,
and to perform prediction on the new Set C for condition-fine and coarse-fine pairs
only within the period range. In this way, the Set D is obtained.

2.5 Post-classification Processing

In some scenarios where the prediction result of the Relation Classification model is
inaccurate, some rules need to be adopted to correct the model prediction error, as
shown in the following Fig. 7:

Fig. 7. Post-classification processing

3 Experiment

The organizer of CCKS-2022’s task “A Dataset of Conditional Question Answering
with Multiple-Span Answers “ provided 5000 labeled samples and 1000 pieces of
unlabeled test data for the preliminary and final competitions. During model training,
the Condition-Answer Extraction model and Condition-Answer Relation Classification
model divide 5000 samples into training set and test set on a 9:1 basis. All model param-
eters use the default settings. It should be noted that the data distribution of condition-
coarse, condition-fine, and coarse-fine relation pairs is imbalanced. Therefore, binary
classification, instead of multi-class classification, is used for relation classification.

3.1 Model Effect Evaluation

The experimental results of the Condition-Answer Extraction model and the Condition-
Answer Relation Classification model are listed in Table 3, Table 4, and Table 5.

Table 3. Condition-answer extraction model result

Answer Precision Recall F1 EM

Condition 0.87642 0.88968 0.883 0.758

Coarse answer 0.74940 0.77243 0.76074 0.57

Fine answer 0.83366 0.88504 0.85858 0.494

All 0.82342 0.86005 0.84134 0.282
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Table 4. Condition-answer relation classification model result

Relation Precision Recall F1 EM

Condition-coarse answer 0.80645 0.80894 0.80769 0.802

Condition-fine answer 0.70984 0.70771 0.70877 0.678

Coarse answer-fine answer 0.67726 0.66844 0.67282 0.578

All 0.71243 0.70752 0.70997 0.362

Table 5. Pipeline model result

Precision Recall F1 EM

Result 0.78144 0.80054 0.79087 0.234

3.2 End-To-End Effect Evaluation

The evaluation results on the preliminary test set and the final test set are shown in
Table 6.

Table 6. End-to-end effect evaluation

Test Set Score

Preliminary 0.73171

Final 0.74487

4 Conclusion

This paper proposes a cascaded question answering solution for the conditional question
answering with multiple-span answers in multi-domain scenarios. The solution consists
of five modules: Data Analysis and Processing, Condition-Answer Extraction, Post-
extractionProcessing,Condition-AnswerRelationClassification, andPost-classification
Processing. In the case of a small data set, the model + rule approach achieves good
generalization ability, and the system reaches an F1 score of 0.74487 on the test set.
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Abstract. China Conference on Knowledge Graph and Semantic Computing
(ccks2022) proposed the task of chemical element knowledge graph construction
and compound properties prediction.

For this task, we proposed to generate vector representations of chemical
molecules by using molecular descriptors and pharmacophore fingerprints, and
using large-scale chemical molecular data for unsupervised training to generate
vector representations of chemical molecules. Then we discussed the performance
of molecular representations generated by different methods in molecular proper-
ties prediction. The vector representations generated based on different ways were
concatenated, and they were input into the ensemble model for prediction. Finally,
the score of 0.8985 was obtained in the test dataset, and won the first place.

Keywords: Feature fusion · Pharmacophore fingerprint · Functional group ·
Voting

1 Introduction

It is not easy to find drug candidates. The traditional method is to screen potential
compounds from tens of millions by the participation of pharmaceutical chemists, and
then their effect in inhibiting viral activity is verified through experiments. The success
rate depends on the experience of chemical experts, which is not only costly but also
time-consuming. Before deep learning is proposed, density functional theory (DFT), as
a widely used computational method, has long become a powerful tool in the field of
chemistry. DFT can predict a variety of molecular properties with high accuracy but
without a large amount of experimental data. However, DFT is very time-consuming
and generally takes several hours to complete the calculation of a single molecule.
The traditional quantum chemical calculation method requires huge time cost. If the
number of screened compounds is large, it is difficult to complete the molecular property
prediction in a short time and screen the appropriate compounds. If there is a large amount
of experimental data accumulated in the past and with an accurately trained machine
learning model, the computational cost of DFT will not become a major obstacle to
the prediction of molecular properties. Virtual screening of huge molecular spaces is
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possible using data-driven AI technology, which can not only accelerate the screening
process, but also expand the search space. Usuallymore than 100molecules with the best
comprehensive performance will be firstly screened out, and then their key properties
are further predicted through high-precision quantum physical calculation. After all, in
combination with the additional selection by pharmaceutical chemists, dozens of drug
candidate molecules that are most likely to be successfully developed are identified and
processed into targeted experimental validation.

A large number of studies show that machine learning or deep learning have made
great progress in compoundproperties prediction. In theseworks, the factors affecting the
accuracy of properties prediction are not only related to themodel itself and experimental
data, but also to the representation of chemicalmolecules.Goodmolecular representation
plays a key role not only in property prediction, as well as in downstream tasks such as
similar molecular generation.

This competition is launched on the base of the construction of the knowledge graph
of chemical elements, and enhancement of the original molecular graph by using the
knowledge in the chemical field. Starting with the expression of compound SMILES
(simplified molecular input line entry system) and the simple knowledge Graph, players
can expand the knowledge graph of chemical elements as needed, and then use machine
learning or deep learning technology to predict the molecular properties.

Next, this paper introduces the scheme by exhibiting related work, methods,
experiments and summaries.

2 Related Work

Different molecular representation methods have different effects on downstream tasks.
This section introduces the molecular representation methods involved in this scheme.

2.1 Molecular Descriptor

Molecular descriptors refer to the measurement of the properties of a molecule in a cer-
tain aspect, which can be either the physical and chemical properties of the molecule or
the numerical indexes derived by various algorithms according to the molecular struc-
ture. Molecular descriptors can be divided into quantitative descriptors and qualitative
descriptors. Qualitative descriptors are generally called molecular fingerprints, that is,
the structure, properties, fragments or substructures of molecules are expressed by some
kind of coding. The commonly usedmolecular fingerprints includeDaylight fingerprints,
MACCS keys, PubChem molecular fingerprints, etc., they are different in the definition
of substructures and the coding methods. At present, there are more than 5000 kinds
of molecular descriptors provided by various software. For example, 208 kinds can be
provided in rdkit. Mordred is an extended descriptor library established based on rdkit,
which can calculate 1826 molecular descriptors. The above software is written in C++
and there is an API in python. By combining different molecular descriptors into vectors,
every molecule can be represented by a vector, which is adopted in property prediction
or drug design. Molecular fingerprints transform a molecule into a row of bit vector
of 0 or 1 for computer processing and calculation. The bits in the fingerprints indicate
whether there are some substructures in the molecules.
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Fingerprint Based on Substructure. MACCS [1] fingerprint: MACCS fingerprint is
a fingerprint based on substructure. The substructure encoded by smarts has two variants
according to the type and number of substructures: one is 166 bits long and the other
is 960 bits long. The shorter fingerprint is commonly used. Although it is only 166
bits short, it covers most of the chemical characteristics of interest in drug discovery
and virtual screening. PubChem fingerprint [2] is also a substructure-based fingerprint,
which has 881 bits, covering a wide range of different substructures and functional
groups, and is mainly used for molecular similarity search.

Circular Fingerprints. Morgan molecular fingerprint is an extended connectivity fin-
gerprints (ECFP) derived from Morgan algorithm [3], thus it is a circular fingerprint.
Morgan fingerprints have become the industry standard method for circular molecular
fingerprints, they are specially designed for structure-activity relationship studies. FCFP
(functional class fingerprints), as a variant of ECFP, is further abstracted from the latter.
The main software packages supporting ECFP fingerprints basically also support FCFP.

Pharmacophore Fingerprint. Pharmacophore fingerprint is also a commonmolecular
fingerprint.

Pharmacophore is a summary of the structural characteristics that play the most
important role in a series of bioactive molecules reactivities. Pharmacophore fingerprint
adopts the fingerprint codingmethod based on substructure, it also considers the distance
between atom. It is usually classified according to the distance range to form a bit
string of 0 or 1. Pharmacophore fingerprints include 2D pharmacophore fingerprints and
3D pharmacophore fingerprints. Gobbi 2D pharmacophore fingerprint is used in this
evaluation task. This fingerprint is designed and implemented by Gobbi et al.

2.2 SMILES

SMILES (simplified molecular input line entry system), as a simplified molecular linear
input specification, is a specification that explicitly describes the molecular structure
with ASCII strings. The smiles symbol is consist of a series of uninterrupted letters, and
the chemical structure is transformed by the vertical first traversal tree algorithm. The
five coding elements of smiles are atom, chemical bond, branch chain, closed loop and
unconnected structure. The isomers of chemicals follow the coding rules of isomeric
smiles. As an example, given “smiles: CC (= O) n1c2cccc2sc2c1ccc1ccccc21”, it can
be converted into 2D or 3D structure diagram of molecules by tools. Shown in Fig. 1.

Chemical molecules can be directly converted into smiles sequences as input into
the deep learning model for molecular properties prediction. GB Goh [4] et al. proposed
the SMILES2Vec model by using deep recurrent neural network (RNN),which automat-
ically extracted features from SMILES to predict the properties of compounds. Due to
the scarcity of data in the field of drug research and development, we can imitate the
technology in the field of natural language processing, use a large number of unlabeled
data for model pre-training, and generate molecular representations from the pre-trained
model, and then input them into deep learning or machine learning models for proper-
ties prediction. S Jaeger [5] and other authors proposed the mol2vec model by imitating
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Fig. 1. Molecular formula (2D and 3D structures) and SMILES

word2vec in natural language processing. Like in the word2vec model, the vectors of
similar words are relatively close in space. Mol2vec learns the vector representation
of molecular substructure, and the relevant chemical substructures with similar direc-
tions. The vector obtained by mol2vec overcomes the shortcomings of common feature
representation, such as sparsity and bit collision.

Bert model has been widely used in the text field and image processing, and has
achieved good results. By processing smiles in the same way, we can obtain the pre-
training model of chemical molecules on Bert. Chithranda S [6] and other researchers
released Bert model called ChemBERTa, which trained with PubChem’s 77m smiles
data. Wang s [7] and others proposed the smiles-bert model by using similar methods,
they used a large number of unlabeled data for unsupervised training, and showed the
effectiveness and generalization ability of the pre training model in the downstream
tasks. The latest paper published by Wu Z [8] is also based on the Bert model, but
the author proposed a new pre training strategy. By learning the molecular and atomic
features predefined by computational chemists, the model extracts features from smiles
like computational chemists. The general fingerprint K-BERT-FP generated by K-BERT
shows the same prediction ability as MACCS on 15 drug datasets.

2.3 Molecular Graph Representation

In recent years, with the rise of graph networks, many researchers regard molecules as
a type of graph data, and use graph neural networks to predict molecular properties.
For a molecule, atoms are regarded as nodes, and chemical bonds are regarded as edges.
Through continuous iteration, the properties of adjacent atoms and bonds aremerged into
every single this atom. The neural network takes the original molecular graph as input,
adopts convolutional layers to extract features, and then combines the features of all
atoms through global pooling. This approach allows us to perform molecular prediction
end-to-end. The method of pretrainning and finetunning has been widely used in natural
language processing and image fields, and applying this method on molecular graphs
has also become a research hotspot.Hu W [9] et al. proposed a pre-training method
that simultaneously learns at the node level and the entire graph level, which can learn
both local and global representations of the graph well. For node-level pre-training of
GNNs, the authors use readily available unlabeled data and natural graph distributions to
capture domain-specific knowledge or rules in graphs, and propose two self-supervised
methods: Context Prediction and Attribute Masking.
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The research work published jointly by researchers such as Sun M et al. [10] from
Michigan State University and Agios Pharmaceutical Company believes that in gen-
eral graph data enhancement, nodes will be masked or edges will be discarded, but in
molecular graphs, such enhancement will change the molecular structure and seman-
tic information. In view of this, the authors investigate graph contrastive learning in
the biomedical domain and propose a new framework named MoCL, which utilizes
domain knowledge at both local and global levels to assist representation learning. The
author implements a molecular graph enhancement scheme based on local-level domain
knowledge through substructure replacement, so that the semantics of the graph does not
change during the enhancement process. Using similarity information between molec-
ular graphs, the global structure of the data is encoded into the graph representation by
adding a global contrastive loss. The author also provide a theoretical basis for the learn-
ing objectives related to triple loss in metric learning, illustrating the effectiveness of the
whole framework. MoCL is evaluated on various molecular datasets and demonstrated
to outperform other state-of-the-art methods.

Most current methods of graph contrastive learning mainly focus on the topological
structure of the graph, and rarely consider the domain knowledge contained in the graph.
The authors Fang Y [11] pointed out that for molecular graphs, the addition or deletion
of chemical bonds or functional groups will largely change the identity and properties of
molecules. This paper proposes a new method: a knowledge-enhanced molecular graph
contrastive learning framework (KCL). KCL uses the information of chemical elements
to build a chemical element knowledge graph to guide the enhancement process of the
original molecular graph, and at the same time designs a Knowledge-aware Message
PassingNeuralNetwork (KMPNN) encoder tomaximize the difference between positive
and negative sample pairs to construct a contrastive loss function and optimize Model.
For each atom in the original molecular graph, find the triplet that has the atom as a tail
entity in the chemical element knowledge graph. Taking the head entities in these triples
as new nodes and the relations as edges between the head and tail entities, the molecular
augmentation graph is obtained. Molecular-enhanced graphs, as positive samples of
original molecular graph, contain richer and more complex information and are able to
capture microscopic connections between atoms.

Zhang Z [12] et al. proposed a graph self-supervised learning framework based
on functional groups, which can effectively learn the functional group information in
molecules, calledMGSSL. The innovativeness of this method lies in the consideration of
molecular functional groups in the process of pre-training, and proposes a set of methods
for molecular rupture and the construction of functional group tree. At the same time,
pre-training is carried out at the node level and the functional group level, and different
weights are automatically assigned.

Xiaomin Fang [13] et al. proposed the geometry enhanced molecular Representation
Learning by introducing the 3D structure ofmolecules intomolecular characterization. In
this paper, the defects of the sequence model with smiles sequence as input are analyzed.
For example, the string syntax is difficult to understand, and two adjacent atoms may be
far apart in the text sequence; a small change in the string may lead to a large change in
the molecular structure. For example, the string syntax is difficult to understand, and two
adjacent atoms may be far apart in the text sequence; A small change in the string may
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lead to a large change in the molecular structure. In order to better learn the knowledge
of molecular space, in addition to taking geometric information as input, the research
team designed a number of self supervised learning tasks.

RongY [14] and others hope to capture semantic information and structural informa-
tion from a large amount of unlabeled data. The main structure of the model is borrowed
from Transformer, which is called GTransformer. In the OGB competition, Ying C [15]
proposed the Graformer model in order to introduce the powerful expressive power of
the Transformer model into the graph-structured data. Zhang x C et al. [16] inspired by
the pre training model, the authors proposed the MG-Bert model based on the molec-
ular graph, by randomly covering some atoms in the molecular graph and then using
the MG-Bert model to recover the covered atoms. There are also some researchers who
integrate other information for pre training, For example, the work from Zeng Z [17]
proposed a KV-PLM for cross-modal learning, which fuses molecular structure infor-
mation with knowledge texts for Masked Language Model pre-training. Inspired by the
latest research results in the field of computer vision, Qian Y et al. [18] proposed a
new perspective, that is, using molecular images to characterize molecular structural
information and predict compound and protein interactions.

3 Method

This section focuses on the models and methods in this evaluation task. The representa-
tion of chemical molecules is very important to the prediction of molecular properties.
Good molecular representation will obtain high prediction accuracy. Although there are
many pre-training models based on large-scale unlabeled data, traditional molecular
descriptors and molecular fingerprints are still very effective in compound properties
prediction.

3.1 Molecular Vector Representation

The following methods and pre-training models are selected for this evaluation task to
generate molecular representation vectors.

Molecular Descriptor. A large number of calculation methods for molecular descrip-
tors are built in RDKit, these methods are mainly located in rdkit.Chem.Descriptors. For
missing or other non-standard data, it is uniformly treated as 0.

The name of the feature vector is: rdkit_descriptor_vec,dim=208.
code repository: https://github.com/rdkit/rdkit.

Pharmacophore Fingerprint (Gobbi 2D). The pharmacophore fingerprint is gener-
ated by Rdkit, the feature vector is composed of 0 or 1, and the vector length is 39972.
Since the dimensionlity is too high, Sparse AutoEncoder is used for dimensionality
reduction. Themodel structure is shown in Fig. 2, and the dimensionality after dimension
reduction is 256.

The name of the feature vector is: rdki_gobbi_ae_vec,dim=256.
code repository: https://github.com/rdkit/rdkit.

https://github.com/rdkit/rdkit
https://github.com/rdkit/rdkit
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Pre-trained Model KCLGNN [11]. There are two different encoding methods in the
model. After verification, KMPNN encoder is selected.

The name of the feature vector is: kclgnn_vec,dim=128.
code repository: https://github.com/ZJU-Fangyin/KCL.

3D Structural Characterization of Chemical Mmolecules: GeoGNN [13]. The
name of the feature vector is:geognn_vec,dim=32.

code repository: https://github.com/PaddlePaddle/PaddleHelix/tree/dev/apps/pretra
ined_compound/ChemRL/GEM.

Pretrain-Gnns. The Pretrain-gnns model [9] has various pretraining parameters. After
verification, the parameter “supervised_contextpred.pth” provided by the author of the
paper is selected to generate a molecular representation. The name of the feature vector
is: pregnn_vec,dim=300.

code repository: https://github.com/snap-stanford/pretrain-gnns.

MGSSL Model [12]. The name of the feature vector is: mgssl_vec,dim=300.
code repository: https://github.com/zaixizhang/MGSSL.

The different eigenvectors are shown in Table 1.

Table 1. Vectors obtained according to different models

Feature serial number Feature name Model Dim

feature_1 rdkit_descriptor_vec rdkit 208

feature_2 rdki_gobbi_ae_vec rdkit 256

feature_3 kclgnn_vec KCLGNN 128

feature_4 geognn_vec GeoGNN 32

feature_5 pregnn_vec Pretrain_gnn 300

feature_6 mgssl_vec MGSSL 300

3.2 AutoEncoder Model

The model structure of the AutoEncoder model is shown in Fig. 2. The model consists
of two parts, one is the Sparse Auto Enocder (SAE). The network of SAE consists of
three layers of network: the input layer (Encoder), the middle layer (Hidden), and the
output layer (Decoder).

loss function (see Formula 1):

loss_1 = Huber loss + KL(p||q) (1)

The second part is the binary classification model. Due to the imbalance of the
samples, the loss function adopts GHM [19].

https://github.com/ZJU-Fangyin/KCL
https://github.com/PaddlePaddle/PaddleHelix/tree/dev/apps/pretrained_compound/ChemRL/GEM
https://github.com/snap-stanford/pretrain-gnns
https://github.com/zaixizhang/MGSSL
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loss function (see Formula 2):

loss_2 = GHM Loss (2)

The two-part loss function is added (see Formula 3), and both models are trained at
the same time.

loss = loss_1+ loss_2 (3)

loss_1 loss_2

loss = loss_1+loss_2 

HIDDEN(dim=256)

OUTPUTS(dim=39972) 

AutoEncoder 

OUTPUTS(dim=1) 

Classification Model MLP

INPUTS (dim=39972) 

HIDDEN(dim=256)

INPUTS(dim=39972)

Fig. 2. Pharmacophore fingerprint dimensionality reduction AutoEncoder model

In the reasoning stage, only the SAE model is used, the pharmacophore fingerprint
vector which the dimension is 39972 is input and the output of the hidden layer is taken
to obtain the final vector.

3.3 Ensemble Model

Concatenate Feature
concatenate feature 1:kclgnn_geognn_rdkit-descriptor_mgssl_pregnn_rdkit-gobbi_vec

kclgnn_vec geognn_vec rdkit_descriptor_vec mgssl_vec pregnn_vecn rdki_gobbi_ae_vec

concatenate feature 2:kclgnn_geognn_rdkit-descriptor_mgssl_rdkit-gobbi_vec

kclgnn_vec geognn_vec rdkit_descriptor_vec mgssl_vec rdki_gobbi_ae_vec
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Ensemble Model Process. Different machine learning models are used for integra-
tion, as shown in Fig. 3. We construct four lightgbm models with different parameters.
The prediction result_1 is obtained by voting with ‘votingclassify’ in sklearn, which
includes four machine learning models: RandomForest,XGBoost,LightGBM,Catboost.
As described in Fig. 3, results the predicted by lightgbm-1 are added to the results gener-
ated by voting classifier, and then averaged to obtain the result_1. A similar calculation
method is applied to obtain result_4.

4 Experiment

4.1 Data Introduction

Introduction To Knowledge Ggraph of Chemical Eelements. The construction of
chemical element knowledge graph needs to obtain all chemical elements and their
basic chemical properties from the periodic table of chemical elements. The knowledge
graph data contains 1643 triples, 17 relationships, 225 entities, 107 attributes, and 118
elements.

Training Data. The dataset used in this competitionmainly includes the smiles formula
and labels. The competition task is mainly a binary classification task. For the binary
classification task, ROC-AUC is used to evaluate the prediction performance.

The training dataset contains 32902 smiles data and labels. There are 4113 data
items in the validation set, including two columns of smiles and id. The test dataset also
contains 4113 items.Example of the training set:

smiles,label

RandomForest 

XGBoost 

CatBoost 

LightGBM 
LightGBM-1 

votingClassif

result_1 

sum,Average 

LightGBM-2 
sum,Average

result_2
LightGBM-3 

sum,Average

result_3 
LightGBM-4sum,Average 

result_4 

input:concatenate feature 1 input:concatenate feature 2 

Fig. 3. Ensemble model method
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O=C1c2c(O)cc(O)c(OC3OC(CO)C(O)C(O)C3O)c2OC(c2ccc(O)c(O)c2)C1O,0
Cc1ccccc1-n1c(SCC(=O)NC(=O)Nc2cccc(Cl)c2)nc2c(Br)cc(Br)cc2c1=O,0
CCOC(=O)CNC(=O)CNC(=O)CNC(=O)CNNc1c(OCc2ccccc2)c(=O)c1=O,0
Cc1cc(CC(=O)NCCO)n(CCO)c(=O)c1,0

4.2 Experimental Setup

Software and Hardware. Operating system:linux; GPU:NVIDIA V100 32 GB; Deep
Learning Framework:pytorch; Machine Learning Framework:sklearn; Rdkit-pypi ==
2022.3.4.

SAE Model. Optimization:ADAM, Learning Rate=0.001, Hidden dim =
256.BATCH_SIZE = 128.

ClassificationModelMLP(
(linear1): Linear(in_features=39972, out_features=256, bias=True)
(activation): GELU()
(batch_normal): BatchNorm1d(256, eps=1e-05, momentum=0.1, affine=True, track_running_stats=

True)
(linear2): Linear(in_features=256, out_features=1, bias=True)

); 
AutoEncoder(

(encoder): Sequential(
(0): Linear(in_features=39972, out_features=256, bias=True)
(1): ReLU()

) 
(decoder): Sequential(

(0): Linear(in_features=256, out_features=39972, bias=True)
(1): ReLU()

) 
) 

4.3 Model Parameters and Result

The parameters of models included in votingClassify are as follows.
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RandomForest:{min_samples_leaf=2, n_estimators=1250,n_jobs=-1, criterion='entropy',class_weight=
{0:1, 1:10},random_state=3,  bootstrap = True,oob_score = True,max_depth= None};
XGBoost:{learning_rate=0.05,max_depth=4,colsample_bytree=0.8,n_estimators=1342,n_jobs=-1,rand
om_state=70,reg_alpha=1,reg_lambda=1,scale_pos_weight=10,subsample=0.9,objective='binary:logist
ic'};
CatBoost:{iterations=1350,depth = 6,learning_rate = 0.05,custom_loss='AUC',eval_metric='AUC',
bagging_temperature=1,rsm = 0.78,od_type='Iter',od_wait=400,metric_period = 400,l2_leaf_reg = 
5,thread_count = 10,random_seed = 68,loss_function = 'Logloss',scale_pos_weight = 20};
LightGBM:{boosting_type='gbdt',objective='binary',n_estimators=1200,learning_rate=0.05,max_depth
=-1,num_leaves=31,bagging_fraction= 0.85,feature_fraction=0.9,reg_alpha=0.5,reg_lambda=0,metric=
'auc',bagging_freq=5,min_split_gain=0.0,min_child_weight=0.001,random_state=32,scale_pos_weight
=9}.

The voting results of 4 different models on test dataset is shown in Table 2.

Table 2. Results from concatenate feature 1 and model voting

Feature Model Ensemble method Test result

Concatenate
feature 1

RandomForest VotingClassifier 0.89637

XGBoost

CatBoost

LightGBM

The parameters of LightGBM are as follows.

LightGBM:{learning_rate=0.05,max_depth=-1,num_leaves=31,bagging_fraction=0.85,feature_fraction
=0.9,reg_alpha=0.5,reg_lambda=0,metric='auc',bagging_freq=5,min_split_gain=0.0,min_child_weight
=0.001,random_state=76,scale_pos_weight=9 }.
By adjusting the parameters n_estimators , 4 different lightgbm models can be obtained.
LightGBM-1(n_estimators=1200),LightGBM-2(n_estimators=1240),LightGBM-3(n_estimators=1230)

LightGBM-4(n_estimators=1250).

The results of LightGBM-1 on test dataset is shown in Table 3.

Table 3. Concatenating features 2 results from LightGBM-1

Feature Model Parameter Test result

Concatenate feature 2 LightGBM-1 n_estimators = 1200 0.89341
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According to the calculation process described in Fig. 3, the final result on test dataset
is 0.8985.

5 Summary

In this evaluation task, in order to find the best molecular representation, we verified the
current mainstream models and methods, which include traditional molecular descrip-
tors and molecular fingerprints. After experimental verification, we found that the per-
formance of traditional molecular representations on this task is even better than most
current pre-trainedmodels based on graph neural networks. This indicates thatmolecular
representation methods such as molecular descriptors can be considered when actually
solving similar tasks. We also verified that the large-scale pre-trained graph neural net-
work model greatly improve the performance of downstream tasks, especially the pre-
trained model that incorporates 3D features with GeoGNN. When choosing the features
that be concatenated, we consider it from different perspectives and cover as comprehen-
sively as possible. For example, MGSSL focuses on functional groups, and KCLGNN
integrates the knowledge graph of chemical elements. The pharmacophore is the spatial
orientation of various structural features ofmolecules that interact with biological targets
and trigger biological effects. Incorporating of pharmacophore fingerprints in this task
enhances the ability of the power of molecular representation. In the future, fusing the
results or parameters generated by molecular simulations into graph neural networks
could be explored to further improve the capabilities of molecular representation.
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Abstract. Diagram question answering is a challenging multi-modal machine
learning task that focuses on answering questions according to given diagrams on
specific fields. Compared to natural imaged, these diagrams have more abstract
expressions and complex logical relations, whichmakes diagram question answer-
ing more difficult. In this paper, we propose a new approach for diagram question
answering task. We add bottom-up and top-down attention to identify regions of
interest to questions and use a same model to jointly train multiple choice ques-
tions and true false questions. Our approach on test dataset of official CCKS2022
textbook diagram question answering session achieves the accuracy of 58.09%.

Keywords: Diagram understanding · Visual question answering · Joint learning

1 Introduction

IN recent years some research on both computer vision and natural language processing
including image-text retrieval, image captioning, and visual question answering have
been hot spots. Visual question answering task is to answer the natural language ques-
tions according to visual image context. Compared with image-text retrieval and image
captioning, visual question answering is a more challenging task that requires advances
in vision, language, problem-solving, and learning theory.

Existing visual question answering datasets are limited to natural images such as
COCO [1], Flickr [2], and VQA [3] constructed from real-world scenes. However,
for visual question answering in educational scenes, visual contest becomes diagrams
instead of natural images. Diagram is an abstract expression in educational scenes, which
is often constructed from geometric shapes and logic symbols and used for expressing
information such as logic and concepts. Visual question answering tasks on this more
abstract visual context is helpful for machines to understand human cognitive behaviors
and learning habits.

RecentlyWang et al. [4] proposedCSDia, a novel geometric type of diagramsdatasets
in Computer Science field. Compared to other visual question answering datasets, CSDia
has more abstract expressions and complex logical relations. It has about 1,300 dia-
grams and 3,500 question-answer pairs that covers 12 different knowledge categories of
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Computer Science and are divided two different types: multiple choice question-answer
pairs and true false question-answer pairs. Wang et al. also proposed diagram question
answering task, a question answering task similar to visual question answering on the
CSDia dataset. Figure 1 shows an example diagram with corresponding multiple choice
question and true false question from the CSDia dataset.

Fig. 1. Example diagram with corresponding multiple choices question and true false question
from the CSDia dataset.

In comparison to visual question answering, the diagram question answering task
has several characteristics that makes it more challenging. Firstly, the graphics in CSDia
dataset does not have specific semantics, only when attached to a particular knowledge
concept. This makes extracting and understanding visual features more difficult, since in
graphics one object can be given different semantics under different knowledge concepts
and one knowledge concept in diagrams have various expressions. Another challenge is
that diagram resources are scarce and expensive to label, thus CSDia has a small number
of diagrams, which makes diagram question answering a few-shot learning task.

To overcome these challenges, in this paper we propose a new approach to solve
diagram question answering task. In this approach, we use bottom-up and top-down
attention to extract and learn regions of interest in the diagram that are relevant for
the question in hand. We also use the joint learning of multiple choice questions and
true false questions to overcome the few-shot challenge. Experiment shows that our
approach can efficiently solve diagram question answering task on the CSDia dataset.
The remainder of the paper is structured as follows. Section 2 describes related work.
Section 3 introduces our approach, including bottom-up and top-down attention and how
to jointly learn multiple choice questions and true false questions. Section 4 we present
our experimental results. Finally, Sect. 5 concludes.
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2 Related Work

2.1 Visual Question Answering

Visual question answering is a problem in computer vision and natural language pro-
cessing where system is given a text-based question about an image, and it must infer
the answer. It is usually regarded as a classification task where model predicts the most
suitable answer from a pool of choices. Since the release of the first VQA dataset in
2014, additional datasets have been released and many algorithms have been proposed.
Despite a multitude of datasets and models have been published, visual question answer-
ing remains a hard task which its state-of-the-art recognition rate is far from human
performance. Graphics in most visual question answering datasets are limited to natural
images.

2.2 Textbook Question Answering

Textbook question answering is a problem similar to visual question answering with the
main difference that questions and graphics in textbook question answering are built and
extracted from school science textbooks. Another difference is that question in visual
question answering datasets are usually essay questions, while questions in textbook
question answering are true false questions and multiple choice questions that the pool
of answers is fixed. So far, AI2 Diagrams dataset [5] and Textbook Question Answer-
ing dataset [6] are the most widely used for textbook question answering. Specifically,
Kembhavi et al. studied the problem of diagram interpretation land reasoning, introduced
Diagram Parse Graphs as the representation to model the structure of diagrams and con-
ducted experiments on AI2 Diagrams dataset, which contains diagrams from elementary
school science textbooks. They also tested three different types of deep learning models
on Textbook Question Answering dataset, which contains diagrams from life, earth and
physics textbooks. However, datasets used for textbook question answering task such as
AI2 Diagrams dataset and Textbook Question Answering dataset still focus on natural
disciplines and real-world objects, instead of pure geometric shapes and logical relations.

2.3 Diagram Question Answering

Diagram question answering is similar to textbook question answering. The main dif-
ference is that diagrams in diagram question answering are constructed from pure geo-
metric shapes and logic symbols, which makes diagrams more abstract and difficult to
understand for machines. Wang et al. proposed diagram question answering tasks and
corresponding dataset CSDia, which has exhaustive annotations of objects and relations
for about 1,300 diagrams and 3,500 question-answer pairs. They also proposed the Dia-
gram Paring Net that focuses on analyzing the topological structure and text information
of diagrams. Experiments showed CSDia is more complex compared to previous natural
image understanding datasets.
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3 Approach

3.1 Model Framework

In order to achieve diagram question answering task on CSDia dataset, we propose a
new model. Its framework is shown in Fig. 2.

Fig. 2. Framework of model for diagram question answering.

As diagram question answering task depends on both visual features and text features
and thus is more complicated, we divide the model into three modules: embedding
module, attention module and classifier module.

Embedding Module. Embeddingmodule extracts the text features (for multiple choice
questions, it includes the question text and the answer text; for true false questions, only
question text is included) and visual features from theCSDia dataset. For text features,we
use a transformer (specifically, roberta-large) to extract features that contain the overall
information of input text. For image features, we divide the diagram into multiple sub-
images through the CORD of each question and feed them with original diagram into
diagram embedding module (specifically, resnet101) to obtain the image features of the
objects corresponding to each CORD ang the overall image.

Attention Module. Attention module fuses the text features and visual features via
bottom-up and top-down attention. It examines the importance of sub-image visual
features obtained in embedding module to the text feature, so as to extract the features of
salient regions that contribute greatly to the question (and answer) text. Considering that
CORD is null for some questions in CSDia dataset and some questions have answers that
are related to the overall image, we also involve the overall image visual features in the
process, which differs from original bottom-up and top-down attention methods. The
embedding module and attention module constitute bottom-up and top-down method
part of the model, which will be detailed in Sect. 3.2.
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Classifier Module. Classifier module classifies the fusion features into different
answers via a dense layer and a classifier layer. It has two outputs that respectively
correspond to true and false in true false questions. For multiple choice questions, the
first output that corresponds to true in true false questions is used as the value of softmax
function of input answer in embedding module. Classifier module will be detailed in
Sect. 3.3.

3.2 Bottom-Up and Top-Down Attention

Fig. 3. Overview of embedding module and attention module for diagram question answering,
including bottom-up and top-down attention.

Since diagram question answering task involves both text and diagrams, we need
to address both branches in embedding module and merge them in attention module in
order to answer the questions based on both text and visual information (see Fig. 3).
To encode the text part, we use roberta-large to extract text features. For the visual
part, we apply bottom-up and top-down attention to take the features of the regions of
interest detected bottom-up in the diagram and then apply top-down attention on the
question. Since CORD is null for some questions in CSDia dataset and some questions
have answers that are related to the overall image, we also feed overall diagram into the
bottom-up process.

Specifically, we use roberta-large to extract the text feature from input text. Suppose a
question has (m-1) CORDs, we feed sub-images corresponding to these CORDs and the
overall diagram into restnet101 to extract the visual features and use a fully connected
layer to align the size of vectors. Since the position of sub-images also influence the
answers of diagram questions, we use another fully connected layer to extract positional
feature vectors and average them with visual feature vectors. Then, we concatenate text
feature vectors and positional visual feature vectors, generate an unnormalized top-down
attention weight for each position visual feature vector and assign them to corresponding
vectors. Finally, we calculate the element-wise product of visual feature vectors and
weighted positional visual feature vectors and obtain fusion feature vectors.

3.3 Joint Training

Since the CSDia dataset for diagram question answering has a small number of diagrams
and questions, it is important to take full advantage of given questions of CSDia dataset.
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We address that themultiple choice questions and the true part of true false questions have
similar learning functions, thus we use joint learning to enhance the performance of our
approach. Specifically, we use the same model to train true false questions and multiple
choice questions. Themain difference between the structure ofmultiple choice questions
and true false questions is that multiple choice questions have 4 choices containing
corresponding answer texts, while true false question have only 2 fixed answers “True”
and “False”. To overcome this problem, we use different methods to deal with the inputs
of multiple choice questions and true false questions. For true false questions, we use
each question as a sample and use the whole question text as the input text. For multiple
choice questions, we divide each question into 4 samples according to different choices,
which use question text followed with corresponding answer text as the input text.

Fig. 4. Overview of classifier module for diagram question answering.

Different methods of input samples need different methods to deal with outputs. The
overview of classifier for diagram question answering is shown in Fig. 4. It contains a
1024 × 1024 dense layer and a 1024 × 2 classifier layer with a dropout layer between
these two layers. The classifier layer has two outputs. For true false questions, the two
outputs are respectively used as the parameters of softmax function corresponding to
“True” and “False”. For multiple choice questions, since a question is divided into 4
samples, we use the “True” output of these 4 samples and use softmax function to
calculate the training probability of the 4 choices. In our experiment, joint training
can significantly enhance the accuracy of both true false questions and multiple choice
questions, which will be detailed in Sect. 4.

4 Experiment

4.1 Datasets

WE use the CSDia dataset as the experiment dataset for diagram question answering.
CSDia is the first diagram question answering dataset in computer science, containing
1,294 diagrams and over 3,400 question answering pairs. Among them, all the diagrams
are from the real data in the education scene, including two English textbooks, five
Chinese textbooks, several blogs, knowledge encyclopedia and other sources. Ques-
tions in CSDia dataset includes true false questions and multiple choice questions in
which the proportion of number of questions is roughly 1:1. All the questions can also
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be divided into short-answer (one-step reasoning) questions and complex (two-step rea-
soning) questions according to their difficulty, and the proportion of number of questions
is roughly 4:1.

4.2 Settings

In the embedding module and attention module, we use the model parameters obtained
after pretraining on AI2 Diagram dataset in ISAAQ model [7] as initial input. The
maximum length of sequence in Roberta-large is set as 60. The optimization algorithm
isAdam algorithm, the learning rate is set as 1e-6 and the batch size is 8. Considering that
we jointly trained the multiple choice questions and true false questions and they have
different bias requirements for the model, we used the model after 24 epochs to obtain
results of multiple choice questions and the model after 58 epochs to obtain results of
true false questions.

4.3 Results

Table 1. Accuracy for joint training and separate training of our approach

Training True false
questions

Multiple choice
questions

Joint training 66.67% 49.51%

Separate
training

65.70% 48.22%

Table 1 shows the experiment results of our approach. With joint training, our approach
achieves an accuracy of 66.67% on true false questions and 49.51% on multiple choice
questions. In comparison, with separate training the model achieves an accuracy of
65.70% on true false questions and 48.22% on multiple choice questions, which means
joint learning can significantly improve the performance for diagram question answering
and confirms that our approach is effective for diagram question answering.

5 Conclusion

IN this paper, we propose a new approach for diagram question answering task. We
use bottom-up and top-down attention to identify question-related regions and use joint
learning of multiple choice questions and true false questions to improve the perfor-
mance. Our approach on test dataset of official CCKS2022 textbook diagram question
answering session achieves the accuracy of 58.09%, with 66.67% on true false questions
and 49.51% on multiple choice questions, which confirms that our approach is effective
for diagram question answering. Experiment shows that joint learning can significantly
improve the performance.
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Abstract. Unlike natural pictures, diagrams are a highly abstract vehi-
cle for knowledge representation, and Diagram Question Answering
involves complex reasoning processes such as diagram element detection.
However, due to low resource constraints, achieving efficient extraction of
diagram elements is challenging. In addition, vision tasks rely on image
feature extraction, and most feature extraction today is based on real
scenario images on ImageNet. To solve the above problems, we program-
matically synthesized a diagram dataset to implement diagram element
prediction and put its feature extraction module to use on downstream
task. In the actual task, we explicitly input the predicted image elements
from the diagram into the model. The experimental comparison shows a
significant improvement in our model compared to the baseline.

Keywords: Diagram question answering · Low resource · Data
synthesis

1 Introduction

In recent years, there have been exciting developments in the research of Visual
Question Answering (VQA). A VQA system takes as input an image and a
free-form, open-ended, natural-language question about the image and produces
a natural-language answer as the output [1]. Current VQA datasets focus on
answering questions related to natural images, such as Vqa [1], Clevr [2], and
Visual genome [3]. However, abstract diagrams with rich semantics occupy much
of the visual world in realistic scenarios. Schematic diagrams are a highly abstract
vehicle for knowledge expression, usually consisting of geometric shapes such as
rectangles and circles and logical symbols such as arrows and dashes. Compared
to VQA, Diagram Question Answering (DQA) has more distinct visual and
linguistic inference characteristics.
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Diagrams are a prevalent visual form in education, and they express various
knowledge concepts in a more abstract semantic sense [4]. Giving a diagram
to answer natural language questions related to that knowledge point based on
visual information is the work of this paper, the CCKS 2022 Textbook Dia-
gram Question Answering task. The difficulty of this task is mainly twofold.
First, schematic diagrams are scarce resources, expensive to annotate, and have
a natural small sample scenario. Second, schematic diagrams are abstract in
expression and sparse in features yet rich in technical and semantic information,
leading to challenges in understanding conceptual diagrams and making accu-
rate and comprehensive cognitive reasoning. This work focuses on effectively
capturing and understanding the knowledge embedded in abstract diagrams.

Through investigation of the data, we found that many DQA questions related
to elements in the diagram. For example, “The first value of the current list is?”
or “How many nodes are there?”. For questions such as these, an intuitive idea
is to predict the elements of the diagram and input them into the DQA model,
thus improving the DQA model’s ability to answer these questions. As mentioned
before, one of the difficulties of this competition was the small amount of data with
hundreds of diagrams and without the labeling of diagram elements. Therefore, it
is impractical to use this data for diagram element detection.

To meet the challenge above, we programmatically synthesized a task-related
diagram dataset. We train diagram element detection on the synthesized data,
make predictions on the real competition data, and feed the detection results
explicitly into the DQA model. With the help of the input of element content
(position, value), we significantly improved the baseline model. In addition, the
feature extraction module we train on diagram element detection can improve
the DQA model simultaneously.

2 Related Work

DQA Datasets. As an emerging multimodal task, DQA has released several
abstract diagram datasets in recent years. For example, diagram datasets gen-
erated based on fixed templates: NLVR [5], FigureQA [6], and DVQA [7]. This
class of DQA datasets is generated from a limited number of figure or ques-
tion templates that may result in unintended visual or linguistic shortcuts in
question answering. The subject DQA datasets involve different subjects in real
educational scenarios, such as mathematics [8] or physics [9]. It is worth noting
that the dataset in this paper is from the computer science discipline [4]. Sub-
ject abstract datasets need to combine domain-specific knowledge for question
reasoning, and thus there is a large variability between datasets. Recently, Lu et
al. developed a new dataset: IconQA [10]. This dataset contains only abstract
diagrams and basic common sense. It rarely covers complex domain knowledge,
which provides a new benchmark for understanding different visual reasoning
skills in abstract diagrams and real learning scenarios.

DQA Methods. In recent years, deep learning-based methods have been widely
used for DQA tasks. Common ones are attention and transformers [12]. With the
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attention mechanism, the model can jointly process multimodal data from dia-
gram regions and question text. Using pre-trained models based on transformers
to learn visual and linguistic features in the dataset can significantly improve
the performance of downstream DQA tasks. This paper uses the patch cross-
modal Transformer model (Patch-TRM) [10] in IconQA as a baseline, which
applies a pyramid cross-modal Transformer with an input diagram embeddings
pre-trained on the icon dataset.

3 Method

Figure 1 shows the complete process of our approach. We synthesize a diagram
dataset to train a diagram element extraction model. Based on the Patch-TRM
baseline [10], we feed the model explicitly with the predicted diagram elements to
improve the model’s ability to answer questions related to the diagram elements.

Fig. 1. The overview of our approach.

3.1 Diagram Data Synthesis

Many questions in the competition data relate to elements in the diagram, such
as “The first value of the current list is?”. Faced with the challenge of low
resources in the competition, we argue that the available data resources can-
not support the training process for the detection of diagram elements.

By investigating the data, we found that most diagram data is the data
structure in computer science. These data structures have in common that the
diagram node elements are geometry shapes with node values and that these
nodes are placed according to the type of data structure to which they belong.
Based on these characteristics, We performed a synthesis of the diagram data.
The details of our implementation are described below.
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Data Structure. In computer science, a wide variety of data structures exist,
such as trees and graphs. From these data structures, we selected the following
six data types for data synthesis.

1. Linear data structures: Array, Linked List, Stack, Queue.
2. Edge-based data structures: Tree, Graph.

In the actual competition data, there are also flowcharts, deadlock, etc. These
data are more focused on the textual content (descriptions rather than weights
of nodes) of the diagram elements and are more challenging to synthesize pro-
grammatically.

Synthesis Variation. In order to make the synthesized data more closely
resemble the real data, we use several methods to enhance the diversity of the
synthesized results, resulting in a more generalizable element detection model.
These methods include fonts, colors, etc., and detailed descriptions can be found
in Table 1. In Appendix Fig. 2 we show some synthetic data samples.

Table 1. Variations in synthetic data.

Item Application Variations

Position Border, Text, Edges Random fluctuations at the centre point
Font Node weight, Edge Weight Arial, Calibri, Cambria, etc.
Color Border, Text, Edges Gray, Random HSV color
Blur Full diagram Gaussian Blur, Box Blur, No blur

3.2 Diagram Element Detection

Based on the synthetic diagram dataset, we trained a Cascade RCNN object
detection model [11]. Cascade RCNN consists of a sequence of detectors trained
with increasing IoU thresholds, to be sequentially more selective against close
false positives. The detectors are trained stage by stage, leveraging the observa-
tion that the output of a detector is a good distribution for training the next
higher quality detector. The resampling of progressively improved hypotheses
guarantees that all detectors have a positive set of examples of equivalent size,
reducing the overfitting problem.

We use the model to predict the value and coordinate information of the
elements in the competition diagram. Our accuracy on the validation set of the
synthetic data is 96%.

3.3 Baseline and Diagram Element Embedding

We use Patch-TRM [10] in IconQA as our baseline model. The diagrams are
first scaled to different sizes and splitted into ordered patches according to a
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hierarchical pyramid layout, encoded by a pre-trained ResNet [14]. In the actual
implementation, we designed 5 layers with 79 patches, which allows the model
to focus on both local and global information in the diagram. After ResNet
extracts the features from these diagrams, the representations of all the patches
are passed into the Transformer as input. To solve the position insensitivity of
the Transformer, we also add the position embedding for each patch. Regarding
the question and the choice text information, we use Bert [13] and GRU [15]
to encode them respectively. Finally, we use the attention mechanism to let the
diagram information and the text information interact, and use the softmax
function to obtain the final prediction results.

We concatenate the predicted numerical and coordinate information of dia-
gram element together with the patch information of the diagram and feed it
into the Patch Transformer Encoder. We use relative values for the coordinates
to reduce the effect of the element size.

4 Experiments

To verify the accuracy of our idea, we set up two sets of ablation experiments.
And the details of our experiments are provided.

4.1 Datasets and Settings

Datasets. The dataset we use is a subset of CSDQA [4]. Computer Science
Diagrams Question Answering (CSDQA) is a computer science domain dataset
with rich annotations. It contains 1,294 diagrams in 12 categories with over
3,400 question-answer pairs from five undergraduate courses: Data structure,
Principles of Computer Networks, Computer Architecture, Digital Logic Circuit,
and Computer Operating System. Detailed statistics about the dataset we use
in the competition are shown in Table 2.

Table 2. Results of dataset segmentation

Image Question

Train 713 1996
Val 238 664
Test 238 618

Implementation Details. We first use the Cascade RCNN model [11] to per-
form element recognition on the diagrams, predicting the numerical and coor-
dinate information of the elements, which are subsequently fed into the Patch
Transformer Encoder along with the diagram vectors. Following the setup in the
IconQA [10], in Patch Transformer Encoder, we use 79/30 patch blocks and try
to use Cascade RCNN Backbone for feature extraction on the diagrams. For the
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Text Transformer, we encode it using the Bert-small model [13] with a maximum
length limit of 25/34. For the Choice Encoder, we use the GRU model [15] with
a word embedding size of 300.

4.2 Ablation Studies

Backbone. We use ResNet models pre-trained by ImageNet or Icon645
datasets, respectively, and Backbone from the Cascade RCNN object detection
network for feature extraction. Results are presented in Table 3. We find that
ResNet pre-trained with ImageNet is better than pre-trained on the Icon645
dataset, which indicates that Icon645 and the competition data are not strongly
correlated. In addition, we found that the overall results of ResNet, which comes
from the diagram element detection model, are better than those of the pre-
training under ImageNet. It indicates that the extracted diagram features are
more suitable for the later task by using more similar data for model pre-training.

Table 3. Effect of different backbones. Each row corresponds to a model with varied
pre-trained ResNet and fixed other settings. All experiments are based on the training
set given by the competition, and the training set is divided into training and validation
datasets in the ratio of 8:2.

Model Val accuracy

Patch-TRM with ImageNet Pretrain 48.94
Patch-TRM with Icon645 Pretrain 44.57
Patch-TRM with Cascade RCNN Backbone 49.54

Image Element Detection and Embedding. We try to interact the results of
the diagram element detection with the diagram information and feed it into our
model together. The results are shown in Table 4. Adding the detection results
of the diagram elements, we found a significant improvement in the model. It
shows that our diagram element detection model trained on synthetic data works
on real competition data and also shows the importance of diagram element
detection for DQA.

Table 4. The accuracy of model with/without element embedding

Model Accuracy

Patch-TRM 48.94
Patch-TRM with element embedding 50.90
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4.3 Ensemble

We adjust the model’s hyperparameters, such as the number of patches after
diagram splitting, the max length of the question text encoding, etc., and try to
set the weight decay to constrain the model and mitigate overfitting. The model
configuration used for the ensemble is shown in Table 5.

During the model ensemble stage, the predictions of the four models on the
test set were voted, and the option with the highest number of votes was used
as the final answer. The final voting accuracy on the test set is 55.01%.

Table 5. Different configurations of the models. At the time of Ensemble, we have
already acquired the answers for the validation set, so these models have more training
data compared to some of the experiments above.

Id Patch Max length of question Weight decay Accuracy

1 79 25 no 53.61
2 79 34 no 54.06
3 79 34 yes 52.71
4 30 25 no 54.97

5 Conclusion

We synthesized diagram data for the low-resource DQA task to achieve an effec-
tive diagram element detection. We explicitly fed the detection result into the
DQA model to improve the model’s response to questions related to diagram ele-
ments. The feature extraction module used in the element detection also benefits
the subsequent DQA model as the input data is more similar to the actual task.
In DQA, diagrams and questions are equally important. In future work, consid-
eration could be given to simultaneous generation and pre-training of diagrams
and questions to alleviate the low resource problem in DQA.

Acknowledgements. We appreciate the support from Pudong New Area Science &
Technology Development Fund (Project Number: PKX2021-R05).
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Appendix

Fig. 2. Sample of the synthetic data.
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Abstract. This paper presents a solution for the CCKS 2022 NEC Task: Finan-
cial Event Extraction. What is challenging in this task is detecting semantically
ambiguous and complex event in short and low-context settings. Our team (CMB
AI Lab) propose a ner method for event extraction: first, the dataset is split by the
cause-and-effect list, and then a model based on biaffine layer/global pointer is
built to predict span boundaries of specific category. The basic pre-trained models
we choose are MacBERT and NEZHA-WWM. The evaluation result of our app-
roach achieves an F1 score of 0.60738, which ranks the first on the final leader
board.

Keywords: Event extraction · Financial news · Pointer network

1 Introduction

Event extraction is a crucial task of information extraction, which is able to extract some
specific type of event (event type recognition) and identify the important components
of the event (event element recognition) from unstructured information and presents the
results in a structured form.

In the financial field, accurate event extraction is necessary to build a high-quality
event graph, which can be applied tomany business scenarios such as robot financing and
risk management. However, the event types in the financial field are extremely diverse.
Therefore, it requires high expertise and labor costs to define different schemas for
different event types. Inspired by the idea of open-domain event extraction, CCKS 2022
NEC Task defines relatively standard event schemas and data annotations to achieve
event extraction of rich financial event types.

The purpose of this task is to recognize cause-effect events from massive financial
news, and extract specific elements of the events. As shown in Fig. 1, a piece of text T
contains a cause event C and a result event E, the extract results of which includes not
only the event but also the event element.

In this task, precision (P), recall (R), and F1 (F1-measure, F1) are used to evaluate
the recognition effect of event elements. The P and R is calculated from all samples,
regardless of the entity type, and the F1 value is calculated by the micro-average.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
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Fig. 1. Example of causal event feature extraction in finance

The rest of the paper is organized as follows: Sect. 2 reviews some related works;
Sect. 3 discusses our approach; Sect. 4 presents the experiment implementations and
results; Sect. 5 concludes the paper and sketches directions for future work.

2 Related Work

Event extraction aims to predict the event category, event trigger word, corresponding
element of the trigger word, and the arguments of the corresponding element for a given
document [1]. Similar to the classification tasks, sequence annotation tasks and machine
reading tasks [2], the event elements recognition can be equivalent to an NER (Named
Entity Recognition) problem according to the word-level corresponding event type.

The most common approaches for event extraction are roughly divided into two
categories: pattern matching technique and machine learning algorithms.
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2.1 Pattern Matching Technique

Event extraction based on patternmatchingmainly includes supervised patternmatching
technique and weakly supervised pattern matching technique [3].

In 1995, theWordNet semantic dictionarywas introduced to event extraction, and the
semantic framework and phrase structure were implemented, proving the effectiveness
of mining a large dictionary [4]. Developed by Ellen et al., the AutoSlog-ST system
based on AutoSlog did not require the annotation of all event elements in the corpus,
but the annotation of the event type, and was capable of automatically learning the event
mode by a pre-classified corpus [5]. Proposed by Jifa, a domain general event pattern
matching method IEPAM, divides event extraction patterns into three parts: semantic
patterns, trigger patterns and extraction patterns, and achieved excellent results in flight
accident event extraction in MUC-7 corpus [6].

2.2 Machine Learning Algorithms

In order to release the limitation of poor portability of the traditional pattern matching,
machine learning algorithms (especially the deep learning neural networks) have become
a major trend in event extraction [7–11], which can be migrated to many fields [12].

A two-way LSTM was employed by Nguyen et al. to extract semantic features in
sentences, and the sentence structure features were combined to extract event trigger
words and event elements at the same time [13]. Recently, Wang et al. proposed the
confrontation-neural event model (AEM) based on a generative confrontation network
to achieve event extraction [14]. In 2019,Zhanget al. also proposed anewneural network-
based transformation model for predicting complex joint structures in a state-transition
process by capturing structural dependencies among entities and event mentions [15].

Attention mechanism has been applied in various NLP tasks, such as NER, name
tagging, sentence classification and question answering, showing great performance.
Besides, the pointer network structure has also become a mainstream method in NER
problem.However, in the general pointer networks, the start and end pointers are encoded
together. Therefore, an attention mechanism that simultaneously considered the using
a biaffine operation was proposed which achieved a better performance in NER tasks
[16].

3 Approach

In this section, we will describe our approach in the competition. The processing flow
of our approach is illustrated in Fig. 2 below.
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Fig. 2. The processing flow of the approach

We regard this cause-effect event extraction task as aNER taskwhich extracts entities
with defined cause event text and effect event text. Considering the numerous nested
entities in the training dataset, the two pointer networks are selected to resolve the
problem: biaffine layer and global pointer layer. Furthermore, other strategies such as
continue pre-training, data cleaning and adding custom position id have also been tried.

3.1 Overall Model Structure

We built two boundary detection models which are both created by connecting the
last hidden states of the pre-trained model to the pointer network to obtain the span
boundaries. The two pointer networks are the biaffine network [17] and the global pointer
network [18]. The output of the biaffine model is a span boundary matrix sα(i, j) as
illustrated in Fig. 3, which is similar to the global pointer model. All pairs of start-
end tokens have corresponding scores indicating whether they are the spans we need.
Figure 4 shows an example of a span boundary matrix. The reason why Jackie Chen and
the museum are the entities in this sentence is that they are the two pairs of start-end
tokens: the value 1 in the score matrix indicating that the text from index i to index j
belongs to the category α.
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Fig. 3. Biaffine model: using start-end pointer to explore all span

In detail, we suppose that the text length is n. ht represents the last hidden states
output of the pre-trained model.NNs andNNe represents the pointer dense layer of head
and tail. The output is expressed as:

hs(t) = NNs(ht) (1)

he(t) = NNe(ht) (2)

Then, the hs(t) is applied to the biaffine matrix and then applied to the he(t) to get
the final output s(t), which can be computed as follows:

s(t) = hs(t)
TUhe(t) + b (3)

Since the task involved a variety of labels, we choose the multi-label soft-max cross-
entropy as the loss function [19]:

Loss = log

(
1 +

∑
(i,j)∈Pα

e−sα(i,j)
)

+ log

(
1 +

∑
(i,j)∈Qα

esα(i,j)
)

(4)

Pα is the set of head-tail of category α, and Qα is the set of head-tail of the rest:

Pα = {
(i, j)| text[i : j] is the entity of categorie of α

}
(5)

Qα = {(i, j)|1 ≤ i ≤ j ≤ n} − Pα (6)
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Fig. 4. Span boundary matrix: scores of all start-end token-pair for detecting boundary of span

3.2 Custom Position Id

Since we use [CLS] cause mention [SEP] effect mention [SEP] original sentence [SEP]
as one input sentence to extract the specific entities, the position of cause mention text
and effect mention text are of importance.We try to add the relative position information
by using the custom position ids. The position ids of cause mentions and effect mentions
are the same with these texts in sentence.

3.3 Adversarial Training

Model fusion adopts multi-model voting attenuation strategy and FGMadversarial train-
ing to improve the robustness of the model. In the process of adversarial training, the
samples will be mixed with some small disturbances (the change is very small, but likely
to cause misclassification), and then make the neural network adapt to this change, so
as to be robust to the adversarial samples. In our experiment, the embedding parameter
matrix is directly disturbed to obtain the diversity of samples.

3.4 Continue Pre-training

Multi-phase adaptive pre-training offers large gains in task performance [20]. We con-
tinue pre-training the unlabeled data of the task (task-adaptive pre-training) to see
whether it is still helpful. Because of the small size of training dataset, there is almost
no difference between the original pre-trained model and the pre-trained model after
task-adaptive pre-training.
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3.5 Model Voting

According to the idea of ensemble learning, the output results of different models will
be voted by the bagging strategy. First, make statistics on all predictions and aggregate
the prediction results of all predictions. For classification scenarios, the principle of the
minority obeying the majority can be utilized to calculate the final results or calculate
the average prediction probability of all categories. Then, make horizontal comparison
in the direction of categories, and directly calculate the average in regression scenarios.
Compared with the single model scenario, the integration mode can effectively reduce
the deviation and variance. The structure of the multi-model voting strategy based on
the ensemble learning is shown in the Fig. 5 below.

Fig. 5. The structure of the multi-model voting strategy

4 Experiment

This section introduces the dataset provided in the competition, and the experiments
conducted to evaluate our approach.

4.1 Dataset

The dataset provided in the competition is from the financial news which contains
id, contents, cause-text, effect-text, and their corresponding entities: cause_actor,
cause_action, cause_object, cause_region, cause_industry, cause_organization,
cause_product, effect_actor, effect_action, effect_object, effect_region, effect _indus-
try, effect_organization, effect_product. The statistics of each type and its role is shown
in Table 1.

However, there are numerous wrong tags among the dataset provided. In order to
resolve this problem, we clean the dataset as shown in Fig. 6:

1. Splitting them into 10-fold.
2. Predicting one-fold by the model trained with the rest 9 folds.
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Table 1. Statistics of dataset

Event-element Total Event-element Total

cause_actor 2465 effect_actor 2888

cause_action 4062 effect_action 4096

cause_object 350 effect_object 324

cause_region 1130 effect_region 1030

cause_industry 560 effect_industry 779

cause_organization 623 effect_organization 767

cause_product 599 effect_product 872

3. Concatenating the 10 folds to get the complete dataset and repeat the step 1 and 2
to get 25 datasets.

4. Add the entities which appear in all 25 datasets, delete the entities which not appear
in any one dataset.

Fig. 6. The structure of the clean dataset

4.2 Implementation

Two pre-trainedmodels are chosen in our method, one of which is the NEZHA-LARGE-
WWM which includes functional relative positional encoding as an effective positional
encoding scheme,wholewordmasking strategy,mixed precision training and the LAMB
optimizer [13], the other ofwhich is theMacBERT-LARGEwhich is a robustly optimized
BERT pre-training model [14]. We apply Biaffine Layer/Global Pointer Layer to the
output of the pre-trained model with the head set to 64. During the training process, we
set the batch size as 4, the learning rate as 2e−5 and the epoch number as 18. Furthermore,
we apply adversarial training to improve robustness.

For our model ensemble strategy, 20 NEZH-LARGE-WWM based models and 20
MacBERT-LARGE based models have been trained, and these results are combined to
obtain the final results.
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4.3 Main Result

Since we can only get the score of the validation data on the leader board daily, we
conduct experiments on the validation data. The F1-score on validation data is 0.61906
which is the highest score in the leader board daily of the competition. Finally, the
F1-score of our approach on the final testing data is 0.60738 which ranks the first place.

4.4 Ablation Study

We conduct an ablation study during the competition where the results are shown in
Table 2.Wehave two baselinemodels.One is built onNEZHA-LARGE-WWM.Another
is built on MacBERT-LARGE. These two models use the content and the mention as
the input, other event element as the label, which acquire the F1-score: 57.157% and
57.016%. We introduce the mention position after the content & mention, and acquire
1% improvement. We also find that there was some dirty data in the training data, such
as the content without element texts. After cleaning the data and re-training the model,
an improvement of about 1.5% is achieved. Finally, extra 2% improvement on the score
of the final result is achieved by our model ensemble strategy.

Table 2. Results on the validation dataset

Method F1 (%)

Baseline nezha 57.157

w/position 58.178

w/data clean 59.850

Baseline macbert 57.016

w/position 58.032

w/data clean 59.315

Ensemble strategy 61.906

5 Conclusion

The CCKS 2022 Financial Field Domain Event Element Extraction Task is a text extrac-
tion competition based on a financial corpus. We design a two-stage model that com-
bine the state-of-the-art BERT-like based models pre-trained on Chinese corpus and the
biaffine attention mechanism or global pointer to achieve event extraction. The model
we built outperforms on the competition dataset with an F1-score of 0.60738 as the
first-place ranking.
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Abstract. Nowadays, with the explosive growth of we media articles, in the con-
text of information distribution such as search and recommendation, how to iden-
tify high-quality articles and distribute them to users has important research signif-
icance and practical application value. The task of this competition is to introduce
external Knowledge mapping, combined with the internal knowledge logic of the
article, realizes high-quality article recognition on the basis of a deeper semantic
understanding of the article. We mainly use Ernie pre training model and Article
title - knowledge map - the modeling method of part of the article content, the use
of pseudo label data sets and other ways to get the predicted value, and finally
achieved the result of 0.82 in the B list.

Keywords: Knowledge map · Ernie · Pseudo tags

1 Introduction

With the rapid development of the Internet, the emergenceof 4G, 5g, big data and artificial
intelligence has brought us into the digital era. More and more people devote themselves
to we media, which makes the number of we media articles present a straight upward
trend. In the retrieval and recommendation system, how to identify high-quality articles
and distribute them to our users has very important research significance and practical
application value. Therefore, in response to this problem, CCKS 2022 officially released
the task of identifying high-quality articles through knowledge mapping modeling. The
data set provided in this task isBaiduBaijia, the domesticmainstreamwemedia platform.
There are 10000+ articles in the data set. Each article has a title, body,whether it is a high-
quality article label and the corresponding knowledge map information, including 8000
+ articles for the training set, 1000 + articles for the A-list test, and 1000+ articles for
the B-list test; In the construction of the data set, we get all angles of the article by asking
special labelers to rate the collected data in 7 dimensions. Finally, based on the seven
dimensions of the article, 1000 pieces of data are labeled manually and fitted by decision
tree (acc: 0.98), resulting in a complete dataset.DecisionTreeContribution: [Title: 0.172,
Text quality: 0.076, Visual and understandable: 0.157, Multi-party/Multi-angle: 0.099,
Background information: 0.130, Aging/Creative: 0.267, Positive and Optimistic: 0.099],
as shown in Fig. 1. The format of the evaluation results required to be submitted is the
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label of the article link and whether the article is of high quality; Finally, the related
papers of the data set are provided.

Fig. 1. Data set

2 Related Work

Text classification plays an important role in natural language processing and textmining.
Recognition and classification through continuous learning of text features are of great
significance and value in all aspects of research [1].

The traditional text classification is based onmachine learningmethods [2], including
support vector machines, decision trees, naive Bayes, etc., which solve the problems
at the lexical level, but the model can not effectively learn and reflect the semantic
correlation and deep semantic features between words [2].

In recent years, with the deep learning, remarkable achievements have been made in
thefield of computer vision andnatural processing. The short text classification algorithm
based on deep learning began to attract people’s attention. Cnn [3, 4] model, rnn [5, 6]
model, gnn [7] model, attention [8] and pre training model emerged. The powerful pre
training language model makes many natural language processing tasks including text
classification show good performance.
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At present, relying on large-scale training data and the powerful computing power
provided by high-performance GPU and TPU, the neural network model with BERT as
the baseline shines brightly and has achieved better results inmany application scenarios.
However, the current deep learning text classification methods have some limitations on
the amount of information that can be mined from the data, and the generalization ability
and robustness of the model are insufficient. To solve these problems, knowledge map
is introduced. Knowledge map is a structured knowledge representation system, which
contains complex structured information and has been widely used in search engines,
question answering systems and other fields. The introduction of knowledge atlas aims
to provide the model with additional knowledge information, enable the model to have
the ability of understanding and association, and improve the generalization ability of
the model [3–8].

3 Dataset Paper

Through reading the data set papers, we learned that the evaluation of high-quality arti-
cles is realized through the score synthesis of seven aspects. These include relevance, text
quality, directness, versatility, context, novelty and emotion. By characterizing various
dimensions of articles, we propose a knowledge map enhanced article quality identifica-
tion dataset (kgea) [9]. Relevance refers to whether there is a high degree of consistency
between the title and content of high-quality articles; Text quality refers to whether the
spelling and grammar of high-quality sentences are standard; The remaining five aspects
respectively refer to whether the expression of high-quality articles is accurate, concise
and comprehensive, whether its logic is rigorous, whether its thinking is positive and so
on. They also extract features through relevant tools and use the co-occurrence of entities
between articles and Baidu Encyclopedia to build a knowledge map for each article [9].

In addition, the author of the data set obtained the relevant training data set according
to the screening criteria, and carried out the relevant experimental verification by using
the four baselinemodels ofBert,GCN,Ernie 1.0 andk-bert under themodelingmethodof
knowledgemap. In thefinal results, itwas found thatGCN(graphbased text classification
model) had the most outstanding effect - the F1 values of validation set and test set were
0.776 and 0.734, respectively.

4 Method

In recent years, a large number of studies have shown that large-scale corpus-based pre-
training models (PTM) can learn common language representations, facilitate down-
stream NLP tasks, and avoid training models from scratch. With the development of
computing ability, the emergence of depth model (i.e. Transformer) and the enhance-
ment of training skills make PTM develop continuously from shallow to deep. ERNIE
is a semantic understanding framework for continuous learning based on knowledge
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enhancement. This framework combines big data pre training with multi-source rich
knowledge. Through continuous learning technology, ERNIE continuously absorbs
vocabulary, structure, semantics and other knowledge from massive text data to achieve
continuous evolution of model effects. Therefore, we use the pre-training model based
on Transformer (mainly ERNIE) with fine-tuningmode, which is shown in the following
Fig. 2.

Fig. 2. Ernie model

The pretraining model ERNIE deals with Chinese data in words. PaddleNLP has
built-in tokenizers for various pre-training models. Specify the name of the model you
want to use to load the corresponding tokenizer.

The tokenizer is used to convert the original input text into a form of input data
acceptable to the model. As shown in Fig. 3:
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Fig. 3. ERNIE model framework diagram

4.1 Summary

First, we use content modeling to Roberta, Ernie and Nezha pre training models are used
for training prediction, and then the prediction results are weighted and fused as pseudo
tags into the training set. Finally, the Ernie pre training model is used for training by
using the modeling method of Article Title Knowledge Map part of article content, and
then the model with the lowest loss is selected for prediction. The final effect is very
significant. Our method is shown in Fig. 4:
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Fig. 4. Data modeling process

4.2 Text Preprocessing

After getting the training set and the verification set, we wrote the code and took out a
piece of data from the training set. The format of the data set includes the link of the
article, the article title, the article publishing time, the article content, and the entity set in
the article. So we wrote code to extract the article content of the data set and remove the
<br/> characters between paragraphs, article titles, entity sets and whether the article
is of high quality.

Since the maximum length of text that Ernie and other pre training models can han-
dle is 512, in order to make the model learn more features in the process of training,
we chose the maximum segmentation after the combination of article content, knowl-
edge map and article title. At the same time, the author also did some operations such
as removing all punctuation marks in the article to make a solid foundation for the
subsequent experiments.

4.3 Text Classification Model

Ernie [10] is a continuous learning semantic understanding framework based on knowl-
edge enhancement. It discards Bert’s word fragment mask mechanism and uses entity
level and phrase level mask mechanisms, so that it absorbs a large amount of knowledge
about the vocabulary, structure, semantics and other aspects of text data, and realizes the
continuous evolution of model effect [10].

Nezha [12] is a transformer based pre training model. Its overall structure is similar
to that of Bert, except that it adds a relative position coding function. The Bert model
has absolute position coding, but most of the time the length of the data is too short to
the maximum length of the model, so the position vector of the back position cannot be
fully trained. The Nezha model considers the relative position relationship between the
tokens, and can better learn the relationship between characters [12].
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Roberta [11] is an improvement based onBertmodel, which is adjusted to the optimal
Bert model. It is mainly to modify Adam’s super parameter, add the mixing accuracy,
change the static mask to dynamic mask, increase the batch size, and the length of the
training sequence [11].

In the pre training model, we used three kinds of training methods: ernie-1.0, nezha-
large-wwm-chinese and roberta-wwm-ext-large. In the recognition of high-quality arti-
cles, the three pre training models have corresponding advantages in the processing of
Chinese long text data sets and the understanding of semantic structure and internal
logic.

4.4 Model Fusion and Evaluation

In different modeling methods, we selected the models with high performance and fused
them after continuous training and optimization of a single model. We first evaluated
the correlation of the prediction results of Roberta, Ernie and Nezha pre training models
under the article content modeling, and found that Ernie’s prediction results had better
performance and lower correlation coefficient than the other two. Finally, we determined
the weighted fusion of 1:2:1 and got a new prediction result.

In terms of model evaluation, we use the cross entropy function and the following
evaluation indicators to evaluate every 300 steps of model training, print the relevant
loss function, accuracy and recall rate, and save the existing weight model.

4.5 Evaluating Indicator

The evaluation index of this task adopts F1 value, that is, the harmonic average of
precision (P) and recall (R). The accuracy rate is the ratio of the correct number of
identified high-quality articles to the total number of identified articles. Recall rate is
the ratio of the correct number of identified high-quality articles to the correct number
of standard answers. When the label of the identified high-quality article is the same as
that of the standard correct answer, it is recorded as correct identification. Written in
mathematical formula, namely:

F1 = 2PR

P + R
(1)

5 Experiment

After reading and understanding the dataset papers, we knew the screening rules of
high-quality papers and the best results obtained by using knowledge map modeling.
At the same time, after looking at the relevant requirements of the competition task and
the dataset format, we first chose to reproduce some data results of the dataset papers,
Then, the untreated and processed article content were modeled, and the article title
- knowledge map - part of the article content modeling, multi-mode fusion and other
experiments were carried out.

The relevant experimental data results based on the article title - knowledge map -
part of the article content modeling are as follows:
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Model Precision Recallr F1

Ernie-1.0 0.795 0.812 0.803

Nezha large WwM Chinese 0.691 0.917 0.788

Roberta WwM ext large 0.747 0.846 0.794

Weighted fusion 0.785 0.859 0.82

The specific parameters of the model are configured as follows:

Model Max_Seq_Length Epochs Learning_Rate Evaluation steps

Ernie-1.0 512 3 2e−5 300

6 Conclusion

Based on a large number of experiments, it is found that the stability of the trainingmodel
is poor without using knowledge map modeling (in the finals, we used the weighted
fusion result of 0.779), and it is difficult to further improve the effect of the model
only according to the effect of knowledge map modeling and prediction (compared with
the dataset paper). So according to the relevance of the paper to judge the high-quality
articles, we used the modeling method of Article Title Knowledge Map part of the
article content in the data set processing, and the method of pseudo label data set using
multi-mode fusion, which made the model result achieve good results.

Acknowledgment. We have done a lot of experiments to verify the performance of the modeling
method, and finally achieved good results in the competition, so we are very excited and happy.
At the same time, in the process of the competition, the teacher gave us hard and unremitting
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Abstract. With the number of all kinds of self-media articles explosive growth,
it is of great research significance and practical application value to recommend
high-quality articles to users. This paper explores how to combine named enti-
ties of knowledge graph and multi-head attention mechanism with quality article
identification, not only the contents of articles. For the article classification task
of CCKS 2022, we proposed an incorporating named entity information approach
based on the NEZHA model with continual pre-training combined, multi-head
attention and BiGRU. Five-fold cross-validation solved the problem of less train-
ing data, warm-up strategy handled the problem of unstable effect at the beginning
of training and focal loss treated the unbalanced samples. Then we selected the top
three results in terms of F1 scores for voting fusion. Finally, data augmentation
was applied in accordance with certain rules in the fusion results. Our method
achieves F1 score of 86.51% on the test set of the task and ranks the second place
in the competition.

Keywords: Multi-head attention · Named entity · Knowledge graph

1 Introduction

In the era of mobile Internet and big data, all kinds of We-media articles have witnessed
explosive growth. In the information distribution scenarios such as search and recom-
mendation, it is of great research significance and practical application value to screen
out high-quality articles and distribute them to users. In addition to the writing quality of
the article itself, high-quality articles should have the depth and novelty of the content.
However, simply relying on the content of the article may not completely recognize
high-quality articles. The CCKS 2022 identification of high-quality articles based on
knowledge graph explores how to achieve high-quality article classification by using the
external knowledge graph related to the article and combining the internal knowledge
logic of the article based on a deeper semantic understanding of the article.

The dataset of this task comes from amainstreamwe-media platform in China called
Baidu Baijia. There are more than 10,000 articles in the dataset, and each article has title,
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body, label of whether it is a high-quality article and corresponding knowledge graph
information [1]. Professional annotators scored the collected data in seven dimensions
to get the main points of the article. The complete dataset was fitted by decision tree
based on manually annotated data. Figure 1 gives an example of text classification for
this task.

In this task, precision (P), recall (R) and F1-score are used to evaluate the clas-
sification effect of identification. And F1-score is the harmonic average of P and
R:

F1 = 2 · P · R
P + R

(1)

Compared with the classification method of using the content of articles only, the
problem is limited information cannot improve the accuracy of identifying high-quality
articles because the content may not be related to requirements [1]. To solve this prob-
lem, we proposed a learning method based on attention mechanism model combined
knowledge graph information.

Fig. 1. Example of high-quality article classification based on knowledge graph.

The rest of the paper is as follows: Sect. 2 describes our method; Sect. 3 presents the
experiment implementations and results; Sect. 4 concludes the paper and discusses the
future work.

2 Methods

We use the NEZHA model based on attention mechanism as the basic template to make
full use of the context. To make the model understand the relationship between quality
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and article better, we add entities to every corresponding content text. Tomake the format
of data conform entered style (label, text) of themodel, we preprocess the original dataset
firstly. Next, we added multi-head self-attention and BiGRU network after NEZHA pre-
training model to get more context information. To enhance robustness, we train our
model by partitioning the dataset with 5-fold cross-validation and then the prediction
results of the model are fused by voting. Our scheme uses focal loss to effectively solve
the model performance problem caused by data imbalance. Finally, the results with the
top three F1 scores are used for voting fusion. Figure 2 shows the overview of our
method.

Fig. 2. Overview of the method.

2.1 Data Preprocessing

Firstly, we preprocess the text of the content part by replacing “<br>” and the extra
space character with a space character. Then, we choose title and content as our basic
text data and concatenate them by a special word “[SEP]” and then take the first 256
characters. The experiment proved that the first 256 characters of content canmake better
effect of identification than other text length.

Next, the entities are concatenated one by one at the end of the content and divided by
“[SEP]”. Moreover, the total text length is no longer than 512 characters long—to match
our computing resources and model, 512 characters text length is set in our method.
Figure 3 gives an example of data preprocessing.
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Fig. 3. Example of data preprocessing.

2.2 Models

Overview of the Model. In the output of the pre-training model, the multi-head atten-
tion layer and the BiGRU layer are added after the last hidden state. The Attention layer
extracts the keywords in the sentence, and the GRU improves the memory ability of the
model to achieve more accurate predictions [2]. Then we concatenate the output with the
output of CLS embedding for classification, dropout for preventing overfitting and focal
loss for alleviating label imbalance problem. Figure 4 shows our model framework.

NEZHA Pre-trained Model. NEZHA (NEural contextualiZed representation for CHi-
nese lAnguage) [3] is an improvedmodel based on the pre-trained languagemodelBERT.
It has the following improvements:

• Functional Relative Positional Encoding as an effective positional encoding scheme.
• Whole Word Masking (WWM) strategy.
• Mixed precision training.
• the LAMB Optimizer in training the models.

aij[2k] = sin

(
j − i

10000
2·k
dz

)
(2)

aij[2k + 1] = cos

(
j − i

10000
2·k
dz

)
(3)

The BERT model uses absolute position encoding, but many times the length of the
data exceeds the model’s maximum length of 512, so the position vectors at the rear
are not fully trained. The NEZHA model considers the relative positional relationship
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between tokens, which can better learn the mutual relationship between characters [2].
In the above equation, aij represents the relative position between position i and j, and
dz is equal to the hidden size per head of the self-attention in NEZHA model.

Our pre-training model is “NEZHA-base-wwm” with whole word masking, which
masks the whole word during pre-training. WWM works better with Chinese sentences
composed of words than with a single word. Based on the model, multi-head attention
and BiGRU helps get more semantic information.

Fig. 4. Overview of the model framework.

BiGRU. GRU (Gate Recurrent Unit) [4] is a type of Recurrent Neural Network (RNN).
Like LSTM (Long-Short Term Memory), it is also proposed to solve problems such
as long-term memory and gradients in backpropagation. Compared to LSTM, GRU
has fewer parameters with only the input and forget gate and is easier to converge. A
Bidirectional GRU (BiGRU) [5] is a sequence processing model that consists of two
GRUs.

−→
h = GRU

(
xt,

−−→
ht−1

)
(4)

←−
h = GRU

(
xt,

←−−
ht−1

)
(5)

ht = wt
−→
ht + vt

←−
h t + bt (6)

In the equation above, one of the GRUs taking the input in a forward direction, and
the other in a backwards direction, and finally take the weighted sum of their hidden
states to get the final hidden state ht . BiGRU is used to obtain the semantic features of a
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word in the text through the context information, which has the advantage of preserving
the information of a word in the context as much as possible and improving the accuracy
of classification. For this task, we take the last hidden state of the GRU output as one of
the inputs of the linear layer.

Muti-head Attention. In the attention mechanism [6], the more similar the current
input is to the target state, the greater the weight of the current input will be, indicating
that the current output is more dependent on the current input. Multi-head attention can
be treated asmultiple attention in parallel to further refine the attention layer and improve
the performance of the attention layer.

Attention(Q,K,V ) = softmax

(
QKT

√
dk

)
V (7)

MultiHead(Q,K,V ) = Concat(head1, . . . , headh)W
O (8)

headi = Attention
(
QWQ

i ,KWK
i ,VWV

i

)
(9)

The above is the equation for the multi-head attention mechanism, where
√
dk is

the length of the
−→
k , W is for linear transformations, and the matrix Q, K, V come

from the linear transformation of the input matrix. The biggest difference between self-
attention and self-attention is the source of information input. The input of self-attention
is unified, while the input of multi-head attention is mapped to different subspaces
through random initialization, which enables the model to view the same problem from
different perspectives and can get better results.

Focal Loss. The distribution of sample types is extremely unbalanced (shown in
Fig. 5)—negative samples are almost twice as large as positive samples. The value
of the loss function is mostly affected by the categories with large sample size, which
leads to the result that the classification results of the model will favor the categories
with large sample size.

To solve this problem,weuseFocal Loss [7] instead of the cross-entropy loss function
to solve this problem through class-weighted loss. And it can focus on adding weights
to the loss corresponding to the sample according to the difficulty of distinguishing
the sample. Specifically, the losses of those samples that are easier to distinguish are
suppressed. Conversely, for more indistinguishable samples, the impact of the loss will
be amplified

Loss(x, class) = −α(1 − softmax(x)[class])γ · log(softmax(x)[class]) (10)

where γ is a constant and α is a vector. According to the experience of the original paper,
we set γ = 2. For this task, we set class = 2, α = (1, 1).
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Fig. 5. The distribution of labels

2.3 Strategies

Warmup. Since the neural network is unstable at the beginning of training, the learn-
ing rate at the beginning should be set low to ensure that the network can have good
convergence. However, a lower learning rate will make the training process very slow.
Thus, the “warm-up” [8] stage of network training will be implemented by gradually
increasing the learning rate from a lower learning rate to a higher learning rate.

η(t) = ηwm ·
(

η0

ηwm

)t/nwm
(11)

In the equation above, nwm is the training step count of warmup stage, ηwm is the
initial learning rate of beginning warmup, η0 is the initial learning rate of the beginning
model training, and t(t ≤ nwm) is the global step of training. When t = nwm, lr = η0,
the warmup stage is over. Next step is to gradually reduce the learning rate to 0 as the
training progresses, the equation is as follows:

η(t) =
(
1 − t − nwm

nttl − nwm

)p

· η0 (12)

where nttl is the total training step count, and p controls the rate at which the learning
rate decreases.

Continual Pre-training. To obtain the pre-trained model suitable for different indus-
tries fields and improve the effect of downstream classification tasks, we continue
pre-training our model and introduce relevant knowledge according to the data set.

Each input text is manipulated with a 50% probability (shown in Fig. 6), and the
rules are as follows:

• 80% replaced with [MASK].
• 10% replaced with another word in the vocabulary.
• 10% left unchanged.
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Fig. 6. MASK scheme for model pre-training.

We feed the processed data (include the mask-processed text) text into our model
for continual pre-training. We also add multi-head attention layer and BiGRU layer to
the model with cross-entropy loss.

5-Fold Cross-Validation & Voting Fusion. To solve the problem that the amount of
data is not large enough, we use 5-fold cross validationmethod to train themodel. Firstly,

Fig. 7. Example of 5-Fold strategy and voting fusion of results.
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the training set is divided into five sample subsets of equal size. The current subset is
used as the validation set, and the remaining samples are used as the training set. Next,
the test set data were predicted by each fold of the model successively, and finally the 5
prediction results were voted and fused (shown in Fig. 7).

2.4 Data Augmentation

Through the analysis of the training set, we find the number of entities can also play a
role in identifying the quality of articles. Specifically, for articles, the number of entities
larger than a certain value must be a high-quality article, and less than a certain value
must not be a high-quality article. Experiments show that when the number of entities
is greater than 50, positive class samples are far more than negative class samples (341
and 5, respectively). Similarly, when the number of entities is less than 12, positive
class samples are far less than negative class samples (1911 and 20, respectively). The
statistical results are shown in Table 1 and Table 2.

Table 1. The relationship between the minimum number of entities and sample number

Min entity num
(≥)

Positive sample
num

Negative sample
num

30 1314 148

40 623 19

50 341 5

60 157 1

80 46 0

Table 2. The relationship between the maximum number of entities and sample number

Max entity num
(≤)

Positive sample
num

Negative sample
num

11 0 1623

12 20 1911

13 60 2192

14 128 2466

15 196 2773

Wemanually set the results with the number of entities not less than 50 to the positive
class and set the results with the number of entities not more than 12 to the negative class.
This statistical information of the entities can be used as a data augmentation method to
“correct” the results because the sample class needs to contain a small amount of noise
to enhance generalization but not too much.
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3 Experiment

This section introduces the dataset provided in the competition and conducts experiments
to evaluate the model.

3.1 Dataset

The dataset used in this task comes from the articles of Baidu Baijia. It totally contains
7835 articles, and each article contains URL, title, publish time, content and between 2
and 196 entities.Moreover, the content length of each article is between 1073 and 27180,
which is too long for model to extract valid information accurately. We processed the
data according to the method in Sect. 2.1 to obtain a dataset with the length of each
text no longer than 512. And the dataset is split into training, validation, and test sets as
8:1:1. More details for the subsets are listed in Table 3.

Table 3. The statistics of the preprocess subsets in the competition

Subset Total
number

Number
of
positive
samples

Number
of
negative
samples

Entity
number

Train 6268 2337 3931 132896

Val 783 284 499 16867

Test 784 282 502 16827

3.2 Experimental Setups

Based on HUAWEI Noah’s framework, we treat the “nezha-base-wwm” model with
12 layers and 768 of hidden layer size as our pre-trained language model. The initial
learning rate for BertAdam is set to 3e−5 for training. We choose “warmup linear” as
our warmup schedule and the warmup proportion is 0.1. The maximum sequence length
of token is 512, batch size is 32. Seven epochs per fold are set in 5-fold cross-validation
training.

We evaluated our model using for scores for training, validation and testing perfor-
mance: precision, recall and F1 score. All scores presented in this paper are the average
of 3 runs performed with different random seeds to mitigate the effect of training order.
Finally, we selected the results with the top three F1 scores for voting fusion.

3.3 Results

The results are presented in Table 4 and show the performance on the preprocessed test
data and all experiments are based on the warmup strategy. In Table 4, “NEZHA” rep-
resents “NEZHA-base-wwm” pre-trained model, “CEL” represents cross-entropy loss,
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“FL”means focal loss, “CPT”means continual pre-training (trained for 27 epochs), “At-
tention” represents multi-head attention, and “GRU” represents BiGRU. The experiment
shows that focal loss has a better discrimination ability for hard-to-distinguish samples
than cross-entropy loss—F1 score 81.13% than 80.59%. While multi-head attention
reduces precision score, it improves F1 score compared with BiGRU. Continual pre-
training accelerates the convergence rate of the model and improves scores. Then we
select the top three results (85.81%, 85.54% and 85.30%) of the F1 scores in Table 4 for
voting fusion, and the result is shown in Table 5.

Table 4. Results of our methods with preprocessed data

Method Precision Recall F1

NEZHA + CEL 84.17 77.30 80.59

NEZHA + FL 83.90 86.88 81.13

NEZHA + FL + GRU 84.51 85.11 84.81

NEZHA + FL + Attention 83.78 87.94 85.81

NEZHA + FL +
Attention + GRU

81.03 89.36 84.99

NEZHA + FL +
Attention + GRU + CPT

81.72 89.54 85.54

NEZHA + FL + Attention
+ GRU + CPT + 5-Fold

87.36 83.33 85.30

Table 5. Result of F1 score top 3 voting fusion

Precision Recall F1

83.84 88.30 86.01

We compare the results of data with and without entity features. The data without
entity features only comes from the title and content, concatenated by “[SEP]”, and the
maximum sequence length is also 512. Table 6 shows the comparison of results prepro-
cessed and un-preprocessed data based on “NEZHA + FL + Attention + GRU” model
above with the same experimental setup as Sect. 3.2. In addition, “data1” represents the
data with entity features and “data2” means the data without entity features. Based on
Table 6, the method that data with entity features performers better than that without
entity features.We conclude that no important information can be derived from truncated
text that is too long. On the contrary, combining the data with entity features and short
text has a better classification effect.

To show the effect of data augmentation, we performed data augmentation on the
resulting data in Table 6. And Table 7 shows the comparison before and after data
augmentation that after the data augmentation, the F1 score improved. And the highest
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F1 score is 86.51% of top3 voting fusion method whose recall score is 88.65% and
precision score is 84.46%.

Table 6. Result comparison of preprocessed and un-preprocessed data

Method Precision Recall F1

Model with data1 81.03 89.36 84.99

Model with data2 71.58 70.57 71.07

Table 7. Data augmentation result comparison

Method F1 (NO DA) F1 (DA)

Model with data1 84.99 85.67 (+0.68)

Model with data2 71.07 75.71 (+4.64)

Top 3 voting fusion 86.01 86.51 (+0.50)

4 Conclusion

The CCKS 2022 identification of high-quality articles based on knowledge graph is a
text classification task that not only focuses on the titles and contents of articles but also
the more information about articles such as entities and so on. In this paper, we propose
a deep learning method based on the integration of entities into the contents of articles.
Combining warmup strategy, multi-head attention and BiGRU with NEZHA-WWM
model and preprocessed data, we achieved a good classification effect for high-quality
articles, and the F1 score reached 85.91% on the test set after voting fusion. Meanwhile,
focusing on the problem of imbalanced sample, we used focal loss to increase the weight
of the hard-to-distinguish samples, so that the classifier paidmore attention to the hard-to-
distinguish samples. We use continual pre-training to improve the effect of downstream
classification tasks. 5-fold cross-validation and voting fusion are used to expand our
training set, and the F1 score is 85.30%.

Furthermore, we also performed data augmentation on the results of the method
“NEZHA + FL + Attention + GRU” and top 3 scores voting fusion. Finally, the “Top
3” voting fusion F1 score with the highest score increased from 86.01% to 86.51%. It
shows that articles’ quality is related to the number of named entities of the articles.

In future work, Boundary smoothing [9] and adversarial training methods such as
FGM [10] and PGD [11] can be used to improve the robustness of the model. And the
weighted voting fusion of multiple pre-trained models is also a method to improve the
generalization ability of models.
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Abstract. Datamining andknowledge inferring over knowledge graphhas gained
particular attention and been widely applied in industry over the past years. These
works can be generalized to graph computing and graph analysis tasks, such as
shortest path search, hop-constrained reachability, PageRank, triangle counting,
and closeness centrality computation. However, existing graph database query lan-
guage (SPARQL, Gremlin, etc.) dose not implement these algorithms. Therefore,
CCKS 2022 holds a benchmark of graph computing algorithm based on graph
database. We implemented all these five algorithms mentioned above based on
graph database and made many optimizations to improve computation efficiency.
On the final leaderboard, we took the first place, which shows extremely high
practicality and efficiency.

Keywords: Graph computing · Graph data management · Graph data analysis

1 Introduction

RDF data is enjoying an increasing popularity since the launching of knowledge graph
(KG) by Google in 2012. However, the explosion in the volume of RDF data has brought
many challenges to data querying and analysis tasks, which requires efficient systems
to store and query these data. Recently, lots of works utilize graph database techniques
(such as a structure-aware index and a graph matching algorithm) to address RDF data
management, such as gStore [1].

Data mining and knowledge inferring over knowledge graph has gained particular
attention and widely applied in industry over the past years, such as route planning
over large graphs, friend recommendation over social networks, and risk forecast over
event graphs. These works mentioned above can be generalized to graph computing
and graph analysis tasks, such as, relation discovery, community detection, and node
influence assessment. Breadth-first search (BFS) and depth-first search (DFS) are at the
heart of most classical graph algorithms. Based on BFS and DFS, a series of graph algo-
rithms and their variants have been designed for different needs, such as shortest path
search, hop-constrained reachability, PageRank [2], triangle counting, and closeness
centrality computation. However, existing graph database query language (SPARQL,
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Gremlin, etc.) dose not implement these algorithms. Therefore, the 2022 China confer-
ence on knowledge graph and semantic computing (CCKS) holds a benchmark of graph
computing algorithm based on graph database gStore. We implemented all these five
mentioned algorithms based on gStore and made many optimizations to improve com-
putation efficiency. On the final leaderboard, we took the first place in the competition,
which shows extremely high practicality and efficiency.

2 Preliminaries

2.1 Background

A knowledge graph is modeled as a multi-relational graph, denoted as G = (V ,P,E),
where V consists of vertexes (entities), P is the set of relations (predicates), and E ∈
V × P × V is composed of labeled edges representing knowledge assertions (triples).
A labeled and directed edge (s, p, o) ∈ E naturally forms a triple, of which s, o ∈ V are
subject and object respectively, p ∈ P is the predicate indicating some specific relation
between them.

Store Format of Knowledge Graph. We use n, m and l for representing the number
of vertices (|V |), the number of edges (|E|) and the number of predicates (|P|). Each
vertex in the graph can be uniquely identified by a number between 1 and n−1 and each
predicate can be identified by a number between 1 and l − 1. . Compressed sparse row
(CSR) format is adopted to store knowledge graph data on gStore. As shown in Fig. 1,
we maintain an offset list and an adjacency list for each predicate. The size of the offset
list and adjacency list is n and m. The adjacency lists of all vertexes are concatenated
and reshaped to (1,m), and each element in the offset list indicates the index of the
adjacency list where each vertex starts and ends.

Fig. 1. The store format of knowledge graph on gStore.

2.2 Task Statement

This task belongs to knowledge fusion and knowledge graph storagemanagement. Given
a specific graph query or analysis algorithm, the participants should implement the
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algorithm through designing the atomic and user-defined function on the experimental
platform, and verifies the accuracy and efficiency of the algorithm with the help of the
experimental platform. The following is the graph computing algorithm specified to be
implemented:

(1) Path search algorithms: shortest path searching, hop-constrained reachability.
(2) Importance analysis algorithms: closeness centrality computation, top-k person-

alized PageRank.
(3) Community discovery algorithm: triangle counting.

The knowledge graph dataset used in this evaluation task is the simulated social
network data generated by LDBC SNB Datagen, and the influence factor of the dataset
is SF1.

3 Methodology

In this section, we present our solutions of these graph computing algorithms mentioned
above.

3.1 Shortest Path Searching

The shortest path problem aims to find the shortest path between two vertices in a graph.
Actually, a breadth-first search (BFS) starting from source vertex, which is defined as
forward search, can be easily applied to answer shortest path query. However, we find
that a bi-directional search (a BFS process both starting from source vertex and target
vertex) is more efficient than single-directional search when the edges in the graph are
in uniform distribution. AS shown in Fig. 2, for the graph on the top panel, the number of
traversal vertices with forward search and bi-directional search is 6 and 4, respectively.

Fig. 2. An illustration of forward search, backward search and bi-directional search. The colored
vertices in the graph indicate visited vertices in the BFS traversal process.
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For most cases, bi-directional search can prune some invalid traversal. However, for the
graph on the bottom panel, backward search is much more efficient than bi-directional
search because the degree of target vertex is much smaller than the source vertex.

Based on the analysis discussed above, we designed an adaptive traversal algorithm
with respect to different data distribution. Given a source vertex s and a target vertex
t, the degree of s and t is denoted by deg(s) and deg(t). When deg(s) < 0.5 ∗ deg(t),
a forward search is adopted. And when deg(t) < 0.5 ∗ deg(s), a backward search is
adopted. Otherwise, a bi-directional search would be chosen.

3.2 Hop-Constrained Reachability

Paths formed by linking multiple edges with shared vertices can be regarded as repre-
senting more complex relations between its source and target vertices. Actually, many
path-finding algorithms originate from the basic problem of finding the relation between
two vertices. Most of these algorithms are designed to determine the existence of a rela-
tion between two vertices (i.e., reachability), or to find a relation between two vertices
satisfying specific characteristics (such as the shortest path and Top-k path enumeration).
In this task, we solve the problem of efficiently searching a list of paths that represent the
relation between a source and a destination vertex. Given a hop constraint k, we search
all paths from source vertex s to destination vertex t within k hops, which is referred
to as the k-hop s − t path set. Intuitively, a DFS that starting from source vertex can
easily tackle this problem. However, the algorithm computes the k-hop s − t path set
withO(nk)worst time complexity due to reduplicated traversal as shown in Fig. 3. Since
the graph is almost fully connected, there are totally ( nk )

k paths from s. To improve the
efficiency of our algorithm, we should reduce these reduplicated and invalid traversals
in the algorithm implementation.

Fig. 3. Worst case graph for DFS.

To address the efficiency problem, we propose a two-stage algorithm that applies
both BFS and DFS. First, we conduct a k-hop BFS followed by out-going edges to
record dist(s, v) for each reachable vertex v from source vertex s, which indicates the
distance between s and v. Second, we similarly compute the distance from target vertex
t to reachable vertex v (denoted by dist(v, t)) by a k-hop BFS followed by in-going
edges. Finally, we conduct a DFS that starting from source vertex to search all k-hop
paths. Based on the distance information obtained by k-hop BFS, we can prune most
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reduplicated and invalid traversals. Specifically, we conduct a k-hop DFS starting from
source vertex. As shown in Fig. 4, for each traversal edge (u, p, v) ∈ E, we check dist(s,
u) + 1 + dist(v, t) ≤ k. If the inequality mentioned above holds, we can sure path
p = (ps(s, u), (u, v), ps(v, t)) is a k-hop path, where ps(s, u) (resp. From)denotes one
shortest path from s to t. Otherwise, we stop the traversal starting from v. Since we
can guarantee each vertex is visited only once and each edge is checked only once, the
complexity is asymptotically linear of the graph size.

Fig. 4. An illustration of k-hop DFS with distance information.

3.3 Top-k Personalized PageRank

Given a graphG = (V ,P,E), a source vertex s ∈ V , and a jump factor α, a randomwalk
starts from s to traverse the graph, and at each step, the walker either terminates at current
vertex with probability α, or jumps to a out-neighbors of current vertex. We define the
Personalized PageRank (PPR) [3] score π(s, v) as the probability that a random walk
starting from s terminates at v. Intuitively, the PPR score of v indicates its relevance
from the perspective of source vertex s, which can be applied in many areas, such as
influence analysis and item recommendation.

The residue propagation method is an approximate method to compute the PPR
scores of all the verticesw.r.t source vertex s. Each vertex v has two values, a approximate
value−→p and a residue−→r , with initial value−→r = 1 and−→p = 0. With a preset threshold
rmax, residue propagation process keeps pushing the residues of the vertices v satisfying−→r (v)
dout(v)

> rmax to their approximate value and their out-going neighbors’ residues. The

relation among approximate value −→p , residue −→r and exact value −→π is defined as
follows:

�p + �r = �π
(1)

Obviously, as long as we keep reducing the residue−→r , we canmake the approximate
value −→p approach the exact value −→π . This approximation process is a forward push
process, which can be denoted by the following equation:

{−→p (u) = −→p (u) + (1 − α)
−→r (u)−→r (v) = −→r (v) + α

−→r (u)/dout(u)
(2)
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In This Process, a Part of the Residue −→r of a Vertex u is Converted into the Approx-
imate Value −→p , and the Other Part is Propagated to the Neighbor v ∈ N (u), Until the
Residues of All Vertices Are Less Than a Certain Threshold rmax.

3.4 Closeness Centrality Computation

Closeness centrality is a way of searching vertices that are able to spread information
very efficiently through a graph. The closeness centrality of a vertex is defined as the
average inverse distances from a vertex to all other reachable vertices, which measures
the cost that information is transmitted from this vertex to other vertices. Vertices with
a high closeness score have the shortest distances to all other vertices in the graph. The
closeness centrality of a vertex vi is computed using the following formula:

Cc(vi) =
∑
vi �=vj

1

dist(vi, vj)
(3)

where dist(vi, vj) denotes the shortest distance between vi and vj.
To compute the closeness centrality of a given vertex vi, we conduct a BFS to record

the shortest distance to every reachable vertices from source vertex vi. Then we can
obtain the closeness centrality value by Eq. 3.

3.5 Triangle Counting

A triangle is a special topological structure that is commonly used for computing impor-
tant measures in a graph, including clustering coefficients and transitivity. Searching all
triangles in a graph is a computationally expensive task, especially for large graphs.

Triangle counting algorithm can be categorized into two branches: point iteration [4]
and edge iteration [5]. The point iteration algorithm traverses every vertex in the graph,
and checks whether each pair of its neighbors of is connected by edges. If any, it forms a
triangle. The edge iteration algorithm traverses each edge, and takes the intersection of
the neighbor lists of its two endpoints. The number of elements in the intersection is the
number of the triangle containing the current edge. In addition, there is an edge iteration
algorithm [6], which is a pruning version of the edge iteration algorithm: by using the
ID value of vertices, only counting the edges with large IDs to small IDS can improve
the performance to a certain extent.

In our final implementation, we design a edge iteration method. As shown in Fig. 5.,
compressed sparse row (CSR) format is adopted to store the graph. For each edge (u, v),
we firstly obtain the adjacency lists adj_list(u) and adj_list(v) of u and v, respectively.
Then we compute the number of intersections between these two adjacency lists through
bitmap.
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Fig. 5. An illustration of triangle counting algorithm based on edge iteration.

4 Conclusion

In this paper, we have proposed our optimized design of five graph computing algorithms
over the graph database gStore. On the final testing data, we ranked first in shortest path
search, top-k personalized PageRank and triangle counting, and ranked second in the rest
of tasks. In the final leaderboard, we took the first place, which verifies the performance
of our methods.
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Abstract. Unmanned systems have become a significant component of modern
military forces and play a more and more important role in various military opera-
tions. It mainly consists of four major domains which are unmanned aerial system
(UAS), unmanned ground vehicle (UGV), unmanned underwater vehicle (UUV),
and unmanned surface vessel (USV). This paper focuses on the construction of
a high-quality knowledge graph on foreign unmanned systems and proposes an
effective method to complete the construction. The method first analyses the data
provided by CCKS2022 evaluation organizers and builds a schema. Then not only
data provided are used to construct the knowledge graph but also external data are
crawled and extracted as triples under constraints of the schema. After that, enti-
ties are aligned and logic rules are also utilized to knowledge graph completion.
Finally, the knowledge graph constructed is stored and visualized in the Neo4j
database and evaluated by the question-answering tasks. This paper presents our
technics for the 13th task of CCKS2022 evaluation (i.e. knowledge graph con-
struction and evaluation on foreign military unmanned systems) and our team win
the 3rd place in this task.

Keywords: Unmanned systems · Knowledge extraction · Knowledge graph ·
Knowledge graph completion

1 Introduction

As the product of military technologies, unmanned systems can continuously perform
missions, be competent with various mission scenarios, and avoid casualties to a large
extent.Unmanned systemshave significant advantages in battlefield awareness, high-risk
project management, and critical target protection. With such superiorities, unmanned
systems have become an indispensable part of modern military operations.

The concept of knowledge graphs was first proposed by Google in 2012 and knowl-
edge graphs such as WordNet [1], Freebase [2], and Yago [3] have been leveraged in
many AI applications. Knowledge graphs are composed of factual triples, for example,
a factual triple can be represented as (h, r, t) where h and t are head and tail entities
respectively, and r is the relation between h and t. In the graph, h and t are represented
as nodes, and r is represented as the directed edge which connects from h to t.
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The knowledge graph on unmanned systemswhich can give a better analysis of those
systems and promote the development of related technologies. Various downstream tasks
such as information retrieval and question answering can be well supported with knowl-
edge graph. However, compared with general knowledge graphs or knowledge graphs
on popular domains such as medicine and e-commerce, there are few knowledge graphs
on unmanned systems currently. There are two main challenges of the construction, one
is how to extract structured knowledge from large amounts of unstructured text and the
other is how to perform continuous knowledge graph completion based on the initially
built knowledge graph.

To solve the problems above, this paper proposes an effective method and constructs
a high-quality knowledge graph on foreign unmanned systems. There are three stages
of the whole construction, namely schema construction, data crawling and knowledge
extraction, entity alignment and knowledge graph completion. The knowledge graph is
stored and visualized in the Neo4j database. In the stage of data crawling and knowledge
extraction, the joint extraction model SpERT (Span-based Entity and Relation Trans-
former) [4] is used to extract triples from unstructured text. RNNLogic (Learning Logic
Rules for Reasoning on Knowledge Graphs) [5] also helps infer new relations between
existing entities in the knowledge graph completion.

2 Related Work

2.1 Knowledge Graph Construction

Knowledge graph construction is an iterative process with many methods and tools need
to be applied. [6] summarizes techniques of constructing Chinese knowledge graphs. [7]
proposes a framework which focuses on knowledge extraction and knowledge linking
to construct knowledge graphs from multiple online encyclopedias. Methods for the
construction can be roughly divided into two categories, one is top-down and the other
is bottom-up [8]. In top-down methods, the schema of data is usually first summarized,
then data should be filled into the knowledge graph under the constraints of the schema.
On the contrary, there is no explicit knowledge architecture in the bottom-up methods,
in which entities, concepts, hypernym–hyponym relations, and even schema should be
learned from massive data automatically.

In this paper, the domain of the knowledge graph is specified and the schema is
relatively simple, so a top-down method is used.

2.2 Knowledge Extraction

Knowledge extraction aims at extracting knowledge (i.e. factual triples) from vari-
ous source data which can be structured, semi-structured, or unstructured. Extraction
methods vary according to different types of data.

In this task, unstructured data (i.e. text) accounts for the majority so the main work
in extraction is relation extraction (RE) which aims at extracting entities with predefined
relations. There are two main types of methods for RE: rule-based methods and statistic-
based methods. Compared with statistic-based methods, rule-based methods need pre-
defined rules which require comprehensive knowledge of the domain [9]. Statistic-based
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methods can be divided into five categories: unsupervised, semi-supervised, supervised,
distant supervision, and neural network. However, in the first four methods, high-quality
extracted features derived from natural language processing tools are needed [9]. As a
result, neural network methods become the best choice for this task. There are two types
of neural network models: pipeline models and joint extraction models. Pipeline models
first extract entities and then classify relations, while joint models extract entities and
relations at the same time. However, pipeline methods tend to propagate errors from
entity extraction to relation classification, and joint extraction models can avoid such
errors [10].

Various joint extraction methods were proposed. Kate et al. [11] proposed a “card-
pyramid” graph encoding all possible entities and relations in a sentence to accelerate
the joint extraction. Miwa et al. [12] introduced a table representation of entities and
relations which is simple and flexible to extract entities and relations in a sentence.
Bekoulis et al. [13, 14] used the adversarial training to improve the performance of joint
extraction tasks and modeled the joint extraction task as a multi-head selection problem.
Tan et al. [15] proposed a joint extraction model with the translation mechanism that
can adaptively discover multiple triples simultaneously in a sentence. Sun et al. [16]
performed joint inference on entity and relation types with an entity-relation bipartite
graph. Fu et al. [17] proposed a method which can jointly learn named entities and
relations with the graph convolutional network. Dai et al. [18] directly tagged entity
and relation labels to extract overlapping triplets with the unified joint extraction model
proposed. Eberts et al. [4] proposed an attention model called SpERT which is based on
BERT [19] embeddings for joint entity and relation extraction, and it is easy-to-use with
good performance. In this paper, we take SpERT as the knowledge extraction model.

2.3 Knowledge Graph Completion

Knowledge graphs are always incomplete because many implicit entities and relation-
ships are undiscovered [20]. Traditional methods include rule-based reasoning methods,
probability graph model methods, and graph computing methods. With the development
of deep learning,methods based on representation learning have emerged in recent years.
The most commonly used methods are rule-based reasoning methods and representa-
tion learning methods. However, rule-based methods depend on the search for candidate
entities and relations and as the scale of knowledge graphs increases, the searching space
becomes too large to search efficiently. Although representation learning methods can
reason faster with embedding vectors, the lack of interpretability is a significant draw-
back. To solve the problems above, some methods combined rules and representation
learning. Omran et al. [21] and Meilicke et al. [22] utilized embeddings to reduce the
search space of candidate rules. Wu et al. [23] proposed a semi-supervised method inte-
grating rules to learn relations from both Chinese and English social Web sites. Qu et al.
[5] proposed a model called RNNLogic which consists of a rule-generator for suggest-
ing high-quality rules and a reasoning predictor predicting missing information. We use
RNNLogic in this paper for knowledge graph completion.
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3 Knowledge Graph Construction

The construction of the unmanned system knowledge graph consists of three stages,
including schema construction, data crawling and knowledge extraction, and entity
alignment and graph completion. The whole process is shown in Fig. 1. In schema con-
struction, source data are analyzed and the schema is preliminarily constructed. Under
the constraints of the schema, new data are crawled and used to improve the schema. In
knowledge extraction, structured data are extracted automatically by designed patterns
and unstructured data are processed by SpERT [4]. In the last stage, after the entities are
aligned manually, both rules built manually and learned by RNNLogic [5] are used to
complete the knowledge graph.

Source 
Data

Schema Crawled 
Data

Triples Knowledge 
Graph

constrain

improve

Knowledge
Extrac�on

En�ty 
Alignment

Graph 
Comple�on

Fig. 1. The process of knowledge graph construction.

The knowledge graph on foreign military unmanned system is constructed, and
finally stored and visualized in the Neo4j database.

3.1 Schema Construction

The schema is constructed mainly based on the data provided by the CCKS2022 evalua-
tion organizer and continuously improved according to crawled data. We extract triples
from the provided data manually because part of the data is well structured, for example,
there are many tables and descriptions in key-value format, and the workload is also
acceptable to deal with textual data. The schema is shown in Fig. 2. Due to limited sizes,
there is only part of the schema in this figure.

The entities are divided into eleven categories which are foreign unmanned sys-
tem, communication method, institution, military branch, system equipped, system
component, technology, application, sensor, control unit, and weapon. Further, foreign
unmanned systems consist of unmanned aerial systems (UAV), unmanned ground sys-
tems (UGV), and unmanned marine systems (UMS). After the classes of entities are
determined, we also summarize the relations between them. With the work above,
the architecture of the schema is built, then attributes of these classes are filled into
corresponding classes to finish the construction.
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Fig. 2. The schema of the knowledge graph.

It is worth noting that the schema will be modified according to the data crawled
after the preliminary construction because the structure of knowledge is not fixed and
we need to get a schema up-to-date.

3.2 Data Crawling and Knowledge Extraction

Data Crawling. In this task, entities can only be extracted from the data provided by
the CCKS2022 evaluations organizer. To get more entity relations and attributes, we
crawl data about unmanned systems from the Web as an extension.

Online encyclopedias include Baidu Baike (https://baike.baidu.com/), Chinese
Wikipedia (http://zh.wikipedia.org/), and news site Ifone (https://www.ifeng.com/) are
crawled with python crawlers. At first, we simply concatenate the entity name and URL
to search and download as much related HTML information as possible, but in this way,
lots of unrelated information would pollute our data. For example, when we request the
URL for ‘MQ-9’, many entries not only ‘MQ-9’, ‘MQ-9 Reaper’ but also ‘Transformers
(Movie)’ (which is unrelated) are returned. To solve this problem, we built a table to
record the mapping of entities and entries, then we only crawl entries that appeared in
this table to ensure that all data crawled are useful.

Knowledge Extraction. Infobox data in the above online encyclopedias can be directly
extracted as fact triples and stored in the knowledge graph. Figure 3 is an example of
infobox data for the Baidu Baike entry ‘系留气球雷达系统’, and we can get the triple
(系留气球雷达系统,外文名, TARS).

Fig. 3. An example of infobox data.

In addition to infobox data, there is a lot of unstructured textual data which is hard to
extract manually, so SpERT [4] is used to jointly extract triples from textual data due to

https://baike.baidu.com/
http://zh.wikipedia.org/
https://www.ifeng.com/
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its good performance and ease of use. As shown in Fig. 4, SpERT consists of three parts:
Span Classification, Span Filtering, and Relation Classification. Instances are filtered
and identified in span classification and span filtering. Relation classification is used for
relation extraction. The input of the model are tokens of text and the output are entities,
types of entities, and relations between entities. To get better performance, the model is
trained on a military corpus before use.

We first tokenize textual data to split them into corpus which the model can take
as input. We then feed data into the model and get candidate triples. For automated
extraction, there are usually two issues.One is that useful information cannot be extracted
completely and the other is that false triples will be extracted. To reduce the impact of
the two problems, we first manually select high-quality triples which are in line with the
original meaning of extracted text, and then we label the triples which are not extracted
from the text. With the selected triples and labeled text, we can construct a new dataset.
We repeat the dataset construction and training several times, the performance of the
model can get much better.

Fig. 4. The structure of SpERT.

3.3 Entity Alignment and Knowledge Graph Completion

Entity Alignment. There are many entities whose names are different but refer to the
same object, such as ‘MQ-9’ and ‘MQ-9 predator’. We analyze entities that have the
issue above and find the number of such entities is small, and that is mostly because
the entities are fixed for that they all come from the data provided. As a result, we
align entities manually by adding ‘synonymous’ relations among them. This work is
necessary because it will improve the quality of the knowledge graph and benefit to the
question-answering task in the evaluation.

Knowledge Graph Completion. Knowledge graphs are always incomplete and lots
of implicit relations are neglected in the construction process. The easiest method to
complete the knowledge graph is to design rules and perform reasoning with them. For
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example, according to the transitivity, we get a rule: (A, is-a, B) ∧ (B, is-a, C) → (A,
is-a, C) and that means, once we get the first two triples in the rule (i.e. (A, is-a, B)
and (B, is-a, C)), then we can get a new triple (A, is-a, C). Some relations are also
symmetrical, for example, for the relation ‘cooperate_with’, (A, cooperate_with, B) and
(B, cooperate_with, A) both can be true once one of them is true and that means once
we have one triple of them we can infer the other.

Besides the work above, we also use RNNLogic [5] to learn rules and complete the
knowledge graph automatically. As shown in Fig. 5, the RNNLogic consists of a rule
generator and a reasoning predictor. It takes queries, for example, q = (h, r, ?), where q
is a triple, h and r mean the head entity and relation in the triple respectively, ? means
the missing tail entity queried, as input. According to the query, rule generator generates
rules which are fed to the reasoning predictor to knowledge graph reasoning, and we
can get the candidate answers t. In the optimization stage, the high-quality rules which
can generate the right answers are identified and used to update the rule generator. The
model is optimized in the loop of the above process. We convert the format of our data,
put them into the model and get some triples. Then, we filter the triples inferred by the
model and filled them into the knowledge graph for completion.

Fig. 5. The overview of RNNLogic.

3.4 Visualization

The knowledge graph is stored and visualized in the Neo4j database. It is a graph
database and support searching for sub-graphs with high efficiency. A sub-graph about
the navigational system (导航系统) searched in the database is shown in Fig. 6.
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Fig. 6. A sub-graph about navigational system.

4 Evaluation

The evaluation of the knowledge graph aims at examining its quality and checking
whether it is capable to solve practical problems. The evaluation has two stages, the first
stage is the construction stage which checks the number of entities and triples of the
graph. The second stage is the question answering stage which assesses the quality of
the graph. We took the 3rd place in both stages.

Construction Evaluation. In this stage, the evaluation focuses on the number of
entities and triples in the graph. The score in this stage is calculated by the formula

Score = N + R (1)

where N stands for the number of entities which has relations with other entities and R
stands for the number of all triples including relation triples and attribute triples. That
means we need to extract as many entities and triples as possible. Finally, the score of
our team in this stage is 80602.

Question Answering Evaluation. In this stage, the ability to solve practical problems
was evaluated. Three questions were given by organizers and we need to get answers
from the knowledge graph. In general, to answer these questions, we searched for the
entities and relations related to the question and filtered the results from the knowledge
graph, thenwe ran Cypher queries in the database to get visualized answers. The answers
were judged by experts from the different neighborhoods and we won the 3rd place in
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this evaluation. Specifically, we took the 2nd and 1st places in the evaluation of the first
and second questions, respectively.

The first question is finding the usage of lasers, finding all relations between
unmanned aerial vehicles (UAV) which use lasers and the Hellfire missile, finding out
which UAV found above has the highest service ceiling, and what tasks it can perform.
For this question, we first searched for ‘laser’ in the knowledge graph and got 26 triples
containing related entities, entity types, and attributes. Then we summarized the usage
of lasers according to the triples we got as the answer. To find relations between UAVs
using lasers and the Hellfire missile, we identified UAV entities related to lasers based
on triples we got before and took them as head entities in the query to search for their
relations with Hellfire missiles. In this query, we found that the Hellfire missile has
another name in our knowledge graph, we also took this name as the tail entity. Then
we got the subgraph (shown in Fig. 7) as the answer, and it contains 6 target relations
in total. To find the highest service ceiling we only need to search for those entities one
by one and it turns out that the answer is MQ-9 Reaper, which has a 50000 feet ceiling.
At last, we need to find the task that MQ-9 can perform. First, we got all its alias and
searched for their relations and attributes related to tasks they can perform. Finally, we
get 11 triples which were taken as the answer.

Fig. 7. The relations between UAV used lasers and the Hellfire missile.

The second question is extracting all nodes related to navigation services and all their
relations in two hops. To answer this question, we searched for all entities and attributes
related to navigation services. There are 34 entities that meet the conditions. Then, we
searched for all their relations in two hops and got 34 subgraphs. The subgraph shown
in Fig. 8 is one of them.

The last question is extracting all information about anti-access (A2), area-denial
(AD), and overcoming the threat of intervention. This question was not answered well
by our knowledge graph. We searched in the whole knowledge graph and got nothing
related to those keywords in the question. As a remedy, we checked the source data
provided and found that this question is related to autonomy, so we searched for the
information about autonomy as an alternative. At last, we got 20 triples as the answer.
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Fig. 8. The relations in two hops of the navigation system.

5 Conclusion

In this paper, we propose a framework to build a knowledge graph on foreign unmanned
systems. The data is provided by CCKS2022 evaluation organizers. To get more knowl-
edge about this domain, we crawl external data from theWeb. The SpERTmodel is used
to extract information from text. To complete the knowledge graph, rules are designed
and the RNNLogic model is used to learn more rules. Finally, we get the 3rd place in
this evaluation task.

During the construction, we find that there is a lot of work to be done before using
deep learning models in practical tasks. For example, data preprocessing, candidate
answers filtering and fine-tuning.
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Abstract. How to find high-quality articles from many articles is the topic of
this competition and also the problem that many enterprises want to solve. In this
classification problem, from TF-IDF to word2vec, then to RNN and LSTM, and
now to transformer-based models, such as Bert, have achieved great improvement
in NLU tasks. However, for many specific problems, such as recognition of high-
quality article, directly inputting the text content into the transformermodel cannot
get the optimal solution, and many other optimizations are needed. In this paper,
we try to add statistical features of articles and knowledge graphs, and add entities
name of knowledge graph into Bert-based model, specific methods are in Sect. 2
and Sect. 3. Finally, our model achieved 83.6 F1-score in the official test set and
ranked first among all teams in task 2 of CCKS-2022. This paper is divided into
four parts: 1) The introduction of our task; 2) Main ideas of our model; 3) Other
innovation strategies; 4) Experiments and result.

Keywords: Text Classification · Statistic features · Knowledge Graph

1 Introduction

1.1 Task Definition

In the era of Artificial Intelligence and Big Data, various of media articles are growing
explosively. In search, recommendation and other scenarios, identifying and sending
high-quality articles to users has important research significance andpractical application
value. In addition to the writing quality of the article itself, high-quality articles should
have the depth and novelty of the content. Therefore, relying solely on the content of the
article itself cannot completely identify high-quality articles. This task will introduce the
external knowledge graph related to the article, combine the internal knowledge logic of
the article, and realize high-quality article recognition on the basis of deeper semantic
understanding of the article.
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Input data: Includes the article url, title, release time, content, knowledge graph and
other information. The knowledge graph’s information includes: entity name, related
entities, entity ID,BaiduEncyclopedia linkof the entity,BaiduEncyclopedia information
of the entity (Table 1).

Table 1. Fields of input data

Field Information

URL The URL of article

PUB_TIME The publish time of article

TITLE The title of article

CONTENT The content of article

ENTITIES The important entities of article

Aim: Use the above information to identify whether the article is a high-quality article.

1.2 Main Challenges and Solutions

Obviously, this is a text classification problem. In the text classification task, the more
traditional algorithms include TF-IDF, BM25 and word2vec [1]. However, the common
approach to solve such problems today is generally based on the transformer model of
the fine tuning pre training paradigm. This task is different from other text classification
tasks in that: 1) in addition to the text information, the organizer of the competition also
provided the information of the knowledge graph. How to integrate this information into
the model is a challenge; 2) The sample size of the training data set is too small, and the
sample label is unbalanced.

For challenge 1, Perozzi et al. proposed DeepWalk [2] by corresponding vertices
to words. DeepWalk performs random walks to generate vertex sequences and trains
Skip-Grammodel to obtain vertex representations. Derived from Skip-Gram, DeepWalk
has been extensively verified on various network analysis tasks. Defferrard et al. use
Convolutional Neural Networks (CNN) to extract the features of knowledge graph [3].
It makes full use of CNN’s Strictly localized filters, Low computational complexity,
Efficient pooling and other advantages. Because the advantages of Bert and other pre
training models in text processing are usually greater than CNN, Liu et al. proposed
K-BERT [4] to fuse the information of knowledge graph to the Bert network, which
solved the problem of insufficient receptive field of CNN.

For challenge 2, The common idea in the academic community is to construct a zero-
shot model, so that the model can be trained well when the sample size is insufficient to
make the model converge. Schick et al. introduce Pattern-Exploiting Training (PET) [5],
a semi-supervised training procedure that reformulates input examples as cloze-style
phrases to help language models understand a given task. This method can make the
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fine-tuning task consistent with the MLM pre-training task, and has good effects on
zero-shot and few-shot. However, the disadvantages are obvious. The input templates
are all manually constructed, and the results depend on the quality of the templates, with
great uncertainty. Li et al. propose prefix-tuning [6], a lightweight alternative to fine-
tuning for natural language generation tasks, which keeps language model parameters
frozen, but optimizes a small continuous task-specific vector (called the prefix), it based
on the idea that we may not necessarily have to build discrete tokens type prompt that
people can understand, and it is also possible to build continuous vector type prompt
that the model can accept.

2 Our Method

2.1 Overview of Basic Model Structure

First, we choose NEZHA [7] model and XLNet [8] model as backbone of our model,
which is a kind of pretrained model based on transformer. It has some advantages.
Introduction and details are in Sect. 2.2.

Second, we constructed multiple input types for NEZHA and XLNet, details are in
Sect. 2.3.

Third, traditional method for classification is choose the CLS part of last layer.
Our method is to choose the mean value of last layer, and input to a pooler function.
Introduction and details are in Sect. 2.4.

Overview of our model is shown in Fig. 1.

Fig. 1. Overview of our model

2.2 Model Backbone

After the publication ofAttention is All Your Need [9], the model based on Transformer’s
pre training fine tuning paradigm became popular. For NLU tasks, models such as Bert,
Roberta and XLNet that use the encoder part of transformer can achieve good results. In
this paper, we mainly use NEZHA and XLNet models as our backbones. This is mainly
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because NEZHA performs well in Chinese classification tasks, while XLNet is good at
handling long texts. The following is a brief introduction to these two models.

NEZHA:

1) Functional relative position encoder

aij[2k] = sin

(
j − i

10000
2k
dz

)

aij[2k + 1] = cos

(
j − i

10000
2k
dz

)

where aij describe the value of relative position of position i and position j, and
dz means the hidden size of each head in self-attention. The advantage of this is that
the relative positional relationship between different positions can be obtained.

2) Whole word masking.
NEZHA uses Jieba as Chinese word segmentation tool to segment the text, and

then performs [mask] operation on whole word.
3) Mixed precision training.

The mixed precision training can improve the training efficiency by 2–3 times
and reduce the space occupied by the model, so that a larger batch size can be used.

4) Lamb optimizer
A large batch size is an effective method to accelerate training. However, if the

learning rate is not carefully adjusted, when the batch size exceeds a threshold,
the performance will be greatly damaged. The lamb optimizer adopts a general
adaptive strategy to provide convergent insights (i.e. moving in the direction of
convergence) through theoretical analysis. It can accelerate the training without
affecting the performance when the maximum batch size is 30K, thus reducing the
pre training time from 3 days to 76 min.

XLNet:

1) The AR model is combined with the AE model for pre training, and the self-
supervised pretraining is carried out by predicting the next word in a disordered
order to replace the MLM task of Bert and other models.

Formula.
2) XLNet integrates a previous work of Google: Transformer XLNet is difficult to

process too long text due to the calculation amount of transformer. Transformer
XL uses the idea of RNN for reference. For long text, first segment the text, make
sequential attention on each text, and at the same time, attach the last few tokens
of the previous text and the first few tokens of the current text, so as to obtain the
association between text segments.
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2.3 Input with Diversity

As mentioned above, in order to effectively reduce variance in model fusion, we need
to construct some inputs with large differences.

In this competition, the most important and innovative input is the input with
statistical characteristics.

First idea is Conditional Layer Normalization [10]. As we all know, Bert-based
model’s normalization method is Layer Normalization.We divide statistical information
into multiple conditions by manual or neural network. Then different groups of gamma
and beta affine transformation parameters of layer normalization is used according to
different conditions. And the second idea is directly input the statistical features into the
transformer (including the self-attention module) model in some form to fit. Finally, we
use the second method in the competition.

In DSIN [11], the relationship between sequence features is mined by self-attention.
Therefore, the second idea is directly input the statistical characteristics into the Bert-
based model in some way.

Cause the input of the Bert-based model is a list of the indexes of each word in the
sentence in the word dictionary, we treat the statistical information as the index of the
embeddingmatrix, and treat it as the text feature. At the same time, because the statistical
information of this competition is too discrete, we decided to take the logarithm, so that
the statistical featureswith close valueswill bemapped to the same rowof the embedding
matrix. The specific input format is shown in Fig. 2:

Fig. 2. Input with statistical features

At the same time, we also explored how to integrate into the entity. In the integration
of knowledge graph, Tsinghua’s Ernie [12] of and Tencent’s K-BERT both gave effective
methods. K-BERT uses soft position and masked matrix encoding methods instead of
Ernie’s method of using transform. However, because the original text of the entities is
too long, we cannot input the full text, many entities cannot be spliced with the original
text in the form of soft position. Therefore, in this competition, we use the second idea
mentioned above.

2.4 Change Model Structure

We do experiments on the output structure of the model. The traditional Bert-based
model uses the CLS part of the last layer as the output of the model, many parameters
in last layer are not used. Therefore, we transformed the model and made a comparison.
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The three transformedmethods are: 1) taking the mean pool of the last layer; 2) Input the
last layer into Bi-LSTM [13]. 3) The CLS part is connected with the output of Bi-LSTM
as a residual. It may be the reason that the training set has too few samples. If a more
complex model is used, it will lead to overfitting. Thus, we choose the first method as
our final method. Figure 3 clearly describes the output form of our mean pool method.

Fig. 3. Mean pooling of last layer

3 Innovation Strategies

3.1 Adversarial Training

The meaning of the adversarial training is to move the input along the direction of the
gradient, so that the model loss rises at the fastest speed, thereby forming an attack. In
order to fight against such an attack, the model needs to learn such adversarial examples
and look for more robust parameters in the optimization process.

The most commonly used adversarial training methods are FGM [14] and PGD [15].
The difference between the two is PGDwill iterate several times with smaller amplitude
during each back propagation to find the optimal disturbance slowly, but it will also lead
to a significant increase in training time. We adopted FGM for adversarial training. The
idea of FGM is straightforward. Increasing the loss is to increase the gradient so that we
can take:

radv = ε · g

‖g‖2
g = ∇xL(θ, x, y)

loss = min
θ

E(x,y)∼D L(θ, x + radv, y)
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3.2 K-Fold Cross-Fusion

We use the idea of k-fold cross-fusion to divide the training set into k different data
sets. Each data set has a different valid set, and the distribution of their entity labels is
different. We use the same model to train k models on the k datasets, then use the k
models to predict on the test dataset, and perform hard fusion on the prediction results
to obtain the fusion result of the k models.

Figure 4 shows an example of k-fold cross-fusion when k = 5.

Fig. 4. Example graph of K-Fold cross-fusion, k = 5

3.3 Continued Pre-training

We know that the transformer model has a good performance in NLU task and NLG
task, not only because of the self-attention mechanism, but also because it is a pretrained
model with various unlabeled text in pretraining stage.

In order to make the language model more adaptable to the fields of cancer and
imaging,we used all the text data in the train set and test set to conduct the self-supervised
training of the MLM task (one of pretraining task of bert). We perform 10-epoch mask
language model pre-training on those text.

3.4 EMA

EMA, the full name is empirical moving average, also known as weighted moving
average, is an average method that gives higher weights to recent model parameters.

In the optimization process of deep learning, it is the model weights at time t and
the shadow weights at time t. In the process of gradient descent, the shadow weight will
always be maintained, but the shadow weight will not participate in the training. Only
in prediction part, we use the shadow weight to predict.

Vt = α · Vt−1 + (1 − α) · θt

Generally, the value of α is between 0.9 and 0.999. In this competition, we set α =
0.9 cause the amount of data in the training set is small.
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3.5 Focal Loss

Because of the imbalance between positive and negative samples, the cross entropy loss
function is used directly, and the result is not good. Focal loss [16] is used in those
datasets with unbalanced samples.

FL(p) = −α(1 − p)γ log(p)

When it is small (the sample is difficult to be divided, no matter whether the score
is correct or not), the adjustment factor approaches 1, and the weight of the sample in
the loss function is not affected; When it is very large (the sample is easy to be divided,
no matter whether the score is correct or not), the adjustment factor approaches 0, and
the weight of the sample in the loss function decreases a lot.

The focus parameter can adjust the reduction degree of the weight of easy to classify
samples. The greater the weight, the greater the reduction degree. In addition to the label
imbalance, focal loss function can accelerate training and achieve better results in small
sample data set such as this competition.

4 Experiments

4.1 Dataset

The CCKS 2022 High Quality Article Recognition Based on Knowledge Graph Com-
petition provides 7,835 labeled data as a training set. It contains 2,903 data with positive
label and 4,932 data with negative label. In train set, the average length of title is 24.51,
the average length of content is 3,704.94, the average number of entities is 21.26. The
final test set has 1,106 data without label. In final test set, the average length of title is
24.36, the average length of content is 3,704.61, the average number of entities is 21.04.

4.2 Implementation

We use NEZHA-CN-BASE and CHINESE-XLNET-BASE as our models. We ap- ply
Dropout to the output of the pre-trained model with the rate set to 0.2 for each model.
During the training process, we set the batch size as 8 and the learning rate as 2e-5.
Furthermore, for other parameters, we use multi-group parameters to build a model pool
with huge differences, in order to reduce the variance of the prediction results. And we
randomly divided the original train set into 10 folds, took one fold as the dev set, and
the remaining data as new train set for this experiment.

4.3 Result

BASE model means we just use title and content as our input data. And BASE +
ENTITIES means we add name of entities into input, and BASE + STATISTIC means
we add statistical features into input. In our model pool, we use the method BASE +
ENTITIES to train 4 NEZHA models, and for BASE + STATISTIC, we finetuned 5
NEZHA models and 2 XLNet models. Cause there are many models in our model pool,
we can get a lower variance by voting, so as to get a better result.
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The results of Experiment are shown in Table 2.

Table 2. Result of the experiment

Model Optimization steps F1-Score (dev set)

BASE Original model 0 0.7073

0 + Continued pre-training 1 0.7089

1 + Mean pooling 2 0.7123

2 + EMA 3 0.7155

3 + Focal loss 4 0.7168

4 + Adversarial training 5 0.7176

BASE + ENTITIES Add name of entities into input 0.8324

BASE + STATISTIC Add statistical features into input 0.8279

VOTING Voting by models from model pool 0.8376

References

1. Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word representations in
vector space. In: ICLR Workshop (2013)

2. Perozzi, B., Al-Rfou, R., Skiena, S.: DeepWalk: online learning of social representations.
ACM (2014)

3. Defferrard, M., Bresson, X., Vandergheynst, P.: Convolutional neural networks on graphs
with fast localized spectral filtering. arXiv:1606.09375 (2016)

4. Liu,W., Zhou, P., Zhao, Z., et al.: K-BERT: Enabling language representationwith knowledge
graph (2019)

5. Schick, T., Schütze, H.: Exploiting cloze questions for few shot text classification and natural
language inference. arXiv:2001.07676 (2020)

6. Li, X.L., Liang, P.: Prefix-tuning: optimizing continuous prompts for generation (2021)
7. Wei, J., Ren, X., Li, X., et al.: NEZHA: neural contextualized representation for chinese

language understanding. arXiv:1909.00204v3 (2019)
8. Yang, Z., Dai, Z., Yang, Y., et al.: XLNet: generalized autoregressive pretraining for language

understanding. arXiv:1906.08237 (2019)
9. Vaswani, A., Shazeer, N., Parmar, N., et al.: Attention is all you need. arXiv:1706.03762

(2017)
10. Su, J.: Conditional layer normalization. https://spaces.ac.cn/archives/8337/comment- page-2
11. Feng, Y., Lv, F., Shen, W., et al.: Deep session interest network for click-through rate

prediction. arXiv:1905.06482 (2019)
12. Zhang, Z., Han, X., Liu, Z., et al.: ERNIE: enhanced language representation with informative

entities. arXiv:1905.07129 (2019)
13. Peng, Z., Wei, S., Tian, J., et al.: Attention-based bidirectional long short-term memory

networks for relation classification. In: Proceedings of the 54th Annual Meeting of the
Association for Computational Linguistics (Vol. 2: Short Papers) (2016)

http://arxiv.org/abs/1606.09375
http://arxiv.org/abs/2001.07676
http://arxiv.org/abs/1909.00204v3
http://arxiv.org/abs/1906.08237
http://arxiv.org/abs/1706.03762
https://spaces.ac.cn/archives/8337/comment
http://arxiv.org/abs/1905.06482
http://arxiv.org/abs/1905.07129


Knowledge-Enhanced Classification: A Scheme for Identification 147

14. Miyato, T., Dai, A.M., Goodfellow, I.: Adversarial training methods for semi-supervised text
classification. arXiv:1605.07725 (2016)

15. Madry, A,. Makelov, A., Schmidt, L., et al.: Towards deep learning models resistant to
adversarial attacks. arXiv:1706.06083 (2017)

16. Lin, T.Y., Goyal, P., Girshick, R., et al.: Focal loss for dense object detection. IEEE Trans.
Pattern Anal. Mach. Intell. PP(99), 2999–3007 (2017). arXiv:1708.02002

http://arxiv.org/abs/1605.07725
http://arxiv.org/abs/1706.06083
http://arxiv.org/abs/1708.02002


Learning Seq2Seq Model with Dynamic Schema
Linking for NL2SQL

Xingxing Ning1, Yupeng Zhao2,1, and Jie liu1,3(B)

1 Cloopen Research, Beijing, China
ningxx@yuntongxun.com

2 College of Mathematics and Statistics, Huazhong University of Science and Technology,
Wuhan, China

zhaoyupeng@hust.edu.cn
3 College of Artificial Intelligence, Nankai University, Tianjin, China

jliu@nankai.edu.cn

Abstract. NL2SQL (Natural Language to SQL) is a cutting-edge problem in the
field of semantic parsing and TableQA. “CCKS2022: Financial NL2SQL Evalua-
tion” raises a challenging scenario for building NL2SQL systems in the financial
domain. To deal with the problem of small-scale data and the requirement of
adapting to financial scenarios, we propose an NL2SQL approach to automati-
cally converts natural language questions into SQL queries to achieve accurate
table question answering. We use cross-validation and schema linking method
that fuses table-column-value information to make full use of all the training data.
Then we train a Transformer-based Seq2Seq semantic parsing model with T5 as
pre-trainingmodel to understand common questions in the financial field and parse
the database’s tables, attributes, foreign keys and other complex relationships, and
finally generate SQL queries. Experiments are conducted to test the effectiveness
of our strategy. Our best ensemble model achieves EM score of 0.287 on testing
set and ranks 2nd in the competition.

Keywords: Semantic parsing · Natural language to SQL · Schema linking ·
Seq2Seq model

1 Introduction

NL2SQL (Natural Language to SQL) [1] is a cutting-edge problem in the field of seman-
tic parsing and TableQA. It plays a vital role in natural language processing since it can
convert humannatural language questions intoStructuredQueryLanguage (SQL),which
enables seamless interaction between humans and databases and improves the efficiency
of database analysis.

In the real-world systems, most of the data is stored in relational databases, espe-
cially in the fields of financial services, healthcare, and sales industries. Despite the
rapid increase in popularity of relational databases, the ability to retrieve information
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from these databases remains limited, in part because users need to understand complex
query languages. Moreover, traditional string matching methods are difficult to meet the
requirements in terms of coverage, accuracy, and transferability. Therefore, we need to
provide a natural language interface for relational databases, through which users can
communicate directly with the database using natural language.

“CCKS2022: Financial NL2SQL Evaluation” raises a challenging scenario for
building NL2SQL systems in the financial domain. Specifically, the first challenge is
that the existing NL2SQL data and methods mainly focus on the setting of specified
database/table in closed scenarios, which is difficult to meet the needs of dynamic devel-
opment of the business scope; the second challenge is that from the perspective of domain
characteristics, financial data are mostly time series, including daily market quotations,
quarterly financial reports, annual GDP, irregular stock pledge release, etc., which will
undoubtedly increase the difficulty of converting natural language questions to SQL.

In thiswork,we propose anNL2SQLapproach to tackle these two challenges.Weuse
cross-validation and schema linking method that fuses table-column-value information
to make full use of all the training data. We train a Transformer-based Seq2Seq semantic
parsing model with T5 as pre-training model to understand common questions in the
financial field and parse the database’s tables, attributes, foreign keys and other complex
relationships, and finally generate SQL statements.

Experiments are conducted to test the effectiveness of our strategy and an ensemble
model is finally implemented on the testing set to accomplish the CCKS-2022 Shared
Task and the effectiveness of our approach has been proved accordingly.

2 Related Work

2.1 NL2SQL Task Classification and Common Datasets

Many representative datasets [2, 3] in Chinese and English in the NL2SQL field have
been proposed, such asWikiSQL, Spider, CSpider, DuSQL, etc. In general, the NL2SQL
task classification and common datasets can be divided according to whether it is cross-
domain, whether it is cross-table, and whether it is multi-round.

2.2 The Development of NL2SQL

Figure 1 shows some representative works in the field of NL2SQL in academia in the
form of a timeline. Whether it is the database research level or the natural language
processing technology research level, the research work on NL2SQL has been evolving
for decades.

Fig. 1. A brief history of natural language interface to relational databases.
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Early NL2SQ methods were mainly based on intermediate logical representations
or rule-based semantic parsing methods, which were very dependent on artificially
constructed mapping rules, so they had certain limitations.

In recent years, with the rise of big data technology and the rapid improvement of
computing power, deep-learning-based methods have been widely used in various basic
tasks in the field of natural language processing. And the introduction of deep learn-
ing enables NL2SQL to more effectively utilize database schema information and the
knowledge representation capabilities of large-scale pre-training models, thus making
the implementationofNL2SQLpossible.ManySOTAachievements havebeen achieved,
such as X-SQL [4], SeaD [5], IRNet [6], RATSQL [7], etc.

3 Approach

According to the characteristics of the dataset, such as “cross-domain database”, “more
connected table query” and “large number of table columns”, we designed a Seq2Seq
semantic parsing model based on the Transformer-based Encoder-Decoder architecture
that integrates table-column-value information to complete the end-to-end NL2SQL
task.

3.1 Map the Column in SQL to the Form of “Table. Column”

First, we normalize the SQL query of the dataset, and then map the column names in
the SQL query to the form of “table name.column name” through schema linking [8],
which is used to enhance the correspondence between table and columns. In addition,
after experimental verification, the experiment result is better than English when the
“table name.column name” is in Chinese expression style, so we use SQL with “table
name.column name” in Chinese for model training.

3.2 Dynamic Schema Linking

For the NL2SQL task, how to link the input natural language question with database
information is very critical, which is called schema linking [9]. For the End2End trans-
lation model we used in this competition, the traditional schema linking technology is
not applicable. Therefore, we adopt a information generation technology based on string
matching to dynamically enhance the input of the model. With dynamically integrat-
ing schema information and DB Content information, we build a simple and effective
schema linking mechanism, which makes natural language questions more semantically
related to target tables and columns in the database.

First, in order to associate natural language questionswith the schemaof the database,
we need to normalize the table names and column names in the database (for example,
unreasonable naming, ambiguous naming, English naming, etc., reorganize according
to the business).

Then, for all normalized table names and column names, we score the similarity
with natural language questions by fuzzy matching, and perform string splicing of table
column names according to the scores from large to small, in the following form:

′′{Table name1 : Column1|Column2|...}|{...}...′′ (1)
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As shown in Eq. (1), we aggregate the information of different tables with “{}” and
then separate them by “|”. Different columns in the same table are separated by “|”. Both
the sorting of the information between the tables and the sorting of the information in
the table are performed according to the string fuzzy matching score.

We generate such dynamic schema information for each natural language question
before the model input, and then splicing it into the original natural language question
as the new input of the model. Similarly, our dynamic schema generation technology
can also be used for information splicing of DB Content.

3.3 Seq2Seq Pre-trained Model

T5(Text-to-Text Transfer Transformer) [10] is an end-to-end multi-task Encoder-
Decoder translation framework that retains most of the architecture of the original
Transformer [11], but highlights some key aspects. In addition, some minor changes
have been made to vocabulary and functionality. As shown in Fig. 2, Every task con-
sidered in T5(including translation, question answering, and classification) is cast as
feeding model text as input and training it to generate some target text. This allows us
to use the same model, loss function, hyperparameters, etc. across diverse set of tasks.

Fig. 2. A diagram of T5 text-to-text framework.

Some of the main concepts of T5 mode are listed below:

1. The encoder and decoder remain in the model.
2. Self-attention is order-independent. It explores the relationship between each word

and other words in a sequence. A positional encoding is added to the word’s
embedding before doing the dot product.

3. The original Transformer uses sine and cosine to learn location embeddings.Whereas
T5 uses relative position embedding.

4. The positional encoding is shared and re-evaluated simultaneously in all layers of
the model.

The T5 model training data consists of two parts: the input source text and the output
target text. The source text is composed of prefix and the original input text and is spliced
with “:”. Prefix is a label used to distinguish multiple tasks. In particular, in this task it is
“translation”. We store the prefix, natural language question and SQL query in the form
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of a list, and input it into the model. It is worth emphasizing that in the actual training
process, the natural language question refers to natural language question with schema
string added.

4 Evaluation

In this section, we outline the experimental setup, our baselines for the task, and the
influences of our strategies applied on our baseline model. Our final model performance
beats most of the teams on the CCKS-2022 Leaderboard and ranks the 2nd place among
all the teams.

4.1 Dataset

The dataset of “CCKS2022: financial NL2SQL evaluation” competition comes from the
real corpus in the financial field. The training set and the validation set respectively con-
tain 3966 and 1000 financial scenario question-SQL statement pairs, involving funds,
stocks, bonds and other data objects; the test set contains 2000 frequently used query
questions in the financial field, including different ways of asking the same type of ques-
tions. In addition to labeled data, it also includes basic database information, database
tables, domain knowledge, etc. The preliminary leaderboard measures the performance
on the validation set, while the final leaderboard measures the performance on the test
set.

4.2 Evaluation Metric

The final evaluation metric of this evaluation task is the accuracy of Exact Match (EM):
the accuracy of the exact match of SQL in the prediction structure. It is considered that
the prediction result of the sample is correct only when all elements (from, select, where,
groupBy, having, orderBy, limit) are matched. It is also correct to disrupt the internal
order without affecting the execution result.

4.3 Experimental Setup

We use T5-base-Chinese [12] as the pre-trained model. For NL2SQL model, the max
sequence length is 512, the batch size is 7, the learning rate is 1e-4 and the optimizer is
Adafactor.

4.4 Postprocess

We integrated the NL2SQL model to further improve the performance of our model.
Specifically, due to the small scale of the dataset, we re-divided the dataset by ten-fold
cross-validation in order to make full use of the training set, and merged the output of the
model through voting to obtain Chinese SQL queries. By identifying the Chinese SQL
queries that cannot be mapped to English and parsed into SQL, we compare it with the
database and correct it, realize the repair of table name, column name and other rules,
and convert SQL into AST (Abstract Syntax Tree) according to ASDL (Abstract Syntax
Description Language) to get the final submission result.
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5 Conclusion

In this work, we propose a simple and easy-to-implement NL2SQL method to auto-
matically convert natural language questions into SQL queries to achieve accurate data
question answering. Our dynamic schema linking method on Seq2Seq model is a novel
solution toNL2SQL in financial scenarios, the key towhich is that we propose a dynamic
schema linking technology and build a transformer-based Seq2Seq model that incorpo-
rates table column value information. We conduct experiments to test the effect of the
strategy and implement an ensemble model on the test set to further improve the perfor-
mance of the competition. The final submission of our model ranks the 2nd place among
all team submissions on the CCKS-2022 leaderboard.

In the future,wewill further improve the prediction accuracy of themodel by improv-
ing the encoder of the model, and try to migrate to more complex scenarios, such as
cross-domain, complex nesting, etc.
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Abstract. Visual Question Answering (VQA) has received increas-
ing attention in NLP research. Most VQA images focus on natural
scenes. However, some images widely used in textbooks such as dia-
grams often contain complicated and abstract information (e.g. con-
structed graphs with logic and concepts). Therefore, Diagram Question
answering (DQA) is a challenging but significant task, which is also help-
ful for machines to understand human cognitive behaviors and learn-
ing habits. On DQA task, we propose a multi-perspective understand-
ing based visual question-answering method, which constructs a vari-
ety of different self-monitoring tasks in the form of prompts to help the
model learn deeper information. For the first time, we propose a decoding
method of “Cross Entropy constraint Decoding”, which can effectively
constrain the content generated by the text when performing multiple
selection tasks. This method has obtained SOTA in the evaluation task
of CCKS-2022, which fully proves the effectiveness of the method.

Keywords: Diagram question answering · Visual question answering ·
Computer science

1 Introduction

Question Answering (QA) systems have long pursued the ability to understand
human cognitive behaviors and learning habits. Diagram Question Answering
(DQA) task requires dynamic and complex reasoning of knowledge representa-
tion, which helps to improve the understanding of abstract images by comput-
ers. Generally, Diagram is manually constructed with abstract meanings and
widely used in pre-defined scenarios, such as textbooks and dictionaries, which
requires fully understand the abstract schematic information according to ques-
tions. DQA is still a challenge task because the complicate expression and the
lack of data.

CSDQA is a novel visual question answering dataset which contains 1294
different diagram such as circle, rectangle and triangle. CSDQA is a multiple-
choice dataset that is mainly collected from textbooks. Each sample contains the
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question, diagram, choice, and answer. It divides datasets questions into simple
reasoning and complex reasoning. Complex reasoning requires two-step reasoning
on the image to get the answer, and the proportion of complex reasoning is
22.98% in all questions.

Pre-trained models have promoted the progress of natural language process-
ing and even multimodality. In previous studies, sequence-to-sequence models
have been widely used for a large number of downstream tasks. CLIP uses a
large number of text and text pairs in order to narrow them in the same embed-
ding space; Vl-bert takes both visual and textual features as input. VLMo jointly
learns a dual encoder and a fusion encoder with a modular Transformer network.
However, multi-modal neural network model shows poor performance on diagram
question answering task. Because existing multi-modal models are pre-trained
on a large number of natural scenes images, which lack the ability to understand
abstract information of diagram such as concept and logical relationship within
different graphics. Moreover, the scarcity of diagram resources also limits the
large corpus training of DQA task models.

We propose a Multi-View Analysis (MVA) method to enhance model’s under-
standing of schematic abstract information. MVA are constructed with five dif-
ferent task forms and unified in Text2Text form. We take OFA model as back-
bone, and then introduce MVA to enhance the abstract understanding ability.
In order to avoid the invalid generation in Decoding phase, we introduce Cross
Entropy constraint Decoding, which restricts the results to achieves higher infer-
ence accuracy.

2 Main Methods

2.1 Multi-View Training

Existing multi-modal pre-trained models have strong ability to extract infor-
mation from natural scene images, but it is still difficult for model to directly
understand the abstract diagram information in low-resource Diagram Question
Answering (DQA) task. Therefore, we introduce multi-View multi-task train-
ing to help model deeply understand the diagram. As depicted in Fig. 1. We
constructed five different task forms based on Prompt and unified five different
objectives as Seq2Seq form for training. Five tasks are respectively shown as
follows:

– 1. Original task: the original data, including images, questions and answers.
– 2. Answer Judge task: ask model to answer whether the statement combined

with the question, answer and judgement is correct.
– 3. Image Description task: require model to describe the image with details.
– 4. Ask Question task: require model to ask a question based on the input

image and answer.
– 5. Image Text Match task: change some image-question pairs, and ask model

to judge whether the description is grounding with the input image.
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Fig. 1. The Multi-View Training by different tasks. We take origin as the initial sam-
ple and realize multi-view training by changing the position of its questions/answers/
diagram.

2.2 Step Training

In order to alleviate the catastrophic forgetting problem caused by overtrain-
ing of the pre-trained model in Multi-View Training. We implemented the step
learning based on Child-tuning [24] method. The Child-tuning method is used
to fine-tune the backbone model in our method, where the parameters of the
Child network are updated with the gradients mask. For the DQA task, the
task-independent algorithm is used for child-tuning. When fine-tuning, the gra-
dient masks are obtained by Bernoulli Distribution [2] sampling from in each
step of iterative update, which is equivalent to randomly dividing a part of the
network parameters when updating. The equation of the above steps is shown
as follows

wt+1 = wt − η
∂L (wt)

∂wt
� Bt (1)

Bt ∼ Bernoulli (pF ) (2)

where the notation � represents the dot production, pF is the partial network
parameter.

3 Experiments

In this section, we will introduce the experimental settings and evaluation indi-
cators. Then we compare MVA with the existing VQA technology and ablation
experiments to prove the effectiveness of our method (Fig. 2).
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Fig. 2. In the training stage, we use step-by-step training to gradually make the model
learn the image features of the schematic diagram.

3.1 Evaluation Metrics

Following prior work [1,4,13,19]. We use the accuracy rate as the evaluation met-
rics. We assume that the total quantity is n and the predicted correct quantity
is C, then the calculation of concurrency is as follows:

Accuracy =
C

n
× 100% (3)

3.2 Implementation Details

In order to compare the functions of the system more fairly. In recent years,
natural language processing significant progress has been achieved [5,17] due to
the introduction of Pre-trained Language Model [3,15,18]. Therefore, more and
more methods begin to introduce the pre-trained language model in the VQA
task [8,10,11,16,22].

For all methods, we use the same size model for finetuning. And we all use
the large-size model for testing. We follow the original code for the remaining
settings. We train the model using the Pytorch1 [14] on the NVIDIA RTX3090
GPU and use the hugging-face2 [23] framework. We use the AdamW [12] as the
optimizer and the learning rate is set to 1e-5 with the warm-up [7]. The batch
size is 8. We set the maximum length of 512, and delete the excess. We use the
linear decay of the learning rate and gradient clipping of 1e-6. The dropout [20]
of 0.1 is applied to prevent overfitting. The detailed experimental settings are
shown in Table 1.

1 https://pytorch.org.
2 https://github.com/huggingface/transformers.
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Table 1. Hyper-parameter settings.

Hyper-parameter Value

Image Encoder ResNet152 [6]

Encoder Hidden Size 4096

Encoder Num Layers 12

Encoder Attention Heads 16

Decoder Hidden Size 4096

Decoder Num Layers 12

Decoder Attention Heads 16

Dropout 0.1

Max Token Length 512

Language Model Loss Function Cross Entropy

Learning Rate 1e–5

Batch size 8

Num Epochs 20

Weight Decay 1e–4

FP16 True

Gradient Accumulation 1

Beam Search 5

Table 2. Performance comparison of the variants methods on Computer Science Dia-
grams dataset. We highlight the best score ineach column in bold, and the second
best score with underline. We will also show the improvement between first place and
second place.

Metric Accuracy

Learning Rate 1e–5 2e–5 3e–5 Avg.

Random Mode / / / 35.84

LayoutLMv3Base [9] (2022) 38.25 35.52 36.89 36.89

LayoutLMv3Large [9] (2022) 40.21 36.89 37.04 38.05

OFABase [21] (2022) 52.86 53.31 52.25 52.80

OFALarge [21] (2022) 54.06 53.37 53.61 53.68

MVA 58.89(4.83↑) 58.58(5.21↑) 57.23(3.62↑) 58.23 (4.55↑)

All hyperparameters are optimized on the Valid set. In all our experiments,
at the end of each training phase, we will test the effective data set and select the
highest model (mainly depending on Accuracy) in the test data set for prediction.
We report the results in the test data set. We repeated the experiment three
times and reported the average score.

3.3 Comparison with State-of-the-Art Methods

In the CSDia dataset, we compared the baseline scheme with the existing dia-
logue generation.
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Table 3. Performance comparison of the variants methods on Computer Science Dia-
grams dataset. We conducted some control experiments and tried to train the model
using full data and showed its scores.

Metric Accuracy

Learning Rate 1e–5 2e–5 3e–5 Avg.

OFALarge [21] 54.06 53.37 53.61 53.68

W/O MV 56.93 56.63 55.57 56.38

W/O Step training 58.13 58.58 56.93 57.88

W/O CE Decode 58.28 57.98 57.23 57.83

MVA 58.89 58.58 57.23 58.23

+Full Data 60.24 59.49 59.19 59.64

The LayoutLMv3 [9] is based on LayoutLMv2 [26] and LayoutLMv1 [25],
and it uses unified text and image mask modeling objectives to pre train the
multimodal model, which simplifies the model design. It requires that the hid-
den words in the text be restored according to the uncovered text and layout
information in the document data set, and the masked image block data be
restored at the same time. The LayoutLMv3 achieved better results in form
tasks than previous work.

The OFA [21] model realizes the unification of modes, tasks and structures,
unifies the multi-modal and single-modal understanding and generation tasks
into a simple seq2seq generative framework, and performs pre training and fine-
tuning using task instructions. The OFA has achieved SOTA in four cross modal
tasks: image capture, VQA, visual entailment and referring expression synthesis.

3.4 Experimental Result

We report the performance of the model in Table 2. We compared several models
in different forms and sizes and selected LayoutLMv3 and OFA respectively. We
show the improvement of our method compared with the baseline model.

Among them, the performance of LayoutLMv3 is weak. The LayoutLMv3 has
learned a large number of abstract characters and symbols in the pre-training
process, it is difficult to learn the relevant features in the question and answer
of complex schematic diagrams due to the lack of understanding of the overall
graph and the task of the pre-training phase is mainly mask recovery rather than
visual question and answer, which leads to difficulty in finetuning. In addition,
we have directly fine-tuned the OFA model. It is not difficult for us to find that
the OFA model can have strong performance on the visual question and answer
the task, and the performance of the Base size and the Large size are relatively
close, which indicates that the additional knowledge brought by the pre-training
for the model has reached the limit. For the abstract schematic question and
answer task, the OFA model still has a large room for improvement.

When we use the MVA, the baseline model can further learn more relevant
knowledge. In Table 2, MVA exceeds the baseline model in three different learn-
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Table 4. Online performance of CCKS-2022 in DQA task.

A B

Rank Team Score Rank Team Score

1 灵灵灵境境境 CASIA 55.57 1 灵灵灵境境境 CASIA 60.19

2 maoada 54.22 2 key7 58.09

3 福气boy 53.61 3 Cube 55.02

4 国足10号 53.01 4 福气boy 54.53

5 qddy 52.56 5 maoada 54.53

6 northsky 51.81 6 国足10号 53.39

ing rate settings, and its average score exceeds the baseline by 4.55%, which fully
proves the reliability of our method.

3.5 Ablation Study

In Table 3, we can see some performance comparisons. We further carry out care
learning in OFA [21], which is the best pre-trained model in Diagram Question
Answering task. It can fully show the effect differences brought by different
methods.

First, we try to cancel the Multi-View, which means that we no longer require
the model to pretrain multi-view task in Diagram Question Answering. This may
lead to the lack of understanding of the diagram so that the generated answer
lacks the modeling of the diagram.

After canceling the Step Training, we directly train the model in one step.
However, the experimental results show that compared with the Step Train-
ing, the performance will be reduced. We believe that this is because after the
introduction of MV, the training tasks may deviate from DQA, resulting in the
focus of the model learning is no longer DQA tasks. Therefore, using two-stage
training and fixing parameters in the MV stage can help the model mitigate
catastrophic forgetting and bring higher performance. Finally, if the CE decode
is cancelled, there will be more than 2% of the answers, and it will be difficult
to answer because it cannot be matched.

Since the task provides the target of the verification set, we additionally use
full data for training and test in test, which brings us additional performance
improvement.

3.6 Online Result

In Table 4, We showed the online results of two different lists, and we all got the
results of SOTA, which reflects the superior performance of the method.
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4 Conclusions

In this paper, we propose a new method to solve complex text questi answer-
ing. We provide multimodal and multi-perspective learning for the pre-training
language generation model. By constructing a large number of different learn-
ing tasks, we can make the pre-training model play a more effective role in the
low resource Abstract schematic scenario. Our MVA module is very flexible. We
have built a unified task framework for multitasking learning, which can sup-
port almost all multimodal seq2seq models. In addition, we introduce CE decode
decoding to constrain the generation results, which enhances the controlonslabil-
ity of the multi-modal generation model and improves the performance. In the
DQA task of CCKS-2022, our method won first place, which provides a powerful
solution for the complex visual question and answers task.
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Abstract. Information extraction is the automated retrieval of specific informa-
tion related to a selected topic from a body of unstructured text. Generally, many
NLP tasks can be categorized as information extraction tasks, such as named entity
extraction (NER), relation extraction (RE), event extraction (EE), etc. To dealing
with different IE tasks of different situation, we propose a prompt-based universal
information extraction framework which is friendly to both research and industry
scenarios.

Keywords: Universal information extraction · Prompt learning

1 Introduction

Over the years, with the continuous development of pre-trained models, the generaliza-
tion and transfer capabilities of deep learning have been significantly improved. This
ability is not only reflected in the data in different fields of the same task, but also in the
unified solution ability of the model to different tasks.

Information extraction is the automated retrieval of specific information related to a
selected topic from a body of unstructured text. Generally, many NLP tasks can be cate-
gorized as information extraction tasks, such as named entity extraction (NER), relation
extraction (RE), event extraction (EE), etc. Considering the complexity of information
extraction tasks, differentmodels are often used to handle different tasks, even if there are
many similarities between these tasks. To alleviate this pain point, Y Lu [1] proposed
a unified text-to-structure generation framework, namely UIE, based on a pretrained
mechanism and prompt learning. The experiments showed that UIE achieved the SOTA
on both supervised and low-resource scenarios.

The seq2seq scheme is a model with a high degree of freedom, and theoretically
all NLP problems can be solved with this scheme. However, this degree of freedom
also leads to some unexpected output results of the decoder in practical applications.
To enhance the usability of UIE, another version of UIE [2] was proposed based on
prompt-learning and machine reading comprehension. According to our experiments,
we found that this version of UIE does have stronger zero-shot learning ability, but at
the same time it also brings an increase in inference time cost.

Inspiring by the above work, we propose a prompt-based UIE framework which does
not rely on a one-size-fits-all model but uses the same set of thought frameworks to solve
the different tasks in different situations.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
N. Zhang et al. (Eds.): CCKS 2022, CCIS 1711, pp. 163–171, 2022.
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2 Related Work

Information extraction is a long-term research field, which includes many classic tasks
such as named entity extraction (NER), relation extraction (RE) and event extraction
(EE).

The first work on NER using neural models can be traced back to 2003, when
Hammerton [3] tried to address the problem by LSTMs [4]. Lample [5] introduce two
neural architectures, one of which is the bidirectional LSTMs combined with CRFs.
Recent state-of-the-art methods are generally based on a pre-trained language model,
such as BERT [6]. In this line of work, Li et al. [4] formulate NER as a machine reading
comprehension (MRC) task and propose a unified span-based framework which can
handle both flat and nested NER tasks. Cui et al. [7] propose a template-based method
for NER, which treat NER as a language model ranking problem in a sequence-to-
sequence framework. Chen et al. [8] proposes a lightweight named recognition model
with pluggable prompting. Recently, W2NER [9] models the unified NER as word-word
relation classification.

RE is usually performed with NER to mitigate error propagation and understand the
interrelationship between tasks [10]. SpERT [11] uses a span classification module to
detect token spans corresponding to entities, and followed by a relation classification
module to obtain the relations. Ye et al. [12] and Zhang et al. [13] uses a generation-based
approach with contrastive learning for relational triple extraction.

In recent year, joint models have beed proposed for EE to mitigate the effect of error
propagation [14]. Yang et al. [15] performs joint inference on events, entities and rela-
tions by modeling the structural dependencies between them. Zhang et al. [16] propose a
neural trainsitin-based extraction framework, which requires specially designed transi-
tion actions to incrementally predict complex joint structures in a state-transition process.
Lou et al. [17] proposes a multi-layer bidirectional network (MLBiNet) to capture the
document-level association of events and semantic information simultaneously.

In addition to the previous IEmethods, Lu et al. [1] propose a unified text-to-structure
generation framework to universally model various IE tasks, which achieved the state-
of-the-art performance on 4 IE tasks, 13 datasets.

3 Task Description

This competition is not limited to the traditional evaluation of single task information
extraction, but expresses a variety of different information extraction tasks in a unified
general framework. It focuses on examining the adaptability and migration capabilities
of related technical methods in the face of new and unknown information extraction tasks
and paradigms, so as to meet the actual needs of rapid iteration and rapid migration in
the current information extraction field, and be closer to practical business applications.

The evaluation data consists of the following two parts.

Six See Schemas. The track mainly evaluates the ability of existing technologies to
build models based on the tag data, which consists of the following six fields:
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• Life Information: extract (relationship type, subject span, object span) relationship
triples and (entity span, entity type) entity tuples.

• Organization Information: extract (relationship type, subject span, object span)
relationship triples and (entity span, entity type) entity tuples.

• Financial Information: extract (event type, argument role, argument span) event triples.
• Sports Competition: extract (event type, argument role, argument span) event triples.
• Movie and Television Emotion: extract (emotional polarity, opinion object span,
emotional expression span) emotional triples.

• Disaster Accident: extract (event type, argument role, argument span) event triples.

Four Unseen Schemas. The trackmainly evaluates the migration ability of the existing
technology to the new extraction demand, which consists of the following four fields:

• Financial Public Opinion: extract (event type, argument role, argument span) event
triples.

• Financial Supervision: extract (relationship type, subject span, object span) relation-
ship triples.

• Doctor Patient Dialogue: extract (relationship type, subject span, object span)
relationship triples and (entity span, entity type) entity tuples.

• Flow Information: extract (event type, argument role, argument span) event triples.

4 Methods

4.1 Three Sub-modules of Our Framework

In order to solve different IE problems more flexibly, we split the model required by IE
tasks into three modules, including extraction, classification and combination.

Extraction Module. The most commonly used span extraction method is the sequence
tagging model based on BIO schema and CRF. The advantage of this solution is that it
can make good use of the dependencies between tags, but the viterbi decoding of CRF is
relatively time-consuming and cannot solve the nested problem. Therefore, we choose
the pointer network method to solve the span extraction problem, which can not only
solve the nested problem, but also dynamically adjust the threshold according to the
distribution of the data to balance precision and recall (Fig. 1).

Fig. 1. The extraction module used in our framework
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Classification Module. Our framework includes two classification methods: conven-
tional classification and matching-based classification. In the case of sufficient super-
vised data, we will use the conventional classification method, while in the case of low
resources, we will use the matching-based method to better utilize the transfer ability of
the pre-trained model (Fig. 2).

Fig. 2. The illustration of two methods of classification, in which h means the hidden size of the
encoder and m means the number of labels.

Combination Module. For complex IE tasks, the most important thing is how to com-
bine the set of extraction and classification modules. In our framework, we realize the
combination between each sub-module based on prompt and multi-task learing.

Explicitly concating the result of the previous step with the original text, namely, the
method of prompt learning, is the most universal combination scheme. It can basically
be used in the combination of all IE subtasks, and can better leverage the encoding ability
of the pretrained model as well.

In addition, in order to reduce the space-consuming of the model, we use multi-
task learning, which can also balance the various sub-tasks and prevent overfitting. The
parameters of encoders are shared during the training and inference phase (Fig. 3).

Fig. 3. The illustration of combination module
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4.2 Our Models

In this section, we will introduce how we combine our submodules based on our
framework to solve different IE problems in practice.

Named Entity Extraction Task. NER is a relatively simple task among IE tasks. First,
we use a pretrained model as our encoder. Then, for each type of entity, we use a
corresponding pointer network to extract spans, so as to alleviate the problem of nested
entities (Fig. 4).

Fig. 4. The model oriented to NER Task based on our framework

Relation Extraction Task. We split the relationship extraction characters into three
sub-modules, subject extraction, object extraction, and relationship classification, which
correspond to two extraction modules and a conventional classification module in our
framework respectively. Specifically, the input sentence is firstly fed into the subject
extraction module to extract all subjects. Then each extracted subject is concatenated
with the sentence, and fed into the object extraction module to extract all objects, which
can form a set of subject-object pairs. Finally, the subject-object pair is concatenated
with sentence, and fed into the relation classification module to get the relations between
them [18].

Event Role Extraction Task. According to the evaluation metrics applied in this
benchmark, we simply convert this task into a NER problem by concatenating the type
of event and role ([Le, Lr , Tr ] to [Le − Lr , Tr ]), in which Le represents the type of event,
Lr represents the type of role and Tr represents the text of role. The model framework
is the same as that used in the NER task.

Low-Resources Task. On the four unseen schemas, we test two versions universal
information extractionmodels, one based on a unified text-to-structure generation frame-
work [1] and the other based on prompt-learning and machine reading comprehension
(MRC) [2]. Experiments show that the model based on MRC has stronger adaptability
and stability on the low-resources tasks, which is a span-based model and formulate the
various IE tasks as a entity extraction task by constructing input samples.



168 F. Zhao et al.

5 Experiments

5.1 Experiment for Seen Schemas

We followed the method described in the section above to conduct experiments and
achieved the state-of-the-art in Leaderboard A. The results are in Table 1, where “Of-
ficial Baseline” is based on UIE method [1] and “ReLink” is the second team of the
leaderboard.

Tabel 1. Comparison between models on seen schemas (Leaderboard A)

Leaderboard
A

Score 人生信息 机构信息 体育竞赛 灾害意外 影视情感 金融信息

Official
Baseline

67.2 72.5 76.2 66.4 67.7 48.7 71.8

ReLink 75.1 82.1 80.9 73.8 77.2 58.7 77.9

Our Method
(Single)

72.3 78.5 80.7 71.5 73.4 53.4 76.4

Our Method
(Ensemble)

75.3 82.7 81.6 73.8 78.8 57.2 77.9

5.2 Experiment for Unseen Schemas

Comparison of Two UIE Models
Unseen schemas mainly examines the ability of the model to perform few-shot

learning. As introduced in Sect. 4.2, we compare two different two universal information
extraction models and the experimental results are shown in Table 2.

Tabel 2. Results for two UIE models on Unseen Schemas

金融舆情 金融监管 医患对话 流调信息

Generation-based UIE [1] 58.0 65.0 34.2 49.8

Span-based UIE [2] 76.1 88.2 56.0 69.3

Due to the limitation of upload times in the competition, we did not test the perfor-
mance of a single model, and the results in the table are the results of model ensembles.
According to the comparison of experimental results, we can find that the performance
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of span-based UIE is significantly better than that of generation-based UIE. Therefore,
we mainly optimize the span-based UIE next.

Generate Data for Pretraining
We used the 157,220 pieces of training data (duuie.zip) given by the competition to gen-
erate 1,700,011 pieces of training data in the form of reading comprehension according
to the corresponding schema to train the model.

A Sample of Train Data. {“id”: “dbc65bad4c60890b48d6397314b78f5a”,
“question”: “李中斐的毕业院校”, “context”: “李中斐, 毕业于黑龙江大学, 现任市
经济合作促进局党组成员、副局长”, “answers”: [{“answer_start”: 7, “text”: “黑龙
江大学”}]}.

In this Competition, is Pre-training Necessary for UIE?
As described in the website, uie-base has been trained with a large amount of data and
can support zero-shot scenarios. Considering that the open UIE model is only the base
version, we believe that there is still a lot of room for improvement. Therefore, we tested
with other pretrained models, and the results are shown in Table 3.

Tabel 3. Results on Unseen Schemas.TBSS means trained by Seen Schema data.

金融舆情 金融监管 医患对话 流调信息

Generation-based UIE [1] 58.0 65.0 34.2 49.8

Span-based UIE [2] 76.1 88.2 56.0 69.2

Span-based UIE + TBSS 81.6 88.3 56.7 71.0

macbert-large + TBSS 78.6 88.0 56.9 72.1

roberta-large + TBSS 79.8 88.3 55.3 70.4

Span-based UIE + TBSS + circle loss +
R-drop

80.8 89.5 56.9 73.8

Ensemble 83.7 91.0 60.3 75.3

Experiments show that although macbert and roberta are not pre-trained like uie-
base, they are quite competitive with uie-base on unseen schemas after they are trained
on seen schema dataset.

Some Optimization Methods
Due to the constraints of competition time and number of submissions, we did not have
the opportunity to try many optimization strategies. We only tried to use circle loss [19]
and R-drop [20] to optimize themodel performance, and the results are shown in Table 2.

Ensemble
Considering that each pre-training language model will have different cognitive biases



170 F. Zhao et al.

due to different pre-training corpora, in this competition,we have carried out an ensemble
of heterogeneous models. The basic pre-trained language models involved include uie-
base, macbert-large, roberta-large, and structbert-large. Each model is first trained on
seen schema dataset, and then trained with all the data in unseen schemas, and finally
the results are obtained by voting.

6 Conclusion

On the whole, this competition involves a lot of schemas, and includes NER, RE and EE
tasks. Due to the tight schedule for B-list evaluation, it would be difficult to complete
this task without an universal information extraction model. In this paper, we introduce
the method used to accomplish the task, which is a prompt-based universal information
extraction framework that is similar to amachine reading comprehensionmodel. Experi-
ments show that this model has strong rapid adaptability and achieves the state-of-the-art
results on unssen schemas, but at the same time it also brings an increase in inference
time cost, which needs to generate corresponding samples for each entity, relationship
and event to predict. For future work, it is necessary to optimize its inference efficiency
for application in practical scenarios.
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Abstract. In this paper, we propose a method to identify identical com-
modities. In e-commerce scenarios, commodities are usually described
by both images and text. By definition, identical commodities are those
that have identical key attributes and are cognitively identical to con-
sumers. There are two main challenges: 1) The extraction and fusion of
multi-modal representation. 2) The ability to verify identical commodi-
ties by comparing the similarity between representations and a thresh-
old. To address the above problems, we propose an end-to-end multi-
modal representation learning method with self-adaptive threshold. We
use a dual-stream network to extract multi-modal commodity embed-
dings and threshold embeddings separately and then concatenate them
to obtain commodity representation. Our method is able to adaptively
adjust the threshold according to different commodities while maintain-
ing the indexability of the commodity representation space. We exper-
imentally validate the advantages of self-adaptive threshold and the
effectiveness of multimodal representation fusion. Besides, our method
achieves third place with an F1 score of 0.8936 on the second task of the
CCKS-2022 Knowledge Graph Evaluation for Digital Commerce Compe-
tition. Code and pretrained models are available at https://github.com/
hanchenchen/CCKS2022-track2-solution.

Keywords: Multi-modal representation · Self-adaptive threshold ·
CCKS-2022 competition

1 Introduction

We aims to identify identical commodities based on representation learning.
Given a pair of commodities, we extract their representations and calculate the
similarity between representations. Then we judge whether the pair is identical
by comparing the similarity and threshold. In the second task of the CCKS-2022
Knowledge Graph Evaluation for Digital Commerce Competition, the commod-
ity pair data is from the recall results of actual online models and manually
labeled, where most of the negative pairs are similar but some key attributes do
not match.
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The traditional identical commodity verification methods usually adopt man-
ually adjusted thresholds. There are some disadvantages of such a method.

1) Inter-dataset adaptation problem. Since data distribution usually varies
between datasets, the corresponding representation distribution will be dif-
ferent as well. The threshold determined on one dataset may be hard to
achieve comparable results on another, which affects the generalization of
the model. It is necessary to manually adjust the threshold, which is labori-
ous and burdensome.

2) Intra-dataset adaptation problem. Since the commodity pairs are usu-
ally similar, there representations often crowded together in the representa-
tion space. A slight fluctuation of the threshold may affect the performance
much. Moreover, it is unwise to use the same threshold for different kinds of
commodities.

3) Model optimization problem. Due to the high similarity of commodities,
their similarity scores are usually higher than 0. However, the existing loss
functions (e.g., binary cross entropy loss) are usually centered at 0. Con-
sequently, the model is difficult to be optimized. Besides, it may destroy
the representation space to force pushing the representations of similar but
non-identical commodities away.

To mitigate the above problems, we propose an end-to-end multi-modal rep-
resentation learning method with Self-Adaptive Threshold (SAT). We use a dual-
stream network to extract multi-modal commodity embeddings and threshold
embeddings separately and then concatenate them to obtain commodity repre-
sentation. Our method can adaptively adjust the threshold according to different
commodities, thus reducing the burden and drawbacks of manually adjusting the
threshold. The dual-stream network optimizes the commodity representation
distribution bidirectionally by either the commodity stream or the threshold
stream, which results in a better distribution of representations. Therefore, it
is less likely to force pushing away the representations of similar but different
commodities. Moreover, with our self-adaptive threshold, the similarity of rep-
resentations is basically centered at 0. While maintaining the indexability of the
commodity representation space, the model is easier to be optimized and the
representations are more robust (more details in Sect. 3.3).

Our main contributions are as follows:

1) We analyze the possible problems in the traditional commodity verification
approach and then propose a multi-modal representation approach with SAT
to learn the threshold adaptively. Our approach reduces the burden of adjust-
ing thresholds and enhances the generalization and robustness of the repre-
sentations.

2) We do not do special processing for the inputs (e.g. no detector), and the whole
network is trained end-to-end so that other methods can be easily integrated.

3) We experimentally validate the advantages of the self-adaptive threshold
and the effectiveness of our multi-modal representation fusion. Our method
achieves an F1 score of 0.8936 and takes third place on the second task of the
CCKS-2022 Knowledge Graph Evaluation for Digital Commerce Competition.



174 C. Han and H. Jia

Fig. 1. Multimodal representation learning with self-adaptive threshold. The area in
the red box is the traditional method of calculating the similarity of a commodity
pair. The score is obtained by subtracting the pre-defined threshold from the similarity.
When the score is greater than zero, the commodity pair is predicted to be identical, and
vice versa. The higher score, the greater probability of being an identical commodity
pair. We add a threshold stream to learn self-adaptive threshold embeddings and regard
the difference between the inner product of commodity embeddings and threshold
embeddings as the score. (Color figure online)

2 Method

In this section, we present SAT, a novel multi-modal representation learning
method with self-adaptive threshold for commodity verification. We first detail
the self-adaptive threshold in Sect. 2.1, then introduce the model architecture in
Sect. 2.2 and the loss function in Sect. 2.3 finally. Figure 1 shows the overview of
the proposed method.

2.1 Self-adaptive Threshold

Dual-Stream Embedding. We propose to use a dual-stream network to
extract the commodity embedding and threshold embedding. Given a commodity
x, we feed it to the commodity-stream f , and extract commodity embedding:

p = f(x) (1)

where p ∈ R
d1 is the commodity embedding; d1 is the commodity embedding

dimension. Correspondingly, we have a threshold-stream g to extract the thresh-
old embedding:

q = g(x) (2)
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where q ∈ R
d2 is the threshold embedding; d2 is the threshold embedding dimen-

sion. Then we can acquire the complete embedding of commodity x by concate-
nation:

z = [p, q] (3)

where z ∈ R
d1+d2 is the complete embedding; d1 + d2 is the embedding dimen-

sion; [·, ·] represents concatenation.

Score Calculation. As our method is based on representation learning, we do
not have to tackle a commodity pair simultaneously. Given a commodity pair
(x1,x2), we extract their embeddings separately:

z1 = [p1, q1]
z2 = [p2, q2]

(4)

The similarity s is obtained by the inner product between commodity embed-
dings p1 and p2:

s = p1 · p2 (5)

where · represents the inner product between vectors. Correspondingly, we can
get the self-adaptive threshold by the inner product between threshold embed-
dings q1 and q2:

t = q1 · q2 (6)

The final score is the difference between similarity s and threshold t:

SCORE = s − t (7)

If the score is greater than 0, it is a pair of identical commodities, otherwise
not. The higher score, the greater probability of being an identical commodity
pair.

2.2 Model Architecture

We use the identical architecture for both streams, but in fact we can design dif-
ferent architectures. Taking threshold stream as example, we have a RoBERTa [4]
to encode textual feature qu from text u and a Swin Transformer [5] to encode
visual feature qv from image v. Then we concatenate them and project the
concatenated embedding into a common embedding space by a linear layer h:

q = h([qu , qv ]) (8)

Similarly, we can choose other backbones to encode single-modality features.
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RoBERTa

Swin

Fig. 2. Self-adaptive threshold network. We use Swin Transformer [5] and RoBERTa [4]
to encode image features and text features respectively. The features of different modal-
ities are fused by a linear layer.

2.3 Loss Function

We use cross entropy loss [2] to train the model:

L = − log
y exp (p1 · p2) + (1 − y) exp (q1 · q2)

exp (p1 · p2) + exp (q1 · q2)
(9)

where y ∈ {0, 1} is the ground-truth.

3 Experiments

3.1 Experimental Setup

Datasets. The official dataset contains about 50,000 commodity pairs for train-
ing and about 20,000 commodity pairs for test1. The training is only conducted
on the official training set. We do not use unlabeled data or external dataset
during training. When dividing the training and validation sets, we remove the
items that appear in the training set to ensure that the training set and valida-
tion set do not overlap. The ratio of the final training set and validation set is
about 5.6:1. We resize all images to 384 × 384. For text, we take the title and the
10 most frequent attributes as input. We do not apply augmentations on either
image or text data.

Implementation Details. Our implementation is based on PyTorch [6] and
HuggingFace [7]. We initialize the image encoder with Swin Transformer [5],
pre-trained on ImageNet [1]. Text encoders are initialized from pre-trained
RoBERTa [4]. We train SAT in an end-to-end manner. For all experiments,
we use Adam optimizer [3] with betas [0.9, 0.999]. We train SAT for 100K steps

1 https://tianchi.aliyun.com/competition/entrance/531956/information.

https://tianchi.aliyun.com/competition/entrance/531956/information
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on 2 NVIDIA A100 GPUs with a total batch size of 8, which takes about 20 h.
The initial learning rate and weight decay are 2e-6 and 1e-6 respectively. We use
cosine annealing learning rate decay without warmup.

3.2 Ablation

In the ablation study, we validate the effectiveness of our method and analyze
the impact of input modalities and pre-trained models. If not mentioned, hyper-
parameters other than the ablated factor are the same.

Effectiveness of SAT. We first build a simple baseline as plotted in the red
box of Fig. 1, which only have a commodity encoder. Besides, we add a Learnable
Threshold (LT) to it. The threshold is learnable and the same for all commodi-
ties. As shown in Table 1, our SAT outperforms baseline methods by a large
margin, indicating the effectiveness of SAT. Specifically, SAT brings significant
F1-score improvements (i.e. +0.0620 higher than LT).

Table 1. Results of different methods on the validation set.

Method F1-score Precision Recall Accuracy

Baseline 0.7250 0.6097 0.8940 0.6432

LT 0.8204 0.8139 0.8270 0.8096

SAT 0.8824 0.8795 0.8853 0.8759

Impact of Modality. We further analyze the input modalities. Table 2 shows
the detailed comparisons. Image-only SAT achieves better performance than
text-only, with a lead of 0.0612 on F1 score. Taking text and images together as
input can further improve the performance. We believe that SAT can be further
enhanced with other modality inputs, which is worth exploring in the future
study.

Table 2. Results of SAT with different input modalities.

Text Image F1-score Precision Recall Accuracy

✓ 0.7888 0.7555 0.8251 0.7676

✓ 0.8500 0.8599 0.8403 0.8440

✓ ✓ 0.8824 0.8795 0.8853 0.8759
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Table 3. Ablation study of pre-trained models

Pre-trained F1-score Precision Recall Accuracy

✗ 0.7815 0.7606 0.8037 0.7637

✓ 0.8824 0.8795 0.8853 0.8759

Impact of Pre-trained Models. We also study the impact of pre-trained mod-
els. As mentioned above, we use Swin Transformer [5] pre-trained on ImageNet-
1k and ImageNet-22k and pre-trained RoBERTa [4]. In this ablation, we random
initialize the Swin Transformer [5] and RoBERTa [4]. As shown in Tab. 3, we
observe significant performance improvement with pre-trained models, which
indicates the importance of pre-trained models.

3.3 Score Distribution

Fig. 3. Visualization of score distribution. We show histograms of scores of LT
and SAT. The density of the score is estimated by kernel density estimation. Compared
to LT, the peak density of SAT is lower and farther away from the threshold.

Figure 3 shows the score distribution of LT and SAT. As shown in Fig. 3(a), the
density peak of negative pairs is high with LT. In the meanwhile, the density
peak of both positive and negative pairs is near the threshold, which means there
are quantities of pairs around the threshold. The higher density peak and the
closer density peak to the threshold, the more susceptible to threshold changes. A
slight fluctuation of the threshold may affect the performance much. In addition,
LT heavily depends on the training data distribution, not conducive to model
generalization. By contrast, the density curve of SAT is much smoother and
much easier to more distinctive than LT as shown in Fig. 3(a). It can be seen
that the density peak of SAT is lower and farther away from the threshold. This
indicates that default threshold 0 is virtually an optimum. Therefore without
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manually adjusting the threshold, we can distinguish positive and negative pairs
by the default threshold of 0.

4 Conclusion

In this paper, we first analyzed the potential problems of traditional represen-
tation learning in the commodity verification task. Then we proposed SAT and
demonstrated its effectiveness and advantages by quantitative experiments and
score distribution visualization. With SAT, we obtained a representative and dis-
criminative commodity representation space and achieved excellent performance.
As future work, we would like to extend SAT to other multimodal representation
learning tasks.
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Abstract. This paper describes our methodology for the identical prod-
uct mining task organized by the China Conference on Knowledge Graph
and Semantic Computing (CCKS) 2022. This identical product mining
task has two main challenges: 1) How to perform text representation
to refine product representation. 2) How to more effectively combine
text representation and image representation. For the first challenge,
we propose the K-Gram Exponential Decay scheme in the text repre-
sentation module to aggregate the information of surrounding words.
For the second challenge, we apply conventional multimodal represen-
tation learning to combine text representation and image representa-
tion to generate the item representation. We view the identical product
mining task as a binary classification task for product pairs, for which
we adopt sample pair-based contrastive learning. Extensive experiments
have demonstrated the effectiveness of our method. We won first place
in the competition by utilizing model ensemble and post-processing.

Keywords: Multimodal representation learning · Product matching ·
Contrastive learning

1 Introduction

Knowledge Graphs are a significant component of enterprise data infrastructure
and a core element of upper-layer applications [1]. In January 2022, Alibaba
released AliOpenKG, the first Open Knowledge Graph for digital commerce.
The process of creating e-commerce product relationships is a crucial step in
the creation of the Knowledge Graph for digital commerce. However, the per-
sonalization of merchants’ published product information has caused inadequate
standardization and structuring of product, and different categories of product
have various unique and important attributes, making it challenging to align
fine-grained similar product.

Existing techniques [2] for fine-grained product alignment are mostly based
on representation learning due to the large number of product on e-commerce
platforms. Specifically, the item representation is obtained by characterizing the
item with unstructured and structured information of the item. The same item
is then obtained via vector retrieval. However, this identical product mining task
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
N. Zhang et al. (Eds.): CCKS 2022, CCIS 1711, pp. 180–190, 2022.
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views product alignment as a binary classification task based on product pairs,
and employing vector-based retrieval is too complicated. For identical product
mining, we employ sample pair-based contrastive learning. We first create sepa-
rate textual and visual representations of the product using representation learn-
ing, then concatenate the two to create the final product representation. Finally,
we utilize CoSENT1 to gradually refine the product representation. In represen-
tation learning of text, since the traditional text representation method cannot
highlight the local continuous token information, we propose the K-Gram expo-
nential decay scheme, inspired by N-gram, for capturing and aggregating the
surrounding continuous token information, which in turn refines the text repre-
sentation. Additionally, inspired by Circle Loss [3] and Curricular Loss [4], we
improved CoSENT further to create Circle-CoSENT and Curricular-CoSENT
to promote contrastive learning between sample pairs.

In summary, this paper makes the following contributions:

• We propose the K-Gram Exponential Decay scheme refine text representation.
• We apply CoSENT for contrastive learning of sample pairs and further

improve it to create Circle-CoSENT and Curricular-CoSENT.
• We adopt model ensemble for multimodal representation learning. It contains

two sub-models for image representation and two for text representation.

2 Related Works

2.1 Product Matching

Product matching is generally based on representation learning. Tracz et al. [5]
proposed category hard batch construction strategy and applied Triple Loss for
product matching. Li et al. [6] utilized product titles and attributes to match
product across platforms. Li et al. [7] proposed the Path-based Deep Network,
which combines diversity and personalization to enhance matching performance.
Peeters et al. [8] proposed the application of supervised contrastive learning for
product matching.

2.2 Multimodal Representation Learning

Existing methods for multimodal information fusion generally use simple oper-
ations (e.g., concatenation, weighted summation) or attention-based methods.
We utilize concatenation for fusion. Bi et al. [9] proposed characterizing three
different types of news textual information (e.g., title, topic category, and enti-
ties) separately and obtaining news embedding by attention mechanism. Yu et
al. [10] applied Cross-Modal Attention Mechanism to obtain textual representa-
tion of fused images and image representation of fused text and connect them
for multimodal interaction.

1 https://kexue.fm/archives/8847.

https://kexue.fm/archives/8847
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3 Methodology

3.1 Text Representation Module

In our text module, we choose RoBERTa [11] as encoder and feed the embedding
of final layer into the following two sub-modules.

Conventional Method. First, we obtain the last layer of hidden layer features
from the output of RoBERTa and perform the average pooling operation. Then,
we use the dropout strategy to enhance the robustness. Finally, the final text
representation is obtained by a layer of MLP.

Fig. 1. Text representation module with K-Gram Exponential Decay and CNN

K-Gram Exponential Decay. We consider that text representation can be
categorized into token representation, word representation, phrase representa-
tion, etc. The conventional text representation method can only highlight the
global token information gained by the attention mechanism, not the local con-
tinuous token information that is crucial for forming word representation and
phrase representation. Considering that the associated words generally occur
consecutively, we are inspired by N-Gram and propose K-Gram Exponential
Decay, a sliding window-like mechanism to capture phrase expressions of K con-
secutive tokens. We employ the K-Gram Exponential Decay scheme to process
the token embedding output by RoBERTa to obtain multi-channel embedding,
which is then enriched with the hidden information extracted by CNN [12].
Finally, the obtained embedding are concatenated with the embedding from the
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average pooling module and passed through an MLP layer to obtain the final text
representation of the product. The general framework of the module is shown in
Fig. 1. The K-Gram Exponential Decay scheme is described in the following.

Fig. 2. K-Gram Exponential Decay

The K-Gram exponential decay scheme refines word embedding by aggre-
gating information from surrounding token embedding. To reduce the compu-
tational cost, we parallelize the computation using a circular shift operation to
improve computational efficiency and reduce running time. In addition, inspired
by the decay factor of MDP in reinforcement learning, we exponentially decay
the weights of the token embedding within the window to highlight the effect of
relative position on the token embedding. The exponential decay weight α is a
hyper-parameter, and we fix it to 0.8 in experiments. Given that token embed-
ding fusion involves directionality, we consider forward K-Gram, backward K-
Gram, and their combined form as choices for our downstream processing. The
specific forms of the three K-Grams are shown in Fig. 2, and the formulas are as
follows:

Forward K-Gram:

wk
i =

k∑

j=0

ei−j × αj (1)
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Backward K-Gram:

wk
i =

k∑

j=0

ei+j × αj (2)

Bidirectional K-Gram:

wk
i =

k∑

j=0

ei−j × αj +
k∑

j=1

ei+j × αj (3)

where wk
i denotes the word embedding obtained after K-Gram Exponential

Decay, and e denotes the token embedding output by text encoder. j stands
for the relative distance, and the greater the relative distance, the lower its
weight.

3.2 Image Representation Module

We employ Swin-Transformer [13] as the image encoder in the era when Trans-
former architectures were widely used in computer vision. An increasing body of
research contends that the Swin-Transformer, which inherits the notion of CNN
hierarchical receptive fields, may be the ideal replacement for CNN. Specifically,
Swin is separated into four stages, each of which results in a smaller input feature
map and a larger receptive field. Each stage consists of a Patch Merging module
and a Swin-Transformer Block. The role of Patch Merging is to downsample
the image, similar to the pooling layer in CNN. The Swin-Transformer Block
consists of Window Multi-Head Self-Attention,Shifted-Window Multi-Head Self-
Attention, Layer Norm, MLP and Residual Connection.

Swin-Transformer and MLP are used to transform the image in order to
obtain the final image embedding, then image embedding is utilized to calculate
product similarity.

3.3 Contrastive Learning Objective

Since identical or different product always occur in pairs in this product mining
task, we apply Cosine Sentence (CoSENT) to explicitly distinguish the difference
among items. Inspired by Circle Loss, we add weight and margin to CoSENT to
increase the weight of difficult pairs and separate them from each other. Inspired
by Curricular Loss, we gradually increase the weight of the difficult sample pairs
during the training process, so that the model gradually focuses on the difficult
sample pairs. The following is an introduction to CoSENT, Circle-CoSENT and
Curricular-CoSENT respectively.

CoSENT. The essence of CoSENT is comparative learning based on sample
pairs, loss function is as follows:
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L = log

⎛

⎝1 +
∑

(i,j)∈Ωpos,(u,v)∈Ωneg

eλ
(
cos(eu,ev)−cos(ei,ej)

)
⎞

⎠ (4)

where Ωpos, Ωneg are positive sample pairs set and negative sample pairs set,
respectively. eu represents representation of product u. λ is a hyper-parameter
set to 20 in our experiment.

The optimization goal of CoSENT is to increase the cosine similarity of posi-
tive sample pairs while decreasing the cosine similarity of negative sample pairs.
By subtracting the cosine similarity of positive sample pairs from the cosine sim-
ilarity of negative sample pairs, it increases the distance between positive and
negative sample pairs. The benefit of CoSENT is that the threshold for identi-
fying whether a sample pair is a positive or negative pair does not need to be
predetermined.

Circle-CoSENT. We add weight and margin to CoSENT, the loss function of
Circle-CoSENT is as follows:

L = log

⎛

⎝1 +
∑

(i,j)∈Ωpos,(u,v)∈Ωneg

e
λ

(
ωneg

(
cos(eu,ev)+mneg

)
−ωpos

(
cos(ei,ej)−mpos

))⎞

⎠

(5)

ωneg =
cos(eu, ev) + 1

2
, ωpos = 1 − cos(ei, ej) + 1

2
(6)

where ωpos, ωneg,mpos,mneg are positive sample pairs weight, negative sample
pairs weight, positive sample pairs margin, negative sample pairs margin, respec-
tively. ωneg, ωpos imply respectively that negative sample pairs are more difficult
the closer they are to 1 and positive sample pairs are more difficult the closer
they are to 0. Furthermore, we hope that the positive sample pair will be accu-
rately predicted even if mpos is subtracted and the negative sample pair will be
correctly predicted even if mneg is added, further separating the positive and
negative sample pairs.

Curricular-CoSENT. We compel CoSENT to master the straightforward
sample pairs before moving on to the challenging ones, the loss function of
Curricular-CoSENT is as follows:

L = log

⎛

⎝1 +
∑

(i,j)∈Ωpos,(u,v)∈Ωneg

e
λ

(
f
(
cos(eu,ev)

)
−f

(
cos(ei,ej)

))⎞

⎠ (7)

f
(
cos(·, ·))=

{
cos(·, ·), if (·, ·) is easy sample pair
cos(·, ·)(t + cos(·, ·)), if (·, ·) is hard sample pair

(8)
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where t grows gradually from 0 to 1. Negative sample pairs greater than a par-
ticular threshold and positive sample pairs under a particular threshold are chal-
lenging samples.

Fig. 3. Model ensemble

3.4 Model Ensemble

We use four models for integration, RoBERTa-Base for text representation R
128,

RoBERTa-Large for text representation R
128, Swin-Transformer for image rep-

resentation R
256, and Swin-Transformer for image representation R

512. Separate
concatenations of the two text representations and the two image representations
are performed, and then the text representation is concatenated with the image
representation. Note that normalization is required before each concatenation.
The model ensemble is shown in Fig. 3.

4 Experiments

4.1 Dataset

We conduct experiments on CCKS2022 identical product mining competition
dataset. The training set contains 71,452 product information and 57,741 pairs
of labeled product pairs data, and the validation set contains 16,876 product
information and 20,707 pairs of unlabeled product pairs data, and the test set
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contains 17,132 product information and 15,909 pairs of unlabeled product pairs
data. The product information data contains ten features such as id, indus-
try name, cate name, cate id, cate name path, cate id path, image name, title,
item pvs, and sku pvs.

Furthermore, we divide the local-train set, local-valid set, and local-test set
on the basis of the training set in the ratio of 8:1:1.

4.2 Data Pre-processing

We primarily preprocess the product information data’s item pvs feature. First,
we remove the redundant values and overlength values from them. Then, as new
features, we copy the values of brand, item number, and model number from
item pvs. Finally, we remove some symbols to shorten the text.

4.3 Experimental Setup

We choose RoBERTa-Base, RoBERTa-Large, and Swin-Transformer-Large as
our pre-trained models. For the text module, we set the learning rate to 2e–5,
the batch size to 128, the epoch to 30, the maximum sequence length to 256,
and the threshold is set to 0.8. And for the image module, the learning rate is
1e–5, the batch size is 32, the epoch is 50 and the threshold is set to 0.76.

In addition, while training the model, we only unfreeze the last three layers
of RoBERTa and the last two layers of Swin-Transformer.

4.4 Post-processing

We add some rules to do further threshold processing when concatenating the
final text representation and image representation. For example, if the brand
and model number of two products differ but the image similarity is low, we
may choose to increase their threshold. In addition, if two products have a high
image or text similarity and the same brand, we choose to lower the threshold.

4.5 Experimental Results

The main results on local-valid data are shown in Table 1. As can be seen from the
table, the Circle-CoSENT, Curricular-CoSENT and K-Gram Exponential Decay
(KGED) we adopted have some improvement on the local-valid data. The image
module performs best on local-valid data, with an F1 score of 90.21%.

The experimental results of our methodology using validation data are shown
in Table 2. We can find that Circle-CoSENT has some degradation on valida-
tion data, and we guess that this may be due to the difference between the
two datasets. Therefore, we only utilize the ordinary CoSENT, subsequently.
Text model ensemble and image model ensemble represent the ensemble of
RoBERTa-Base and RoBERTa-Large, and the ensemble of Swin-Transformer-
Large and Swin-Transformer-Large, respectively. The results of Text model
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Table 1. The main results on local-valid data.

Model P R F1

RoBERTa 87.36 84.27 85.79

RoBERTa + Circle-CoSENT 86.20 86.70 86.45

RoBERTa + Curricular-CoSENT 86.90 85.90 86.40

RoBERTa (KGED) 87.34 86.73 87.03

Swin-Transformer 88.41 92.20 90.27

ensemble (KGED) are better than those of Text model ensemble, which proves
the effectiveness and robustness of KGED. Additionally, the model ensemble
effect has improved significantly, indicating a higher level of complementar-
ity between the input from various modalities. This further demonstrates the
effectiveness of our concatenate-based multimodal information fusion method in
this task. Given the decreasing effectiveness of Model Ensemble (KGED) with
post-processing, we infer that the current image model ensemble is implemented
more effectively with text model ensemble than it is with text model ensem-
ble (KGED). The model ensemble and post-processing combination, with an F1
score of 90.57%, makes the best results overall.

Table 2. The main results on valid data.

Model P R F1

RoBERTa 82.65 83.51 83.07

RoBERTa + Circle-CoSENT 82.11 83.05 82.58

Text Model Ensemble 84.36 84.78 84.57

Text Model Ensemble (KGED) 85.09 85.57 85.33

Image Model Ensemble 85.49 86.15 85.82

Model Ensemble 88.50 90.69 89.58

Model Ensemble + Post-processing 90.23 90.92 90.57

Model Ensemble (KGED) + Post-processing 89.96 90.52 90.24

5 Conclusion

In this paper, we apply multimodal representation learning to product matching.
For the text representation module, we propose K-Gram Exponential Decay
scheme with CNN to refine text representation. In order to enhance the distance
between matched and unmatched product pairs, we also utilize sample pair-based
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contrastive learning. Last but not least, we combine the two text representation
modules with the two image representation modules to lower the variance of the
separate models and enhance the ability of the product to be represented. The
experimental results demonstrated that our model performs significantly with
an F1 score of 90.57% on the validation set and 90.77% on the test set, and
is ranked first in the identical product mining competition for CCKS2022. Our
long-term research goal is to improve the K-Gram Exponential Decay in the text
representation module such that, when combined with the image representation
module, it can better represent product.
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Abstract. Chinese Knowledge Base Question Answering (CKBQA)
aims to predict answers for Chinese natural language questions by rea-
soning over facts in the knowledge base. In recent years, more attention
has been paid to complex problems in KBQA, including multi-hop ques-
tions, multi-entity constrained questions, and questions with filtering or
ordering. To this end, in this paper, we propose a KBQA system to
generate logic forms and retrieve answers for different types of complex
questions. For the single-hop and multi-hop questions, which account
for the largest proportion among all questions, we propose a novel path
construction method that converts the path construction task into a hop-
by-hop relation extraction task via text matching. Our method combines
the advantages of both the relation extraction and path ranking meth-
ods, which can focus on the order of entity-relations as well as alleviate
the problem of exponential growth of candidate paths with the number
of hops. Our proposed method achieves the averaged F1-score of 75.70%
on the final leaderboard of CCKS-2022 CKBQA task.

Keywords: Knowledge base question answering · Multi-hop relation
extraction · Semantic parsing

1 Introduction

Knowledge base (KB) is a structured representation of facts, composed of
triplets in the form of [subject, relation, object]. In recent years, Chinese Knowl-
edge Graphs have been expanding in number and scale (some of them can be
found in OpenKG1), and researches based on Chinese Knowledge Graphs have
attracted more and more attention. Chinese Knowledge Base Question Answer-
ing (CKBQA) is one of those popular research areas, which aims to predict
answers for Chinese natural language questions by reasoning over facts in the
knowledge base. For example, given the question “蜀道难的作者祖籍在哪里？

1 http://openkg.cn/.

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
N. Zhang et al. (Eds.): CCKS 2022, CCIS 1711, pp. 191–201, 2022.
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Fig. 1. The overall framework of our KBQA system.

”(Where is the ancestral home of the author of Shu Dao Nan?), the answer “陇
西县 ”(Longxi County) can be accessed by triplets “[蜀道难 （李白作古体诗）,
作者,李白 （唐朝著名诗人）] ” and “[李白 （唐朝著名诗人）,祖籍,陇西县] ”.

Mainstream KBQA methods can be roughly classified into two categories:
Semantic Parsing-based (SP) methods and Information Retrieval-based (IR)
methods. SP-based approaches convert natural language questions into exe-
cutable queries (also known as logic forms) [1]. Traditional semantic parsing-
based approaches typically build the logical form of a given question step by
step, including utilizing question syntax analysis [2,9], entity linking [10], rela-
tion extraction [3,11] or KB grounding with reinforcement learning [5]. Informa-
tion retrieval-based methods first extract a topic-entity-centric subgraph from
the knowledge base, and then reason over the subgraph or rank the candidate
entities for the final answer [4,6,8].

In the current CKBQA task, the questions have diverse types and complex
structures, including single-hop questions, multi-hop questions, multi-entity con-
straint questions, questions with filtering and ordering, etc. Due to the complex-
ity and diversity of the questions, it is difficult for information retrieval-based
methods to cover all question types, and most of the top-ranked methods in the
CKBQA competition of previous years were semantic parsing-based methods.
[7,12]. Following this, we propose a semantic parsing-based KBQA system that
uses different methods to construct SPARQL queries for different question types.
Our KBQA system consists of four modules, namely the question classification
module, the entity linking module, the path construction module, and the answer
retrieval module. Specifically, given a natural language question q, we first obtain
the question category c and the linked entities E by the question classification
module and the entity linking module. Then, in the path construction module,
according to the question category c and the number of linked entities |E|, we
use different path construction methods to generate the SPARQL query for q,
and finally, we execute the query to get the answers A by the answer retrieval
module. The framework of our system is presented in Fig. 1.

Among all question types, single- and multi-hop ones account for the largest
proportion of all questions, which is the main focus of this paper. However, for
multi-hop questions, the number of candidate paths grows exponentially with
the number of hops, which can seriously degrade the efficiency and performance
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of the system. To address this, these methods have to keep the path count
within a reasonable range by pruning the candidates, which increases the system
complexity and may exclude the correct path from the candidates. In our system,
to address this problem, we design a path construction method for single- and
multi-hop questions that converts the path construction task into a hop-by-hop
relation extraction task via text matching. Our method combines the advantages
of both the relation extraction and path ranking methods, which can focus on the
order of entity-relations as well as alleviate the problem of exponential growth
of candidate paths with the number of hops.

2 Methodology

2.1 Question Classification

In our KBQA system, we design different path construction methods for differ-
ent types of questions, so we begin with the question classification. Based on
the structural features of the SPARQL queries, we classify the questions into
6 categories, namely, 1-, 2- and 3-hop questions, multi-entity constraint ques-
tions, multi-entity constraint+2hop questions, and filtering/ordering questions.
In addition, we ignore some categories with too few occurrences, such as ques-
tions of more than 3-hop.

An n-hop question (n = 1, 2, 3) is one where the linked entity count |E| = 1
(this unique entity is also termed the topic entity) and the number of triplets
from the topic entity to the answer is n. A multi-entity constraint question is one
where the linked entity count |E| > 1 and the answer is constrained by all linked
entities. A multi-entity constraint+2hop question is one where the number of
linked entities |E| > 1 and the answer is one hop away from the intermediate
query variable that all linked entities constraint. A filtering/ordering question is
one that requires filtering or ordering answers based on the figures that appear in
the question. In Table 1, we present the question classifications, their examples,
and their percentages in the training set.

To obtain the question category, we first adopt a pretrained BERT-base
model to encode the question and take the [CLS] token embedding of the last
hidden state in BERT as the question representation. This 768-dimensional ques-
tion embedding is then fed into a 768 × 512 fully-connected layer, followed by a
512 × 6 fully-connected layer to fetch the logits, and finally the logits are passed
through a softmax layer to obtain the probabilities of different categories. We
select the label with the maximum probability as the question category.

2.2 Entity Linking

Entity linking in KBQA aims to identify the mentions in the question and link
them to the corresponding entities in the knowledge graph, which can be sepa-
rated into two sub-tasks: mention recognition and entity linking.
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Table 1. Question Categories and Examples

Category Proportion Example of a question

1-hop 62.6%
李白祖籍是哪里？

Where is Li Bai’s ancestral home?

2-hop 12.0%
《悲惨世界》的作者的血型是？

What was the blood type of the author of Les Misérables?

3-hop 0.4%

拉格朗日中值定理提出者所在国家的主要民族是什么？

What is the main nationality of the country in which the proposer of

the Lagrange’s median theorem is settled?

multi-entity constraint 19.4%
周杰伦和钟兴民的共同创作的歌曲是？

What is the song co-written by Jay Chou and Zhong Xingmin?

multi-entity constraint

+2-hop
2.8%

李安导演的获得奥斯卡最佳外语片奖的电影翻译成英文叫什么？

What is the name of the film directed by Ang Lee that won the Academy

Award for Best Foreign Language Film translated into English?

filtering/ordering 2.7%

浙江国际大酒店附近2公里景点的营业时间是多少？

What are the opening hours of the attractions within 2 km of Zhejiang

International Hotel?

Mention recognition aims to identify mentions in questions that can be linked
to entities, which we achieve with a model-based and rule-based method. In the
model-based method, we consider the mention recognition as a sequence labeling
task and implement it with a BERT+CRF model, in which we feed the question
into a BERT-base model followed by a CRF layer to obtain the “BIO” label for
each token. In the rule-based method, we use regular expressions to extract the
time, distance and price from the question, such as “2006 年 6 月 ”(Jun 2006),
“5千米 ”(5 km) and “100 块钱 ”(100 yuan).

After obtaining the mentions of the questions, we need to link them to entities
or literals in the knowledge graph. Due to errors in mention recognition and
the fact that the question may not contain the full entity mention, we utilize
fuzzy text matching based on BM25 algorithm to align mentions. Specifically, we
use Elasticsearch as the query engine and design three indexes: pkubase entity,
pkubase literal and pkubase mention (as shown in Table 2). In designing the index
structure, we use a 3-gram tokenizer with the purpose of considering word order
within a 3-word range to improve the accuracy of the linking.

Given a mention predicted by the mention recognition model, we first use
the mention to retrieve the highest scoring entity name from pkubase entity and
dictionary key from pkubase mention. Then, we compare the similarity of these
two items with the mention, and add the entity to the entity linking result if the
entity name is more similar, or add the first 5 entities from the mention-to-entity
dictionary to the entity linking result if the key is more similar. After that, we
retrieve the highest scoring literal from pkubase literal and add it to the entity
linking result.
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Table 2. Index information in Elasticsearch

Index Quantity Description

pkubase entity 9,147,117 Entities in the knowledge graph whose in- and
out- degree sums are greater than or equal to 2

pkubase mention 12,989,848 Keys in the mention-to-entity dictionary
provided with the knowledge graph

pkubase literal 13,065,032 Literals in the knowledge graph that are less
than 20 in length

2.3 Path Construction

Path construction aims to select the appropriate methods to construct executable
SPARQL queries based on the question category and the entity linking result.
In our KBQA system, we classify the path construction methods into three
categories:

1. For single- and multi-hop problems, we propose a path construction method
based on Sentence-BERT, which converts path construction into a text match-
ing task that extracts relations hop-by-hop to construct SPARQL queries.

2. For multi-entity constrained questions, we first generate candidate queries
based on linked entities, and then use the queries that can retrieves entities
from the knowledge graph as the final SPARQL queries.

3. For filtering/ordering questions, we construct SPARQL queries based on tem-
plates.

Single- And Multi-hop Questions. For single- and multi-hop questions, we
convert the path construction into a text matching task and extend the path by
extracting relations hop-by-hop until it matches the problem category. In this
way, our method can focus on the order of entity-relations as well as alleviate
the problem of exponential growth of candidate paths with the number of hops.

Given an n-hop question q and its topic entity e, we first retrieve the relation
set Rhead

1 with e as the head entity and the relation set Rtail
1 with e as the tail

entity from the knowledge graph. We convert the relation r in Rhead
1 to the text

“e 的r ”(r of e) and the relation in Rtail
1 to “r 是e ”(r is e). All texts form a

candidate text set T1 and a text ti1 corresponds to a unique query triplet qti1,
which is either “< e >< ri1 >?var1” or “?var1 < ri1 >< e >”. Then we feed
q and texts in T into a same BERT model (Sentence-BERT) to obtain their
embeddings. After that, we select the query triplet qt∗1 corresponding to the text
t∗1 that has the smallest L2 distance from the question in the embedding space.
If the question is a single-hop one (n = 1), we return the SPARQL query “select
distinct ?var1 where {qt∗1}”.

If the question is a multi-hop one (n > 1), assuming the current hop count
is x (1 < x ≤ n), we use the previous predicted query triplet qt∗x−1 to retrieve
the relation set Rhead

x and Rtail
x (by executing “select distinct ?rx where {qt∗x−1 .
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Fig. 2. An example of our path construction method for single- and multi-hop ques-
tions.

?varx−1 ?rx ?varx}” or “select distinct ?rx where {qt∗x−1 . ?varx ?rx ?varx−1}’).
Then, we convert them to the text “是 ” or “是 ”. Similar to the previous step,
we use Sentence-BERT to predict the query triplet qt∗x for the x-th hop, which
is either “?varx < r∗

x > ?varx−1” or “?varx−1 < r∗
x > ?varx”. After that we let

x = x+1 and repeat the above steps until x = n. And after n iterations, we will
get the SPARQL query “select distinct ?varn where { qt∗1 . ···. qt∗n . }”.

For example, given the question “蜀道难的作者祖籍在哪里？ ”, its category
“2-hop” and its topic entity “蜀道难 （李白作古体诗） ”, we can retrieve Rhead

1

that includes relations such as “作者 ”(author), “创作年代 ”(creation era) and
“文学体裁 ”(literary genre), and Rtail

1 that includes relations such as “代表
作品 ”(representative work) and “出处 ”(provenance). Next we convert these
relations to texts “蜀道难的作者 ”(author of Shu Dao Nan), “蜀道难的创作年
代 ”(creation era of Shu Dao Nan), “代表作品是蜀道难 ”(representative work is
Shu Dao Nan), “出处是蜀道难 ”(provenance is Shu Dao Nan), etc. We then feed
the question and all texts into Sentence-BERT, and get the most similar text to
the question t∗1 = “蜀道难的作者 ” and the query triplet qt∗1 = “<蜀道难 (李白
作古体诗)> <作者> ?var1 ”. Since this is a two-hop question, we will perform
one more iteration. With qt∗1, we can obtain the relation set Rhead

2 and Rtail
2 for

the 2-th hop, and the corresponding text set T2, which contains “蜀道难的作
者的出生时间 ”(birth date of author of Shu Dao Nan), “蜀道难的作者的祖籍
”(ancestral home of author of Shu Dao Nan), “作者是蜀道难的作者 ”(author
is author of Shu Dao Nan), “代表人物是蜀道难的作者 ”(representative person
is author of Shu Dao Nan), etc. Again, we feed these texts into Sentence-BERT
and obtain t∗2 = “蜀道难的作者的祖籍 ” and the corresponding triplet qt∗2 =
“?var1 <祖籍> ?var2 ”. Finally, we combine qt∗1 and qt∗2 to get the SPARQL
query “select distinct ?var2 where { <蜀道难 (李白作古体诗)> <作者> ?var1
. ?var1 <祖籍> ?var2 . }”.

Compared with previous path ranking methods [7,12], our method focuses
only on the relations of the current hop in each iteration, where the number
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of relations is the number of candidates, avoiding the problems arising from the
exponential growth of the quantity of candidate paths. In addition, by converting
relations in Rhead and Rtail to texts, our method can focus on the order of
entity-relations (i.e., whether the topic entity or intermediate query variables
appear at the head or at the tail of the triplet). For example, for a two-hop
question, a relation will appear in the first-hop relation set Rhead

1 and the second-
hop relation set Rtail

2 , such as the relation “作者 ” for the previous example
question. In our method, we will have “作者是蜀道难的作者 ” for a 2-hop
path “<蜀道难 (李白作古体诗)> <作者> ?var1 . ?var2 <作者> ?var1 ”
and a quite different text “蜀道难的作者的作者 ”(author of author of Shu
Dao Nan) for the path “<蜀道难 (李白作古体诗)> <作者> ?var1 . ?var1
<作者> ?var2”. Although such a path in this case does not really exist, for
relations with a transfer nature such as “父亲 ”(father) and “老师 ”(teacher),
different positions where entities or intermediate query variables are located
can express completely different meanings. However, this entity-relation order
is often neglected in previous relation extraction methods [3,11]. In contrast,
in our method, we achieve the focus on this order with a simple path-to-text
transformation.

Multi-entity Constrained Questions. Multi-entity constraints represent a
class of questions where multiple mentions are detected in the question and the
answer or intermediate query variables are constrained by multiple entities linked
by the mentions. If the constraint is on the answer (that is, the answer variable,
?ans), we call it a “multi-entity constrain” question, and if the constraint is on
an intermediate query variable (i.e., ?var1), then there will be one more hop
from this variable to the answer, and we call it a “multi-entity constraint +
2-hop” question. For example, “李安导演的获得奥斯卡最佳外语片奖的电影获
得了多少票房？ ” is a multi-entity constraint + 2-hop question, and from its
corresponding SPARQL “select ?ans where { ?var1 <导演> <李安 （华人导
演）> . ?var1 <主要奖项> “奥斯卡最佳外语片”. ?var1 <票房> ?ans . }” we
can see that there is an entity “李安 （华人导演）” and a literal “奥斯卡最佳外
语片奖 ” that simultaneously constrains the intermediate query variable ?var1
(which represents that movie), and the answer ?ans is one hop away from ?var1.

Given the mention set M detected in the question, and the corresponding
linked entity set E, where eij denotes the j-th entity for mention mi, we first
generate two query triplets for each entity “?var1 ?ri eij” and “eij ?ri ?var1”.
Then, for each mi we choose a query triplet to form a |M |-entity constraint
query, and if any entities can be queried from the knowledge graph, we replace
ri with the exact relations and add this query to the candidate SPARQL set.
If the question is classified as “multi-entity constraint”, we return the SPARQL
set directly, and if it is “multi-entity constraint + 2hop”, we perform one more
relation extraction from ?var1 to get the last hop relation. In addition, if |M | = 1,
we treat the “multi-entity constraint” as a single-hop question and the “multi-
entity constraint +2hop” as a 2-hop question.
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Fig. 3. Template for filtering/ordering questions.

Filtering/Ordering Questions. Among all the questions, there is a category
that takes location as the topic entity, filtering or sorting nearby attractions
or hotels by price or distance, which we label as“filtering/sorting questions”.
Since these questions have a strong regularity, we use a template-based approach
to construct queries based on their characteristics in syntactic structure. We
illustrate the process of constructing query from the template in Fig. 3, where
the conditional judgments are based on the results of mention recognition or
keyword matching.

2.4 Answer Retrieval

After path construction, if there is only one SPARQL, we execute the query in
the knowledge base to get the answer, and if there is more than one, we take the
union of all answers. Finally, a pair of brackets or quotation marks is added to
each answer depending on its type.

3 Experiment

3.1 Dataset

Our method is evaluated on the CCKS 2022 CKBQA dataset. The training
set contains 7625 questions with SPARQL and answer annotations. And the
performance is evaluated on a test set containing 869 questions. The evaluation
metric is the average F1 score. The given knowledge graph is pkubase, containing
66 million triplets and more than 20 million entities, which we deployed in gStore.
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3.2 Experiment Details

Question Classification. To obtain the training data for question classifica-
tion, we first convert the SPARQL to the abstract path by replacing entities and
relations with placeholders. For example, we convert SPARQL “select distinct
?var2 where <蜀道难 (李白作古体诗)> <作者> ?var1 . ?var1 <祖籍> ?var1
. ” to “e1 − r1−?var1 ?var1 − r2 − var2”. Then, we manually label the abstract
paths with categories, which greatly reduces the annotation work.

In the training stage, we used 85% of the data for training and 15% of the
data for validation. We use cross-entropy loss function and train 10 epochs with
the Adam optimizer. The learning rate is set to 2e-5 for BERT layers and 5e-5
for other layers. We report the validation result in Table 3.

Table 3. Question Classification results on validation set, where MHC stands for
Multi-Entity Constraint and F/O stands for Filtering/Ordering.

Category 1hop 2hop 3hop MHC MHC+2hop F/O Total

Accuracy 98.2%
697/710

86.9%
119/137

16.7%
1/6

93.7%
207/221

65.6%
21/32

100%
31/31

94.6%
1076/1137

Entity Linking. To obtain training data for mention recognition model, we
compare the question sequences with the entities or literals in SPARQL, tag
the matching entity names or literals as mentions, and manually annotate the
mismatched questions. In the training stage, we used 85% of the data for training
and 15% of the data for validation. We train 10 epochs with the Adam optimizer
and the learning rate is set to 5e-5. We evaluate the model on validation set and
obtain an average F1 score of 93.54%.

Path Construction. Of the three methods of path construction, only the
single/multi-hop questions require a trainable model. To obtain training data,
we first retrieve the relation set Rhead and Rtail from the knowledge graph by
the topic entity (1-hop) or the query triplets of the previous hops. Then we con-
vert the gold query triplet to text as the positive sample t+ and convert up to
10 random relations from Rhead or Rtail to text as the negative sample t−. Take
the question “蜀道难的作者祖籍在哪里？” as an example, “蜀道难的作者 ” and
“蜀道难的作者的祖籍 ” are positive samples for 1 and 2 hop, while the other
texts are negative samples.

Since our goal is to make the distance of positive samples from the ques-
tion smaller than that of negative samples, we use TripletLoss as the training
objective, as shown in Eq. 1:

Loss(q, t+, t−) = max(dis(q, t+) − dis(q, t+) + m, 0) (1)

where q, t+ and t− represent the BERT embeddings for the question, positive
and negative samples, dis(·, ·) calculates the L2 distance between embeddings
and m denotes the margin between dis(q, t+) and dis(q, t+).
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In the training stage, we used 85% of the data for training and 15% of the data
for validation. We train 10 epochs with the Adam optimizer and the learning rate
is set to 2e-5. Then we evaluate on the validation set and achieve an accuracy
of 93.3%.

Answer Retrieve. Since each module uses a separate training set, we cannot
split a separate validation set for answer retrieval from the original training set
and therefore we only validate the overall performance of our KBQA system on
the test set. Finally, we achieve an average F1 score of 75.70% on the test set as
the final result.

4 Conclusion

In this paper, we propose a KBQA system to generate logic forms and retrieve
answers for Chinese natural language questions. To parse and answer complex
questions of diverse types, we designed and integrated four modules in our sys-
tem, namely, path classification, entity linking, path construction, and answer
retrieval. For single- and multi-questions, we propose a novel path construction
method that can focus on the order of entity-relations as well as alleviate the
problem of exponential growth of candidate paths with the number of hops.
Finally, our proposed method achieves an averaged F1-score of 75.70% on the
final leaderboard of CCKS-2022 CKBQA task.
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Abstract. Salient reasoning of commonsense knowledge can help search
engines better understand users’ search intentions and improve users’
search experience with intelligent product recommendation. Existing rea-
soning methods only use triple classification to determine the rational-
ity of different entities in the knowledge graph, ignoring the significant
changes between entities due to different search scenarios, and thus can-
not infer the user’s true search intent. In order to solve the above prob-
lems, this paper tries various methods to improve the performance of the
salient commonsense reasoning model, and proposes a multi-task learn-
ing model based on entity type discrimination and entity commonsense
saliency reasoning, and at the same time proposes a Prompt-based com-
monsense saliency inference model. The model proposed won the first
place in both the preliminary and semi-finals in the commodity common-
sense knowledge saliency reasoning track of the 2022 China Conference
on Knowledge Graph and Semantic Computing.

Keywords: Salient reasoning · Multi-task · Prompt

Commonsense saliency reasoning of commodity entities is a technical hotspot
in the scenario of intelligent commodity recommendation in e-commerce plat-
forms. By associating and displaying products with strong saliency to users,
products that are more suitable for users can be returned, and the user’s search
experience can be improved at the same time.

Today, major e-commerce platforms capture the relationship between user
search demands and products by building a knowledge graph of products [1]. E-
commerce knowledge graphs usually contain a large number of structured data
triples related to entities and commonsense. However, most of the existing triplet
reasoning methods often only focus on the rationality of commonsense, ignoring
the saliency among commodity entities.

In the knowledge graph evaluation task for digital commerce held by CCKS
in 2022, the commonsense knowledge saliency reasoning task is one of the sub-
tasks, the purpose is to study the significant relationship between user groups,
purchase scenarios and commodities, so as to enhance the user’s search experi-
ence and improve the efficiency of the e-commerce platform. From the perspective
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
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of e-commerce platforms, commonsense saliency reasoning between commodities
can identify products that better meet user needs, mine users’ search demands on
e-commerce platforms, increase the retrieval efficiency of target commodities, and
improve user stickiness and search experience. to bring greater economic benefits.
From the user’s point of view, being able to search for products that are more in
line with their own intentions can save search time and improve user satisfaction.

Salient reasoning of commonsense has made some progress in e-commerce
platforms, but there are still some problems: (1) Most commodity knowledge
graphs are constructed manually or semi-automatically. Due to the influence of
subjective and other factors, the types of some commodity entities exist misla-
beling problem. (2) The commonsense saliency reasoning task is difficult, and the
saliency between entities often changes due to the switching of the environment.
Therefore, with the influence of the subjective factors of different annotators and
other factors, the annotation quality of the dataset has certain defects.

In view of the above problems, in order to enable the model to identify
the commonsense entity triple data with strong saliency, the reason that the
saliency label is low is due to the error of entity type labeling, this paper
proposes an Ernie-based entity type discrimination and commonsense saliency
MultiTask-Ernie, a joint learning model for gender inference, learns entity errors
in triplet structured data through an entity type discrimination task to improve
the model’s inference performance for commonsense saliency. At the same time,
this paper proposes a saliency inference model CSI-Prompt based on prompt
learning, considering the gap between pre-training and fine-tuning. CSI-Prompt
transforms the saliency inference problem into an MLM task, alleviating the
problem of task inconsistency when the model is pre-trained and fine-tuned.
At the same time, this paper revises the data through data statistical rules to
help improve the model’s inference performance for commonsense saliency. The
method proposed in this paper won the first place in both the preliminary and
semi-finals in the CCKS commodity commonsense knowledge saliency inference
track in 2022, and at the same time verified the performance and competitiveness
of the model proposed in this paper.

1 Related Work

Pretrained models have very impressive performance on text classification tasks.
The introduction of Transformer [2] and BERT [3] models has greatly promoted
the development of pre-training models in the field of NLP. In the field of Chinese
NLP, Xiao proposed the ERNIE-Gram model [4], in the pre-training stage, the
model jointly models entity information and N-gram, and integrates fine-grained
word information and coarse-grained n-gram information to improve the model’s
ability to understand Chinese semantics. Cui proposed MacBERT to implement
an n-gram masking mechanism using similar words to close the gap between the
pre-training and fine-tuning stages [5].

Recently, prompt learning [6] has gained attention in small-scale data tasks.
This type of method moves the downstream task closer to the pre-training task
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through templates and prompt words to reduce the gap between the downstream
and pre-training stages. Schick transformed this classification task into a read-
ing comprehension task and demonstrated the effectiveness of cue learning in
classification tasks [7].

In the classification direction of triple structured data, Yao proposed the
KG-BERT model [8], the algorithm constructs the model input by splicing enti-
ties and relations through [SEP] connectors, and learns the category of triple
relations through BERT. Xie proposed a GenKGC model that takes both NLU
and NLG into consideration [9], the model learns triple entity information to
generate the relationship between conforming entities. On the basis of prompt
learning, Lv proposed PKGC [10], the model combines soft templates to con-
struct the input of triple structured data, and introduces entity descriptions to
enhance the model’s understanding of entities, thereby enhancing the model’s
inference performance. Qu proposed PMI-tuning [11], where the model infers
the sufficiency and necessity between entities and relations through the latent
knowledge distribution learned in the pre-training stage, and infers the direct
commonsense saliency scores of triple entities.

2 Data

2.1 Data Sources

The data used in this article comes from the AliOpenKG knowledge graph,
which consists of Taobao product attributes and product descriptions, including
more than 1.8 billion triples, as many as 670,000 core concepts, 2,681 types of
relationships, and 16 million entities.

2.2 Significant Definitions

Salience: When asked about a concept, the commonsense that contains the con-
cept most likely to come to mind.

Sufficiency: The object holds in most cases of subject and predicate verb.

Necessity: The subject is almost the only reason why the predicate and object
hold.

In this evaluation task, the data will be distinguished strictly according to
whether it is significant or not. For data that meet the sufficiency or necessity, if it
does not meet the significance conditions, it will be marked as insignificant. This
triplet will be marked as significant if and only if both necessity and sufficiency
are strong [12,13].

2.3 Data Annotation Analysis

The task of this competition is divided into two stages: preliminary and semi-
finals. The preliminary data set is only marked once. Due to the influence of some
factors, the commonsense saliency annotation of the data and the annotation of
entity types are not completely accurate.
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The rematch test set is scored by annotators using a Likert scale: usually true,
occasionally true, rarely true. The scores corresponding to the three options are
1 point, 0.5 points and 0 points respectively, and the final result is the average
of the three labeled values. If and only if the average score is greater than 0.5
points, the commonsense saliency of the corresponding triples will be marked as
significant.

3 Method

Considering the difference between the pre-training and fine-tuning paradigm in
the two stages of pre-training and fine-tuning, and in order to improve the gen-
eralization performance of the model in the saliency inference task, this paper
proposes a Prompt-based commonsense saliency inference model (Prompt-based
commonsense saliency inference model, CSI-Prompt). At the same time, in order
to allow the model to capture that the saliency label between two entities with
strong saliency is non-salient due to the wrong entity type annotation, this paper
proposes a multi-task joint learning based on Ernie’s entity type discrimination
and saliency reasoning. In order to enhance the algorithm’s discrimination of
entity types, this paper proposes a separate model ED-Ernie for entity type dis-
crimination to improve the algorithm’s saliency reasoning performance for com-
monsense. In addition, this paper combines data statistical laws and auxiliary
algorithms to improve the effect of commonsense saliency inference.

Due to the difference between the initial and semi-final evaluation data sets,
this paper adopts different saliency inference strategies in the two stages. Dif-
ferent from the preliminary round, the semi-finals did not use too many model
structures and methods to improve and optimize the reasoning ability of the
algorithm for commonsense saliency, but it did not affect the performance of the
proposed algorithm itself.

3.1 CSI-Prompt

As shown in Fig. 1, the proposed Prompt-based CSI-Prompt model is divided
into three parts: data construction layer, inference layer and output layer. The
data construction layer uses [SEP] to splice and fill the data into the template,
and map the labels at the same time. The inference layer uses ernie-gram-zh
model inference to identify the label probabilities mapped at template [x]. The
input layer computes the final saliency, computes the loss, and optimizes the
model.

3.2 MultiTask-Ernie

Figure 2 shows the multi-task joint learning model proposed in this competition.
In the data construction layer, the algorithm constructs commonsense saliency
inference data; retains the entity category in the strongly saliency triplet data,
marks the entity category of the insignificant triplet data as unknown, and marks
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Fig. 1. CSI-Prompt Model

Fig. 2. Multi-task joint learning Model
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the entity category in the insignificant triplet data as unknown. Entities undergo
semi-supervised learning. The reasoning layer obtains commonsense saliency and
entity category, and introduces entity information into commonsense reasoning,
so that the model captures the reason why the label of strongly saliency triples
due to entity type error is not saliency. The output layer outputs the triple
saliency and entity category, and at the same time assigns weights to different
losses, calculates the losses, and optimizes the model.

4 Experiments

4.1 Data Distribution

This section visualizes the number of samples, labels, relationships, word fre-
quencies, and some special data in the data to elicit subsequent links.

Quantity and Relationship Distribution. As shown in Tables 1 and 2, it
is divided into the distribution of the number of samples in the training set,
the initial and semi-final test sets, and the distribution of the saliency label
relationship.

Table 1. The distribution of the number of datasets

Dataset Quantity

Training set 20435

Preliminary test set 10000

Rematch test set 50000

Table 2. commonsense saliency label distribution for the training set

Relation Not salience Salience

Category applicable scenario 10989 4614

Category applicable character 1727 1029

Category matching category 1002 432

Character implication scene 424 218

Total num 14142 6293

Word Frequency Distribution. As shown in the Fig. 3a and b, the word
frequency distribution of the first 20 words in the three datasets after entity
segmentation on the Subject and Object sides, respectively, in order to make
the results obvious, the intersection words between the initial and semi-final
datasets and the training set are marked with different colors. It can be seen
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Fig. 3. Dataset object word distribution

that the word frequency distributions of the three datasets are roughly the same,
and the proportion of training data is different from that of the preliminary
and semi-finals. Therefore, the preliminary and semi-final data sets can test the
generalization performance of the model.

In the head data in Fig. 3a and b, the proportion of children’s data in the
preliminary competition data is roughly the same as the distribution of the
training set, which prompted the statistics and discussion of the laws of children’s
data in the preliminary competition process, and based on this greatly improved
the performance of the model in this competition.

Data Correction. As shown in Fig. 4, in the training data, there are some
data with a very unbalanced proportion of categories. For example, in the figure
”*尿* predicate ”, * represents other words. This part of the data indicates
that in the train data, * has no effect on the significant change of this sample.
Therefore, based on the characteristics of this part of the data, some data that
do not conform to this statistical law are corrected, such as the data in Fig. 4:
*玩具* predicate 儿童家家 .

Experimental Setup. In this competition experiment, the batch size is set to
64, the learning rate is set to 1e–5, the pre-training model is ERNIE, and the
preliminary data set is randomly divided 9:1 into the local training set and test
set according to the distribution of labels and relationships. The Weight Decay
is set to 0.01, the warmup is set to 0.1, the optimizer is AdamW[14], the learning
rate Schedule is set to Liner, and the SEED is 2022. This evaluation task uses
Precision, Recall and F1-score to evaluate the inference effect of the model on
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Fig. 4. Statistical Partially Unbalanced Data

the commonsense triple saliency task. The F1-score is calculated as:

F1 =
2 × P ×R

P + R
(1)

4.2 Main Model

This article tried a variety of methods during the competition. In order to more
clearly highlight the role of the proposed model and related methods, only the
following models were selected for comparison and description:

(1) KG-series models: KG-BERT, KG-Macbert, KG-ERNIE based on BERT,
Macbert, Ernie.

(2) PKGC model: a soft template-based prompt model and the introduction
of entity description class information to improve the model’s ability to
understand entities.

(3) MultiTask Ernie model. A multi-task joint learning model that combines
entity type discrimination and commonsense saliency reasoning. This model
is only used in the preliminary evaluation process.

4.3 Main Method

In addition to the model attempts, this paper has made attempts in data aug-
mentation, data sampling, learning rate optimization, adversarial training, multi-
tasking, etc. The specific methods used are:
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(1) Data Correction (DC): In the data analysis and statistics, it was observed
that the label distribution of some data existing in the data is extremely
unbalanced. As shown in Fig. 4 in Sect. 4.1.3, this point can be highlighted,
so the data were analyzed. Correction.

(2) Data Augmentation (DA): In order to fully train the model and fully under-
stand the data, this paper uses different sampling methods for positive and
negative samples in proportion, specifically: the original samples of positive
samples are 1.5 times over Sampling, the negative samples are extended from
the positive samples, and the relationship part in the triple rule data in the
KG-BERT method is replaced, so that 3 negative samples can be extended
from 1 positive sample.

(3) Entity Discrimination (ED): In data analysis and statistics, this paper finds
that in the training data, the entity type of some data does not correspond
to the entity type in the relationship, so a multi-task joint learning model
MultiTask is proposed MultiTask-Ernie and a model ED-Ernie dedicated
to entity discrimination, and in the submitted results, the inference results
were corrected using entity types.

(4) Pseudo Label (PL) [15]: Use the local optimal model to predict the saliency
of the evaluation data, and add the evaluation data with higher confidence
to the training set to improve the model performance.

(5) Statistical Rules (SR)

In addition to the above methods, the following methods are not adopted in this
paper:

(1) Cross-validation.
(2) FGM [16], PGD [17], EMA method. In the rematch, this article also tried

FGM confrontation training, but the effect was that the line was reduced
by 3 thousand points, and the performance of confrontation training during
the game was unstable. The EMA method has a small improvement and is
not used.

(3) Convert classification to regression. In the process of the competition,
this paper tried multiple models and multiple cross-validation to construct
floating-point value labels of the training data set for subsequent regression
tasks, but the method eventually showed local overfitting and insufficient
online performance.

For the model using the above method, a prefix will be added in front of the
model, for example DA-KG-Bert means KG-Bert trained after data correction.

4.4 Experimental Results

Preliminary Evaluation Results. As shown in Table 3, the algorithm pro-
posed in this paper achieved the best commonsense triple inference performance
in the preliminary competition. Under the original data, the Ernie model shows
high competitiveness in the KG series, so the pre-training model selected in
this paper is mainly Ernie. Compared with KG-Bert, KG-Ernie improves the F1
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Table 3. Experimental results of the preliminary round

Model Precision Recall F1-Score

KG-Bert 0.6420 0.5340 0.5810

KG-Macbert – – 0.6069

KG-Ernie 0.6233

CSI-Prompt-Bert – – 0.5980

DA-KG-Ernie – – 0.6567

DC-DA-KG-Ernie 0.6551 0.7950 0.7183

DC-DA-CSI-Prompt 0.6431 0.7850 0.7070

DC-DA-MultiTask-Ernie 0.7072 0.7729 0.7386

PL-DC-DA-Ernie 0.6773 0.8171 0.7407

PL-DC-DA-MultiTask-Ernie 0.6732 0.7886 0.7467

SR-ED-PL-DC-DA-KG-Ernie 0.7300 0.8343 0.7787

SR-ED-PL-DC-DA-MultiTask-Ernie 0.7297 0.8350 0.7788

score by 4.23% , thanks to the entity information and n-gram features learned
by Ernie during the pre-training process. The Prompt-based Bert method CSI-
Prompt-Bert has a significantly higher F1 score than KG-Bert, showing the
competitiveness of Prompt in downstream tasks.

In order to improve the model’s understanding of the data, the data-enhanced
DA-KG-Ernie model improved the F1 score by 3.34% . During the preliminary
round, for some special data, statistical rules were used to adjust the significance
of this part of the data, such as the special data in Fig. 4. Training on the
revised data, DC-DA-KG-Ernie’s F1 score on the preliminary test set is 71.83%
and DC-DA-CSI-Prompt is 70.70% , proving the effectiveness of the training set
revision. The F1 score of the multi-task learning model DC-DA-MultiTask-Ernie
proposed in this paper reaches 73.86% , which reflects the improvement of the
generalization performance of the model by the entity discrimination task, and
also verifies the correctness of multi-task decision-making. On this basis, this
paper uses pseudo-labels to predict the evaluation data, and adds samples with
high confidence to the training set. The PL-DC-DA-Ernie reaches 74.07% , and
the multi-task model reaches 74.67% . When manually inspecting the test set
data, it is found that the multi-task model cannot completely solve the problem
of incorrect correspondence between entities and triples. Therefore, this paper
adds an entity discriminant model on top of multi-task, that is, ED-Ernie is
used to evaluate the data set. The entity is discriminated, the inference result is
repaired, and some rule discrimination is added. Under the above rules, the F1
score of the SR-ED-PL-DC-DA-KG-Ernie model is 77.87% , and the F1 of the
proposed multitask model SR-ED-PL-DC-DA-MultiTask-Ernie reaches 77.88%.

In summary, the experimental results on the preliminary data set verify
the performance of the multi-task model proposed in this paper, verify the
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Table 4. Results of the rematch experiment

Model Precision Recall F1-Score

DC-DA-KG-Ernie 1 0.5664 0.7981 0.6626

DC-DA-CSI-Prompt 0.5532 0.8093 0.6571

correctness of decision-making using entity discrimination tasks, and also verify
the stability and effectiveness of some methods.

Results of Rematch Evaluation. Table 4 shows the evaluation results of the
semi-final model of this competition. During the online submission process, it
was found that the entity discrimination and rules of the preliminary round
would lead to a decrease in the F1 score. Affected by time constraints and other
factors, this paper did not conduct tuning and evaluation of the multi-task learn-
ing model and some methods, and only used the preliminary round to perform
relatively stable. model, so only the single-model effect of the final submission
is shown.

As shown in Table 4, DC-DA-KG-Ernie using data expansion and data cor-
rection achieves a single-model F1 score of 66.27%, and DC-DA-CSI-Prompt
achieves an F1 score of 65.71%. The evaluation scores prove the correctness of
the data processing decision in this competition, verify the correctness of the
data set repair decision, and prove the correctness of the model CSI-Prompt
proposed in this paper.

5 Conclusion

The algorithm in this paper has achieved the first place in both the prelimi-
nary and semi-finals in the commodity commonsense knowledge saliency rea-
soning track of the 2022 China Conference on Knowledge Graph and Semantic
Computing. In terms of model, the problem of entity mislabeling is solved by
adding entity discrimination, and a multi-task joint learning model combining
entity type discrimination and commonsense saliency reasoning is proposed, so
that the model captures the label of entity triple data with strong saliency as
insignificant s reason. At the same time, this paper converts the classification
problem into a mask prediction problem to address the difference between the
two stages of model pre-training and fine-tuning. The model proposed in this
paper greatly improves the performance of a single model on the saliency infer-
ence task. In terms of data, the data is repaired through data distribution and
statistical laws, which improves the generalization ability of the model in the
initial and semi-finals. At the same time, the research idea of saliency reasoning
proposed in this paper can recommend products with stronger correlation in the
product knowledge graph to users, which has certain practical significance for
the study of product intelligent recommendation.
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Abstract. Querying financial databases with natural language has been
a strong requirement for financial company staff in recent years. The
common method for this task is to transform the natural language into
structured query language (SQL), which is referred to as semantic pars-
ing. In this paper, we propose a two-stage model for semantic parsing in
large financial databases. The two-stage model consists of an integrated
table retriever that is used to retrieve related tables from a large database
and a knowledge-enhanced semantic parser that utilizes a knowledge base
for SQL generation. Experimental results show that our model achieves
decent performance, which ranks the first place on both development
and test datasets of CCKS 2022 evaluation task 11.

Keywords: Table retrieval · Semantic parsing · Table question
answering

1 Introduction

Semantic parsing, which refers to transforming natural language utterances into
logical forms (e.g., SQL) that can be executed by the machine, has been applied
in various domains [3,6,7]. Along with the rapid development of digital intelli-
gence in the financial domain, the internal data of financial companies is increas-
ing rapidly. Hence, a human-friendly natural language interface to query financial
database becomes more and more important for the staff of financial enterprises.

Recently, HundSun, a financial technology company, has released a seman-
tic parsing dataset as an evaluation task of CCKS 2022, which aims to pro-
mote related techniques in the financial domain. Given a user’s question, it is
required to transform the question into a SQL query. Different from previous
public datasets [6,7], the HundSun dataset does not indicate which tables are
related to the given question. Hence, a table retrieval model becomes necessary
to retrieve related tables from a large database.

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
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To tackle the problem of SQL generation in large databases, we propose a
two-stage model that consists of an integrated table retriever and a knowledge-
enhanced semantic parser. The integrated table retriever is integrated with a
classification-based retrieval module and a heuristic-based retrieval module. The
knowledge-enhances semantic parser utilizes the financial knowledge base pro-
vided by the HundSun dataset to accomplish SQL generation. The detail of the
two-stage model is introduced in Sect. 2, and the experiment part is shown in
Sect. 3.

2 Methodology

2.1 Overview

Given a user’s question and databases, we first retrieve the database tables
that are related to the question through a table retriever, which is integrated
with a classification-based retrieval module and a heuristic-based retrieval mod-
ule. Two modules are simply integrated by hand-crafted rules. Then, based on
the retrieved tables, the user’s question is transformed into a SQL query by a
knowledge-enhanced semantic parser (as shown in Fig. 1).

Fig. 1. An overview of our two-stage model. The first stage is the retrieval stage, the
second stage is the semantic parsing stage.

2.2 Table Retriever

Classification-Based Retrieval. We observe that the questions that are
related to the same tables usually have the same pattern or keyword. Hence,



216 N. Jin et al.

we formulate the retrieval task as a question classification task. Each kind of
table combination that consists of one or more tables is treated as a class. Given
a question, a BERT-based model [2] is used to predict its related tables through
performing classification on the question (as depicted in Fig. 2).

Fig. 2. The architecture of classification-based retrieval module

Considering that the distribution among the table combinations is imbal-
anced, we adopt an oversampling strategy to reduce the effect of the imbalance.
Specifically, we first find the table combination that has the most questions
(mark the maximum of questions as N), then the related questions of each table
combination will be over-sampled to reach the number of N. Moreover, in order
to reduce overfitting, we adopt label smoothing which refers to injecting a dis-
turbance into the class label.

The classification layer is a small multi-layer Perceptron that predicts a class
for the question. Through classification, we can retrieve the related tables of a
question finally.

Heuristic-Based Retrieval. Although efficient, classification-based retrieval
fails to generalize to unseen table combinations. In other words, when there is
a testing sample whose tables do not appear in the train set, the classification-
based retrieval module is not able to predict the right class for the discussed
sample. Hence, we propose a heuristic-based retrieval module to retrieve unseen
table combinations. Inspired by [1,5], we define three main heuristic rules to
score a table combination for the given question, which are question-table exact
match score, question-column exact match score, question-column value match
score.

– Question-table exact match score: if a phrase in the question exactly
matches the name of a table in the candidate table combination, then the
question-table exact match score is added with 100, and 0 otherwise.
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– Question-column exact match score: if a phrase in the question exactly
matches the name of a column from the candidate tables, then the question-
column exact match score is added with 5, and 0 otherwise.

– Question-column value match score: if a phrase in the question exactly
matches the value of a column from the candidate tables, then the question-
column value match score is added with 3, and 0 otherwise.

Finally, three kinds of scores will be summed up to be the final matching
score between a question and a candidate table combination. The candidate
table combination with the highest score will be treated as the related tables of
the question.

2.3 Knowledge-Enhanced Semantic Parser

Semantic parsers usually follow the encoder-decoder framework, where the
encoder is used to encode the question and its related tables, and the decoder is
used to generate structure query language autoregressively. Recently, researchers
[1,5] have proposed schema linking to capture the matching relationship between
the question and its related tables, which is proved to be an effective technique.
Specifically, the schema linking is to link the mentions in the question to schema
content (e.g., table names, column names). As we discussed in Sect. 2.2, the links
include question-table exact match, question-column exact match and question-
column value match, etc. The links are usually modeled by a relation-aware
Transformer encoder or graph neural network (GNN) encoder. LGESQL [1] is
a representative method in this technique route, which outperforms previous
methods by a large margin.

However, there are two issues that LGESQL does not solve. First, LGESQL
does not support value generation. Second, it fails to extract the schema links
when the mention in the question is slightly different from the schema content.
For example, when the user uses the alias of a column in the question, the model
might fail to generate the right column in the SQL query.

Fig. 3. The utilization of financial knowledge base for fuzzy schema linking
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For the first issue, we implement a pointer network [4] on the LGESQL model
for value generation, which enables the model to copy the tokens in the question
as the value of “where condition” in the SQL query.

Then, for the second issue, we utilize the financial knowledge base that is
provided in the HundSun dataset to enable more flexible schema linking. As
depicted in Fig. 3, the financial knowledge base provides aliases for standard
column names. Hence, we use these column aliases for fuzzy schema linking,
which helps the semantic parser generate correct columns.

3 Experiment

3.1 Dataset

We conduct the experiments on the HundSun dataset that is released as a CCKS
evaluation task. It is a Chinese text-to-SQL benchmark where each question is
related to one or two tables. As shown in Table 1, there are 3966 samples in the
train set, 1000 samples in the development set, and 2000 samples in the test set.
To a certain extent, the test set is out of distribution because a lot of questions
and tables in the test set are different from those in the train/dev set.

Table 1. The statistic of the dataset

Train Set Dev Set Test Set

# of samples 3966 1000 2000
# of samples with 1 table 3068 766 –
# of samples with 2 tables 898 234 –

In detail, each sample in the dataset consists of a question and a correspond-
ing SQL query. For example, given the question “Which company is Wang Zheng
the secretary of the board of directors”, the corresponding SQL query is “select
chinameabbr from lc_stockarchives where secretarybd=‘Wang Zheng’;”.

3.2 Table Retrieval

In Table 2, we report the retrieval performance of our models on the develop-
ment set. We adopt accuracy as the metric, which is equivalent to recall@1 that
is commonly used in information retrieval domain. Both of them measure the
correct ratio of first-ranking predictions.

As shown in Table 2, the classification-based retrieval module achieves much
higher accuracy than the heuristic-based retriever. However, it fails to generalize
to unseen tables on the test set. Hence, we use the heuristic-based retrieval
module to tackle the robustness attack on the test set.
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Table 2. The retrieval performance of table retrieval modules

Module Dev Acc.

Classification-Based Retrieval 0.957
+Ensemble learning 0.971
Heuristic-Based Retrieval 0.619

3.3 Semantic Parsing

On the development set, we simply use the classification-based retrieval module
to retrieve the related tables for semantic parsing. However, on the test set, we
integrate the classification-based retrieval module and heuristic-based retrieval
module by hand-crafted rules to achieve better generalization ability.

Based on the retrieved tables, we ensemble 12 knowledge-enhanced semantic
parsers to produce SQL queries. The exact match accuracy of the SQL queries
generated by our model is shown in Table 3.

Table 3. The exact match accuracy of the models on the leaderboard. We name the
models after their teams and order them by the performance on the final test set.

Model Dev Test

Ours 0.846 0.4460
SystemAndMe 0.805 0.2870
HUST_ZL 0.832 0.2870
Langboat 0.844 0.2845

The exact match accuracy represents the ratio of the predicted SQL queries
that are consistent with the gold SQL queries on every SQL clause. As shown in
Table 3, our model achieves the best exact match accuracy on both development
set and test set.

4 Conclusion

In this work, We propose a two-stage model that consists of an integrated
retriever and a knowledge-enhanced semantic parser. It achieves exact match
accuracy of 0.846 on the development set whose distribution is consistent with
that of the train set. However, the accuracy of the test set is much lower. This is
because the distribution of the test set is largely different from that of the train
set. Hence, how to enhance the generalization ability of the table retriever and
the semantic parser might be an important topic in future research.
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Abstract. NL2SQL (NLP Language To SQL) is a cutting-edge research direc-
tion of natural language processing, which converts natural query statements input
by users into executable SQL statements. CCKS2022 proposes a multi-database
multi-table NL2SQL task for the financial domain. For this task, this paper pro-
poses a SQL generation method based on semantic parsing. The method adopts
the multi-stage iterative generationmode of “question-database name-table name-
column name-SQL statement”, uses semantic parsing and semantic similarity
learning methods in acquiring table names, and generates and selects SQL state-
ments based on the same query Multi-input statement for integrated filtering. At
the end of the competition, the label replacement method was adopted, that is, the
tables and columns in the SQL statement were replaced with tags to reduce the
difficulty of generation.

Keywords: NL2SQL · Text generation · Semantic similarity

1 First Section

1.1 Background

There are various databases at present, but SQL statements have strong generality. SQL
statements provide convenience for developers to access the database, but also limit
the query of the database by non-professional users. In recent years, with the rapid
development of artificial intelligence and natural language processing, the emergence of
NL2SQL has provided a new idea for non-professional users to query databases. This
technology has attracted more and more attention from researchers, and the demand for
implementation has also increased rapidly.

NL2SQL, the full name is Natural Language to SQL, also known as Text2SQL.
Simply put, it converts the user’s natural language query into an executable SQL state-
ment given a database (Context). In order to promote the research and development of
NL2SQL, The 2022 China Conference on Knowledge Graph and Semantic Computing
(CCKS 2022) will hold a financial NL2SQL evaluation task. This evaluation has the
following difficulties:

(1) multi-table connection:
The sql statement is more complex and requires fields such as order by, groupy by,
limit, and agg.
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(2) The distribution of the test set and the training set is different:
(3) According to the analysis, most of the question query tables and columns in the test

set have not appeared in the training set, and the problem of weak generalization
ability of the generative model is particularly prominent.

(4) The question and sql language are inconsistent:

The question is in Chinese, and the sql is marked in English.
To address the above difficulties, we propose a system for structured ENCODER

input [1], structured LABEL [2], and correction of irregularly generated results. Firstly,
the pre-training model is pre-trained again, so as to enhance the semantic understanding
of the SQL statement structure. Then, the corresponding database name is generated
through the model, and the table name under the database is provided as a priori knowl-
edge to the model to generate the corresponding table name., the column name corre-
sponding to the table name and the sample problem construct a structured input, and
the sql is used as a label after a special MASK, which reduces the generation pressure
and enhances the generalization ability. Finally, the sql is corrected based on semantic
similarity. The method proposed in this paper has the following three innovations:

(1) Iteratively generate database name, table name, sql:
Due to the large number of table names and column names in the data set, the sql
is more complex, and it is difficult to generate sql directly by using the question.
Therefore, the column names and table names are constrained in the model input,
and the column names and table names in the generated SQL must exist in the
input, which solves the difficulty of generating lists out of thin air and improves the
accuracy of generating SQL.

(2) Generate the sql of the mask structure:
If the table names and column names are directly spliced as input [3], the model
will lack the generalization ability, and if there are new table names and column
names, it cannot be generated correctly. Therefore, the table and column names in
the input are bound to symbols, respectively. For example, the input is: question +
T: Table 1 + C1: Column 1 + C2: Column 2, and the output is: Select C2 from T,
where the position of the column name can be randomly replaced multiple times to
improve the generalization ability of the model.

(3) Post-processing sql using text similarity:
If there is a situation where the generated column corresponds to the wrong table,
you can use this column to perform text similarity matching with a column in
another table, and replace the column with the highest similarity.
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1.2 Data Description

Fig. 1. NL2SQL question answering data example

The question and answer data is shown in Fig. 1. The labeled data provided in this
competition comes from 3 scenarios in the financial field (stock, fund, macro), including
3966 training sets, 1000 validation sets and 2000 test sets. The sql statement of the data
has multi-table connection, agg, order by, group by, and functions, etc. The average
length of the sql statement is 1, and the longest is 2. The data distribution is shown in
Figs. 2 and 3.

Fig. 2. Question length distribution Fig. 3. Sql length distribution

2 Model and Method Introduction

2.1 System Structure

The overall iterative architecture of our method is shown in Fig. 4, and we adopt a
three-stage training approach using the SeqSeq architecture [4]. Since the dataset is a
multi-database and multi-table query, the first stage generates the dbname through the
question, the second stage uses the question and all the tables in the dbname obtained in
the first stage as input to generate the table corresponding to the current qeustion, and
the third stage uses the question, table, and cols are used as input to generate the SQL
query statement corresponding to the question.
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Fig. 4. Iterative model hierarchy example

2.2 Specific Design of Input and Output

The sql generation we designed is shown in Fig. 5. In the input, T1 and T2 are the two
tables corresponding to the question, and X and Z are the columns in Table 1 and Table 2,
respectively. The results that need to be generated will be generated using T, XReplacing
with Z reduces the difficulty of generation while avoiding the model’s over-reliance on
the character order of tables and columns in the input.

Fig. 5. SQL generate input example

3 SQL Correction Method

3.1 Text Similarity

As shown in Fig. 6, first construct candidate columns through all column names in the
table, use the generated column names and candidate column combinations as model
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input to obtain vector representations [5], and then calculate the cosine similarity, and
select the candidate column with the highest similarity.

Fig. 6. Correction of column names

3.2 Querying the Database by Value to Correct the Column Name

As shown in Fig. 7, the columns in Generated sql are incorrect. Shanghai corresponds to
the province instead of the nationality. Therefore, we construct a candidate query query.
If the statement can be correctly queried in the database, its column will be used for the
generated column. Replace to get an executable sql statement.

Fig. 7. Query the database to modify the column name

4 Experiments

This section introduces our experiments, including experimental parameter settings and
analysis of experimental results.

4.1 Experimental Parameter Settings

For the generativemodel,we use themt5-base [6], bart, and unilm [7]models as the initial
pre-training model, and the dataset is divided by 5-fold cross-validation. The maximum
encoding length is 512, the maximum decoding length is 200, and the batch_size is 8.
Use Adam as the optimizer and the learning rate is set to 5e-5.
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4.2 Experimental Results and Analysis

We use 4,000 labeled data as the training set, and 1,000 validation sets in the A list as
the evaluation data for experimental verification, and use the acc value as the evaluation
index. We used unilm, mt5, and bart as generative models for experiments.

Table 1. Results of different models

Model ACC

unilm 0.769

bart 0.773

mt5 0.787

The prediction results of different models are shown in Table 1. It can be observed
that unilm and bart have similar prediction results, and the result of mt5 is the best. We
tried to use corpus for pre-training, and randomly masked SQL statements as input [8]
to predict the correct SQL statements.

Table 2. Results after pre-training

Model ACC

unilm 0.785

bart 0.788

mt5 0.801

From Table 2, it can be concluded that domain pre-training greatly improves the
results of downstream fine-tuning, which can help the model converge faster, learn
relevant domain knowledge, and improve the accuracy of generation.

5 Conclusion

Database question and answer has a wide range of applications in the financial field,
which can greatly improve the convenience of non-professional users to query the
database and improve the application of the database. Based on the NL2SQL evalu-
ation data set provided by the sponsor of CCKS 2022, this paper proposes an NL2SQL
method based on multi-stage structured generation, and achieved the second place in the
final.
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Abstract. At present, most of the methods for knowledge graph completion
(KGC) task highly rely on external knowledge base or graph representation learn-
ing. However, how to complete this task without using any external prior knowl-
edge is still a huge challenge and difficulty. To this end, we propose a novel frame-
work which converts the plausibility evaluation of knowledge triple task to the
question and answer (QA) task with the thought of KG-BERT and prompt learn-
ing. We also test the effect of different question types on the results. Secondly, by
fine-tuning two pre-trained language models BERT-wwm-ext and ERNIE-Gram
on these generated sequences, so that they can complete the QA task. We won the
5th place at CCKS 2022 track 1 rematch stage, which proved the effectiveness of
our method.

Keywords: Knowledge graph completion · Knowledge triple · Pre-trained
language model · Question and answer

1 Introduction

Nowadays, the construction of large-scale knowledge base (or knowledge graph) pro-
vides the underlying support for many NLP tasks. However, due to its large scale and
incompleteness, how to complete the knowledge base has become a very significant task.
The completion of knowledge graph mainly includes two aspects: the salience predic-
tion of knowledge triples’ plausibility evaluation and link prediction. In this paper, we
mainly focus on the problem of evaluating the plausibility of knowledge triples.

At present, some existing methods highly rely on the external knowledge base to
train the language model from scratch [1] or rely on the data set provided by the task
to build the knowledge graph [2] to complete the task. However, on the one hand, the
construction of external knowledge base needs a lot of manpower and time, and it is
difficult to judge its noise level due to the existence of subjective factors. On the other
hand, it is difficult to deal with the gap problem between the test set and the train set
while building the knowledge graph through the existing train set. In addition, the cost
of equipment and time for training model through the external knowledge base are also
expensive.

Many pre-trained language models such as BERT [3], RoBERTa [4], ERNIE-Gram
[5] have presented great brilliance in natural language processing (NLP) tasks, how to
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make full use of the common knowledge contained in the pre-trained language model
to make up for the gap between the train set and the test set is an urgent problem to
be solved. In this paper, we use the thought of KG-BERT [6] and prompt learning to
transform the knowledge triples’ plausibility evaluation task into QA task. Through the
above way, we could make the input closer to the natural language question, and as
a result, we could better capture the implicit knowledge contained in the pre-trained
model without the help of external knowledge base and graph representation learning.
The main contributions of this paper are as follows:

• With the thought of KG-BERT and prompt learning, we transform the plausibility
evaluation of knowledge triple task into the question and answer (QA) task, so that
the input is closer to natural language question, which can effectivelymine the implicit
knowledge contained in the pre-trained language model. In addition, we also test the
effect of different question types on the evaluations results.

• Through fine-tuning the pre-trained language model on these generated sequences,
twomodels QA-BERT-wwm-ext andQA-ERNIE-Gram are given to complete the QA
task.

• A large number of experiments have proved the effectiveness of our method in com-
pleting the plausibility evaluation of knowledge triple task, and we won the 5th place
at CCKS 2022 track 1 rematch stage without using any external prior knowledge.

2 Related Work

The plausibility evaluation of knowledge triple task is one of the important parts, but
there are not many researches yet. Most of the early related works only rely on the
structural similarity of knowledge triples. The representative models include TransE
[7], TransH [8] and RotateE [9], which evaluate the plausibility of triples through the
distance among the head entity, relationship and tail entity. With the advance of the pre-
trained language model and the rise of graph representation learning, more and more
researchers also use the above methods to solve the KGC problem. KG-BERT [6] first
transformed knowledge triples into text sequences and input them into the pre-trained
languagemodel, but it is too easy to fully capture rich linguistic knowledge in pre-trained
model. StAR [10] combined the thought of Sentence-BERT [11] with graph embedding.
PKCG [12] applied prompt learning to the integrity of knowledge map. However, most
of the above work rely on open source knowledge base or graph representation learning,
ignoring the problem of model train under limited conditions and the invisibility of test
set for model.

In order to address the above problems, this paper transforms the plausibility evalu-
ation of knowledge triple task into the QA task, so that the model input is more similar
to the normal question, and could better obtain the rich semantic knowledge contained
in the pre-trained language model.
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3 Method

3.1 Task Conversion

Problem Description. Given a knowledge triple (head entity, relation, tail entity), the
goal of plausibility evaluation of knowledge triple task is to judge whether there is a
relation (r) between the head entity (subject) and the tail entity (object), and the order
of the head entity and the tail entity cannot be reversed.

Question Generation. In this paper, we transform the plausibility evaluation of knowl-
edge triple task to the QA task. Based on this, the question generationmodule is designed
to convert knowledge triples into corresponding questions according to their relation-
ship category. Specially, for the given dataset1, we define the corresponding question
generation template, which are shown in Fig. 1.

Fig. 1. Problem generation module

After that, we can get the question sentence s = {w1, w2, …, wl} for a knowledge
triple, wherel means the length of s. After adding two special token [CLS] and [SEP],
the sentence would be changed like this s = {[CLS], w1, w2, …, wl, [SEP]}. Then
we fine-tune our QA-BERT-wwm-ext and QA-ERNIE-Gram model on these generated
sequences.

3.2 The Plausibility Evaluation

We can get the output of h = {h0, h1, …, hl, hl+1} by QA-BERT-wwm-ext and
QA-ERNIE-Gram model, then through formula (1) and (2), we finally get the output
label y.

x = FCN(h) (1)

y = Sigmoid(x) (2)

where FCN means the fully connected layer. And we use the binary cross-entropy loss
to train our model (Fig. 2).

1 https://tianchi.aliyun.com/competition/entrance/531955/information.

https://tianchi.aliyun.com/competition/entrance/531955/information
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Fig. 2. The overall structure of our model

4 Experiment

4.1 Dataset and Experiment Settings

We conduct our experiment on CCKS 2022 track1 dataset1. The
specific content of the data set is shown in Table 1, which contains four
relation categories: 品类_适用_场景(category_applicable_scene), 品类_适用_人
物(category_applicable_ character), 品类_搭配_品类(category_match_category) and
人物_蕴含_场景(character_implication_scene). Each instance in the dataset is labeled
as 1 or 0, which means a knowledge triple is salience or not. Because the gold labels
for test set are not given, we random choose 10% of original dataset as dev set to select
model. And the number of instances in each category in original dataset is also shown
in Table 1.

Table 1. Statistics of original dataset

Relation category 1 0

品类_适用_场
景(category_applicable_scene)

4614 10989

品类_适用_人
物(category_applicable_character)

1029 1727

品类_搭配_品
类(category_match_category)

432 1002

人物_蕴含_场
景(character_implication_scene)

218 424
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In this paper, we choose the BERT-wwm-ext [13], ERNIE-Gram [14] as our model
backbone and select KG-BERT-wwm-ext (KG-ERNIE-Gram) and Sentence-BERT-
wwm-ext (Sentence-ERNIE-Gram) as baseline models to compare. And we use Adam
[15] as optimizer to fine-tune pre-trainedmodel. In addition, the hyper parameters setting
in our experiment are as follows: batch_size: 32, max_length: 32, learning rate: 1e-5.
We adopt F1 score as the evaluation metric.

Table 2. The main results in out experiment (preliminary contest)

Model F1 score

KG-BERT-wwm-ext 0.5742

KG-ERINE-Gram 0.6131

Sentence-BERT-wwm-ext 0.5719

Sentence-ERINE-Gram 0.6151

QA-form-BERT-wwm-ext 0.5890

QA-form-ERINE-Gram 0.6694

4.2 Results and Analysis

The main results in our experiment as shown in Table 2. As can be seen, the performance
in KG-BERT-wwm-ext (ERNIE-Gram) and Sentence-BERT-wwm-ext (ERNIE-Gram)
is similar. Under the same environment, the performance of ERNIE-Gram is much
higher than BERT-wwm-ext. We speculate that the training mode of ERNIE-Gram may
be more suitable for this task. It is worth mentioning that the both F1 score of our
two models exceed baseline models. Among them, the F1 score of QA-BERT-wwm-ext
model is about 1 points higher than baselines models, and the F1 score of QA--ERNIE-
Gram model is more than 5 points higher than baseline models, which proves that the
effectiveness of our method that transforms the plausibility evaluation of knowledge
triple task into a QA task.

In addition, we also test the influence of different question types on results, as shown
in Table 3, and we use ERNIE-Gram with better performance as the model backbone
default.

It can be seen from Table 3 that different question types have a great impact on
the results. Through numerous experiments, we finally chose the type 9 as template to
generate question sequences from original knowledge triple, and won the 5th place in
the CCKS 2022 track 1 rematch stage, with the F1 score of 0.6124.
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Table 3. Experimental results of different question types (preliminary contest)

Type Form F1 score

Type 1 Head entity适合于 tail entity吗?(common)
Is the head entity suitable for tail entity? (common)

0.5705

Type 2 Head entity与 tail entity存在显著性关系吗?(common)
Is there a salience relationship between head entity and tail entity?
(common)

0.5924

Type 3 Head entity与 tail entity存在适用、搭配或蕴含的关系?(common)
Is there a relationship between head entity and tail entity that is applicable,
matched or implied? (common)

0.6208

Type 4 Head entity适合于 tail entity吗? (品类_适用_场景/人物)
Is head entity suitable for tail entity?
(category_applicable_scene/character)

0.5881

Head entity适合与 tail entity搭配吗? (品类_搭配_品类)
Is head entity suitable for matching with tail entity?
(category_match_category)

Head entity适合在 tail entity吗? (人物_蕴含_场景)
Is head entity suitable for tail entity? (character_implication_scene)

Type 5 Head entity适用于 tail entity吗? (品类_适用_场景/人物)
Is head entity applicable to tail entity?
(category_applicable_scene/character)

0.6669

Head entity适合与 tail entity搭配吗? (品类_搭配_品类)
Is head entity suitable for matching with tail entity?
(category_match_category)

Head entity适合出现在 tail entity吗? (人物_蕴含_场景)
Is head entity suitable for tail entity? (character_implication_scene)

Head entity是否适合于 tail entity (品类_适用_场景/人物)
Whether the head entity is suitable for the tail entity
(category_applicable_scene/person)

0.6040

Type 6 Head entity是否适合与 tail entity搭配 (品类_搭配_品类)
Whether the head entity is suitable for matching with the tail entity
(category_matching_category)

Head entity是否适合出现在 tail entity (人物_蕴含_场景)
Whether the head entity is suitable for the tail entity
(character_implication_scene)

Head entity适合于 tail entity ? (品类_适用_场景/人物)
Head entity is suitable for tail entity? (category_applicable_scene /
character)

0.6003

(continued)



234 S. Jia and J. Cao

Table 3. (continued)

Type Form F1 score

Type 7 Head entity适合与 tail entity搭配? (品类_搭配_品类)
Is head entity suitable for matching with tail entity?
(category_match_category)

Head entity适合出现在 tail entity ? (人物_蕴含_场景)
Head entity is suitable for tail entity? (character_implication_scene)

Head entity适合于 tail entity (品类_适用_场景/人物)
Head entity is suitable for tail entity
(category_applicable_scene/character)

0.6194

Type 8 Head entity适合与 tail entity搭配 (品类_搭配_品类)
Head entity is suitable for matching with tail entity
(category_match_category)

Head entity适合出现在 tail entity (人物_蕴含_场景)
Head entity is suitable for tail entity (character_implication_scene)

Type 9
we used

Head entity适合于 tail entity吗? (品类_适用_场景/人物)
Is head entity suitable for tail entity?
(category_applicable_scene/character)

0.6694

Head entity适合与 tail entity搭配吗? (品类_搭配_品类)
Is head entity suitable for matching with tail entity?
(category_match_category)

Head entity适合出现在 tail entity吗? (人物_蕴含_场景)
Is head entity suitable for tail entity? (character_implication_scene)

5 Conclusion

In this paper, we explored how to complete plausibility evaluation of knowledge triple
task without using any external knowledge base and graph representation learning. We
propose a simple but effective method to solve this problem. With the help of KG-
BERT and prompt learning thought, we transformed this task into the question and
answer (QA) task, then through fine-tuning the pre-trained language model, two models
QA-BERT-wwm-ext and QA-ERNIE-Gram were given to complete the QA task. We
finally achieved the 5th place in CCKS 2022 track 1 rematch stage, which proved the
effectiveness of our proposed method. Future work includes exploring how to apply
this method to other fields and how to set corresponding questions according to specific
tasks.
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