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Preface

The 1st International Conference on Applied Mathematics and Computational Intel-
ligence (ICAMCI-2020) was held at the National Institute of Technology Agartala,
Tripura, India, fromDecember 23 to 24, 2020.National Institute of TechnologyAgar-
tala is an institute of the national importance in India for the past several years. It has
gained its reputation through its institutional dedication to teaching and research.

The primary topic of the conference is mathematics—which is considered the
queen of science—has always been a discipline of interest not only to theoreticians
but also to practitioners of all professions. In various areas of science, technology,
economics, medicine as well as sociology, new mathematical principles, and models
have been emerging and helping in new research and in drawing conclusions from
practical data. During past few decades, there has been an enormous growth in appli-
cations of mathematics, which are multidisciplinary in nature. Some of the main
topics of this conference are artificial intelligence, fuzzy logic, machine learning,
and decision making, which have got more focus recently due to their various appli-
cations. With emerging computing facilities and speed, an enormous growth has
happened nowadays in problem-solving area because of the complex algorithms and
computer usage for long calculations, verifications, or generation of huge amount
of data. Encompassing mathematics and computing, including various aspects of
big data analytics, this conference is organized to share experience and new inno-
vative ideas for futuristic needs from different disciplines to tackle new challenging
problems together.

It is our sincere hope that the conference will help the participants in their research
and training and open new avenues for work for those who are either starting their
research or are looking for extending their area of research to a different area of
current research in Applied Mathematics and Computational Intelligence.

In response to the call for papers for ICAMCI-2020, 173 papers were submitted
for presentation and inclusion in the proceedings of the conference. The papers were
evaluated and ranked on the basis of their significance, novelty, and technical quality
by at least two reviewers per paper. After a careful blind refereeing process, 78
papers were selected for inclusion in the conference proceedings. The papers cover
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current research in appliedmathematics, computational intelligence, fuzzy sets, intel-
ligent systems, soft computing, machine learning, and natural language processing,
image and video processing, computer network and security, cryptography, and data
handling, rough set, fuzzy logic, operations research, optimization, and uncertainty
theory.

Eminent personalities both from India and abroad (Mexico, South Korea, Thai-
land, etc.) have participated in the conference and delivered invited talks. The
speakers from India are recognized leaders in government, industry, and academic
institutions like IIT Madras, IIT Bombay, ISM (IIT) Dhanbad, NIT Durgapur, etc.
All of them are involved in research dealing with the current issues of interest related
to the theme of the conference. There were three keynote talks by Prof. Oscar Castillo
(Tijuana Institute of Technology, Mexico), Prof. Biswajit Sarkar (Yonsei University,
South Korea), and Dr. Indrajit Pal (AIT, Bangkok), along with four invited talks.

In addition to paper presentations of contributed lectures in specialized sessions,
the main conference included special invited addresses by experts. After a thorough
evaluation procedure, 20 research papers of exceptional quality were chosen for
publishing in this book out of the 78 thatwere chosen for presentation at the ICAMCI-
2020 conference.

A conference of this kindwould not be possible to organizewithout the full support
from different people across different committees. All logistics and general organiza-
tional aspects are looked after by the organizing committee members who spent their
time and energy in making the conference a reality. We also thank all the technical
program committee members and external reviewers for thoroughly reviewing the
papers submitted for the conference and sending their constructive suggestionswithin
the deadlines. Our hearty thanks to Springer for agreeing to publish the proceedings
in the Studies in Computational Intelligence series.

We are grateful to the speakers, participants, referees, organizers, sponsors, and
funding agencies for their support and help without which it would have been impos-
sible to organize the conference, the workshops, and the tutorials. We owe our grat-
itude to the volunteers who work behind the scene tirelessly in taking care of the
details in making this conference a success.

We are indebted to DST-SERB, India, and CSIR, India, for sponsoring the event.
Their support has significantly helped in raising the profile of the conference.

Last but not least, our sincere thanks go to all authors who submitted their papers
to ICAMCI-2020 and to all speakers and participants. We sincerely hope that the
readers will find the proceedings stimulating and inspiring.

Tijuana, Mexico
Haldia, India
Agartala, India

Oscar Castillo
Dipak Kumar Jana
Uttam Kumar Bera



Message from the General Chair

It was a great pleasure for me to act as a General Chair in the 1st International
Conference on Applied Mathematics and Computational Intelligence (ICAMCI-
2020) was held at the National Institute of Technology Agartala, Tripura, from
December 23 to December 24, 2020. This was a big challenge especially in the
middle of COVID-19 pandemic, when conference participants could not attend due
to the pandemic. However, still the participants attended the conference in online
mode, and the conference was a great success.

Internationally renowned professionals in the mathematical sciences and related
fields have been asked to present invited lectures and tutorials. These speakers’
presentations covered a wide range of topics in engineering mathematics, such as
fuzzy logic, intelligent computing, and uncertainty. In addition to paper presentations
of contributed lectures in specialized sessions, the main conference included special
invited addresses by experts. After a thorough evaluation procedure, 20 research
papers of exceptional quality were chosen for publishing in this book out of the 78
that were chosen for presentation at the ICAMCI-2020 conference.

The main topic of the conference, Mathematics—the Queen of the Sciences, has
always been a discipline of interest not only to theoreticians but also to practitioners
of all professions. In various areas of science, technology, economics, medicine, or
even sociology, new mathematical principles and models have been emerging and
helping in new research and in drawing conclusions from practical data. During past
few decades, there were an enormous growth in applications of mathematics which
were multidisciplinary in nature. Some of the main topics of this conference artificial
intelligence, fuzzy logic, machine learning, decisionmaking, and others are the areas
which got more focus recently due to the need of various fields of applications.
With emerging computing facilities and speeds, an enormous growth has happened
nowadays in problem-solving area because of the complex algorithms and computer
usage for long calculations, verifications, or generation of huge amount of data.
Encompassing mathematics and computing, including various aspects of big data
analytics, this conference is organized to share experience and new innovative ideas
for futuristic needs from different disciplines to tackle new challenging problems
together.
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xii Message from the General Chair

I hope the conference exceeded the expectations of the attendees and achieved
its goals, which included the sharing of concepts and recent research as well as the
identification or resolution of new targets and challenges. Above all, I think that one
of the conference’s key goals—that young researchers and students would have new
avenues to pursue in their future research—has been accomplished. I am hoping that
this collection of the best articles will act as a tool for disseminating novel concepts
and types of research.

Prof. (Dr.) Oscar Castillo
Professor of Computer Science

Graduate Division
Tijuana Institute of Technology

Tijuana, Mexico



Message from the Program Chair

It was a great pleasure for me to act as General Chair in the 1st International
Conference on Applied Mathematics and Computational Intelligence (ICAMCI-
2020) which was held at the National Institute of Technology Agartala, Tripura,
from December 23 to December 24, 2020. Our main goal is to provide an opportu-
nity to the participants to learn about contemporary research in applied mathematics
and computing and exchange ideas among themselves and with experts present in
the conference as the plenary as well as invited speakers. With this aim in mind, we
carefully selected the invited speakers. It is our sincere hope that the conference will
help the participants in their research and training and open new avenues for work
for those who are either starting their research or are looking for extending their
area of research to a different area of current research in Applied Mathematics and
Computational Intelligence.

The conference was three keynote talks by Prof. Oscar Castillo (Tijuana Institute
of Technology, Tijuana, Mexico), Prof. Biswajit Sarkar (Yonsei University, South
Korea), and Dr. Indrajit Pal (AIT, Bangkok) and four invited talks.

After an initial call for papers, 173 papers were submitted for presentation at the
conference. All submitted papers were sent to external referees, and after refereeing,
23 paperswere recommended for publication for the conference proceedings thatwill
be published by Springer in its Recent Advances in Intelligent Information Systems
and Applied Mathematics.

We are grateful to the speakers, participants, referees, organizers, sponsors, and
funding agencies for their support and help without which it would have been impos-
sible to organize the conference, the workshops, and the tutorials. We owe our grat-
itude to the volunteers who work behind the scene tirelessly in taking care of the
details in making this conference a success.

Dr. Uttam Kumar Bera
Department of Mathematics

National Institute of Technology Agartala
Jirania, Barjala, West Tripura

Tripura, India
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About This Book

This book discusses the most recent breakthroughs in intelligent techniques such as
fuzzy logic, neural networks, and optimization algorithms, as well as their appli-
cation in the development of intelligent information systems using applied mathe-
matics. The authors also discuss how these systemsmight be used in domains such as
intelligent control and robotics, pattern recognition, medical diagnosis, time series
prediction, and complicated problem optimization. It provides young researchers
and students with new directions for their future study by exchanging fresh thoughts
and finding new targets/problems. The book is aimed for math and computer science
readers, especially professors and students interested in the theory and applications
of intelligent systems in real-world applications.

The book publishes new developments and advances in the various areas of fuzzy,
type-3 fuzzy, intuitionistic fuzzy, computational mathematics, block chain, creak
analysis, supply chain, soft computing, fuzzy systems, hybrid intelligent systems,
thermoelasticity, etc. It is intended to serve as a text for the researchers as well as for
the students of engineering and applied sciences.

The text is composed of 18 chapters, each of which is developed independently
of the other chapters. Chapter “Free Vibration Analysis of Generalized Thermoe-
lastic Homogeneous Isotropic Plate with Two Temperature Theory” deals with the
effect of two temperatures on the propagation of thermoelastic waves. Also intro-
duced two-temperature generalized theory of thermoelasticity is used to investigate
the propagation of thermoelastic waves in a homogeneous isotropic plate. Chapter
“Analysis of Heat Transfer Coefficients and Pressure Drops in Surface Condenser
with Different Baffle Spacings” provides an analysis of heat transfer coefficients
and pressure drops in surface condenser with different baffle spacing which gener-
alize many well-known CFD simulation results existed in the literature. Chapter
“Integration of Big Data and Internet of Things (IoT): Opportunities, Security
and Challenges” discusses various aspects and challenges of IoT, which may
encounter while providing the service in respect to the volume, variety, and velocity.
The author also suggested some techniques to resolve these problems for a better
IoT-based system with integration of big data. Chapter “Intuitionistic Fuzzy Metrics
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and Its Application” develops the theory of distances between two nonlinear intu-
itionistic fuzzy sets (numbers) with respect to (pseudo) metrics. They presented
some definitions of metric spaces and the formula of distance measure of two
different sets via cumulative aggregated formula. In Chapter “Complex Structure
ofNumber inLanguageProcessing”, author has tried to address the complex structure
of numbers through language processing.DigitalNewspaper using augmented reality
attempts to integrate ARwith the newspaper. The concept of audiovisual way of news
representation in details through augmented reality (AR)-based android application
has some novelty which has been explored in Chapter “Digital Newspaper Using
Augmented Reality?”. In Chapter “Nonlocal Fuzzy Solutions for Abstract Second
OrderDifferential Equations”, the concept of “Nonlocal Fuzzy Solutions forAbstract
Second Order Differential Equations” is good, and the authors apply the concept of
semigroup theory and suitable fixed point theorem which provides the new direction
of these nonlocal fuzzy solutions. “Performance Assessment of Routing Protocols in
Cognitive Radio Vehicular Ad Hoc Networks” deals with performance assessment
of ADOV and DSR routing protocols in CR-VANET which has been discussed in
Chapter “Performance Assessment of Routing Protocols in Cognitive Radio Vehic-
ular Ad Hoc Networks”. Infinite system of second-order differential equations in
Banach space c0 is detailed in Chapter “Infinite System of Second Order Differen-
tial Equations in Banach Space c0”. Chapter “Fourth-Order Computations of Mixed
Convection Heat Transfer Past a Flat Plate for Liquid Metals in Elliptical Cylin-
drical Coordinates” includes the fourth-order computations of mixed convection
heat transfer past a flat plate for liquid metals in elliptical cylindrical coordinates.
Chapter “Steady and Unsteady Solutions of Free Convective Micropolar Fluid Flow
Near the Lower Stagnation Point of a Solid Sphere” provides the steady and unsteady
solutions of free convective micropolar fluid flow near the lower stagnation point of a
solid sphere, an algorithm to restore low-light images by enhancement of its inverted
illumination map using dehazing which has been explored in Chapter “Low-Light
ImageRestorationUsingDehazing-Based Inverted IlluminationMapEnhancement”.
Here the case of single zero Roulette to form amathematical model for understanding
thewinning of bets has been discussed in Chapter “MathematicalModeling of Proba-
bility and Profit of Single-Zero Roulette to Enhance Understanding of Bets”. Chapter
“Nonlinear Computational CrackAnalysis of Flexural Deficit Carbon andGlass FRP
Wrapped Beams” addressing the application of blockchain in food safety has been
explored. A theoretical paper addressing the application of blockchain in food safety
is Nonlinear Computational Crack Analysis of Flexural Deficit Carbon and Glass
FRP Wrapped Beams. Here, a nonlinear finite element computational analysis of
the RC beams has been retrofitted using carbon and glass FRP for flexural char-
acteristic studies and comparison is performed with the test data which has been
studied in Chapter “Economic Benefit Analysis by Integration of Different Compar-
ative Methods for FACTS Devices”. In Chapter “Optimal Pricing with Servicing
Effort in Two Remanufacturing Scenarios of a Closed-Loop Supply Chain”, the
implementation of FACT devices with an eye to restore the quality of power supply
has been studied. A classical optimization process under a closed-loop supply chain
management with declining the emission of CO2 considering carbon tax and selling
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price-dependent market demand has been studied in Chapter “A Review on Type-2
Fuzzy Systems in Robotics and Prospects for Type-3 Fuzzy”. Some the definition
of type-3 logic and their membership functions to enhance the quality of the chapter
and proposing some prospect of type-3 fuzzy logic have been explored in Chapter
“Optimization of Palm Oil Mill Effluent (POME) Solubilization Using Linguistic
Fuzzy Logic and Machine Learning Techniques”.

The editors believe that the choice of diversified advanced topics and their brief
representation in this book would appeal to a wider section of research scholars,
practicing engineers, and scientists.
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Free Vibration Analysis of Generalized
Thermoelastic Homogeneous Isotropic
Plate with Two Temperature Theory

Ankit Bajpai and P. K. Sharma

Abstract Two-temperature generalized theory of thermoelasticity is used to inves-
tigate the propagation of thermoelastic waves in a homogeneous isotropic plate. The
governing equations are converted to non-dimensional form, and the potential func-
tions are introduced to these equations. The surfaces of the plate are assumed to be
stress-free thermally insulated. Secular equations in closed form and isolated math-
ematical conditions for symmetric and skew-symmetric wave mode propagation are
derived. The results for uncoupled, coupled, Lord–Shulman, and Green–Lindsay
theories of thermoelasticity have been obtained as particular cases. The numerical
solution is performed for coppermaterial. The effect of two temperatures on the prop-
agation of thermoelastic waves is presented graphically, and the results are compared
theoretically as well as numerically with the one-temperature Lord and Shulman
theory to show the effect of two temperatures.

Keywords Generalized thermoelasticity · Two temperature theory ·
Rayleigh–Lamb waves · Secular equations

1 Introduction

The theory of thermoelasticity describes the interdependency of thermal andmechan-
ical fields. Duhamel and Neumann [1] formulated the governing equations for ther-
moelastic solid counting the effect of temperature on deformation. This theory is
known as the uncoupled theory of thermoelasticity. But, there are two shortcomings
in uncoupled thermoelasticity that are not compatible with physical observations.
The first one is that the heat conduction equation has no elastic term. Hence, elastic
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changes do not affect the temperature. The second one is that it has a parabolic-
type heat conduction equation providing infinite speed for the deliverance of heat
waves. Boit [2] terminated the first shortcoming by introducing an elastic term,
called the mechanical coupling term, in the heat conduction equation, and the formu-
lated theory is known as the coupled theory of thermoelasticity. Researchers [3, 4]
proved experimentally that heat waves propagate with finite speed. The develop-
ments of generalized theories overcome the second shortcoming of the infinite speed
of thermal waves. These theories shift the governing equation of heat transportation
from parabolic type to wave type and hence allow the finite speed for the flow of
thermal disturbances. Lord and Shulman [5] proposed the first generalized theory of
thermoelasticity by introducing one relaxation time. Another theory of thermoelas-
ticity involving two relaxation times has been proposed by Green and Lindsay [6].
Other models of generalized thermoelasticity are Green and Nagdhi [7–9], Hetnarski
and Ignaczack [10, 11], Chandrasekhar and Tzou [12, 13], and three-phase lagmodel
[14]. Applying these generalized thermoelastic models, a lot of work has been done
by many researchers.

Chen and Gurtina [15] and Chen et al. [16] suggested two different temperatures
for heat conduction in deformable bodies. These temperatures are termed as the
conductive temperature and the thermodynamic temperature. They are separated by
heat supply for time-independent situations, and if heat supply vanishes, both temper-
atures will be equal. But for problems that are time-dependent, two temperatures are
in general distinct even though heat supply is zero. Warren and Chen [17] studied
the thermal wave propagation in two-temperature theory. Thereafter, for many years,
this theory was underestimated and ignored. But, in recent times, two-temperature
theory has been noticed bymany researchers. They obtained, further, advancement in
two-temperature theory and explained its applications primarily describing the conti-
nuity of stress function as it is discontinuous for one-temperature theory [18]. Puri
and Jordan [19] presented a complete description of the existence, structural stability,
convergence, and spatial behavior of the two-temperature theory.Youssef [20] formu-
lated a theory by introducing two temperatures in the generalized thermoelasticmodel
of Lord and Shulman, known as two-temperature generalized thermoelasticity, and
proved the uniqueness theorem for the homogeneous isotropic case. This theory
separates the temperature produced by the thermal process (conductive temperature)
and the mechanical process (thermodynamic temperature). Kumar and Mukhopad-
hyay [21] analyzed the response of thermal relaxation time on the propagation of
plane waves in the domain of two-temperature thermoelasticity. Bala [22] described
an extensive literature survey on two-temperature thermoelasticity. Sur and Kanoria
[23] studied the problem of thermoelastic interactions in three-dimensional medium
in the context of two-temperature theory. Recently, many authors have been analyzed
the two-temperature effects on the several problems of generalized thermoelasticity
[28–30].

Sharma et al. [24, 25] studied the propagations of thermoelastic waves, the gener-
alized thermoelastic waves, and generalized viscothermoelastic waves in homoge-
neous isotropic plates. Kumar and Pratap [26] investigated the propagation of waves
in homogeneous isotropicmicrostretch generalized thermoelastic plates. Kumar et al.
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[27] analyzed the effects of two temperatures on the problem of a micropolar porous
circular plate with three-phase lags.

In this study, Youssef’s model of two-temperature generalized thermoelasticity
has been used to investigate thewave propagation in generalized thermoelastic plates.
Governing equations are solved by applying normal mode analysis. Secular equa-
tions are obtained for symmetric and skew-symmetric modes of wave propaga-
tion by applying stress-free insulated or isothermal and rigidly fixed insulated or
isothermal boundary conditions. The effect of two temperatures is shown theoreti-
cally on the obtained secular equations for both modes of propagation. The secular
equations obtained by Sharma et al. [24] are obtained as a special case by neglecting
the two-temperature effects. For numerical computations, copper material is taken,
and numerical results are presented graphically for symmetric and skew-symmetric
modes in the context of Lord and Shulman’s theory with two temperatures and
without two temperatures. The effect of two temperatures is presented graphically.
The results are compared with the existing literature in one-temperature theory.

2 Basic Equations

In the framework of two-temperature theory of generalized thermoelasticity [20], the
governing equations for a linear, homogeneous, and isotropic thermoelastic material,
when body forces and heat sources are absent, are given by

(λ + μ)u j,i j + μui, j j − γ

(
θ + ν

∂θ

∂t

)
,i

= ρ
∂2ui
∂t2

, (i, j = 1, 2, 3), (1)

Kφ,i i = ρCE

(
∂θ

∂t
+ τ0

∂2θ

∂t2

)
+ γ T0

(
∂ui,i
∂t

+ n0τ0
∂2ui,i
∂t2

)
, (2)

σi j = 2μei j + λekkδi j − γ

(
θ + ν

∂θ

∂t

)
, (3)

ei j = 1

2

(
ui, j + u j,i

)
. (4)

The relation between two temperatures is:

φ − θ = aφ,i i & θ = |T − T0|, wi th
θ

T0
� 1, (5)

where a is the two-temperature parameter, ui , where i = 1, 2, 3, denote the compo-
nents of displacement vector, σi j are the components of stress tensor, ei j are the
components of strain tensor, ekk = ui,i = dilatation (i, k = 1, 2, 3), φ0 = T0 is
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the reference temperature, n0 is constant, λ and μ are Lame’s parameters, K is the
thermal conductivity, ρ and CE are the density and specific heat at constant strain,
respectively, and γ = (3λ + 2μ)αt , αt is the linear thermal expansion coefficient.
Taking a = 0, one will get the results of one-temperature thermoelasticity.

The coupled theory of thermoelasticity, Lord and Shulman generalized thermoe-
lasticity theory, and Green and Lindsay theory can be obtained by putting τ0 = ν =
a = 0, n0 = 1, τ0 > 0, ν = 0, a = 0, and n0 = 0, τ0 > 0, ν > 0, a = 0,
respectively.

3 Formulation of the Problem

Consider an infinite elastic plate of finite thickness 2d which is homogeneous,
isotropic, and thermally conducting with initial uniform temperature T0. The middle
plane of plate coincideswith the x–y plane such that –d≤ z≤d and−∞ < x, y < ∞.
The origin of the coordinate system is taken at any point of middle plane. The
boundary surfaces z = ±d are considered to be stress-free thermally insulated.

Z =d    

Z = -d

Z

X

Y

Weconsider the x–z plane as the plane of the incident and assume that the solutions
are explicitly independent of y coordinate. Still, they depend implicitly so that the
transverse component of displacement v does not vanish. Hence, the displacement
components and temperatures are given by

u = u(x, z, t), v = 0, w = w(x, z, t), φ = φ(x, z, t) & θ = θ(x, z, t) .

(6)

The governing field equations for the plate obtained from basic Eqs. (1)–(5) with
the use of Eq. (6) are

(λ + 2μ)
∂2u

∂x2
+ (λ + μ)

∂2w

∂x∂z
+ μ

∂2u

∂z2
− γ

(
1 + ν

∂

∂t

)
∂θ

∂x
= ρ

∂2u

∂t2
, (7)
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μ
∂2w

∂x2
+ (λ + μ)

∂2u

∂z∂x
+ (λ + 2μ)

∂2w

∂z2
− γ

(
1 + ν

∂

∂t

)
∂θ

∂z
= ρ

∂2w

∂t2
, (8)

μ

(
∂2v

∂x2
+ ∂2v

∂z2

)
= ρ

∂2v

∂t2
, (9)

K

(
∂2φ

∂x2
+ ∂2φ

∂z2

)
= ρCE

(
∂θ

∂t
+ τ0

∂2θ

∂t2

)
+ γ T0

(
∂

∂t
+ n0τ0

∂2

∂t2

)(
∂u

∂x
+ ∂w

∂z

)
.

(10)

Equation (9) is independent of the effect of two temperatures and has been already
discussed by Sharma et al. [24]. Hence, it is not discussed afterward.

The constitutive relations are:

σzz = (λ + 2μ)
∂w

∂z
+ λ

∂u

∂x
− γ

(
θ + ν

∂θ

∂t

)
, (11)

σxz = μ

(
∂u

∂z
+ ∂w

∂x

)
. (12)

Introducing non-dimensional quantities

x ′ = xω∗

c1
, z′ = zω∗

c1
, u′ = uω∗c1ρ

γ T0
, w = wω∗c1ρ

γ T0
,

t ′ = ω∗t, ν ′ = ω∗ν , τ ′
0 = ω∗τ0, θ ′ = θ

T0
, φ′ = φ

T0
,

a′ = aω∗2

c21
, δ2 = μ

(λ + 2μ)
,∈= T0γ 2

ρCE (λ + 2μ)
,

where

c21 = (λ + 2μ)

ρ
, ω∗ = CE (λ + 2μ)

K
.

The governing Eqs. (7), (8), and (10) in dimensional form are obtained as

∂2u

∂x2
+ (1 − δ2)

∂2w

∂x∂z
+ δ2

∂2u

∂z2
− ∂

∂x

(
θ + ν

∂θ

∂t

)
= ∂2u

∂t2
, (13)

∂2w

∂z2
+ (1 − δ2)

∂2u

∂x∂z
+ δ2

∂2w

∂x2
− ∂

∂z

(
θ + ν

∂θ

∂t

)
= ∂2w

∂t2
, (14)

∂2φ

∂x2
+ ∂2φ

∂z2
=

(
∂θ

∂t
+ τ0

∂2θ

∂t2

)
+ ∈

(
∂

∂t
+ n0τ0

∂2

∂t2

)(
∂u

∂x
+ ∂w

∂z

)
. (15)
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Further, the mechanical boundary conditions in non-dimensional form at z = ±
d are given as

σzz = ∂w

∂z
+ (

1 − 2δ2
)∂u

∂x
−

(
θ + ν

∂θ

∂t

)
= 0, (16)

σxz = δ2
(

∂u

∂z
+ ∂w

∂x

)
= 0. (17)

The thermal boundary condition in non-dimensional form at z = ± d is given by

∂φ

∂z
= 0. (18)

4 Solution of the Problem

In order to solve Eqs. (13) to (15), introduce potential functions � and � by
Helmholtz’s decomposition theorem such that

u = ∂�

∂x
+ ∂�

∂z
, w = ∂�

∂z
− ∂�

∂x
. (19)

And, take the solutions of the form

(�, �, φ) = [ f (z), g(z), h(z)] exp[iξ(x − ct)], (20)

where c = ω/ξ is the phase velocity, ω is the frequency, and ξ is the wave number.
Inserting Eq. (19) in Eqs. (13), (14), and (15), further applying the solution defined

byEq. (20) in resulting equations, and then solving the resulting systemof differential
equations, the expressions for u, w, φ, and θ are obtained as

u(x, z, t) = [iξ(C3 cosm1z + C4 sinm1z + C5 cosm2z + C6 sinm2z)

−βC7 sin βz + βC8 cosβz] exp[iξ(x − ct)], (21)

w(x, z, t) = [−m1C3 sinm1z + m1C4 cosm1z − m2C5 sinm2z + m2C6 cosm2z

−iξ(C7 cosβz + C8 sin βz)] exp[iξ(x − ct)],
(22)

φ(x, z, t) =
⎡
⎣

1

α1
(C3 cosm1z + C4 sinm1z) + 1

α2
(C5 cosm2z

+C6 sinm2z)

⎤
⎦ exp[iξ(x − ct)],

(23)
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θ(x, z, t) =

⎡
⎢⎢⎣

{1 + a(ξ 2 + m2
1)}

α1
(C3 cosm1z + C4 sinm1z)

+{1 + a(ξ 2 + m2
2)}

α2
(C5 cosm2z + C6 sinm2z)

⎤
⎥⎥⎦ exp[iξ(x − ct)],

(24)

where

α j = −iωt2
{
1 + ag j

}
α2 − m2

j

, g j = (
m2

j + ξ 2
)
, ( j = 1, 2),

α2 = ξ 2(c2 − 1
)
, β2 = ξ 2

(
c2

δ2
− 1

)
,

m2
1 = 1

2

(
A +

√
A2 − 4B

)
, m2

2 = 1

2

(
A −

√
A2 − 4B

)
,

A = 2ξ 2 − ω2
(
1 + t0 − i ∈ ωt2t3 + a

(
ω2t0 + 2iξ 2ωt2t3 − 2ξ 2t0

))
−1 + aω2(t0 − i ∈ ωt2t3)

,

B = −ξ 4 − ω4t0 + ω2ξ 2
(
1 + t0 − i ∈ ωt2t3 + a

(−ω2t0 − i ∈ ξ 2ωt2t3 + ξ 2t0
))

−1 + aω2(t0 − i ∈ ωt2t3)
,

t0 = τ0 + iω−1, t2 = ν + iω−1, t3 = n0τ0 + iω−1.

Terms corresponding to ‘a’ exhibit two-temperature thermoelasticity. If a = 0,
one will get results for one-temperature thermoelasticity, which are in agreement
with Sharma et al. [24].

5 Secular Equations

Using the above expressions (21)–(24) and applying boundary conditions (16), (17),
and (18), a homogeneous system of linear equations in terms of unknowns Ci is
obtained. The obtained homogeneous system of equations will be non-trivial iff the
determinant of coefficientmatrix vanishes. It gives the secular equation for stress-free
thermally insulated boundary and is obtained as

(
tanm1d

tan βd

)±1

− m1(α
2 − m2

1)(1 + a(ξ 2 + m2
2))

m2(α2 − m2
2)(1 + a(ξ 2 + m2

1))

(
tanm2d

tan βd

)±1

= 4ξ 2βm1(m2
2 − m2

1)(1 + a(ξ 2 + α2))

(ξ 2 − β2)2(α2 − m2
2)(1 + a(ξ 2 + m2

1))
.

(25)
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In Eq. (25), the indices + 1 and –1 represent skew-symmetric and symmetric
modes, respectively. Equation (25) is the characteristic equation for the modified
guided two-temperature thermoelasticwaves for propagating in the plate.Wemention
these waves as two-temperature thermoelastic plate waves instead of Lamb waves,
whose characteristic was described by Lamb in 1971 for isotropic materials in elas-
tokinetics. For one-temperature theory, the two-temperature parameter will be zero,
i.e., a = 0. Then, the secular Eq. (25) reduces to the secular equation as described
by Sharma et al. [24].

6 Numerical Results and Discussion

In order to describe theoretical results presented in above equations, numerical results
are presented. Here, we have chosen copper material [18] for evaluation of numerical
results and physical data which is as given below

λ = 7.76 × 1010Kg m−1s−2, μ = 3.86 × 1010Kg m−1s−2,

∈= 0.0168, ρ = 8954Kg m−3, CE = 383.1 J Kg−1K−1,

K = 386W m−1 K−1, αt = 1.78 × 10−5K−1, T0 = 293K ,

τ0 = 6.131 × 10−13s, ν = 8.765 × 10−13s, d = 1.0.

The phase velocities of symmetric and skew-symmetric modes of wave propa-
gation have been computed for various values of wave number from the dispersion
relation (25) for stress-free thermally insulated boundary conditions for Lord and
Shulman theory of thermoelasticity.

Figure 1 presents the variation of non-dimensional phase velocity with wave
number for n = 0, 1, 2 in case of skew-symmetric modes of vibration. Curves with
dark circles as markers correspond to two-temperature theory in both figures. The
phase velocity in all the three wave modes has higher magnitude in two-temperature
theory as compared to corresponding one-temperature theory of thermoelasticity.
Similar behavior has been observed for other theories as well. Figure 2 presents the
variation of phase velocity with wave number for n = 0, 1, 2 in case of symmetric
modes of vibration. In case of one-temperature theory, the results become similar to
existing literature in [24]. In symmetric modes of vibration, the phase velocity for
all three wave modes in case of two-temperature thermoelasticity is having smaller
magnitude than one-temperature theory. But in skew-symmetric modes of vibration,
the phase velocity in two-temperature theory has a higher magnitude in comparison
to one-temperature theory.



Free Vibration Analysis of Generalized Thermoelastic Homogeneous … 9

0

0.5

1

1.5

2

2.5

3

0 1 2 3 4 5 6N
on

-d
im

en
si

on
al

 p
ha

se
 v

el
oc

ity

Non-dimensional wave number

Sk. Sym n=0

Sk. Sym n=1

Sk. Sym n=2

2T Sk.Sym n=0

2T Sk.Sym n=1

2T Sk.Sym n=2

Fig. 1 Variation of phase velocity with wave number for skew symmetric mode in LS theory
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Fig. 2 Variation of phase velocity with wave number for symmetric mode in LS theory

7 Conclusions

Wave propagation in an infinite homogeneous isotropic plate of finite thickness ‘2d’
in the context of two-temperature generalized thermoelastic model is investigated.
Secular equations of stress-free thermally insulated plate surfaces for symmetric and
skew-symmetric modes are derived. The phase velocity is obtained numerically from
secular equations for Lord and Shulman theory in the stress-free thermally insulated
boundary.

From the numerical results, one can observe that the two-temperature theory leads
to an increase in the phase velocity in skew-symmetric modes and a decrease in the
phase velocity in symmetric modes of vibration as compared to the one-temperature
thermoelasticity.
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Analysis of Heat Transfer Coefficients
and Pressure Drops in Surface
Condenser with Different Baffle Spacings

P. S. Prem Kumar, V. Surya Teja, S. Arunvinthan, and S. Nadaraja Pillai

Abstract Nowadays, heat exchange devices are becoming one of the essen-
tial components in complex engineering systems such as power plants and food
processing industries. Especially in power plants, the surface condenser plays a
crucial role in enhancing the thermal efficiency which works like shell and tube
heat exchangers. Generally, the heat transfer coefficient and pressure drop of the
surface condenser depend on baffle spacing. The baffle spacing significantly influ-
ences the heat transfer coefficient for the shell-side fluid. CFD simulations were
carried out for different cases of single-pass shell and tube heat exchanger by varying
the number of baffles at same operating conditions. The purpose of baffles is to
support the tube bundle and directs the fluid to flow on the surface of tubes. In this
study, four different cases by varying the shell diameter relative to baffle spacing
and the number of baffles were considered to evaluate the heat transfer coefficients
and pressure drops. It is observed that following the decrement in baffle spacing,
the cross-flow area of shell-side region decreases; hence, there will be an increase in
Reynolds number for shell-side fluid which results in enhanced heat transfer coef-
ficients. Moreover, the segmental baffles are widely used in industrial applications
where the purpose of enhancing heat transfer coefficient in surface condensers is to
improve the condensation process of steam to liquid at faster rates.
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1 Introduction

Shell and tube heat exchangers (S-T ’s) are widely utilized in major technical appli-
cations like thermal plants, pharmaceutical industries, oil refineries, food production
industry, waste heat recovery plants, and air conditioning due to its lower production
cost. S-T ’s provide relatively more area and volume for the flowing fluids, thereby
increase the heat transfer rates and further help reducing the difficulties associated
with cleaning in the device. More than 35–45% of heat exchangers used in the indus-
tries are shell and tube heat exchangers due to their high adaptability and flexibility
along with more convenient cleaning procedures in comparison with other types of
heat exchangers. Shell and tube heat exchangers used in modern power plants are
surface condenser type which plays a crucial role in converting the exhaust steam
from the turbine into liquid condensate which is then utilized for boiling process.
The major factor that is provided by S-T is more space to flow the exhaust steam
which is at a low pressure, i.e., below than atmospheric pressure. As it is well known
that the condenser maintains the low pressure to increase the turbine work output
by varying the enthalpy at inlet and outlet of the turbine, it influences the thermal
efficiency of the plant. The heat transfer mechanism in the surface condenser is the
saturated steam and is condensed on the surface of tubes, and the circulated water
gets heated inside the tubes. During condensation process, the temperature of shell-
side fluid remains constant (phase change) because only the latent heat of steam
releases which was taken by the water; so, to increase the heat transfer rate, the heat
transfer coefficients must increase. This can be possible when the Reynolds number
of shell-side fluid, i.e., steam is to increase by providing baffles. The major factors
affecting the surface condenser performance are turbulence intensity, heat transfer
coefficient, shell and tube flow rates, pressure drop, and fouling factors. Traditional S-
T ’s with segmental baffles are used in industries which shows a huge pressure drop.
Reppich et al. [1] proposed a new technique for single-phase liquid and gaseous
stream applications with segmental baffles in heat exchangers, and Soltan et al. [2]
studied about optimizing the baffle spaces in condensers by developing the computer
program to minimize the capital costs and operating costs. Wang et al. [3] studied
about improving the performance of S-T’s by replacing the segmental baffleswith the
helical baffles. Zhang et al. [4] conducted an experimental analysis on shell-side heat
transfer for both standard segmental baffles and middle-overlapped helical baffles,
in which they concluded that helical baffles show more effectiveness than segmental
baffles. Wang et al. [5] demonstrated that inserting choke plates in between the two
baffles reduces the outflow, but the shell-side performance was gradually reduced.
The baffles used in their analysis are non-continuous helicoids.

Cao et al. [6] implemented new S-T ’s with sextant helical baffles and reported
that in sextant helical baffles, the leakage flow in triangle zone gets reduced and
the radial velocity becomes more uniform. Similarly, Prithiviraj et al. [7, 8] together
proposed a new technique for designing anS-T called distributed resistance approach;
in this case, it is having multiple tubes in a single computational domain such that
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shell side of the heat exchanger was modeled by a coarse grid. Sha et al. [9] devel-
oped thermal hydraulic and multidimensional technique, in which shell-side designs
consist of volumetric porosity and distributed resistance approaches. Stevanoivic
et al. [10] completely performed a numerical approach for three-dimensional S-T ’s
by modeling baffles, shell and tube bundle with the porous media, in which these
numerical results provide a better approach to experimental results. Bin Gao et al.
[11] conducted experiments on S-T ’s with the baffles having different helix angles
such as 8°, 12o, 20°, 30°, and 40°, and the result showed that helix angle with 40°
was better one. Sirous Zeyninejad Movassag et al. [12] replaced the segmental tube
bundles with the helical bundles such that there will be a reduction in the pres-
sure drop; hence, the pumping and operation costs are reduced. From the numerical
studies, Farhad et al. [13] reported that with the same helix angle of 40° and for same
operating conditions, the heat transfer area is decreasing with the increment of space
between the baffles. But the heat transfer rates are getting increased with the incre-
ment of baffle spaces at the same pressure drop. In the same way, pressure gradient
decreases with increase in the baffle spacing. You et al. [14] conducted numerical
analysis on S-T ’s with flower baffles by considering turbulence kinetic energy and its
dissipation rate as well. The results showed that there is 15% error when compared
with the experimental results. Wang et al. [15] conducted experiments on S-T ’s with
flowered baffles and original segmental baffles under same operating conditions and
found that heat exchangers with flowered baffles are 20–30% better than segmental
baffled heat exchangers. For calculating the pressure drop at shell side of S-T ’s with
standard segmental baffles, Edward Gaddis et al. [16] presented the complete proce-
dure. Li et al. [17] found that the heat transfer coefficient increases with the increase
in the baffle spacing, but it shows some effect on the distribution of heat transfer at
each and every individual tube. Taborek et al. [18] suggested that baffle spacing of
every shell and tube heat exchanger depends on shell diameter such that minimum
spacing should be equal to 20% of shell diameter, whereas maximum spacing should
not cross the shell diameter.

2 Design of Surface Condenser

A surface condenser is a device which is widely installed in thermal power plants to
convert the exhaust steam coming out of the turbine into a liquid condensate which is
then used for boiling purpose. The working of the surface condenser is like shell and
tube heat exchanger. To study the effect of heat transfer coefficient and pressure drop
in a condenser, the suitable design of S-T ’s is to be chosen as per standards based on
Kern [19] and Gaddis [20–22]. In most of the industrial applications, single-pass S-
T ’s are used because of the low production cost and easymanufacturing. In this study,
a single-pass steam–water S-T is designed with a requirement to increase the turbine
work output while maintaining the exhaust pressure below atmospheric as given in
Table 1. The design of four different cases of the same dimensional condenser in 3-D
view is depicted in Fig. 1. In general, the hot fluid in the condenser is steam which
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Table 1 Data for design of
surface condenser

Property Unit Shell-side fluid—steam value

THI
oC 45

THO
oC 45

P kg/m3 0.06555

C KJ/kg K 1.9400

μ kg/m-s 1.04606E-5

K W/m–K 0.0199747

Property Unit Tube-side fluid—water value

TCI
oC 25

TCO
oC 35

P kg/m3 995.65

C KJ/kg K 4.1800

μ kg/m-s 0.0007973

K W/m–K 0.6155

Fouling factor m2 K/W 0.0002

must be taken at the shell side of heat exchanger because it requires more numbers
of the tube as the specific volume is very higher than water.

The other factor is that water has more fouling properties so that it should not be
taken at the shell side because the shell-side cleaning is very difficult when compared
with tube cleaning so that cold water should be taken at tube side which receives
heat from the steam.

The number of baffles in the condenser depends on space between the two adjacent
baffles. The number of baffles can be calculated by Eq. (1). To study the effect of
heat transfer coefficient and pressure drop with different numbers of baffles in a
condenser, the only possible way is to vary the baffle space because shell length of
the condenser cannot be varied practically in any industrial applications. The four
different cases are shown in Fig. 1.

NB = shelllength

Bafflespace+ Bafflethichness
− 1 (1)

3 CFD Simulation of Surface Condenser

A. Physical ModelA commercially available CFD code (Fluent 15.0) has been

used to carry out the numerical simulations of the required geometries. A three-
dimensional geometric model was designed in the Ansys Workbench followed
by the appropriate meshing. The tube and shell materials considered in this



Analysis of Heat Transfer Coefficients and Pressure Drops in Surface … 17

Fig. 1 Different baffle
spacings for same
dimensional condenser: case
B—baffle space equals to
50% of shell diameter

Case A – Baffle space equals to Shell diameter.

Case B – Baffle space equals to 50% of Shell diameter.

Case C – Baffle space equals to 25% of Shell diameter.
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Fig. 1 (continued)

Case D – Baffle space equals to 20% of Shell diameter.

study are copper and steel respectively as available in the Fluent database. The
inlet boundary conditions for both steam and cold water are set as flow openings,
while the outlet conditions for condensate and hot water are set to be the pressure
openings. The numerical simulations were solved to evaluate the heat transfer
coefficients and pressure drop by using k-E turbulence model.

B. Governing Equations

In this study, k-E turbulence model is adopted. The governing equations used to
solve the problem in the computational domain comprise continuity, momentum,
energy, k, and E. In surface condensers or shell and tube heat exchangers, the
requirement of turbulence model is necessary because the turbulence intensity
of fluid increases when the fluid flows through the tip of the baffles. The baffles
are responsible for making fluid into zig-zag motion on the surface of the tube
bundle. The energy transformation also happens between the shell and tube fluids
by means of convection. k-E model can be defined by two transport equations,
of this one equation determines the energy in the turbulence and it is said to be
turbulent kinetic energy which was denoted by k. The other transport equation
determines the rate of dissipation of turbulent kinetic energy which was denoted
by E [23, 24]. The equations are as follows:

Turbulent kinetic energy (k):

∂ρk

∂t
+ ∂(ρkui)

∂xi
= ∂

∂xi
·
[
μt

σk
+ μ

]
· ∂k

∂xi
+ Zk (2)

Turbulent dissipation energy (E):

∂ρε

∂t
+ ∂(ρuiε)

∂xi
= ∂

∂xi
·
[
μt

σε

+ μ

]
· ∂ε

∂xi
+ Zε (3)
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ut represents eddy viscosity.

ui denotes velocity component in the corresponding direction.

Zk and ZE represent the rate of deformation and buoyancy forces.

C. Boundary Conditions
• Shell-side inlet is set as flow opening of steam with different mass flow rates

1.389 kg/s, 2 kg/s, and 2.611 kg/s, respectively. The inlet temperature of the
steam is considered as 318 K to maintain the constant temperature throughout
the entire process.

• Tube-side inlet is set as inlet with a 1 m/s velocity of water at 298 K temperature.
• Both the outlets of shell and tubes are set as pressure openings, i.e., atmospheric

pressure.
D .Test for Mesh Independency

Due to the complexity in the structure of a condenser, an unstructured grid with
tetrahedral and triangular cells was considered in the computational domain. The
grid independence test is required for any numerical study to ensure accuracy
in the results. For the grid independence test, the surface condenser with four
segmental baffles is meshed with different number of cells: 1.042, 1.140, 1.252,
1.306, 1.409 million. Numerical simulations were conducted for the same shell
flow rate (1.389 kg/s) at various mesh densities to obtain the reliable solutions.
The comparison between heat transfer rate and grid quantity is shown in Fig. 2,
which results in the change in heat transfer rate of almost less than 3% in last
three groups. Therefore, the change in the grid size has very little impact on heat
transfer rates when the number of cells is near to 1.409 million. Consequently,
the grid size giving the independent results is selected, and the total number of
cells is adopted as 1.409 million cells. The convergence criteria for all required
equations are to be assumed as 1 × 10–6 in residual monitors.

4 Results and Discussion

In this present study, four condensers with different baffle spacings and mass flow
rates were numerically investigated to understand the heat transfer and flow field
characteristics.

A. Heat Transfer Coefficient

Heat transfer coefficient versus mass flow rates of cases A to D are discussed in
Fig. 3. It is clearly observed that the heat transfer coefficient increases with the
decrease in baffle spacing as the Reynolds number of shell-side fluid depends
on cross-flow area of a condenser. When the baffle spacing reduces with the
increase in the number of baffles in the condenser, the cross-flow area reduces
resulting in high turbulence intensity, i.e., enhanced local mixing of fluid results
in the increment of heat transfer coefficients.
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Fig. 2 Grid independence test of numerical simulation
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Fig. 3 Mass flow rate vs. heat transfer coefficient

For example, when comparing the heat transfer coefficients in cases A and B, B
is nearly 31% greater than A. In the same way, the heat transfer coefficients in case
C are further increased than case B by 32%. Case D has the highest heat transfer
coefficients out of all the cases which is increased by 12% than case C.

B. Pressure Drop

Pressure drop versus mass flow rates of case A–D are discussed in Fig. 4. Pres-
sure drop is considered as one of the important parameters in the design of
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Fig. 4 Mass flow rate versus pressure drop

condensers as the pumping power used for shell fluid depends on it. Figure 4
clearly demonstrates that the pressure drop is reducing with the increase in the
baffle spacing. As an example, the pressure drop in case C is 47% less than that
of case D. The pressure drop reduced from case C to case B is 81% which is
further reduced to 83% in case A. The reduction in pressure drops from case D
to case A is attributed to the increase in the distance between the adjacent baffles
and the corresponding decrement in the number of baffles, so that the flow area
for shell fluid in the condenser is increasing; hence, there is little objection to
the fluid flow.

C. Heat Transfer Coefficient per Pressure Drop

In order to obtain the optimum ranges between two characteristics like heat
transfer coefficients and pressure drop, a considerable comparison should
be done between them. Since the heat transfer coefficient and pressure drop
are relying on each other, the comparison between these two characteristics’
result shows that the baffle spacing can provide enhanced heat transferwithin
the acceptable range of pressure drop.

Figure 5 clearly shows that the condenser with longer baffle spacing shows higher
heat transfer rates with the minimum pressure drop. For example, case B has heat
transfer coefficient per pressure drop value less than 75% than caseAwhich is further
reduced to 73% in caseC. The condenser with lower baffle spacing has smaller values
as shown in Fig. 5 which has 83% lower than case C.
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Fig. 5 Mass flow rate vs. heat transfer coefficient per pressure drop

5 Conclusion

In the present study, the numerical analysis of surface condenser with different baffle
spacings was conducted to determine the effect of heat transfer coefficient and the
corresponding pressure drop in the shell-side region of the surface condenser. CFD
simulations were conducted for four condensers with same dimensions by varying
the space between the baffles with the help of Fluent. The analysis on the condenser,
the baffle spacing, and the number of baffles shows a significant effect on heat
transfer area and turbulence intensity of shell-side fluid which alters the heat transfer
coefficients and pressure drop. The main conclusions are as follows:

1. The increase in space between two adjacent baffles results in a decrement of
pressure drop.

2. For the same working conditions and same mass flow rate, the heat transfer
coefficients are predominantly increasing for the lower baffle spacing.

3. At the same pressure drop, lower baffle spacing has lower heat transfer coefficient
as in condenser with nine baffles, whereas longer baffle spacing has higher heat
transfer coefficient as in condenser with two baffles.

In the design of surface condensers, baffle space plays a crucial role. For instance,
the design consideration towards the pressure drop and power required to pump
the fluid into the shell, condenser with higher baffle spacing must be considered. If
the priority is toward heat transfer coefficient, a condenser which provides higher
turbulence intensity has to be chosen and this is possible with the more number of
baffles and lower baffle spacing. In the future, the other prefix parameters like tube
diameter, mass flow rate, baffle angle, and other such design aspects and its effect
on heat transfer coefficients will be studied.
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Integration of Big Data and Internet
of Things (IoT): Opportunities, Security
and Challenges

Suman Sekhar Sarangi, Debabrata Singh, Shrabanee Swagatika,
and Nibedita Jagadev

Abstract IoT is upgrading and evolving due to its smart features and comfortless,
whereas big data also helps storing and managing a huge amount of data effectively.
In this paper we are trying to analyze the data created by IoT to provide an applica-
tion and how effectively be managed by big data despite the data being structured,
semi-structured or unstructured and while doing the management how cloud-based
platform-as-a-service system (PaaS) is useful for a durable and cost-effective storage
application. Later part of this paper we also discussed the various aspects and chal-
lenges of IoTmay encounter while providing the services with respect to the volume,
variety and velocity. We also suggested some techniques to resolve these problems
for a better IoT-based system with integration of big data.

Keywords Big data · Cognitive · IoT · TLS · Hadoop · DWH · DL · HDFS ·
MRP

1 Introduction

IoT is a giant collection of physical objects or things connected through Internet that
collects and exchanges data with each other [1]. As we know, people connect with
each other with the help of social media over Internet, and here similarly, different
things or objects connect with each other over Internet, hence the name as Internet
of Things. The “thing” in IoT can be any objects such as automobile with a built-in
sensor, fitness device that measures heart rate of a person, electronic appliances that
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have unique identifiers (IPv6) [2] and are assignedwith an IP address that collect data
and transfer them over a network without human intervention. Machine to Machine
communications is going to be the next generation of Internet revolution connecting
huge number of devices on Internet [3].

Big datameans large volume of complex data fromdifferent datasetswhich cannot
be processed, analyzed and stored, using traditional data processing systems. Due
to evolution and enhancement in technology, we are generating lots of data. Social
media is one of the most important factors in the evolution of big data [4]. Data is
generated through videos, images, etc., on a daily basis on an enormous amount. The
role of big data in IoT is to process large amount of data generated by IoT devices
on a real-time basis using different storage technologies [5].

1.1 Problem Statement

As the number of devices and data generated by IoT devices is increasing rapidly,
therefore it is a challenging task to process, store and analyze tremendous amount
of huge volume of complex data in scalable, cost-effective and distributive manner.
So to tackle this situation, big data is used as a key to analyze the IoT-generated data
from the connected devices. Its role is to process the large amount of data generated
by IoT on a real time and store them using different technologies by dividing the
complex data into small fragments and analyze them simultaneously.

1.2 Motivation

The primarymotivation towork on this topic is finding loopholes of the IoT-generated
data. The main concerns that accompany the IoT are various threats including the
breach of privacy, overdependence on technology and the loss of jobs. Another report
that took a gander at a great many associations from IoT gadgets present on big
business systems found that over 40% of them do not scramble their traffic. Modern
IoT gadgets helped us to connect virtually with different objects and adding a level of
digital intelligence to devices. In this situation, it is very difficult for a programmer
to control the traffic and collect the information. The greatest discovering was that
91.5%of information exchanges performed by IoTgadgets in corporate systemswere
decoded. To the extent gadgets go, 41% did not use Transport Layer Security (TLS)
[6] by any stretch of the imagination, 41% utilized TLS just for certain associations,
and just 18% utilized TLS encryption for all traffics. Gadgets that do not scramble
their associations are powerless to different sorts of MitM assaults.
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1.3 Challenges of IoT Data

In order to integrate big data with cloud, a lot of challenges may be encountered. Out
of them, some are as follows:

• Lack of updated software: In order to use smart and compact IoT devices, we
are not providing the better security as well as not providing the enough space
to update the new versions of the software. The older versions of the product are
also more prone to security theft.

• Lack of secure communication: To achieve high performance, the security is
ignored which may be a challenge in long run. For a better IoT product, this part
needs to be handled.

• Authorized device: Authenticity of IoT products is not verified in often which is
another issue that needs to be rectified in order for this integration.

• Botnet attacks: The IoT devices are too often tested by various attacks to check
their sustainability to which many devices fail to survive.

• Cloud attack standards: Due to the huge data associate with the IoT, some
proper standard should be maintained to access and store the data in cloud. As
cloud computing itself suffers from security issues, the devices which use the
same technology will suffer from the same.

• Security and privacy: Security and privacy is an essential pillar of the Internet
that is themost significant challenge for the IoT because any devicewithout proper
security and privacy is of no use in long aspect.

2 Related Works

Many researchers work on IoT as well as big data, and some also integrate both.
For example, Kaur [7] integrates the big data with IoT, to find the critical data
analysis and optimal solutions. In various systems of IoT devices, big data does not
provide the sufficient information. So the integration improves the quality operations,
i.e., education system, agriculture, environment protect, intelligent transportation,
etc. Authors focused on multiple areas and proposed a new model, which can help
to collect the data from various sources of IoT devices. Ge et al. [8] described
about the big data for IoT. The disparity between the IoT domains has isolated
the big data evolution. The mutual understanding helps the evolution of big data
research in IoT. They discuss the similarity and differences among different big data
technologies used in different IoT domains. Authors help to bridging the IoT and
big data communities and selected a set of typical IoT domains and described the
features in each domain. Four important aspects are also derived from the big data
process.

Ahmed et al. [9] described about “the role of big data analytics in Internet of
Things”. Here, the researchers have examined the challenges associated with the
successful deployment of IoT. Authors also focus on the recent advancement of
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big data analytics with IoT systems. They also manage the big data processing and
different analytic solutions in the field of IoT environments. This paper identifies the
opportunities resulting from the convergence of IoT, analytics and big data. Through
the data analytics, the existence of big data solutions in IoT infrastructure can be
taken care. Rehman et al. [10] describes about “The role of big data analytics in
industrial Internet of Things”. They investigated the recent big data analytics (BDA)
technologies, algorithms and techniques that can lead to the development of intelli-
gent IoT systems. Sassi et al. [11] described about a new architecture for Cognitive
Internet of Things and big data. Here, the researchers proposed a new architecture
that benefits computing mechanisms by combining the data warehouse (DWH) and
data lake (DL) and defining a tool for heterogeneous data collection. They analyzed
the existing technologies, tools and techniques from the related works and selected
survey papers which allowed them to select appropriate technologies for their archi-
tecture. It could help future IoT researchers who would create architecture-based
cognitive IoT concept that fits well with the scalability of the business require-
ments. They also intend to enhance the tool by considering new methods such as
deep learning for extracting and recognizing the data from data sources that could
be used to improve the data collection. Diene Bassirou [12] described about data
management techniques for Internet of Things. This paper identifies the most rele-
vant concepts of data management in IoT, surveys the current solutions proposed for
IoT data management, discusses the most promising solutions and identifies relevant
open research issues on the topic providing guidelines for further contributions. The
researchers have provided new IoT data management methods such as middleware
or architecture-oriented solutions to facilitate the integration of generated data, effi-
cient storage and indexing methods of structured and unstructured data, as well as
supports for NoSQL languages.

3 Classification of IoT

IoT is a giant collection of physical objects or things connected through Internet
that collects and exchanges data with each other. As we know, people connect with
each other with the help of social media over Internet, and here similarly, different
things or objects connect with each other over Internet, hence the name as Internet
of Things as depicted in Fig. 1.

3.1 Cognitive IoT

Cognitive systems are self-learning using different computing technologies like data
mining, ML, natural language processing and human–computer interaction. CIoT
is the amalgamation of various cognitive technologies which are collected from
devices that are connected. The rise of presenting data to manage, process and store
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Fig. 1 Layers of IoT

information provides a route to diversified challenges of infrastructure. These various
challenges are handled by IoT that are represented in factor awareness by developing
a system that is smart enough to achieve requirements of the user. Therefore, Fig. 2
represents cognitive IoT in which data generated by web data (data is generated by
various heterogeneous number of sources) and also IoT devices is observed through a
middleware. Big data takes unstructured data, collected by IoT devices and organizes
the to optimize their processes. IoT with big data process is depicted in Fig 3 and the
features of hadoop are represented in Fig 4.

In the perception layer (lowest layer of the convulational architecture) user collects
the useful information/data from things or the environment and sent to the smart

Fig. 2 Cognitive IoT architecture
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Fig. 3 IoT big data process

Fig. 4 Features of hadoop

devices for store. In the second layer, information exchange, data reorganization
and data extraction can occur by the help of context management. Then, the data is
extracted from the context management. At the third layer, data lake (DL) occurs,
transform to the dataset and stored in the data warehouse (DWH) through ETL. Then,
data analysis can be done. At the service layer, it helps its maximum role and gives
intelligent services.

Today, IoT is more an illustrative term of vision that everything should be
connected to the Internet [13]. IoT is a connection of physical objects and virtual
objects on the basis of communication and information technologies that provide
opportunities to access data from any place. Physical world things are the objects
that physically exist which we can operate, sense and connect to them, while things
in virtual world are the objects that can be accessed, stored and processed. IoT uses
sensors to collect information. Sensors are already used in day-to-day life which
people are unaware of like smartphones that contain variety of sensors such as GPS,
ambient light sensors, proximity sensors and torch screen sensors [14].



Integration of Big Data and Internet of Things (IoT): Opportunities, … 31

3.2 Applications of IoT

IoT is widely used in different contexts such as human body, homes, cities, industries
and the global environment. The applications of IoT are:

• IoT in your home: Houses are equipped with smart devices like smart thermostats,
lighting devices which can be remotely controlled via devices like smartphones
and computers. For example, automatic watering system can be installed to keep
plants in the garden alive and avoid wasting of water.

• IoT in human body: Here, IoT enables connectivity using sensors. For example,
tracking activities and health status could improve person’s daily life and also
improve their future health.

• IoT in health care: IoT provides many benefits in the field of health care such
as ability to keep track of patients closely to use the generated data which is
analyzed afterward. Nowadays, hospitals use systems enabledwith IoT to perform
different tasks such as cataloguemanagement, formedicines and differentmedical
instruments [13].

• IoT in urban cities: In smart urban cities, different types of IoT detectors (or
sensors) like smart streetlights help in reducing traffic, reduce air and noise
pollution and improve sanitation [9].

3.3 Classification of Big Data

Big data means vast amount of enormous complex data which can be processed,
analyzed and stored by using different types of data processing systems in a
distributedmanner. Now, youmust be thinking big data as data that has hugememory
size but that is not what exactly big data is [9]. Let us understand the concept of big
data from an example. For example, if you try to link a document (of any type) of
200 MB to an email, then of course you would not be able to link the document
to the email because the email system would not support the link (or attachment)
which exceeds its size limit. Henceforth, the document in accordance to email can
be termed as big data.

Let us discuss the concept of big data from a different real-life examples. Aero-
planeswhen they fly in the air, they transmit data continually to the air control systems
which are built in the airports. The air control systems then use the data transmitted
by the aeroplanes to track and detect the status, live location and progress of the
aeroplanes in a distributed manner. As there will be multiple aeroplanes that would
be transmitting data at the same time, a large volume of enormous data gets piled up
at the air control systems within a short period of time. This enormous volume of
data is termed as big data [15].



32 S. S. Sarangi et al.

Big data is classified into three types:

• Structured data: The type of datawhich has a genuine (or proper) format associated
with it is called as structured data. For example, data located in databases, CSV
files, XLS, etc.

• Semi-structured data: The type of data that does not have any proper or genuine
format associated with it is called as semi-structured data. For example, data that
is present in log files doc files, emails, etc.

• Unstructured data: The type of data that does not have any type format associated
with it is called as unstructured data. For example, graphic files, image files, mp3
files, mp4 files, etc.

Characteristics of Big Data:

Big data includes five V’s. They are:

• Volume: The total amount of data that is processed (or generated) is termed as
volume. The vast amount of data has become so huge that it cannot be stored and
analyzed using traditional database technology.

• Velocity: The speed or rate at which the data is getting produced (or generated)
is called as velocity. Nowadays, on a daily basis, amount of messages over social
media, pictures and emails is increasing at a huge rate. Every second, data is
increasing at an enormous speed. The technology of big data allows analyzing the
data that is getting generated (or produced) without keeping it in the databases.

• Variety: Variety means the different types of data which are getting generated.
Eighty percentage of data which are getting generated nowadays are unstructured
that include graphic files such as images, videos. The technology of big data
allows both structured data and unstructured data to analyze, process and store
data at the same time.

• Value: The generated data’s worth is referred as value. Having innumerable
amount of data is of no use if it cannot be turned into valuable data. The most
important aspect is to know and understand that the cost benefits of accumulating
and examining the data are to make sure that the generated data can be tracked (or
monitored). Here, we need to make sure that whatever data we generate, it will
actually help us and has some value to it.

• Veracity: It refers to the extent to which how accurate, truthful and precise the
generated data is and how much we can rely on that data. It is the uncertainties
and inconsistencies in the data. Generating enormous amount of data is useless if
quality and honesty (or trustworthiness) of the data are compromised, i.e., data is
inaccurate. For example, a software bug causes data to be calculated incorrectly.

4 Impact of IoT on Big Data

As the number of devices and data generated by IoT devices are increasing rapidly,
therefore it is a challenging task to process, store and analyze big data in scalable,
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cost-effective and distributed manner. IoT gives us access to data from millions
of devices and servers through sensors, and they produce sets of data that need to
be processed, stored and analyzed using big data. IoT helps in reducing costs and
increasing revenue, but at the cost of generating enormous data [16].

Despite the fact that big data and IoT developed gradually and independently, both
of them have become interconnected (or interrelated) over the course of time. A study
by Gartner states that somewhere around 4.4 trillion GB of data will get generated by
2020 through IoT and more than 26 billion of sensors and devices will be connected
to the Internet, and $300 billion revenue will be generated [17]. All these devices
will generate and share huge amount of data in real time. When organizations use
this data for the purpose of analyzing, IoT plays an important role as it acts as the
major source for the data and this is where big data comes into picture. Big data is
used as a process to analyze the data generated by IoT-connected devices. The role
of big data in IoT is to analyze and process huge amount of data in a distributed
manner and then store them using different big data technologies.

4.1 IoT Big Data Process

The process of IoT big data has four steps which are sequential in order:

i. Enormous amount of complex unstructured data gets generated by IoT devices
that are collected in big data systems. This data generally depends on three V’s
of big data (volume, velocity and variety).

ii. Big data systems are a shared distributed type of databasewhere the large amount
of complex data gets stored in files of big data and then they are mapped and
transformed into big data analysis.

iii. Then, the IoT-generated big data is analyzed using different big data analytic
tools like MapReduce, Apache Hadoop, Spark, etc.

iv. Finally, generate the reports of the analyzed data.

4.2 How They Impact Each Other?

The impact of the huge amount of IoT-generated data is felt among all big data
systems, as a result of which forcing the big data systems to upgrade their contempo-
rary tools and technologies, to analyze and store data and then to take benefits of this
newly generated data. Most of the organizations nowadays are acquiring the storage
platform-as-a-service (PaaS) model in place of keeping their own infrastructure to
store this huge data that will require development to handle the load of the big data.
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Platform-as-a-service is a cloud-based solution which provides flexibility, scala-
bility and an architecture that is used to store valuable data generated by IoT. The
storage option of PAAS comprises public, private and hybrid models. If the organi-
zations have sensitive data, best option is to use the private model to store the data;
otherwise, public or hybrid model can be used to store the IoT-generated data. Since
the data generated by IoT is unstructured, so big data needs fast analysis with large
queries to process the IoT-generated data to perform rapid decisions. Therefore, the
need of big data in IoT is enthralling. So, we can say that big data is the fuel which
is used to run IoT.

4.3 How Unitedly They Are Beneficial to the Companies?

Both big data and IoT are useful to a diversity of data generated by IoT devices to
examine and find out unrevealed data patterns and find out veiled corelations and
unveil newly generated information. Since organizations could get benefit from the
huge complex of IoT-generated big data, they handle (ormanage) them to find exactly
the way how data affect business. Henceforth, it helps companies to accomplish an
improved and better understanding of the data, and as a result of which, companies
take well-informed and efficient decisions.

Due to the rising demand of data storage, organizations prefer cloud storage of
big data that lowers the cost of implementation for them. The future generation of
e-healthcare systems will be improved by the combined features of the companies.
The research of hypothesis-driven to data-driven will be guided by big data, and the
various levels of connections between different sensors signals and already existing
big data will be analyzed and controlled by IoT which will enable many different
ways for discovering with a better understanding of the disease that leads to the
development in the field of health care with the help of innovative solutions.

5 Massive Data Analysis from IoT Through Big Data

This explains the approach in which the huge enormous amount of data generated
by IoT is processed and analyzed using different big data processing platforms.

5.1 Apache Hadoop

Written in Java programming language, Apache Hadoop is a big data processing
platform that is used to process, analyze and store big data in a distributed manner
in real time on a huge bunch of product hardware, and it is a software framework
which is open source. Licensed under the second version of Apache (v2) license, it
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was developed by Google on the system of MapReduce and it applies the concepts
of functional programming. Hadoop architecture consists of various components,
among which the important components are MapReduce programming (MRP) and
HadoopDistributedFile System (HDFS).Here, processing of data is done byMapRe-
duce, and Hadoop Distributed File System is used for data storage. There were three
major challenges to big data due to which Hadoop was introduced. They are:

1. Data storage: It was difficult to store the enormous amount of complex data using
traditional systems as there was limited storage for a single system, and at the
same time, data was increasing rapidly.

2. Storing heterogeneous data: There were different types of formats in which data
was presented, i.e., structured, unstructured and semi-structured. Therefore, we
need to have a type of system that can store different formats of data that is
generated from different sources.

3. Processing speed of the data: The processing time of this huge amount of complex
data is quite high.

5.1.1 Hadoop—An Emerging Solution

As of now, we have discussed three major setbacks or challenges faced by big data
to process the IoT-generated data due to which we are using Hadoop as a solution to
process, analyze and store the data. Since data storage is amajor challenge faced, then,
here in Hadoop, its component Hadoop Distributed File System (HDFS) provides
a shared way for the storage of big data, where the data gets stored in the form of
blocks in the data nodes and each data specifies size of each block. For example, if
we have a data of size 1024 MB and HDFS is configured so that it will create 64 MB
of blocks of data. Hence, HDFS will divide this data into 16 blocks as 1024/64= 16
and store this data in the form of blocks among various data nodes. Data blocks get
duplicated among different data nodes for providing fault tolerance during the time
of storing the data. Among vertical and horizontal scaling, Hadoop follows the latter
where new nodes can be added to the cluster of HDFS as per our own requirement,
in spite of increasing hardware located at every node.

Another major setback of big data was to store heterogeneous data which gets
resolved by using Hadoop because in HDFS, all kinds of data can be stored, i.e.,
structured, unstructured or semi-structured data. This is because HDFS follows a
mechanism called write once and read many as a result of which any type of data can
be written once and can be read multiple times to find perception. Last setback was
the processing speed. For resolving this issue, the processing unit is moved to the data
instead of moving data to the processing unit. In spite of moving data from various
nodes to a single node (or master node) for processing, the logic of processing is
directly sent to the nodes so that every node can process data in parallel where data
is stored. At last, the final output generated by all the nodes gets merged, and they
get sent to the client as a response.
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5.1.2 Features of Hadoop

• Reliable: Hadoop is highly reliable. System is robust, i.e., when machines work
together, if due to a technical failure one machine fails to work, then another will
take the authority to work in a flexible, efficient and reliable manner.

• Flexible: Hadoop is highly flexible as it has the ability toworkwith all the different
kinds of data, i.e., be it structured, unstructured or semi-structured, and it can
process, analyze and store all the data.

• Scalable: By default, Hadoop can integrate smoothly with services that are cloud-
based. If Hadoop is installed on cloud, then there is absolutely no need to worry
about the scalability factor as we can get extra hardware and enlarge the system
setup whenever required within a few minutes.

• Economical: The cost of possession of a project based on Hadoop is less as
Hadoop uses commodity hardware. Maintaining Hadoop environment is easy
and economical since Hadoop is open source due to which licensing is free.

5.2 Map Reduce

MapReduce is a big data processing platform that allows to perform dispense and
parallel processing of datasets. It is also a programming framework that supports big
data and various components of Apache Hadoop in order to improve its performance.
For example, HDFS is replaced by Network File System for better security and high
availability. MapReduce consists of two phases, i.e., map and reduce. In the map
phase, data block is read and generated (or processed) to generate a key–value pair
as midway outputs. Then, the reduce phase takes place where the output of the map
phase acts as the input for the reduce phase where the reducer receives the key–
value pair from different map jobs and reduces them to sets of small key–value pairs
by aggregating them which happens to be the final output. However, complexity of
MapReduce is more as compared to Apache Hadoop.

6 Conclusion

IoT is one of the largest sources of big data, which are processed or rendered without
analytics power. Big data is introduced to process, analyze and store large amount
of tremendous data generated by IoT device systems. So, IoT interacts with big data
only when the large amount of complex data is needed to be processed and analyzed
in higher frequency. In this paper, we first studied about IoT, its classification, appli-
cations and Cognitive IoT and the different challenges faced by IoT. To overcome
this, we studied about big data, featured of big data and impact of IoT on big data
and then analyzed the existing technologies, tools and equipment from the related
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works and several survey papers which allowed us to select the appropriate tech-
nology for the architecture. In addition, we have also surveyed the most important
aspects of IoT and CIoT. We also identified the ways in how IoT and big data impact
each other and how combinedly they are beneficial to the companies. We found
that Apache Hadoop is the most reliable, economical, scalable and flexible among
different big data processing applications and hence studied about Hadoop and how
exactly Hadoop solves the problem of big data in processing the large amount of
complex data in real time in a distributed manner. Finally, we conclude that the
existing big data solutions in the IoT paradigm are still in their developing phase and
the challenges related to them must be solved in the future.
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Intuitionistic Fuzzy Metrics and Its
Application

Kousik Bhattacharya and Sujit Kumar De

Abstract This article deals with qualitative difference between two intuitionistic
fuzzy sets with the help of standard pseudo-metric and metric spaces. Some defi-
nitions over metric spaces, pseudo-metric spaces, intuitionistic fuzzy sets, indeter-
minacy and the formula of measuring metrices have been incorporated. Numerical
illustrations, graphical illustrations, area of applications and ranking for decision-
making are discussed to show the novelty of this article. Finally, conclusions and
scope of future works are mentioned.

Keywords Metric distance · Pseudo-metric distance · Intuitionistic fuzzy set ·
Ranking

1 Introduction

In traditional set theory (classical), the idea ofmember andnon-member of an element
in a set was sudden, i.e. an element either belongs to a set or not belongs to the
set. But there was no knowledge about the transition of an element from member
to non-member of the set and vice-versa. Zadeh [1] has solved these ambiguities
throughhis new invention, the fuzzy set theory. Since then, numerous research articles
have been studied over the fuzzy set itself to explain the real-world phenomenon.
Bellman and Zadeh [2] introduced a new concept of decision-making in a fuzzy
environment. Piegat [3] gives us a new definition of fuzzy set. The concepts of dense
fuzzy set studied by De and Beg [4, 5] to discuss the frequent learning effect of
the fuzzy parameters. Analysing the behaviour of human thinking process, De [6]
developed a new inexact set which is known as triangular dense fuzzy lock set and
its new defuzzification method. After this invention many articles have been made
by eminent researchers (Maity et al. [7, 8], De and Mahata [9], etc.) to control
the individual or group decision-making problems on pollution sensitive inventory
modelling. Baez-Sancheza et al. [10] discussed polygonal fuzzy sets and numbers
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extensively. Trapezoidal approximations of fuzzy numbers and their existence as
well as uniqueness and continuity are exclusively discussed by Ban and Coroianu
[11]. Chutia et al. [12] contribute to find membership function of a fuzzy number. De
andMahata [13] designed a fuzzy backorder model where demand rate is considered
as cloudy inexactness. Decision-making in a bi-objective inventory problem was
discussed by eminent researchers like De and Pal [14]. Mahanta et al. [15] made a
newapproach of fuzzy arithmeticwithout using alpha cuts.Mao et al. [16] extensively
analysed about the relation between cloud aggregation operators and multiattribute
group decision-making in interval valued hesitant fuzzy linguistic environment.

However, Atanassov [17, 18] introduces a new approach of fuzzy set, namely intu-
itionistic fuzzy sets in terms of membership and non-membership function. Some
notable works over the EOQ models on fuzzy environments as well as IFS may
be pointed out over here. A step order fuzzy approach is discussed by Das et al.
[19]. Recently, Maity et al. [20] studied an intuitionistic dense fuzzy model where
the learning–forgetting or agreement–disagreement is considered. De and Sana [21]
discussed a stochastic demand model under aggregation with Bonferroni mean in
intuitionistic fuzzy environment. Deli and Broumi [22] worked in neutrosophic soft
matrices and NSM-decision-making. Recently, Kaur et al. [23] contributed to find
relation between interval type intuitionistic trapezoidal fuzzy sets and decision-
making with incomplete weight information. Liang and Wang [24] considered a
linguistic intuitionistic cloudy fuzzy model with sentiment analysis in E-commerce.
Xu [25] studied about intuitionistic fuzzy aggregation operators.

From the above discussion, it is observed that none of the researchers have been
studied over the metric distances of intuitionistic fuzzy numbers. In this study,
we develop the theory of distances between two nonlinear intuitionistic fuzzy sets
(numbers) with respect to (pseudo) metrics. We give some definitions of metric
spaces and the formula of distance measure of two different sets via cumulative
aggregated formula. To show the novelty of this article, a numerical illustration has
been analysed through the ranking of distances with the existing metrics.

2 Preliminaries

2.1 Here, We Shall Introduce Some Definitions Over Metric
and Pseudo-Metric Spaces

Definition 2.1.1 Let A be a non-empty set. A function d : A× A → R is said to be
a ‘metric’ or a distance function on A if it satisfies the following properties:

i. d(x, y) ≥ 0 for all x, y ∈ A ;
ii. d(x, y) = 0 if and only if x = y ;
iii. d(x, y) = d(y, x) for all x, y ∈ A ;
iv. d(x, z) = d(x, y) + d(y, z) for all x, y, z ∈ A .
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Any non-empty set A together with a metric d defined on it is said to be a ‘metric
space’.

Definition 2.1.2 Let A be a non-empty set. A function d p : A × A → R is said to
be a ‘pseudo-metric’ on A if it satisfies the following properties:

i. d p(x, y) ≥ 0 for all x, y ∈ A ;
ii. x, y ∈ A and x = y ⇒ d p(x, y) = 0 ;
iii. d p(x, y) = d p(y, x) for all x, y ∈ A ;
iv. d p(x, z) = d p(x, y) + d p(y, z) for all x, y, z ∈ A.

Any non-empty set A together with a pseudo-metric d p defined on it is said to be
a ‘pseudo-metric space’.

Definition 2.1.3 [17] An intuitionistic fuzzy set A defined in the universe of
discourse X is given by A = {x, μA(x), νA(x)|x ∈ X} , where μA, νA : X → [0, 1]
denote the degree of membership and non-membership of x in A , respectively,
satisfying the condition 0 ≤ μA(x) + νA(x) ≤ 1 . The indeterminacy degree
ψA(x) = 1− μA(x) − νA(x) expresses the lack of knowledge of whether x belongs
to A or not, also 0 ≤ ψA(x) ≤ 1 for x ∈ X . An intuitionistic fuzzy number
ω = (μω, νω) is an ordered pair which satisfies the conditions: 0 ≤ μω ≤ 1 , and
0 ≤ μω +νω ≤ 1, where and νω are called membership degree and non-membership
degree, respectively.

2.2 Pseudo-Metrics in Intuitionistic Fuzzy Set

Let us consider F be the set of all intuitionistic fuzzy numbers and each ω =
(μω, νω) ∈ F is called a point of F . However, ω = (μω, νω, ψω) only has two
degrees of freedom because μω + νω + ψω ≡ 1. So, we observe such a system by
keeping one variable constant when the other variable is changing.

Definition 2.2.1 [25] Given two intuitionistic fuzzy numbers (IFN) ρ and σ ,
ρ∩σ = (

min
(
μρ,μσ

)
,max

(
νρ, νσ

))
andρ∪σ = (

max
(
μρ,μσ

)
,min

(
νρ, νσ

))
.

Lemma 1 If
(
μρ − μσ

)(
νρ − νσ

) ≥ 0, ρ ∩ σ ∈ F and ρ ∪ σ ∈ F.

Proof
μρ∩σ + νρ∩σ = μρ + νσ ≤ μσ + νσ ≤ 1,

μρ∪σ + νρ∪σ = μσ + νρ ≤ μσ + νσ ≤ 1, i f μρ ≤ μσ ;
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μρ∩σ + νρ∩σ = μσ + νρ < μρ + νρ ≤ 1,

μρ∪σ + νρ∪σ = μρ + νσ

〈
μρ + νρ ≤ 1, i f μρ

〉
μσ ;

Definition 2.2.2 An ordered pair
(
F, d p

ψ

)
is called the intuitionistic fuzzy inde-

terminacy pseudo-metric space on F F , where d p
ψ : F2 → R d p

ψ : F2 → R

is the indeterminacy pseudo-metric, for any ρ, σ ∈ F, d p
ψ(ρ, σ ) = |ψ2

ρ−ψ2
σ |

2

d p
ψ(ρ, σ ) = |ψ2

ρ−ψ2
σ |

2 .

It is easy to verify that d p
ψ d p

ψ satisfies the properties of pseudo-metric. Similarly,
we can define the intuitionistic fuzzy membership pseudo-metric space on F F ,
where d p

μ : F2 → R d p
μ : F2 → R is the membership pseudo-metric, for any

ρ, σ ∈ F, d p
μ(ρ, σ ) = |μ2

ρ−μ2
σ |

2 d p
μ(ρ, σ ) = |μ2

ρ−μ2
σ |

2 and the intuitionistic fuzzy
non-membership pseudo-metric space on F F , where d p

ν : F2 → R d p
ν : F2 → R

is the non-membership pseudo-metric, for any ρ, σ ∈ F, d p
ν (ρ, σ ) = |ν2

ρ−ν2
σ |

2 .
It is also easy to verify that d p

μ and d p
ν satisfies the properties of pseudo-metric.

Definition 2.2.3 An ordered pair
(
F, dψ

)
is called the intuitionistic fuzzy indeter-

minacy metric space on F , where dψ : F2 → R is the indeterminacy metric, for any
ρ, σ ∈ F, dψ(ρ, σ ) = ∣∣ψρ − ψσ

∣∣.

It is easy to verify that dψ satisfies the properties of metric. Similarly, we can
define the intuitionistic fuzzy membership metric space on F , where dμ : F2 →
R is the membership metric, for any ρ, σ ∈ F, dμ(ρ, σ ) = ∣

∣μρ − μσ

∣
∣ and the

intuitionistic fuzzy non-membership metric space on F , where dν : F2 → R is the
non-membership metric, for any ρ, σ ∈ F, dν(ρ, σ ) = ∣∣νρ − νσ

∣∣.
It is also easy to verify that dμ and dν satisfies the properties of metric.

Lemma 2 If α, β ∈ F, d	(α, β) = max
(
dμ(α, β), dν(α, β), dψ(α, β)

)
satisfies the

four properties of pseudo-metric as well as metric.

Lemma 3 Let P̃ and Q̃ be two intuitionistic fuzzy sets defined over the interval
[L , R], then the summative metric distance (summative pseudo-metric distance)

between P̃ and Q̃ is denoted by d
(
P̃, Q̃

)
(for pseudo-metric dp

(
P̃, Q̃

)
and defined

as.

d
(
P̃, Q̃

)
= 1

R − L

R∫
L
d	

((
μP̃(x), νP̃(x)

)
,
(
μQ̃(x), νQ̃(x)

))
dx (1)



Intuitionistic Fuzzy Metrics and Its Application 43

3 Representation of IFSs P̃ and Q̃ Over the Interval [a1,
a3] [20]

μP̃(x) =

⎧
⎪⎪⎨

⎪⎪⎩

(
x−a1
a2−a1

)m
i f a1 £ x £ a2(

a3−x
a3−a2

)m
i f a2£ x £ a3

0 otherwise

νP̃(x) =

⎧
⎪⎪⎨

⎪⎪⎩

(
a2−x
a2−a1

)m
i f a1 £ x £ a2(

x−a2
a3−a2

)m
i f a2 £ x £ a3

0 otherwise

and

μQ̃(x) =

⎧
⎪⎪⎨

⎪⎪⎩

(
x−a1
a2−a1

)n
i f a1 ≤ x ≤ a2(

a3−x
a3−a2

)n
i f a2 ≤ x ≤ a3

0 otherwise

νQ̃(x) =

⎧
⎪⎪⎨

⎪⎪⎩

(
a2−x
a2−a1

)n
i f a1 ≤ x ≤ a2(

x−a2
a3−a2

)n
i f a2 ≤ x ≤ a3

0 otherwise

(2)

Now as per Eq. (1), the pseudo-metric between two IFSs is given by

dp
(
P̃, Q̃

)
= 1

a3 − a1

a3∫
a1

d	

((
μP̃ (x), νP̃ (x)

)
,

(
μQ̃ (x), νQ̃ (x)

))
dx

= 1

a3 − a1

a2∫
a1

d	

((
μP̃ (x), νP̃ (x)

)
,

(
μQ̃ (x), νQ̃ (x)

))
dx

+ 1

a3 − a1

a3∫
a2

d	

((
μP̃ (x), νP̃ (x)

)
,

(
μQ̃ (x), νQ̃ (x)

))
dx

= 1

a3 − a1

a2∫
a1

d	

(((
x − a1
a2 − a1

)m
,

(
a2 − x

a2 − a1

)m)
,

((
x − a1
a2 − a1

)n
,

(
a2 − x

a2 − a1

)n))
dx

1

a3 − a1

a3∫
a2

d	

(((
a3 − x

a3 − a2

)m
,

(
x − a2
a3 − a2

)m)
,

((
a3 − x

a3 − a2

)n
,

(
x − a2
a3 − a2

)n))
dx

+ 1

a3 − a1

a3∫
a2

max

⎧
⎪⎪⎨

⎪⎪⎩

1
2

∣∣
∣
∣
(

x−a2
a3−a2

)2m −
(

x−a2
a3−a2

)2n
∣∣
∣
∣,

1
2

∣∣
∣
∣
(

a3−x
a3−a2

)2m −
(

a3−x
a3−a2

)2n
∣∣
∣
∣,

1
2

∣∣
∣
∣
(
1 −

(
x−a2
a3−a2

)m −
(

a3−x
a3−a2

)m)2 −
(
1 −

(
x−a2
a3−a2

)n −
(

a3−x
a3−a2

)n)2∣∣
∣
∣

⎫
⎪⎪⎬

⎪⎪⎭
dx (3)

Similarly, for the metric distance we have

d
(
P̃, Q̃

)
= 1

a3 − a1

a3∫

a1

d	

((
μP̃ (x), νP̃ (x)

)
,

(
μQ̃ (x), νQ̃ (x)

))
dx

= 1

a3 − a1

a2∫

a1

d	

((
μP̃ (x), νP̃ (x)

)
,

(
μQ̃ (x), νQ̃ (x)

))
dx

+ 1

a3 − a1

a3∫

a2

d	

((
μP̃ (x), νP̃ (x)

)
,

(
μQ̃ (x), νQ̃ (x)

))
dx

= 1

a3 − a1

a2∫

a1

d	

(((
x − a1
a2 − a1

)m
,

(
a2 − x

a2 − a1

)m)
,

((
x − a1
a2 − a1

)n
,

(
a2 − x

a2 − a1

)n))
dx
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+ 1

a3 − a1

a3∫

a2

d	

(((
a3 − x

a3 − a2

)m
,

(
x − a2
a3 − a2

)m)
,

((
a3 − x

a3 − a2

)n
,

(
x − a2
a3 − a2

)n))
dx

= 1

a3 − a1

a2∫

a1

max

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∣∣
∣
∣

(
x − a1
a2 − a1

)m
−

(
x − a1
a2 − a1

)n ∣∣
∣
∣,

∣
∣∣
∣

(
a2 − x

a2 − a1

)m
−

(
a2 − x

a2 − a1

)n ∣
∣∣
∣,

∣
∣∣
∣

(
1 −

(
x − a1
a2 − a1

)m
−

(
a2 − x

a2 − a1

)m)
−

(
1 −

(
x − a1
a2 − a1

)n
−

(
a2 − x

a2 − a1

)n)∣
∣∣
∣

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

dx

= 1

a3 − a1

a2∫

a1

max

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∣
∣
∣∣

(
x − a1
a2 − a1

)m
−

(
x − a1
a2 − a1

)n ∣
∣
∣∣,

∣∣
∣∣

(
a2 − x

a2 − a1

)m
−

(
a2 − x

a2 − a1

)n ∣∣
∣∣,

∣∣
∣
∣

(
1 −

(
x − a1
a2 − a1

)m
−

(
a2 − x

a2 − a1

)m)
−

(
1 −

(
x − a1
a2 − a1

)n
−

(
a2 − x

a2 − a1

)n)∣∣
∣
∣

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

dx

+ 1

a3 − a1

a3∫

a2

max

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∣
∣∣
∣

(
x − a2
a3 − a2

)m
−

(
x − a2
a3 − a2

)n ∣
∣∣
∣,

∣
∣∣
∣

(
a3 − x

a3 − a2

)m
−

(
a3 − x

a3 − a2

)n ∣
∣∣
∣,

∣
∣∣
∣

(
1 −

(
x − a2
a3 − a2

)m
−

(
a3 − x

a3 − a2

)m)
−

(
1 −

(
x − a2
a3 − a2

)n
−

(
a3 − x

a3 − a2

)n)∣
∣∣
∣

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

dx

= 1

a3 − a1

a2∫

a1

d	

((
μP̃ (x), νP̃ (x)

)
,

(
μQ̃ (x), νQ̃ (x)

))
dx

+ 1

a3 − a1

a3∫

a2

d	

((
μP̃ (x), νP̃ (x)

)
,

(
μQ̃ (x), νQ̃ (x)

))
dx (4)

3.1 Numerical Example

Let us consider the interval valued fuzzy set like [a1, a3]=[10, 20], and we consider
two IFSs P̃and Q̃ developed by using (2) where 〈a1, a2, a3〉 = 〈10, 15, 20〉.. Then
utilizing (4) and (5), we have the following result stated in Table 1.

Table 1 shows that for each criteria, the pseudo-metric distances between two
IFSs as (pseudo) metric space is always less than the distances with respect to the
usual metric. Also, it is seen that criteria B and criteria C gives exactly same results.
Naturally, it comes because of the symmetric property of pseudo-metric spaces and
metric spaces also.

Table 2 shows the ranking of distances over IFSs consisting of m–n exponts
fuzzy ss under various criteria (integer-fraction). The ranking is getting ascending
ord when the exponents are both integer (fraction) and keeps descending order when
exponents of two different IFSs assume integer-fraction values. But in each case
ranking type is same for pseudo-metric distance and metric distance. The distance
under pseudo-metric spaces gives ranking of each distances over several criteria
extensively, whereas themetric distance gives a broader sense of ranking. Thismeans
that for any kind of decision-making problems, if we want to measure a qualitative
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Table 1 (Pseudo) metric distances under IFSs

Criteria Exponents Pseudo-metric distance Metric distance

m n

A A1 2 4 0.146 0.267

(m, n integer) A2 3 5 0.108 0.167

A3 4 6 0.079 0.114

B B1 2 1/2 0.150 0.7

(m integer n fraction) B2 3 1/3 0.228 1.000

B3 4 1/4 0.278 1.200

C C1 1/2 2 0.150 0.667

(m fraction n integer) C2 1/3 3 0.228 1.000

C3 1/4 4 0.278 1.200

D D1 1/2 1/4 0.126 0.267

(m, n fraction) D2 1/3 1/5 0.096 0.167

D3 1/4 1/6 0.074 0.114

difference between two subjects under study the pseudo-metric distance is more
popular (user friendly) and easy to interpret for a decision-maker instead of metric
distance only.

Figure 1 shows that the distances of two IFSs under metric space is higher than the
distances under pseudo-metric when both the exponents of fuzzy numbers are inte-
gers. The minimum distance gap ranges from 0.04 to 0.14 approximately whenever
we consider the exponents of fuzzy numbers as incremental indices

Figure 2a shows that the distances of two IFSs under metric is higher than the
distances under pseudo-metric when one of the exponents of fuzzy numbers is integer
and another one is fraction number.

Figure 2b shows the symmetricity of distances of (pseudo)metric spaceswhenever
the values of exponents of fuzzy numbers are getting interchanged.

Figure 3 expresses the distances of two IFSs under metric is higher than the
distances under pseudo-metric when both the exponents are considered as fraction
numbers

Figure 4shows that the variations of distances in various criteria of exponents, i.e.
integer, fraction, both, etc., under (pseudo) metric. Also, it is clear from the graph
that the distances of two IFSs as (pseudo) metric space are not intersecting. The gaps
are getting increased when one index is integer and another is fraction than both
indices are integer or fractions exclusively
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3.2 Graphical Illustration

4 Area of Application

The area of applications of this proposed approach are stated below:

i. It is used to measure the qualitative differences among various subjects like any
supply chain modelling or decision-making problem.

ii. To know the degrees of membership, non-membership and indeterminacy, this
method can be applied.

iii. Any kind of ranking of different subjects over several disciplines is possible
with its help.

4.1 Merits and Demerits

After the study of numerical and graphical illustrations, we see that there exists some
merits and demerits of the proposed approach. They are stated as follows:
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4.1.1 Merits

i. This approach is very useful to find difference between two IFSs whose
membership, non-membership and indeterminacy functions are nonlinear.

ii. This method told us that the pseudo-metric distance is more user friendly for
decision-making.

iii. This method helps us to study different nature of intuitionistic fuzzy sets drawn
over physical problems with more detailing.

4.1.2 Demerits

i. This method is not applicable for the IFSs which are defined in a discrete space.
ii. This method is silent for higher dimensional intuitionistic fuzzy sets.
iii. This method might be complicated to handle when the membership function is

complicated.
iv. The results may vary when the IFSs are assumed to be different.

5 Conclusion

In this study, we have discussed about the qualitative differences of the subjects of
real-world problembymeans ofmetric distances between twononlinear intuitionistic
fuzzy sets. Here, we see that the distance under pseudo-metric is more effective and
extensive rather than the distance under conventional standard metric. The ranking
of (pseudo) metric distances gives us a clear idea of quality measurement of two
IFSs with nonlinear membership and non-membership function. This idea will be
very useful to solve a decision-making problem. Also, graphical illustrations show
the fluctuation of differences in several criteria of exponents in membership and
non-membership function.

Scope of future work

This study of IFS with the help of metric and pseudo-metric is innovative. In
future, various types of works can be done using this approach. This method can be
applied for decision-making problems such as supply chain modelling or inventory
modelling.
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Complex Structure of Number
in Language Processing

Harjit Singh

Abstract This paper is particularly focused on plurality to discuss number system
in Punjabi and Hindi. Taking the account of Punjabi, many interesting facts are
found related to ‘e’ marker. Scholars like Greville and Mithun (1996), (Rullmann
(eds), Where Semantics Meets Pragmatics, Elsevier, Amsterdam, (2003), Kouider
(eds.) (Kouider, S. (eds.).: Acquisition of English number marking: the singular and
plural distinction. Language Learn Dev. 2(1), 1–25 (2006)), (Alexiadou, A. Plural.
In: Proceedings of the 28th West Coast Conference on Formal Linguistics) and
(Scontras, G.: A: In: Chemla, E., Homer, V., Winterstein, G. eds.) Proceedings of
sub 17, pp. 545–562) have widely demonstrated the nature and use of associative
plurals, indefinites; mass and count nouns and numerals in the context of semantics,
respectively. (Schwertel, U.: Plural semantics for natural language understanding- a
computational proof theoretic approach, Ph.D. thesis, University of Zurich (2005))
has developed the disambiguate system within numbers, while Farkas and de Swart
(Farkas, D. (eds.): the semantics and pragmatics of plurals. Semantics and
Pragmatics 03 (2010)) identified the pragmatic factors to determine inclusive and
exclusive plural forms in English. Schütze (1989) has found the important place of
co-ordinators such as ‘and’ in memory retrieving tasks. As usual numbers in
Punjabi, which means talk about singular and plural in the case of kʊt̪a

(dog) = singular and kʊt̪e(dogs) = plural. To deal plurality here, it is significant to
focus on attributes such as ‘e’ in some cases ((mʊ̃d̪e ‘boy’ = common noun,

e ‘you’ = pronoun, ɟit̪e ‘name of a person’ = noun, ‘brother’, ‘he’/ ‘she’ =
pronoun, ‘all’ = quantifier (9), ‘name of a person’ = noun,
‘now’ = adverb, kʰèd̪e ‘play’ = verb, ‘five’ = numerals, ‘blue’ = adjective,
d̪e-d̪e ‘give’ = postposition reduplication, ‘and’ = coordination, etc.) of Punjabi.
Investigating such cases, it is argued that a marker ‘e’ can be (singular, plural-
cum-singular and plural) also to denote a person or an object. Further, it is possible
to filter out the marker under some mapping conditions that followed by few no-
tations (– / + ). The proposal is to address that a marker ‘e’ can be picked up
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within verbal or written discourse to match with an object (O). And further,
an object is executed to carry some properties (P) to check singular (Sn) and plural
(Pl) to control contextual knowledge (CK) in languages like Punjabi.

Keywords Number � Plural � Attributes � List � Variable � Mapping

1 Introduction

Greville and Mithun [9] have suggested the Smith-Stark hierarchy of associative
plurals in Central Pomo and Central Alaskan Yup’ik to keep them into a separate
category [17] have been generalised the Mandarin Chinese number system followed
by bare nouns and indefinites. They found semantic-pragmatic properties among
these nouns. Kouider (eds.) [11] has been working into design a new methodology
for plural processing among the children. It was discovered that a framing trail got
succeed to show the differences between singular and plural for 20 years old [2] has
adopted a morph-syntax framework to define mass and count nouns [10] has found
additive features in approximate and non-approximate numbers to see composi-
tional morphology and semantics [22] has shown the semantic context of numerals
in Turkish, Hungarian and Western Armenian [1] has explained that the number
system could interface with syntax, morph-syntax and semantics.

1.1 Number Processing: A Background

In [20] has developed the disambiguate system of plurals followed by two Schütze
[21] and Aone [3]. For discussing German quantifiers, Schütze [21] believes in
Pafel’s scale of distributivity. While on the other hand, Aone [3] has proposed the
plural disambiguation algorithm based on external knowledge factors. Farkas and
de Swart [7] made observations regarding the pragmatic factors to locate the
inclusive and exclusive plural forms in English. Maldonado (eds.) [12] has con-
ducted a study on some number of participants to explore plural ambiguities in
terms of cumulative and distributives. Yatsushrio (eds.) [25] has proposed that
plurals are morphologically marked but semantically unmarked in German. Schütze
[21] has found the important place of co-ordinators such as ‘and’ in memory
retrieving tasks.

1.2 Previous Works

In this section, it is going to discuss about computational aspects of number
cross-linguistically.

54 H. Singh



1.2.1 Numbers in Computational Mechanism

It is not surprising to deal with different forms of number in different languages.
Sometimes, existing structural variations among number may be triggered either
similar or unrelated implementation conditions.

• Chickasaw Quantifiers
Munro ([14]: 125) has pointed out that following noun categories in Chickasaw
do not have visible number marking. Below examples either can be a singular or
as plural (Table 1)

Above set of examples in Chickasaw nouns indicate that the form of (‘ihoo, ofi and
foni’) do not change into singular and plurals. To demonstrate the collective form of
plurality, it is seen that the part as ‘alhiha’, which means the ‘bunch’ can produce
bunch meanings. For example,

(a) Ihoo-at taloowa
Woman-nom sing

‘The woman sings’
(b) alhih-aat taloowa

Woman bunch-nom sing
‘A bunch of women sing’

It is shown that ‘alhiha’ produces the collection or bunch meanings in above two
examples. In second (b), when alhiha comes between ihoo and taloowa to construct
plurality here (as cited in Paperno and Keenan [15], p. 125).

• Arabic Broken Plural Generation System-
Blanchete et al. [4] have presented the generation system for broken plurals
(BPs) in Arabic. They found that linguistic features (like phonological, mor-
phological and semantic) around 108 in singular forms (SF) using to control the
entire process. On the other hand, there is also an important place of root-pattern
methodology here (as cited in Ignazio Mauro Mirto (eds.) [13]: p 27).

Table 1 Chickasaw nouns Chickasaw nouns Singular Plural

Ihoo Woman Women

Ofi Dog Dogs

foni Bone Bones
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• Scale of Unit Integration for Pluralities of Entities-

Gardelle [8: 186–89] has defined the utility of plurals in terms of designing the
unit integration scale in English. The following steps in a figure can be gen-
eralised as-

Figure 1, it is indicated that the use of ‘collective whole’ means to focus on
basically collective nouns and ‘taxons’ introducing the quantity of nouns. Some
cases like (furniture, the rich) are uncountable plurals that cannot be inflected. In
these cases, it may be trying to extract numerals in uninflected forms by applying
them at the beginning, as in ‘ten crew’, etc. While in groups, Ø morpheme can be
voluntary but it morph-syntactically converts as a plural marker -s, in Table 2.

Taxons’ – form: count noun such as
breed or species (and corresponding
NPs). – construal: the whole has its 
own properties, but denotes a class, 
not a ‘group’; the units are exemplars
of the class. 

‘aggregates of entities that cannot be counted’ – forms: uninflected plurals coerced from collective nouns and
which do not license numerals; non-count singular nouns; partly substantivised adjectives of type 1; non-count singu-
lar nouns; and corresponding NPs (e.g. furniture, the rich ) 

– construal: no double layer of construal. Denote classes, with expected plurality of occurrence. 

‘aggregates of entities which cannot be counted, but for which a number of is still possible’ – forms: lexical plu-
rals, uninflected plurals coerced from collective nouns that do not license numerals.
– construal: still denote classes; license a number of, sometimes access to the parts of the units; but do not license 
numerals, so that the units are not-fully isolatable. 

‘ aggregates of partially countable entities’ – forms: uninflected plurals coerced from collective nouns that license 
numerals (e.g. (ten) crew ); partly substantivised adjectives of types 2 & 3; and corresponding NPs.
– construal: no free extraction of individuals and differentiation difficult, because the starting point is the plurality, 
not the unit; but license some numerals.

‘ groupings of non-differentiable entities ’ – form: NP headed by a count noun with an optional ø morpheme (e.g.
three elephant_).
– construal: not qualitatively differentiable, but the units have salient individual boundaries, so that they are fully
isolatable (true /count/ feature). 

‘groupings of fully differentiable entities ’ – form: NP headed by a count noun with a morphosyntactic plural -s (or
compulsory ø morpheme) (e.g. cats, plural sheep), including reanalysed organised plurality constructions (e.g. lots of
students ).
– construal: the units are fully isolatable (/count/ feature) and may be easily differentiated qualitatively, though they
are construed as being of the same kind.

‘ sets of loosely connected elements ’ – form: conjoined NPs (two or more coordinates)
– construal: the units are easily differentiable and do not have to be of the same kind; cohesion.

‘Collective wholes’ – forms: collective noun (and corre-
sponding NPs, including binomials with a collective N1), e.g.
collection ; NP with collective reference through metonymy
in discourse, but not itself a collective NP. – construal: dou-
ble layer of conceptualisation: the whole denotes a ‘group’,
and has some properties of its own.

Fig. 1 Collective wholes and Taxons
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2 Number System in Languages

There are two languages (Punjabi and Hindi) have been chosen for describing the
number system. First, it would focus on Punjabi number system and secondly will
investigate Hindi number system.

2.1 Punjabi Number System

Punjabi has two kinds of number representations such as (singular and plural) in
general.1 Punjabi is a modern Indo-Aryan language, which is less similar with
Hindi. Both cannot be alike at different linguistic levels. There are two forms of
gender male and female. Similarly, there are two forms of number (singular and
plural) also in Punjabi.2 It is ‘ਆ’ marked a singular and ‘ਏ’ to the plurals in
Table 2.

Table 2 shows the number marking in Punjabi. is singular indicator can be
equal to singular forms like dog, horse, boy and bag in English. Plural information
is given by to signify + s in pairs like dog + s, horse + s, boy + s and bag + s,
etc. It is significant to know that and are conventional signs in Punjabi
number system.3

Table 2 Singular-plural marking

(Singular) (Plural) (Singular) (Plural)

(Dog) (Dogs) (Girl) (Girls)

(Horse) (Horses) (Man) (Men)

(Boy) (Boys) (Chair) (Chairs)

(Bag) (Bags)

1 For more details see pan-ind-styleguide.pdf.
2 Vishawbharti@tdil.
3 Http://www.learnpunjabi.org/noun.html
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2.2 Hindi Number System

Like Punjabi, there are two basic forms of number system can be found in Hindi.
and both are common signs to indicate singular and plural forms (Table 3).4

In this Table 3, there are four parallel sets of singular-plural forms in Hindi.
marks the singular and indicates the plural in the first set. Second set identifies a
single form of , and , whereas ’ carries the plural form of ,
and in Hindi. is a singular form in and but gives plural form
like , and in the third set. Fourth set introduces the singular
form with in and similarly the plural form comes with
in, and

3 Plural Structure: Puzzles and Attributes

Russell and Whitehead [19] said that the definite descriptions of ‘the’ can be
interchanged with classes. In monadic first order logic, the plurals identified by
Bools. Rumfitt [18] has also drawn a similar investigation in English. Number can
be translated into singular and plural with variables representations like (x, y, z and
x, y, z) (Table 4).5

Table 3 Hindi plurals

4 https://blogs.transparent.com/hindi/how-to-make-plural-from-singular-noun-in-hindi/
5 See Smiley and Oliver [24] pp. 106–10.
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Variables x, y, z can stand for persons, things, etc., in a discourse. Quantifiers,
such as 9 (existential) and 8 (all) can be used for plurality in natural language.

3.1 Attributes About ‘e’?

It is difficult to understand the nature of (kʊt̪e’e’) in Punjabi. Because sometimes, it
functions like an attribute and sometimes does not. However, this is not the case of
Hindi. In general, the tendency of ‘e’ denoting plurals when it comes at the end of
nominal categories. In some cases, it may give different results without changing
the form of ‘e’. In Punjabi, there are number of variants can be possible with ‘e’.
Below see the list (Table 5).

I. ‘boy’ = common noun.
II. e ‘you’ = pronoun.
III. ‘name of a person’ = noun.
IV. ‘brother’.
V. ‘he’/ ‘she’ = pronoun.
VI. ‘all’ = quantifier (9).
VII. ‘name of a person’ = noun.
VIII. ‘now’ = adverb.
IX. ‘play’ = verb.
X. ‘five’ = numerals.
XI. ‘blue’ = adjective.
XII. ‘give’ = postposition reduplication.
XIII. ‘and’ = coordination.

Table 4 Plural variables

Plural variables Valuation of Variables Plural quantifiers

Simons [23] x y z Any number of things 9, 8
h k l Two or more things 9, 8
Burgess and Rosen [5] xx yy zz One or more things 99, 889, 8
Rayo [16] xx yy zz One or more things 9, 8
Yi [26] xs ys zs One or more things R, P
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4 Proposal for Plural Processing

Using the variants of ‘e’ in above list seems more productive in terms of different
word classes. Notice that the semantics played an important role from nominal to
co-ordinators in natural language.6 It is an interesting to study the category patterns
of ‘e’ in Punjabi. Look at Table 6.

It is a clearly shown that the occurrence of ‘e’ in all examples can assume as a
‘list’ here. It is productive as mentioned above. Variables (x, y) have been given to
each list. Again, variables tagged with (Xs and Ys) symbols to process the plurals.

Table 5 Linguistic description of ’e’'

6 Davidson [6] ‘Semantics of Natural Language’.
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5 Modelling Presupposition and Analysis

Followed by a model, it is said that an input gives a sign like ‘e’, which can be used
as singular, plural-cum-singular and plural according to persons and things in the
first stage. Next stage, it shows the integration with an object and a concept through
mapping conditions.

In terms of attributes, different variants of ‘e’ can select different arithmetic
val-ues. In a similar way, each attribute can be matched with variables using x and
y symbols. All this information can be inserted into a model to filter out the steps
applied in first and second stages until reach the end.

6 Conclusion and Future Work

It is concluded that each object or an article takes number features either can be a
singular or plural and may be something else. The case of ‘e’ in Punjabi fulfils the
condition that the plural can behave like a singular. Previously, it has been men-
tioned that ‘e’ has many variants according to word classes. In plural processing,
the list of ‘e’ produces singular, plural-cum-singular, and plural forms for denoting
objects around us. Plurality among the objects can be measured with using nota-
tions (±). It is simple to understand that a user who picks up an object can be
marked with the ‘e’ to suggest a singularity followed by the properties like (Sn/Pl)
depending on the context. In short, the usage of ‘e’ firstly considers as a plural in
very common word pairs, as it has been discussed into Table 2. On the other hand,
it can be generalised based on a Table 5 analysing the ‘e’ linguistically. Next, it is
tried to draw an idea under the Fig. 2, defining the model to capture the entire
process from beginning to end. In future, by incorporating the large data, based on

Table 6 List, productive, explanations, and symbols

List Productive Explanations Symbol

e’ x y Variables (S and P) Xs Ys

e’ x y Variables (S and P) Xs Ys

e’ x y Variables (S and P) Xs Ys

e’ x y Variables (S and P) Xs Ys

e’ x y Variables (S and P) Xs Ys

e’ x y Variables (S and P) Xs Ys

e’ x y Variables (S and P) Xs Ys

e’ x y Variables (S and P) Xs Ys

e’ x y Variables (S and P) Xs Ys

e’ x y Variables (S and P) Xs Ys

e’ x y Variables (S and P) Xs Ys
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other markers like to be used to find out the same generalisation. It would also be
attempted to design an algorithm by surveying such data to further go for a system
development especially in Punjabi.

Table 8 List, variables and
symbols

Table 7 Attributes of ‘e’
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Initial Stage

Singular

Plu- ral-cum-Singular

Plural

Succeeding Stage

Object Concept

Mapping

Input Sign

‘e’

Usage

Person/
Object

Integrated

Fig. 2 Modelling number system
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Digital Newspaper Using Augmented
Reality

Ayrin George , Divya A. Pillai , Joel Joseph , and Smita Rukhande

Abstract Augmented reality (AR) is a recent technology that provides the users
with an enhanced and interactive experience with the digital world, by combining
real-time objects and computer-generated images and videos. This project aims to
focus on the integration of AR with the newspaper. Since the daily newspapers
provide only limited content about an article, this application will allow the users to
have detailed information about an event with the help of video clips and interactive
images. The application provides a feature where the users will be redirected to the
online website as soon as they click on the media on their screen, where they can
learn more about the respective commercial and the user can bookmark an article.
The process of linking media files with the article’s image will be implemented using
Unity and Vuforia. The application will be developed using Android Studio.

Keywords Augmented reality · Unity · Vuforia · Android studio · Newspaper

1 Introduction

A newspaper is a set of printed papers that have daily or weekly updates of current
happenings around theworld to provide readerswith up to date information on current
affairs. These are printed daily or weekly by an organization. The count of newspaper
readers has been reduced across the world due to the introduction of digital news
such as e-news or news feeds. This can be termed as the impact of digitalism. The
reading habit of newspaper among youngsters has reduced gradually. Smartphones
along with Internet facilities have reduced the impact of newspapers on people. The
online coverage of the news is far more than what a single newspaper holds. At this
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rate, the next generation might not be seeing a newspaper at all. Though e-readers
have a wide user base, many people still prefer printed newspapers.

To increase the count of users of the printed newspaper, we need to make newspa-
persmuchmore interesting. This project is aimed at digitizing traditional newspapers
with the use of augmented reality. This will not only make newspapers more inter-
esting but will add more value and information to it.

In today’s world, augmented reality [1] is one of the popular and highly efficient
technologies which provide the users with an enhanced and interactive experience
with the digital world, by combining real-time objects with computer-generated
images and videos. Publications and marketing are increasingly using augmented
reality to increase the interactivity of the users [2]. Communication through multiple
channels and integrating the old style with the existing material, i.e., by combining
digital and print media [3], creating a competitive advantage and bringing in new
revenue can be achieved by AR which can boost the advertising market. Transfor-
mation of traditional newspapers which is an offline media into digital can be done
through AR publications. With AR, the user will be able to view both content and
illustration in one screen and a camera [4]. The newspaper will gain a new cutting
edge along with an increase in the number of readers after the implementation of
augmented reality.

2 Literature Survey

The features of augmented reality science textbooks [5] review several pieces of
literature concerning the features of augmented reality (AR)-based textbook that
could be applied for science learning in schools tomake the learning process effective
and interesting. Usually, science is considered as a difficult subject by the students
to understand. So, considering this, AR is used in textbooks to make science more
interesting and fun. This technology offers the students with ultimate imaginary and
makes them experience as well as understand the concept behind science through
video, audio, and graphics. This helps students to overcome the fear of science and
as well as understand the concepts. The AR technology used here is marker-based,
in this, an AR code is used as a key to uniquely identify the element to find a related
video, audio, or graphics from the database. Our proposed system uses marker-based
technology which does not have an AR code but instead uses any content available
on the page to identify objects from the database. Moreover, the above system is only
limited to the students who wish to study science but our system can be used by all
the users who read the newspaper.

Marker-based AR has an inherent drawback, i.e., requirement of markers which
may be costly and limit the development of the application. The markerless technol-
ogy which uses visual or depth information of the captured scene top estimates the
camera pose. A markerless AR framework is designed that simultaneously considers
mobility, accuracy computation complexity. It can achieve real-time 3D environment
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reconstruction by using mobile equipped with a depth camera and Inertial Measure-
ment Units [6]. But markerless tracking requires high computational power.

AR is also combined with virtual reality (VR) to create Magic Book [7] to help
users immerse themselves in a completely differentworld.Here, users can just scan or
view the contents of the book with specialized equipment to experience the features
provided by the book. VR users can see other VR users represented as life-sized
virtual avatars, while AR users will see VR users as miniature avatars in the scene.

A user study trends in augmented reality and virtual reality research [8] paper
describe the trends of how user studies have been incorporated into AR and VR.
Also, the author presents implications on what needs to be taken into account when
planning a user study in the field of AR and VR research. Both AR and VR research
tend to incorporate the user study into their research to test the effectiveness or
efficiency of their research. It was discovered that the rate of conducting user studies
in the past three years of AR and VR research was less than 50%. The rate tells
us that AR and VR research need to work with their users more in their research.
Both AR and VR research are for human users and failure to understand users’ needs
and requirements of AR and VR research will result in user frustration or cause
an unsatisfactory experience. Therefore, user-based evaluations, either formative
or summative or both of them, need to be taken into account in the design and
development of AR and VR research to produce more usable outcomes for their
users.

In the future, eBooks are expected to replace the traditional book and references
as studying material because of the advances in Information Technology (IT) [9].

A mobile application has been developed combining the use of traditional printed
media and augmented reality to boost the popularity of the traditional Malaysian
games [10]. The mobile application provides interactive features to allow the user to
interact and manipulate the 3D objects to increase the efficiency of the game.

According to the research conducted, print media is in crisis due to the digital
media. Print media is losing its hold on advertisements—its main source of income to
digital media. According to the author [11], the crisis of print media can be avoided
by creating a hybrid version that is using AR technology in the print media.

The evolution of the smartphone has also fueled the use of augmented reality in a
phone [12]. The smartphone plays an important role in the application of augmented
reality if studied closely AR can be implemented in the phone using the application
as a media and various features of the phone can be used for the implementation to
improve the experience of AR.

3 Application Description

Digital newspaper is anAndroid application that is intended to provide users with add
on information apart from the one present on the printed newspaper. This includes
additional videos/animation related to particular news, article, advisement, or the user
can directly open a website from their phone just by scanning related articles. This is
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Fig. 1 Architectural diagram of digital newspaper

implemented usingAR. The traditional newspaper lacksmuch of the information due
to lack of space, etc. By scanning the contents of the newspaper, the users can view
additional graphics, objects, videos, etc., on theirmobile application. This is also used
to make advertisements more interesting and engrossing. The digital newspaper also
provides users with bookmarking facilities as shown in Fig. 1.

The main objective of digital newspapers to provide a hybrid version of the tra-
ditional print media and digital media, to reduce the declined number of users of the
print media.

The components used for creating digital newspapers are smartphone or Android
Phone, Android Studio, Unity3D, and Vuforia.

3.1 Smartphone or Android Phone

The smartphone is used by the user for launching and using the application which
facilitates the digital newspaper functionality like scanning the 2D images present in
the newspaper for advertising purposes or achieving additional news article related
information. The camera of the smartphone is used for scanning, and related output
can be seen on the smartphone screen.
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3.2 Android Studio

Android Studio would be used for creating the Android application which would be
run on the user’s Android phone, through which the user can operate and use various
functions.

3.3 Unity 3D

Unity 3D is a graphics and physics engine that is used to build scaleable applications
that can be built for multiple platforms with the same codebase. Platforms supported
by Unity include Linux-x86/x86-64, Mac-x86/x86-64, Windowsx86/x86-64, iOS,
Android, and WebGL. Unity uses C for internal scripts and logic.

3.4 Vuforia

Vuforia is used to create an augmented reality application, and it can be considered
as an augmented reality Software Development Kit for mobile devices. It provides
detection and tracking of image targets by using feature detection, a feature is any
point in an image. It was available as a plug-in for Unity. Vuforia has the following
components
AR Camera: the camera can be used to track the objects.
Tracker Image: The tracker image is the most essential part of this SDK. A tracker
image is required for a device’s camera to recognize a reference and track it. The
orientation and actual size of the tracker image directly affect the same attributes
of the superimposed images. Any image can be assigned as a tracker image. The
features of the target image effectively determine how well the target is tracked by
the tracker. The JPEG or PNG images in RGB or grayscale are supported by image
targets.
Markers: Vuforia uses markers as a point of reference to display the objects. The
easiest way to create a marker is to generate a QR code. But markers can also be
images which are required to be unique. Images are used in digital newspapers as
markers.
Working: After downloading the application, the user has to register and is required
to create a unique account. After registration, user is free to use the application
according to his/her convenience. The user just requires to scan the image and then
the respective object would be superimposed on top of the targeted image. The user
would also have the facility for bookmarking the article which he/she would like. The
bookmarked article would be saved and the user can view the bookmarked contents
whenever he/she wants. The application is very simple to use and thus can be used
by a wide variety of users.
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Fig. 2 Flow diagram of
digital newspaper

When the user scans the image, theVuforia SDKcompares the image to the images
in its database and searches the matching image. Once found, the linked object is
displayed in the same plane as that of the target image as long as the target image is
in the camera plane of the phone. Thus, the user can view various videos or images
associated with the target image on the user’s phone. This is explained in Fig. 2.

The admin is required to link all the images with its respective videos, animation,
and graphics before the newspaper is out for publication. This process is carried
out in the backend part. The backend part is implemented using Vuforia and Unity.
Vuforia provides the database required.

4 Implementation Details

In digital newspaper, the user can view various contents related to the scanned image,
which is linked at the backend by the newspaper authority. The application intended
to digitalize the traditional newspaper. When a particular article is scanned, the user
would be able to view various contents related to the scanned image, which would
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Fig. 3 Database created in Vuforia

be linked at the backend by the newspaper authority. The database would be created
in Vuforia which would consist of all the image targets and videos that are required.
The database for digital newspaper is shown in Fig. 3.

Digital newspaper is an Android application which consists of various modules.

4.1 URL Redirection

The first module includes redirection to the commercial websites on scanning the
advertisement or article. This is done by assigning the targeted image that is the
image present in the article using Unity and Vuforia and linking it with the URL of
the website to which it is to be redirected.When the user scans the image, the website
gets opened on the user’s phone.

The target image is stored in the Vuforia database and is assigned using Unity.
The button is created in Unity which would appear when the user scans the target
image. By clicking the button, the user would be redirected to the linked website.
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4.2 Video Playback

The second module consists of the linking article image (marker/target image) to
the related objects (image, video, or graphics) in the database. So that when the user
scans the image, related object is displayed. This is done with the help of Vuforia and
Unity. This involves mostly the backend part of which includes image detection and
recognition. In digital newspaper system, Vuforia is used alongwith Unity2D for dis-
playing respective contents in augmented reality (AR) and Android app development
kit for developing Android applications. Vuforia provides a software platform for
developing AR applications. Vuforia helps the application to recognize the images
and objects which is declared as a marker and helps to perform the declared opera-
tion, in this case, it is to display the linked images, videos, and animation. Vuforia
acts as a database to store the marker images and linked objects.

In traditional markers like QR code, etc., special black and white lines or patterns
are required which would be unique and would uniquely identify the detected image.
But Vuforia’s image tracker detects and tracks normal images with the help of the
natural features found and compares it with different images to identify it uniquely.
The targeted image is compared with the images present in the Image Database of the
Vuforia and is compared with all the images to identify the image which is currently
the target. Once found, the Vuforia will track the image until in the camera’s field of
view and would display the mentioned object on the tracked image’s plane.

Vuforia Target Manager helps to create target images and images could be saved
using JPG or PNG format in RGB and Grayscale. Features extracted are then saved
in the database, and this database is later used for the comparison while tracking
process as runtime comparison. Vuforia gives the application the feature to display
AR objects by the scanning process.

4.3 Bookmarking

The fifth module provides bookmarking facilities. So, the user can save the article
which he/she likes. The article which is to be saved is also identified uniquely and
saved in the database. When the user wants to view them, the system searches its
database and displays it. The bookmarked article will be mostly an image in JPG or
JPEG format.

5 Result

The Android application that would be created would be having three options to
navigate the users, URL redirection, video playback, and bookmarking. The user is
free to choose any of the three options.
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Fig. 4 Button on the image target

If the user chooses the URL redirection option, then the user is required to scan
the image targets present in the newspaper. Different Image Targets would be present
throughout the newspaper which would be assigned using Vufoia and Unity by the
admin.

Then, the button is assigned using Unity which would be overlapping the current
image target when the user scans the image target using their android phone. The
button is shown in Fig. 4.

If the user chooses video playback option then again, the procedure of scanning
the image targets is same as URL redirection, the only difference is that here the
video would be overlaid on the image target and would start playing automatically
till the android device is scanning the image target as shown in Fig. 5.
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Fig. 5 Video projected on top of image target

6 Conclusion

Once digitization is implemented in newspapers, the readers would benefit on a large
scale with more information and knowledge as well as get comfortable with modern
technology. The digital newspaper uses Unity andVuforia to create image targets and
to add various functionality related to augmented reality. Vuforia provides a database
to store the image targets and associates video, graphics and animation. Android
Studio is used to create an android application to facilitate the user to use digital
newspapers from their androidmobile phones or smartphones. The digital newspaper
will also allow the user to save any content they need and access it in the future. With
convenient provision for redirecting to online websites of commercial articles and
advertisements, it proves to be a user-friendly application and will also reduce the
ever-declining demand of newspapers due to the digital media, by providing more
opportunities in the advertising field.
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The future scope of the project would focus on automating the linking of the
videos or URL to the image target automatically which is static now. More focus
would be given on using 3D models, so the user would be able to explore more just
by one click. Thus, the scope of the project could be increased and this project could
be used more efficiently.
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Nonlocal Fuzzy Solutions for Abstract
Second Order Differential Equations

Dimplekumar N. Chalishajar and R. Ramesh

Abstract This work considers the existence and uniqueness of fuzzy solutions for
abstract second order differential systems. Since the nonlocal condition has more
advantage than local condition, it is studied here. To establish the existence and
uniqueness, we apply the concept of semi-group theory and suitable fixed point
theorem. Finally, to explain the result, we give an example.

Keywords Mild solution · Fuzzy solution · Fixed point

1 Introduction

Byszewski [4] has studied the existence and uniqueness of strong, classical, and mild
solutions of the nonlocal Cauchy problem. The nonlocal condition provides better
results in physics when compared with the traditional local conditions. Inspired by
this, many authors started to explore this type of equations. See for instance [6, 7],
and its application in heat equation is seen in [8] and the references therein. Recently,
[13] studied nonlocal conditions in fuzzy metric spaces.

On the other hand, when one is interested inmodeling of real-world problems, it is
also required sometimes to deal with uncertain phenomena. In this case, the concepts
of a fuzzy set are one of the best approach, which leads us to inspect fuzzy differential
equations. The implementation of the fuzzy differential equation in the model of
population growth is discussed in [18]. Recently, the existence and uniqueness for
the solutions to both local and nonlocal conditions for the fuzzy differential equations
have been further examined and discussed by several researchers in various aspects,
see the monograph of [12] and the papers [2, 3, 5, 9–11, 17]. The role of fuzzy
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numbers plays a significant role in dealing with vague numerical quantities. For
more on fuzzy numbers and its properties, refer [1, 14, 16, 19].

We have tried in this work to describe the existence of fuzzy solutions for the
following second order abstract differential system using α techniques of fuzzy num-
bers.

d2

dt2
(p(t) − g(t, p(t))) = Ap(t) + F(t, p(t)), t ∈ [0, T ] = J (1)

p(0) = μ(p0, p), (2)

d

dt
(p(t) − g(t, p(t))|t=0 = η(q0, p) (3)

where A : [0, T ] → En is a fuzzy coefficient. The continuous function g, f :
J × En → En are nonlinear, p0; q0 ∈ En and μ, η : J × En → En are appropri-
ate functions.

So far to the best of our understanding, the existence of solutions for the given
differential system (1)–(3) with nonlocal conditions defined in the abstract form is
not yet studied using fuzzy techniques, and this serves as a primary motivation for
this present work. This work is structured as follows. In Sect. 2, some preliminary
concepts of fuzzy sets and fuzzy numbers are provided, and in Sect. 3, the existence
and uniqueness of fuzzy solutions are established for the system (1)–(3). Finally, an
example is given in Sect. 4 to determine our result.

2 Preliminaries

Here, we review few basic concepts, remarks, and properties of fuzzy numbers which
will be used through out this work are presented. For more on its properties refer
[15, 19].

Let Qn be the set of all non-empty compact, convex subsets ofRn . ForC, D ∈ Qn

and for any β ∈ R the addition and multiplication operation are represented as

C + D = {c + d/c ∈ C, d ∈ D},C = {βc/c ∈ C}

In the universe set X , a fuzzy set is defined as the mapping from m → [0, 1]. Here,
m is assigned as the degree of membership, and it is value lies between 0 and 1. For
the fuzzy set m defined in n-dimensional space and for α ∈ (0, 1] , we denote as,

[m]α = {x ∈ Rn/m(x) ≥ α}

Ifm be a fuzzy subset of X , the support ofm, denoted as supp(m), is the crisp subset
of X whose elements all have nonzeromembership values inm, i.e., supp(m) = {x ∈
X |m(x) > 0}. For any α ∈ [0, 1], m is called compact if [m]α ∈ Qn .
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The collection of all fuzzy sets of Rn is called as En which satisfies the following
conditions such as m is normal, fuzzy convex, upper semicontinuous, and [m]0 is
compact.
For any m, n ∈ En the complete metric Hd is defined as

d∞(m, n) = sup
0<α≤1

Hd([m]α, [n]α)

Let m, n ∈ C(J : En). Then supremum metric is defined as

H1(m, n) = sup
0<α≤T

d∞([m]α, [n]α)

3 Existence and Uniqueness Results

In this section, we define the existence and uniqueness of fuzzy solutions using
Banach fixed point theorem for (1)–(3) .
We shall consider a space � = p : J → En to define the solution for (1)–(3)
And let us define �

′ = � ∩ C([0, T ] : En)

Definition 3.1 A function p : J → En is an integral solution of (1)–(3), then

p(t) = C(t)(μ(p0, p) − g(0, μ(p0, p))) + K (t)η(q0, p) + g(t, p(t)) (4)

+
t∫

0

AK (t − s)g(s, p(s))ds +
t∫

0

K (t − s)F(s, p(s))ds, t ∈ J

Assume:
(H1) Let K (t) be a fuzzy number, where [K (t)]α = [K α

l (t), K α
r (t)], K (0) = I and

K α
j (t)( j = l, r) is continuous with |K α

j (t)| ≤ m1, m1 > 0, |AK (t)| ≤ m0,m0 > 0
∀ t ∈ J = [0, T ].

(H2) Let C(t) be a fuzzy number, where [C(t)]α = [Cα
l (t),Cα

r (t)], C(0) = I and
Cα

j (t)( j = l, r) is continuous with |Cα
j (t)| ≤ m2, m2 > 0 ∀ t ∈ J = [0, T ].

(H3) ∃ positive constants dg, d f > 0 for the functions g and f which are strongly
measurable satisfying the Lipschitz conditions

Hd([g(t, p)]α, [g(t, q)]α) ≤ dgHd([p(t)]α, [q(t)]α)

Hd([F(t, p)]α, [F(t, q)]α) ≤ d f Hd([p(t)]α, [q(t)]α)

are satisfied.
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(H4) The continuous functions μ(p0, .), η(q0, .) are locally bounded and ∃ positive
constants dμ, dη > 0 such that

Hd([μ(p0, p)]α, [μ(p0, q)]α) ≤ dμHd([p(.)]α, [q(.)]α)

Hd([η(q0, p)]α, [η(q0, q)]α) ≤ dηHd([p(.)]α, [q(.)]α)

(H5)

(
m1

[
dη + dg

m1
+ (m0dg + d f )T )

]
+ m2(dμ + dg)

)
< 1

Theorem 3.1 Let T > 0. If the hypotheses (H1)–(H5) holds, then the system (1)–(3)
has a unique fuzzy solution in p ∈ �

′
.

Proof For each p(t) ∈ �
′
and t ∈ J , define (F0 p)(t) ∈ �

′
by,

F0 p(t) = C(t)(μ(p0, p) − g(0, μ(p0, p))) + K (t)η(q0, p) + g(t, p(t))

+
t∫

0

AK (t − s)g(s, p(s))ds +
t∫

0

K (t − s)F(s, p(s))ds, t ∈ J.

Now,

Hd ([F0 p(t)]α, [F0q(t)]α)

≤ Hd

([
C(t)(μ(p0, p) − g(0, μ(p0, p))) + K (t)η(q0, p) + g(t, p(t))

+
t∫

0

AK (t − s)g(s, p(s))ds +
t∫

0

K (t − s)F(s, p(s))ds

]α

,

[
C(t)(μ(p0, q) − g(0, μ(p0, q))) + K (t)η(q0, q) + g(t, q(t))

+
t∫

0

AK (t − s)g(s, q(s))ds +
t∫

0

K (t − s)F(s, q(s))ds

]α)

≤ Hd

(
[C(t)μ(p0, p)]α + [C(t)g(0, μ(p0, p))]α + [K (t)η(q0, p)]α + [g(t, p(t))]α

+
[ t∫

0

AK (t − s)g(s, p(s))ds

]α

+
[ t∫

0

K (t − s)F(s, p(s))ds

]α

,

[C(t)μ(p0, q)]α + [C(t)g(0, μ(p0, q))]α + [K (t)η(q0, q)]α + [g(t, q(t))]α

+
[ t∫

0

AK (t − s)g(s, q(s))ds

]α

+
[ t∫

0

K (t − s)F(s, q(s))ds

]α)

≤ Hd ([C(t)μ(p0, p)]α, [C(t)μ(p0, q)]α) + Hd ([C(t)g(0, μ(p0, p))]α, [C(t)g(0, μ(p0, q))]α)

+ Hd ([K (t)η(q0, p)]α, [K (t)η(q0, q)]α) + Hd ([g(t, p(t))]α, [g(t, q(t))]α
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+ Hd

([ t∫

0

AK (t − s)g(s, p(s))ds

]α

,

[ t∫

0

AK (t − s)g(s, q(s))ds

]α)

+ Hd

([ t∫

0

K (t − s)F(s, p(s))ds

]α

,

[ t∫

0

K (t − s)F(s, q(s))ds

]α)

≤ m2dμHd ([p(.)]α, [q(.)]α) + m2dgHd ([p(t)]α, [q(t)]α)

+ m1dηHd ([p(.)]α, [q(.)]α) + dgHd ([p(t)]α, [q(t)]α)

+ m0m1

t∫

0

dgHd ([p(s)]α, [q(s)]α)ds + m1

t∫

0

d f Hd ([p(s)]α, [q(s)]α)ds

Therefore,

d∞(F0 p(t), F0q(t))

= sup
0<α≤1

Hd([F0 p(t)]α, [F0q(t)]α)

≤ m2dμ sup
0<α≤1

Hd([p(.)]α, [q(.)]α) + m2dg sup
0<α≤1

Hd([p(t)]α, [q(t)]α)

+ m1dη sup
0<α≤1

Hd([p(.)]α, [q(.)]α) + dg sup
0<α≤1

Hd([p(t)]α, [q(t)]α)

+ m0m1

t∫

0

dg sup
0<α≤1

Hd([p(s)]α, [q(s)]α)ds

+ m1

t∫

0

d f sup
0<α≤1

Hd([p(s)]α, [q(s)]α)ds

Hence,

H1(F0 p, F0q) = sup
0≤t≤T

d∞(F0 p(t), F0q(t))

≤ m2dμ sup
0≤t≤T

d∞([p(.)], [q(.)]) + m2dg sup
0≤t≤T

d∞([p(t)], [q(t)])
+ m1dη sup

0≤t≤T
d∞[p(.), [q(.)]) + dg sup

0≤t≤T
d∞([p(t)], [q(t)])

+ m0m1dg sup
0≤t≤T

t∫

0

d∞([p(s)], [q(s)])ds

+ m1d f sup
0≤t≤T

t∫

0

d∞([p(s)], [q(s)])ds

≤
(
m1

[
dη + dg

m1
+ (m0dg + d f )T )

]
+ m2(dμ + dg)

)
H1(p, q)
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By hypothesis (H5), F0 is a contraction mapping. Therefore, by Banach fixed point
theorem (1)–(3) has a unique solution in p ∈ �

′

4 Example

Here, we establish the results obtained in the previous section to investigate the
existence of fuzzy solutions for the wave equation by taking the following second
order nonlocal partial differential equation.

∂

∂t

[
∂ f (t, ξ)

∂t
+

π∫

0

κ(υ, ξ) f (t, υ)dυ

]
= ∂2

∂ξ 2
f (t, ξ) + G(t, f (t, ξ)), (5)

f (t, 0) = f (t, π) = 0, t ∈ [0, a] (6)

f (0, ξ) = p(ξ) +
a∫

0

m( f (s, ξ))ds, ξ ∈ [0, π ] (7)

∂

∂t
f (0, ξ) = q(ξ) +

a∫

0

n( f (s, ξ))ds (8)

Assume:
(i) For the continuous function G : [0, T ] × [0, π ] → R, ∃ a positive constant dG >

0 such that

Hd([G(t, ξ1)]α, [G(t, ξ2)]α) ≤ dGHd([p(ξ1)]α, [q(ξ2)
α]),

(i i) The function m, n : R → R are continuous and ∃ constants dm, dn such that

Hd([m( f, τ1)]α, [m( f, τ2)]α) ≤ dmHd([p(τ1)]α, [q(τ2)]α)

Hd([n( f, τ1)]α, [n( f, τ2)]α) ≤ dnHd([p(τ1)]α, [q(τ2)
α])

It is evident that by applying the conditions (i) and (i i) in (5)–(8), Theorem (3.1) is
satisfied. So, the system (5)–(8) has a unique fuzzy solution.
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5 Conclusion

In this work, we have attempted to prove the existence and uniqueness of fuzzy
solutions for second order nonlocal abstract differential equations. One can extend
the same findings and study the impulsive nature of the systems.
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Performance Assessment of Routing
Protocols in Cognitive Radio Vehicular
Ad Hoc Networks

Jyoti Grover and Sunita Singhal

Abstract Cognitive radio technology is an inventive method to solve spectrum
scarcity problems in wireless networks. Growing interest of cognitive radio (CR)
technology in vehicular communication systems has led CR-enabled vehicular ad
hoc network (CR-VANET). It allows the efficient use of radio frequency spectrum.
In vehicular ad hoc networks (VANETs), mobility of nodes leads to frequent changes
of network topologymaking routing a challenging task. It is important to balance dif-
ferent parameters such as impact of spectrum availability, dynamic nature ofVANET,
varying interference and security while designing solutions for CR-VANETs. In this
paper, we have compared AODV and DSR routing protocols in CR-VANET scenario
and have found that AODV protocol is more suitable. It is observed that on-demand
routing protocols outperform reactive protocols. All the experimental work is con-
ducted through OPNET network simulator.

Keywords Cognitive radio · VANET · CR-VANET · AODV · DSR · Routing

1 Introduction

As the number of vehicles on the road is increasing, it is bringing many challenges
such as improving road safety and in-vehicle entertainment. At present, the main
objective of vehicle industry is to upgrade the traveling experience of users by
strengthening vehicular communication effectiveness with improved safety and per-
formance, as well as Internet connection and commercial applications. Therefore,
vehicular ad hoc network (VANET) has developed as an refined technology that
can reinforce applications such as safety and traffic monitoring, collision avoidance,
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multimedia streaming and data collection for smart cities in alliance with wireless
sensor networks and vehicle-to-vehicle (V2V) communication.

Government and international companies allocate operation licenses in differ-
ent frequency bands. The electromagnetic spectrum is overburdened in some bands,
while it is under utilized in others. It becomes problematic to assign new licenses as
most part of the spectrum is already allocated. On the other hand, some frequency
bands are observed with minimum spectrum usage in certain regions of the world.
Wireless communication is becoming popular and there is an increased require-
ment for more bandwidth and electromagnetic spectrum. Additionally, applications
like video streaming consume high bandwidth and can cause congestion on partic-
ular channel. Spectrum is a scanty resource and it should be used precisely. One
of the prominent solutions is to access the spectrum opportunistically. There are
more prospects of finding a blank spectrum on highways that can be accessed oppor-
tunistically. Thus, it is very useful to embed cognitive radio technology in VANET
as spectrum availability can be exploited using opportunistic spectrum access. The
main concept of CR network is to share the same bandwidth with unlicensed (sec-
ondary) users that was permitted to licensed (primary) users without causing any
interference. A CR equipment detects the vacancy of the spectrum and assigns the
secondary users to avail the unoccupied radio spectrum.

VANET is egressing technology that allows one hop and multi-hop communica-
tions among vehicles in order to build safety applications. Apart from these safety
applications, VANET is also used to implement non-safety applications such as mul-
timedia data sharing and Internet access. With the enlarging demand of VANET,
cognitive radio is the most promising solution to deal with spectrum scarcity. It
is required to provide efficient use of spectrum and proper VANET deployment in
order to successfully implement CR-VANET [1]. It acquires geographical environ-
ment information to control distribution of spectrum in primary and secondary users
so that emergency information can be conveyed timely to nearby vehicles on the
road.

Performance of VANET is effected if same communication protocols which were
designed for fixed frequency bands are applied in scenario of dynamic use of spec-
trum bands [2]. Therefore, it is required to develop routing protocols suitable for
cognitive radio environment. This paper focuses on the assessment of ad hoc on-
demand distance vector (AODV) and dynamic source routing (DSR) in cognitive
radio environment. However, there are some papers in literature [3, 4], where dif-
ferent routing protocols are compared in VANET scenario. But we have presented
comparative investigation of AODV and DSR routing protocols in CR-VANET. The
major contribution of our paper can be summarized as follows:

1. Elaborative description of CR-enabled vehicular ad hoc networks.
2. Assessment of DSR and AODV protocols in cognitive radio environment.
3. Evaluation of applicability of AODV routing protocol in CR-enabled VANET.

The organization of the paper is as follows. Section2 presents background of
this technology. In Sect. 3, CR-VANET is revisited. Section4 presents routing



Performance Assessment of Routing Protocols in Cognitive Radio … 89

protocols in CR-enabled VANET. Experimental setup and comparative results
are presented in Sect. 5. Finally, concluding remarkswith futurework are covered
in Sect. 6.

2 Background

The main objective of cognitive radio standard is to alleviate the exiguity of spec-
tral resources for wireless communication through smart sensing and rapid resource
allocation methods. It is well known that most of the available spectrum is dedi-
catedly allocated to licensed users (primary users). Generally, it is under utilized
depending on the time and the location where communication is taking place. Three
approaches have been mentioned below for CR-based communication on the basis
of how secondary user accesses the licensed spectrum:

1. Opportunistic spectrum access [5]: In this approach, the secondary users can par-
ticipate in the communication when a frequency band (mainly used by primary
users) is found as idle.

2. Sharing of spectrum [6]: Here, the secondary users synchronize with the primary
users and mutually follow a protocol called interference constraint protocol so
that quality of service of the primary network can be ensured.

3. Spectrum sharing using sensors [7]: Secondary users sense the status of the
channel, i.e., active or idle. Based on the decision made by spectrum sensing,
they adapt their transmit power.

A coordinated spectrum sensing framework for cognitive radio VANET is intro-
duced by Xiao et al. [8]. The forwarding node having significant available spectrum
bands switches between channels which are common with the receiver and transmit-
ter in order to transmit more data through this forwarding link.

There are some negative effects of cognitive radio technology in vehicular net-
works. For example, secondary users not detecting a primary (licensed) user and
thus causing interference to the primary user. Kakkasageri et al. [9] proposed a
model to improve the performance of cognitive radio technology in vehicular net-
works. It uses cognitive agent model for perceiving intelligent information dissem-
ination. Connectivity-based routing protocols [10] provide spectrum awareness for
route selection. It observes the SU network connectivity that is determined by the
PU channel usage based upon graph theory and mathematical analysis.

3 Cognitive Radio Vehicular Ad Hoc Network
(CR-VANET)

AVANET is a subclass ofmobile ad hoc network (MANET) constructed overmoving
vehicles on the road. There are two types of links formed in VANET:-(a) vehicle-to-
vehicle (V2V) and (b) vehicle-to-infrastructure (V2I). It incorporates information and
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Fig. 1 Dedicated short range communication (DSRC)

communication technology to vehicles and roadside infrastructure. VANET uses 5.9
GHz dedicated short range communication (DSRC) [11, 12] for establishing connec-
tion between vehicles and their environment. Currently, IEEE 802.11p standard [13]
is working on PHY and MAC layers of DSRC. This standard is an alteration of the
popular IEEE 802.11a standard. It deals with the issues such as highly dynamic envi-
ronment and short span established links. It is a challenge in VANET to complete
communication between vehicles in very short time duration due to the high speed
of the vehicles. DSRC has been allocated 75 MHz of the radio spectrum by Fed-
eral Communications Commission (FCC) to implement vehicular communications.
Similar bands are allocated by governments in Japan and Europe. There are 6 service
channels and one control channel in 5.9 GHz DSRC spectrum. Bandwidth of each
channel is 10 MHz. Different channels of DSRC band are illustrated in Fig. 1.

Each channel is reserved for different types of applications. Safety applications
are implemented using channel 172. Channel 174 and 176 are reserved for non-
safety applications. Channel 175 is a conjunction of channels 174 and 176. High
priority safety messages are sent through channel 178. It supports vehicle-to-vehicle
broadcast messages, high priority safety messages and service announcements. Low
priority applications are implemented using channel 180 and 182. High priority
services are implemented using channel 184.

Wireless technology used for VANET allows nodes to listen to one channel at
a time. There is single transceiver equipped in each vehicle according to DSRC
deployment. This approach can monitor one channel at a time. Other approach can
be used where nodes can be equipped with multiple transceivers. It allows the access
of multiple channels simultaneously. This can be understood by taking a simple
example. If a vehicle is equipped with two transceivers, one transceiver can monitor
the control channel and at the same time send/receive the safety message on a service
channel. It becomes expensive and complex by employing multiple transceivers.

Control channel 178 is the most important channel of DSRC. Proper schedul-
ing algorithm is required by the channel for its efficient usage. The control channel
is monitored by all the nodes to broadcast safety messages or brief service channel
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Fig. 2 Spectrum information exchange in cognitive VANET

Fig. 3 Phases of a typical
cognitive radio VANET

announcements. Communication on the control channel is for a brief duration of time
due to availability of limited bandwidth. So, it is required that all the nodes periodi-
cally switch to the control channel to receive safety messages. Time synchronization
plays a significant role in order to guarantee that safety messages are received by all
nodes.

Cognitive radio technology in VANET [14, 15] enables efficient usage of radio
spectrum and improves efficiency of vehicular communications. Figure2 shows a
typical spectrum exchange mechanism in cognitive VANET. Vehicles on the road
cooperate and exchange spectrum information with each other and nearby base sta-
tions. These base stations, further, send the information to data mining servers.

Figure3 illustrates different phases of a typical cognitive radio VANET. Format
of the information maintained by data mining servers is shown in Fig. 4. It stores the
list of free channels at each location on highways where free spectrum can be used
opportunistically. Cognitive radio VANET improves the performance of current and
egressing applications of VANET, e.g., V2V and V2I communication, public safety
and non-safety (entertainment, information related) applications.
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Fig. 4 Spectrum
information maintained by
data mining servers

4 Routing in Cognitive Radio VANET

In this paper, we have considered two well-developed on-demand routing protocols
in VANET: AODV [16] and DSR [17]. In reactive protocols, a source node finds
a route to the destination whenever data communication is needed. In this Route
Discovery Phase, origin (source) node broadcasts a route request (RREQ) packet.
Nodes receiving this packet, further, forward it. Destination node or any node who
knows the path to destination node unicast route reply RREP to origin node. Now,
source node can start sending the data packets using unicasting. Apart from RREQ
andRREP packets, AODVandDSRprotocols sendRERR packets for routemainte-
nance. A survey of on-demand routing for CR-based networks is presented by Salim
et al. in [18]. However, they have not considered cognitive radio in VANET.

5 Experimental Setup and Simulation Results

In our present work, we have assessedAODV andDSR routing protocols in cognitive
radio VANET under dynamic traffic scenarios. The simulation model is built in the
OPNET simulator [19] with multi-radio multi-channel extensions as it facilitates
the simulations of complex networks. The simulation model includes 100 nodes in
an area of 3000 m× 3000 m. We have used two-ray ground propagation model.
User Datagram Protocol (UDP) is used at transport layer. Table1 presents list of
parameters for our simulation framework.

Performance of routing protocols in CR-VANET scenario is measured using fol-
lowing parameters:

• Packet Delivery Ratio (PDR): It is the proportion of the number of sent packets
by source end and the number of packets collected by the destinations end at
application layer.

• End-to-End Delay: It is the time difference between sending and receiving a
packet from source to destination in a network. It is also called propagation time.
This delay is measured in seconds.

• Throughput: It is defined as number of packets passing through the network per
unit of time. Throughput is measured in Kb/seconds.

Figure5 shows effect of simulation time on end-to-end delay. AODV and DSR
routing protocols are considered for evaluation. It is observed that end-to-end delay
is more when compared with AODV protocol. This may be due to high speed of
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Table 1 Simulation parameters

Parameter Description

Packet size 1024 bytes

Simulation start time 10 s

Data traffic Constant bit rate (CBR)

Data rate 2 Mb/s

Simulation area 3000 m × 3000 m

Transmission range 250 m

Simulation time 1000 s

Wireless standard 802.11p

Node speeds 50–100 Km/h

Average speed 1–15 m/s
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nodes in VANET. In DSR, RREQ and RREP packets contain the complete address
of all the intermediate nodes. It maintains route cache to store existing routing entries
until they become invalid. There are more link failures in VANET, and DSR takes
more time to maintain its cache. That is why AODV is having low end-to-end delay
as compared to DSR.

PDR is also evaluated by varying the simulation time in Fig. 6. Here, also AODV
routing protocol outperforms DSR. This is due to the fact that DSR route discovery
phase leads to uncertain length of control and data packets. So, DSR is not suitable
because of sporadic connectivity behavior of CR-VANET.

Figure7 considers the effect of simulation timeon throughput of both the protocols.
Here, also AODV outperforms DSR. This is also due to the same reason as defined
above.
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In this paper, we have shown the impact of simulation time on PDR, throughput
and end-to-end delay to assess the realization of AODV and DSR routing protocols
in CR-VANET.

6 Conclusion and Future Work

This paper discusses the performance assessment of ADOV and DSR routing pro-
tocols in CR-VANET. We have not focussed proactive protocols because they have
more energy requirements than reactive protocols. Proactive protocols transmit con-
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trol packet periodically and cache all the paths in a table even if there is not data
to be sent. On-demand or reactive protocols behave better in high dynamic scenario
such as in VANET. The experimental results illustrate that AODV is more suitable
in CR-VANET scenario as compared to DSR. The reason is that DSR route discov-
ery phase causes arbitrary length of control and data packets. Therefore, AODV is
found more suitable in CR-VANET. As a part of our future work, we would like to
incorporate environmental effects on CR-VANET while assessing the performance
of routing protocols.
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Infinite System of Second Order
Differential Equations in Banach
Space c0

Tanweer Jalal and Ishfaq Ahmad Malik

Abstract The paper addresses the study of system of second order differential equa-
tions of the form:

x
d2y j
dx2

+ dy j
dx

= u j (x, y(x))

where y j (1) = y j (ξ) = 0, x ∈ [1, ξ ], v(t) = (
y j (x)

)∞
j=1 and j = 1, 2, . . . .

Using the conception of measure of noncompactness and Darbo’s type fixed point
theorem, we come up with the condition for the existence of solution of the above
system in c0 space. The result is applied to an example to illustrate the concept.

Keywords Darbo’s fixed point theorem · Equicontinuous sets · Infinite system of
second order differential equations · Infinite system of integral equations ·
Measures of noncompactness

1 Introduction

Measures of noncompactness find a great deal of utilization’s in operator theory.
Mathematicians working in the field of operator theory, functional analysis, and
differential equations often use Darbo’s theorem [10] to study the fixed point theory.
Introduced in 1930 by Kuratowski [19], the idea of measure of noncompactness was
broadened to general Banach space by Banaś and Goebel [6]. Banach contraction
principle [1, 31] and Schauder’s fixed point theorem [18, 20] has been utilized for
the study of existence of solutions of functional equations.
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2 Definitions and Preliminaries

Among different measures of noncompactness, the most imperative one is the Haus-
dorff measure of noncompactness presented by Goldenstein et al. [15] in 1957. The
definition and other properties of it can be found in [6].

Let (M, ‖ · ‖) be a Banach space, for any A ⊂ X , Ā denotes closure of A and
Conv A denotes the closed convex hull of A. Here, the family of non-empty bounded
subsets of M is denoted by MM and non-empty; relatively, compact subsets of
M are denoted by NM . Let R+ = [0,∞), the axiomatic definition of measures of
noncompactness is

Definition 1 [8] A function μ : MM → R+ is said to be the measure of noncom-
pactness on M if the following conditions hold:

(i) The family Ker μ = {A ∈ MM : μ(A) = 0} is non-empty and Ker μ ⊂ NM ;
(ii) A1 ⊂ A2 ⇒ μ(A1) ≤ μ(A2);
(iii) μ( Ā) = μ(A);
(iv) μ(Conv A) = μ(A);
(v) μ [λA1 + (1 − λ)A2] ≤ λμ(A1) + (1 − λ)μ(A2) for 0 ≤ λ ≤ 1;
(vi) If (An) is a sequence of closed sets from MM such that An+1 ⊂ An and

lim
n→∞ μ(An) = 0 then the intersection set A∞ =

∞⋂

n=1

An is non-empty.

The fixed point theorem of Darbo type [6, 10] has been used to find the condition
for the existence fixed point of an operator which is not compact. It is formulated as
follows

Theorem 1 [10] Let E be a non-empty, bounded, closed, and convex subset of
Banach space X and let T : E → E be a continuous mapping. Assume that there
exists a constant k ∈ [0, 1) such that μ (T (E)) ≤ kμ(E) for any non-empty subset
E of X. Then T has a fixed point in the set E.

Theorem 1 can be applied in a given Banach space M , only if one have formula
which expresses the measure of noncompactness in that space. In only few Banach
spaces such formulas are known [6, 8].

The c0 sequence space is the set of all sequences converging to 0. Norm ‖ · ‖c0 ,
on c0 is defined as

‖(xk)‖c0 = sup
k≥1

{|xk |} , (xk) ∈ c0.

Under the norm ‖ · ‖c0 , c0 is a Banach space, for E ∈ Mc0 , the Hausdorff measure
of noncompactness in c0 is given by

χc0(E) = lim
n→∞

{

sup
(xn)∈E

(
sup
n≥k

|xn|
)}

. (1)
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We denote the interval [1, ξ ] by J , and consider the Banach space C(J, M)

consisting of all functions defined and continuous on J = [1, ξ ] with values in a
fixed Banach space M . The norm ‖ · ‖C on C(J, M) is given by

‖m‖C = sup
t∈[1,ξ ]

{‖m(t)‖M} ,

where ‖ · ‖X is the norm on X . Now, for the Banach space C(J, X), the Hausdorff
measure of noncompactness is given by

χ(E) = sup
t∈J

{χX ((E(t))} , (2)

where, E = MC(J,E), consists of functions that are equicontinuous on J , χX is
the Hausdorff measure of noncompactness in X and E(t) = {h(t) : h ∈ E}. So, for
X = c0, and E ∈ MC(J,c0), we have using (1) and (2)

χ(E) = sup
t∈J

{

lim
k→∞

{

sup
xn∈E

{
sup
n≥k

{|xn(t)|}
}}}

. (3)

Lot of work has been done on infinite system of differential equations of order
two in different different Banach spaces for references see [3, 7–9, 11, 12, 21–28,
30].

This paper deals with finding existence of solutions of infinite system of differ-
ential equations of order 2 of the type

x
d2y j
dx2

+ dy j
dx

= u j (x, y(x)) ; y j (1) = y j (ξ) = 0 (4)

where x ∈ [1, ξ ], y(x) = (
y j (x)

)∞
j=1.

The study makes use of infinite system of integral equations and Green’s function
[14]. The system (4) is converted into an equivalent system of integral equations.
This system of integral equations is then investigated for the existence of solution in
Banach space c0. The paper ends with an example which supports the idea given.

3 Main Results

A twice differentiable function y j satisfies (4) if and only if it satisfies the infinite
system of integral equations

y j (x) =
ξ∫

1

X (x, s)u j (s, y(s))ds , x ∈ J (5)
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whereu j (x, y) ∈ C(J,R) , j = 1, 2, 3, . . . and theGreen’s function X (x, s) is given
by

X (x, s) =

⎧
⎪⎨

⎪⎩

ln x(ln ξ−ln s)
ln ξ

, 1 ≤ s < x ≤ ξ,

ln s(ln ξ−ln x)
ln ξ

, 1 ≤ x < s ≤ ξ.

(6)

This function satisfies the inequality

X (x, s) ≤ 0.25 ln ξ (7)

for all (x, s) ∈ J 2.

Observe that from (5) and (6), we obtain

y j (x) =
x∫

1

ln x(ln ξ − ln s)

ln ξ
u j (s, y(s))ds +

ξ∫

x

ln(s)(ln ξ − ln x)

ln(ξ)
u j (s, y(s))ds.

Differentiation this expression, we get

dy j
dx

= 1

ln ξ

x∫

1

1

x
(ln ξ − ln s)u j (s, y(s))ds + 1

ln ξ

ξ∫

x

(−1

x
)(ln s)u j (s, y(s))ds

⇒ x
dy j
dx

= 1

ln ξ

x∫

1

(ln ξ − ln s)u j (s, y(s))ds − 1

ln ξ

ξ∫

x

(ln s)u j (s, y(s))ds

Again, differentiation gives

d

dx

(
x
dy j
dx

)
= 1

ln ξ
[0 + (ln ξ − ln x)u j (x, y(x))] − 1

ln ξ
[0 − (ln x)u j (x, y(x)]

= u j (x, v(x)).

Since Eq. (4) can be written as
d

dx

(
x
dy j
dx

)
= u j (x, y(x)). So, y j (t) given in (5)

satisfies Eq. (4). Hence, the two systems (4) and (5) are equivalent.
In the space c0 the system (4) has a solution if theses assumptions are satisfied:

(A1)The functionsu j are real valued, definedon the set J × R
∞, ( j = 1, 2, 3, . . .),

and the operator u is defined on the space J × c0 as

(x, y) 
→ (uy) (x) = (un(x, y)) = (u1(x, y), u2(x, y), u3(x, y), . . .)

maps the space J × c0 into c0. The class of all functions {(uy) (x)}x∈J is equicon-
tinuous at every point of the space y ∈ c0, that is for some x ∈ J , given ε > 0,
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there exists a δ > 0, such that

‖(uy1)(x) − (uy2)(x)‖c ≤ ε whenever‖y1 − y2‖c0 ≤ δ

for all y1, y2 ∈ c0.
(A2) For each x ∈ J, y(x) = (

y j (x)
) ∈ C(J, c0), the following inequality holds

|un(x, y(x))| ≤ gn(x) + hn(x) sup
j≥n

{|y j |
}

n = 1, 2, 3, . . .

where g j (x) and h j (x) are non-negative and continuous functions on J . The
sequence

(
g j (x)

)
j∈N converges uniformly on J to a function vanishing identically

on J , and the sequence
(
h j (x)

)
j∈N is equibounded on J .

In view of the assumption (A2), the following constants are finite

G = sup {gn(x) : x ∈ J, n ∈ N}
H = sup {hn(x) : x ∈ J, n ∈ N}

Theorem 2 Under assumptions (A1) and (A2), the infinite system (4) has atleast one
solution y(x) = (

y j (x)
)
j∈N in c0 for some fixed x ∈ J , whenever (ξ − 1)H ln ξ < 4.

Proof Define the operator F on C = C(J, c0) as

(Fy) (x) = ((Fy)n(x))

=
⎛

⎝
ξ∫

1

X (x, s)un(s, y1(s), y2(s), . . .)ds

⎞

⎠

=
⎛

⎝
ξ∫

1

X (x, s)u1(s, y1(s), y2(s), . . .)ds,

ξ∫

1

X (x, s)u2(s, y1(s), y2(s), . . .)ds, . . .

⎞

⎠

for an arbitrary y = (yn) ∈ C and for x ∈ J . First, we show that F maps C into
itself. Fix n ∈ N and x ∈ J arbitrarily, then using (7) we have

|(Fy)n(x)| ≤
ξ∫

1

|X (x, s)||un(s, y1(s), y2(s), . . .)|ds

≤ 0.25 ln ξ

ξ∫

1

|un(s, y1(s), y2(s), . . .)|ds
(8)
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Now, using assumption (A1), we obtain

lim
n→∞

⎛

⎝0.25 ln ξ

ξ∫

1

|un(s, y1(s), y2(s), . . .)|ds
⎞

⎠ → 0

Thus, by (8) it is clear that ((Fy)n(x)) ∈ c0, for arbitrarily fixed x ∈ J .
Now, assumptions (A2) gives

|(Fy)n(x)| ≤
ξ∫

1

|X (x, s)||un(s, y1(s), y2(s), . . .)|ds

≤ 0.25 ln ξ

⎡

⎣
ξ∫

1

gn(s)ds +
ξ∫

1

hn(s) sup
j≥n

{|y j (s)|
}
ds

⎤

⎦

≤ 1

4
ln(ξ)

[
(ξ − 1)G + (ξ − 1)H sup

x∈J

{‖y(x)‖c0
}]

≤ (ξ − 1)

4
ln ξ [G + H‖y‖C ]

Therefore, the operator F maps C into itself. As ξH ln ξ < 4, hence the operator
F : Br → Br , where Br is the ball in the space C with radius r and center origin.
The radius r is given by

r = (ξ − 1)G ln ξ

4 − (ξ − 1)H ln ξ

We prove that F is continuous on Br , fix ε > 0 and y1 ∈ Br arbitrarily, and take
y2 ∈ Br such that ‖y2 − y1‖c0 ≤ ε, then for arbitrary x ∈ J and n ∈ N we have

∣∣(Fy1)n (x) − (Fy2)n (x)
∣∣ ≤

ξ∫

1

|X (x, s)||un(s, y1) − un(s, y2)|ds (9)

Now, for any ε > 0, we define the δ(ε) as

δ(ε) = sup
{|un(x, y1) − un(x, y2)| : y1, y2 ∈ c0, ‖y1 − y2‖c0 ≤ ε, x ∈ J, n = 1, 2, . . .

}
.

By, assumption (A1) we see that δ(ε) → as ε →. Hence, by (9), we get

‖Fy1 − Fy2‖C ≤ (ξ − 1)

4
ln ξδ(ε)
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Therefore, the the operatorF is continuous on Br .We now show that the setFBr ⊂ Br

is equicontinuous on J . For this fix ε > 0 and y1 ∈ Br , then for x1, x2 ∈ J with
|x1 − x2| ≤ ε, we obtain

∣∣(Fy)n (x1) − (Fy)n (x2)
∣∣ ≤

ξ∫

1

|X (x1, s) − X (x2, s)||un(s, y)|ds

≤
ξ∫

1

|X (x1, s) − X (x2, s)|[gn(s) + hn(s) sup
j≥n

{|y j (s)|
}]ds

Define,

G(ε) = sup {|X (x1, s) − X (x2, s)| : x1, x2, s ∈ J, |x1 − x2| ≤ ε} , (10)

then we have

‖(Fy)(x1) − (Fy)(x2)‖c0 ≤ (ξ − 1)G(ε)
[G + H sup{‖y(s)‖c0 : s ∈ J }] . (11)

Now, by definition of Green’s function X (t, s) it is clear that G(ε) → 0 as ε → 0.
Therefore, by (11) we conclude that the set FBr are equicontinuous on the interval

J . Let Y = Conv FBr , then Y is equicontinuous on J and Y ⊂ Br . Let Z be a non-
empty subset of Y and y ∈ Z . Then, for arbitrarily fixed x ∈ J and k ∈ N, we have

∣∣(Fy)k (x)
∣∣ ≤

ξ∫

1

|X (t, s)||uk(s, y)|ds

≤ 1

4
ln ξ

⎛

⎝
ξ∫

1

pk(s)ds +
ξ∫

1

qk(s) sup
j≥k

{|y j (s)|
}
ds

⎞

⎠

So, for fixed n ∈ N we get

sup
k≥n

{∣∣(Fy)k (x)
∣∣} ≤ 1

4
ln ξ

⎛

⎝
ξ∫

1

sup
k≥n

{gk(s)} ds +
ξ∫

1

sup
k≥n

{hk(s)} sup
k≥n

{|y j (s)|
}
ds

⎞

⎠

Hence, based on assumption (A2), and taking into account (1), we obtain
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χc0 ((FZ) (x)) ≤ lim
n→∞

{

sup
y∈Z

{
sup

{∣∣(Fy)k (x)
∣
∣ : k ≥ n

}}
}

≤ (ξ − 1)

4
H ln(ξ)χc0 (Z(x)) .

Therefore, using Theorem (3), we have the inequality

χ(FZ) ≤ (ξ − 1)

4
H ln(ξ)χ(Z) (12)

Hence, by theorem 1, we conclude that the operator F has at least one fixed point
y in Br . The function y(t) = (yn(t)) is a solution of the infinite system of integral
equations (5) on J , such that y(x) ∈ c0 for any x ∈ J .
This implies (4) has a solution in the space c0.

Note: The value of ξ is chosen in such manner that (ξ − 1)H ln ξ < 4.
The result is applied to an example to illustrate the concept:

Example 1 Consider the infinite system of differential equations given as

t
d2v j

dt2
+ dv j

dt
= t

n2
2−n2t +

∞∑

m=n

(t2 + 1)vm(t)

(n2 + 1)m2
(13)

with vn(1) = vn(ξ) = 0, t ∈ [1, ξ ], n ∈ N.

Solution: Comparing the given system with (4), we have

fn(t, v) = t

n2
2−n2t +

∞∑

m=n

(t2 + 1)vm(t)

(n2 + 1)m2
.

The function hnm(t) = t2 + 1

(n2 + 1)m2
is continuous, and

∞∑

m=n

hnm(t) is absolutely uni-

formly continuous on J , for all m, n ∈ N.

Using the fact that hn(t) =
∞∑

m=n

|hnm(t)| is uniformly bounded on J , we get

∞∑

m=n

∣∣∣∣
[vm(t) − um(t)](t2 + 1)

(n2 + 1)m2

∣∣∣∣ =
∞∑

m=n

|vm(t) − um(t)|(t2 + 1)

(n2 + 1)m2

≤ ‖v(t) − u(t)‖π2

6
(t2 + 1).

(14)



Infinite System of Second Order Differential Equations … 105

Now, for fixed t ∈ [1, ξ ], if v(t) = (vn(t)) ∈ c0, then fn(t, v) ∈ c0 since

lim
n→∞ fn(t, v) = lim

n→∞

{
t

n2
2−n2t +

∞∑

m=n

vm(t)(t2 + 1)

(n2 + 1)m2

}

≤ lim
n→∞

{
t

n22n2t
+ t2 + 1

n2 + 1
sup
m≥n

vm(t)
∞∑

m=0

1

m2

}

= lim
n→∞

{
t

n22n2t
+ (t2 + 1)π2

6(n2 + 1)
sup
m≥n

vm(t)

}

= 0,

since (vm(t)) → 0 for each t ∈ J . We now show that (A1) is satisfied, let ε > 0
be arbitrary and v(t) = (vn(t)) ∈ c0, then using (14) and taking u(t) = (un(t)) ∈ c0
such that

‖v(t) − u(t)‖c0 ≤ δ

where δ depends on ε , δ <
(

6
π2(ξ 2+1)

)
ε, we get for t ∈ J

| fn(t, v) − fn(t, u)| =
∣
∣∣∣∣

∞∑

m=n

[vm(t) − um(t)](t2 + 1)

(n2 + 1)m2

∣
∣∣∣∣

≤
∞∑

m=n

|vm(t) − um(t)|(t2 + 1)

(n2 + 1)m2

≤ δ × π2

6
(ξ 2 + 1)

< ε,

for any fixed n, which implies that fn(t, v) is continuous, and hence, (A1) is satisfied.
To show that (A2) is satisfied, we take

pn(t) = t

n2
2−n2t , qn(t) = π2(t2 + 1)

6(n2 + 1)

P = sup{pn : n ∈ N, t ∈ J } = ξ

2

Q = sup{qn : n ∈ N, t ∈ J } = π2(ξ 2 + 1)

12
.

Then for

fn(t, v) = t

n2
2−n2t +

∞∑

m=n

(t2 + 1)vm(t)

(n2 + 1)m2
,
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we have

| fn(t, v)| ≤
∣∣
∣∣
t

n2
2−n2t

∣∣
∣∣ +

∣∣
∣∣∣

∞∑

m=n

(t2 + 1)vm(t)

(n2 + 1)m2

∣∣
∣∣∣

≤ pn(t) + (t2 + 1)π2

6(n2 + 1)
sup
m≥n

|vm(t)|
= pn(t) + qn(t) sup

m≥n
|vm(t)|

From the above, it is clear that the conditions of (A2) are verified as well.
Also Qξ tanh (0.5ξ) < 2 for all ξ ≤ 6.8.
Therefore, the system given in (13) has a solution in c0 space, for all t ∈ J.
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Fourth-Order Computations of Mixed
Convection Heat Transfer Past a Flat
Plate for Liquid Metals in Elliptical
Cylindrical Coordinates

B. Hema Sundar Raju

Abstract The problem of mixed convective heat transfer past a horizontal flat plate
for liquid metals has been studied by employing elliptical cylindrical geometry
fourth-order compact scheme (ECGFOCS). The coupled fourth-order discretised
Navier–Stokes and energy equations are solved by applying a pseudo-time itera-
tion technique. The variation of C f (skin friction), CD (drag coefficient), Nu (local
Nusselt number), Nu (average Nusselt number) on the plate surface is presented
for Reynolds number (Re) from 1 to 200, λ (Richardson number) from 0 to 3.0 and
Prandtl number (Pr) of 0.004 (liquid sodium), 0.0208 (liquid gallium alloy) and 0.065
(liquid lithium). It is found that the drag coefficient is increasing with an increase of
λ while the same is decreasing with the increase of Re and Pr. It is also found that
average Nusselt number is increasing with the increase of Re, λ and Pr. The C f

√
Re

values are increasing along the plate surface with an increase of λ, and the same is
decreasing with an increase of Pr. At the centre of the plate, the Nu Re−0.5 values are
increasing with the increase of λ and Pr. Also, it is verified that as grid refines, the
present results approach to fourth-order accuracy.

Keywords Horizontal flat plate · Liquid metals · Mixed convection · Drag
coefficient · ECGFOCS · Nusselt number

Nomenclature

λ Richardson number, Gr
Re2

(ξ, η) Elliptical cylindrical polar coordinates
CD Total drag coefficient
C f Skin friction coefficient
g Gravitational acceleration, ms−2

Gr Grasof number, l3bg(Ts−T∞)

ν2

l Length of the plate, m
Nu Local Nusselt number
Nu Average Nusselt number
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Pr Prandtl number, ν
α

Re Reynolds number, lU∞
ν

T∞ Uniform temperature, K
U∞ Uniform stream velocity, ms−1

Greek Symbols

ψ Dimensionless stream function
ω Dimensionless vorticity
θ Dimensionless temperature
b Thermal coefficient of volumetric expansion, s−1

ν Kinematic viscosity (m2s−1)

Subscripts

∞ Free stream

1 Introduction

The mixed convection heat transfer past a flat plate for liquid metals has been given
practical importance due to its engineering and industrial applications. Liquid metals
are used as coolant in micro-devices, computer ships because it has many physical
properties like higher conductivity, lower density, lower melting point and higher
boiling temperature (Li et al. [1]).

The flow past a flat plate has been analysed experimentally by Janour [2] under the
presence of the parameter Re from 12 to 2335. Tomotika and Aoi [3] applied Oseen
approximation to study the flowover flat plate problem in presence of lowparameters,
and Janssen [4] has also analysed the same problem by employing electrical analogue
technique for Re from 0.1 to 10. Van Dyke [5] modified the correlation formula of
drag coefficient which is given by Kuo [6] for the problem of steady flow past a flat
plate. Dennis and Dunwoody [7] studied the flat plate problem by using analytical
treatment of Oseen’s linearised equations for Re from 0.1 to 104. Dennis and Chang
[8] has applied finite difference method (FDM) to study the steady flow past a flat
plate for Re upto 200. Cauchy intergral algorithm is applied by Jobe and Burggraf
[9] for solving the asymptotic equations of flow near the trailing edge of flat plate
with the presence of Re from 10 to 104. Dennis and Smith [10] further updated the
work of Dennis and Dunwoody [7] into forced convection heat transfer past a flate
plate by similar approach for higher Re and Pr. Vynnycky et al. [11] have studied
the conjugate heat transfer problem past a rectangular slab by applying FDM for
the presence of high Re and Pr. The forced convection heat transfer past a flat plate
in elliptical cylindrical coordinate has been investigated by Juncu [12] by applying
FDM for parameters Re from 10 to 400 and Pr from 0.1 to 10. Robertson et al. [13]
analysed the mixed convection heat transfer past a flat plate in elliptical cylindrical
coordinate by employing FDM for the ranges of parameters Re from 10 to 100, Pr
from 0.1 to 10 and λ from 0 to 14.
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The numerical schemes applied in the above literature are mainly second-order
accurate. For improving accuracy of the numerical scheme Spotz and Carey [14], Li
et al. [15], Sanyasiraju and Manjula [16], Raju and Sekhar [17], Sekhar et al. [18–
20], Raju et al. [21], Nath et al. [22], Nath and Raju [23] attempted the problem of
Navier–Stokes equations in Cartesian, cylindrical and spherical geometry by using
fourth-order compact scheme which is stable and fourth-order accurate. Recently,
Raju [24] studied the flow (up to Re = 105) and forced convection heat transfer
in liquid metals (Pr << 1) from a flat plate by applying ECGFOCS in pseudo-time
iteration technique. The currentwork aims to study themixed convection heat transfer
past a flat plate for specific liquid metals (liquid sodium (Pr = 0.004), liquid gallium
alloy (Pr = 0.0208) and liquid lithium (Pr = 0.065)) by employing ECGFOCS in
pseudo-time iteration technique.

2 Problem Formulation

An incompressible, laminar and steady flow of free stream velocityU∞ and temper-
ature T∞ past a horizontal flat plate of length l has been considered (as shown in
Fig. 1). The gravity vector acts in the opposite direction of y axis of the plate. The
non-dimensional stream function, vorticity and energy equations [13] are written in
elliptical cylindrical coordinate as follows:
Stream function equation:

∂2ψ

∂ξ 2 + ∂2ψ

∂η2 = −Q (1)

Vorticity equation:
∂2ω

∂ξ 2 + ∂2ω

∂η2 = Re J(ω,ψ) + R (2)

Energy equation:
∂2θ

∂ξ 2 + ∂2θ

∂η2 = Pe J(θ, ψ) (3)

where Jacobian is given by J (φ1, φ2) = ∂φ1

∂ξ

∂φ2

∂η
− ∂φ2

∂ξ

∂φ1

∂η
, Q = 1

8 (cosh 2ξ − cos 2η)

ω, R = − λRe
2

(
sinh ξ cos η ∂θ

∂ξ
− cosh ξ sin η ∂θ

∂η

)
, Pe = Re Pr.

The following boundary conditions are used to solve the Eqs. (1)–(3) as follows.

ψ = ∂ψ

∂ξ
= 0, ω = − 8

1 − cos 2η

∂2ψ

∂ξ 2 , θ = 1 at ξ = 0

ψ → 1

2
sinh ξ sin η, ω = θ = 0 as ξ → ∞

ψ = ω = ∂θ

∂η
= 0 at η = 0 and η = π
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Fig. 1 Schematic diagram describing the problem

The coefficient of drag and skin friction are determined by utilising vorticity field
as follows:

CD = − 1

Re

π∫

0

ω0 sin η dη (4)

C f = − (ω)ξ=0

Re
(5)

The local and average Nusselt number on the plate surface is computed from tem-
perature field as follows:

Nu = − 2

sin η

(
∂θ

∂ξ

)

ξ=0

(6)

and

Nu = −
π∫

0

(
∂θ

∂ξ

)

ξ=0

dη (7)

3 Numerical Methodology

To discretise the Eqs. (1)–(3), we use the following fourth-order discretizations of
the partial derivatives:

∂Z

∂ξ
= Zξ − 2 f1

∂3Z

∂ξ 3 + O(h4) (8)

∂2Z

∂ξ 2
= Zξξ − f1

∂4Z

∂ξ 4 + O(h4) (9)

∂Z

∂η
= Zη − 2 f2

∂3Z

∂η3 + O(k4) (10)
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∂2Z

∂η2
= Zηη − f2

∂4Z

∂η4 + O(k4), (11)

where Z is a transport variable, f1 = h2

12 and f2 = k2

12 with h and k are the step sizes
in ξ and η directions, respectively. Zξ , Zη, Zξξ and Zηη are the second-order central
differences. Substitute Eqs. (8)–(11) in Eq. (2), we obtain

ωξξ + ωηη = f1
∂4ω

∂ω4
+ f2

∂4ω

∂η4

+ Re
(
ψηωξ − 2 f1ψηωξξξ − 2 f2ωξψηηη

−ψξωη + 2 f2ψξωηηη − 2 f1ωηψξξξ

)

− λRe

2

[
sinh ξ cos η

(
θξ − 2 f1θξξξ

)

− cosh ξ sin η
(
θη − 2 f2θηηη

) + O
(
h4, k4

)]

(12)

By taking the partial derivatives on both sides of vorticity Eq. (2) with respect to ξ

and η, we get

∂3ω

∂ξ 3 = −Re
(
ψξηωξ + ψηωξξ − ψξξωη − ψξωξη

) + Rξ − ωξηη (13)

∂4ω

∂ξ 4
= Re

(
ψξξηωξ + ψξηωξξ + ψξηωξξ + ψηωξξξ − ωηψξξξ

−2ψξξωξη − ψξωξξη

) − ωξξηη + Rξξ

(14)

∂3ψ

∂η3 = −Re
(
ψηηωξ + ψηωξξ − ψξηωη − ψξωξη

) + Rη − ωξξη (15)

∂4ω

∂η4
= Re

(
ψηηηωξ + ψηηωξη + ψηηωξη + ψηωξηη − ωηψξηη

−2ψξηωηη − ψξωηηη

) − ωξξηη + Rηη

(16)

Substitute Eqs. (13)–(16) in Eq. (12), we get

ωξξ (1 + β1) + ωηη (1 + γ1) = ωξ

(
Reψη + δ1

) + ωη

(−Reψξ + ε1
)

+ ζ + O
(
h4, k4

) (17)
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The above Eq. (17) is the fourth-order compact discretization form of vorticity equa-
tion, where

β1 = f1Re
2ψηψη − 2 f1Reψξη

γ1 = f2Re
2ψξψξ + 2 f2Reψξη

δ1 = ( f1 + f2)Reψξξη − f1Re
2ψηψξη + f2ReQηω + f2Re

2ψξψηη

ε1 = − f1ReQξω − ( f1 + f2)Reψξηη + f1Re
2ψηψξξ − f2Re

2ψξψξη

ζ = − ( f1 − f2)ReQωξωη − 2 f1Reψξξωξη − ( f1 + f2)Reψξωξξη

+ ( f1 + f2)Reψηωξηη + ( f1 + f2)Re
2ψξψηωξη − ( f1 + f2) ωξξηη

+ 2 f2Reψηηωξη − f1ReψηRξ + f2Reψξ Rη + f1Rξξ + f2Rηη

− λRe

2

[
sinh ξ cos η

(
θξ − 2 f1θξξξ

) − cosh ξ sin η
(
θη − 2 f2θηηη

)]

The benefit of the present numerical code is that any second-order accurate code can
be expanded into fourth-order accurate code by adding the coefficients β1, γ1, δ1,

ε1, ζ into the second-order accurate code.
The fourth-order discretised vorticity Eq. (17) is solved by utilizating pseudo-time

iterations technique (Erturk and Gökçöl [25]). Apply pseudo-time derivative to the
vorticity Eq. (17), we get

ωt = βωξξ + γωηη − δωξ − εωη − ζ

⇒ ∂ω

∂t
= β

∂2ω

∂ξ 2
+ γ

∂2ω

∂η2
− δ

∂ω

∂ξ
− ε

∂ω

∂η
− ζ

⇒ ωn+1 − ωn

�t
= βn ∂2ωn+1

∂ξ 2
+ γ n ∂2ωn+1

∂η2
− δn

∂ωn+1

∂ξ
− εn

∂ωn+1

∂η
− ζ n

⇒
(
1 − �tβn ∂2

∂ξ 2 − �tγ n ∂2

∂η2 + �tγ n ∂

∂ξ
+ �tεn

∂

∂η

)
ωn+1 = ωn − �tζ n

(18)

Due to the presence of larger band matrix, the above Eq. (18) is not computationally
stable and so splits the L.H.S operator of Eq. (18) as follows.

(
1 − �tβn ∂2

∂ξ 2 + �tδn
∂

∂ξ

) (
1 − �tγ n ∂2

∂η2 + �tεn
∂

∂η

)
ωn+1

= ωn − �tζ n +
(

�tβn ∂2

∂ξ 2 − �tδn
∂

∂ξ

) (
�tγ n ∂2

∂η2 − �tεn
∂

∂η

)
ωn (19)

By introducing new variable Y , rearrange the Eq. (19) in two steps (ξ and η sweeps)
such that
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(
1 − �tγ n ∂2

∂η2 + �tεn
∂

∂η

)
ωn+1 = Y (20)

(
1 − �tβn ∂2

∂ξ 2 + �tδn
∂

∂ξ

)
Y

= ωn − �tζ n +
(

�tβn ∂2

∂ξ 2 − �tδn
∂

∂ξ

) (
�tγ n ∂2

∂η2 − �tεn
∂

∂η

)
ωn (21)

whereβ = 1 + β1, γ = 1 + γ1, δ = Reψη + δ1, ε = −Reψξ + ε1. The above Eqs.
(20)–(21) yields a tridiagonal system of equations and is numerically stable.
By employing TDMA technique, we first solve the Eq. (21) for Y and then solve
the Eq. (20) for vorticity (ω). In similar manner, we solve the stream and energy
equations.

4 Discretization of Boundary Conditions

Discretization details of boundary conditions are elaborately explained in the papers,
Raju and Sekhar [17], Sekhar and Raju [18–20], Raju et al. [21], Nath et al. [22],
Nath and Raju [23] and Raju [24].

5 Results and Discussion

Todemonstrate the grid sensitivity analysis of ECGFOCS, numerical experiments are
carried out in distinct grids, namely 41 × 41, 61 × 61, 81 × 81, 101 × 101, 121 ×
121 and 141 × 141 atRe= 200, Pr = 0.0208 andλ=0.05. TheNu values attained from
the ECGFOCS in the above referred grids are shown in Table1. The values of Nu
referred in Table1 are almost equal for two grids, namely 121 × 121 and 141 × 141.
As a result, for all numerical experiments, 141 × 141 grid has been chosen as an
optimum grid size in the current work.

To show the the order convergence of the ECGFOCS, the decay of first-order
divided differences of Nu values with regard to h are displayed in Fig. 2 together
with reference line of fourth order. The slopes of the current results are in line with
the fourth-order accurate reference line. It shows that as h → 0, the present results
approach to fourth-order accuracy.

The Nu values attained from ECGFOCS are validated with the numerical values
of Juncu [12] (for λ = 0) in Table2 at Pr = 0.7 and Re = 40, 100 together with the
absolute percentage difference. It can be noticed from Table2 that the present results
vary with a maximum percentage difference of 0.0525 %. This indicates that the
current results are concurrent with the numerical results of Juncu [12].
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Table 1 The Nu values obtained from ECGFOCS for different grid systems at Re = 200, Pr =
0.0208 and λ = 0.05. In bracket, the values indicate step size h of the grid

Grid Nu

41 × 41

(0.07853982) 2.300859

61 × 61

(0.05235988) 2.300120

81 × 81

(0.03926991) 2.299888

101 × 101

(0.03141593) 2.299803

121 × 121

(0.02617994) 2.299766

141 × 141

(0.02243995) 2.299748

Fig. 2 The variation of
d(Nu)/dh with refer to step
sizes h for Re = 200, λ =
0.05 and Pr = 0.0208

The drag coefficient (CD) values evaluated from ECGFOCS for distinct values
of λ, Re and Pr are plotted in Fig. 3. It is observed from Fig. 3 that for given Pr, the
CD values are increasing with an increase of λ, whereas the same decreases with the
increase of Pr and Re.

Figure4 portrays the variation of C f

√
Re on the plate surface for different values

of Pr, λ at Re = 200. It is seen from Fig. 4 that for specific Pr and λ, the C f

√
Re

values are first decreasing along the surface of the plate and then increasing near the
trailing edge (x = 0.5). Again Fig. 4 shows that for particular Pr, the C f

√
Re values

are increasing along the plate surface with an increase of λ. Also, it is noticed from
Fig. 4 that for a given λ, the C f

√
Re values are decreasing along the surface of the

plate with an increase of Pr.
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Table 2 Comparison of average Nusselt number obtained from ECGFOCS with the literature
values at Pr = 0.7, Re = 40, 100 and λ = 0 together with the absolute percentage error

Re Juncu [12] Present scheme %Diff

40 4.2800 4.2801 0.0023

100 6.4700 6.4734 0.0525

Figure5 displays the isothermal contour around the plate for distinct values of
Pr and λ = 0, 0.5, 1.5, 3 at Re = 200. It is seen from Fig. 5 that, the isotherms are
densely packed close to the leading edge (x = −0.5) of the plate with the increase
of λ and Pr. But, the isotherms are more closely packed near the leading edge of the
plate with an increase of Pr while compare to increase of a Richardson number.

The variation of Nu Re−0.5 on the plate surface for different values of Pr and λ

at Re = 200 is depicted in Fig. 6. It is found that, for given Pr and λ, the Nu Re−0.5

values are first decreasing along the plate surface and then again increasing near the
trailing edge. Also, it is observed from Fig. 6 that at the centre of the plate (x = 0),
the Nu Re−0.5 values are increasing with the increase of λ and Pr.

The variation of Nu with distinct values of λ for Re =10, 100, 200 and Pr = 0.004,
0.0208, 0.065 are presented in Fig. 7. It is seen from Fig. 7 that, Nu is monotonically
increased with the increase of λ, Re and Pr.

6 Conclusions

The mixed convection heat transfer past a flat plate has been studied for liquid metals
by implementing ECGFOCS in pseudo-time iteration technique. The main points
which can be concluded from the current numerical investigations are highlighted as
follows.

1. As h → 0, the present results approach to fourth-order accuracy.
2. The drag coefficient values are increasing with an increase of λ, while the same

decreases with the increase of Pr and Re.
3. The C f

√
Re values are increasing along the plate surface with an increase of λ,

and the same is decreasing with an increase of Pr.
4. The isotherms are more closely packed near the leading edge of the plate with

the increase of Pr and λ.
5. At the centre of the plate (x = 0), the Nu Re−0.5 values are increasing with the

increase of λ and Pr.
6. Nu is monotonically increased with the increase of λ, Re and Pr.
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Fig. 3 The CD values calculated from ECGFOCS for different values of Pr, λ and Re

Fig. 4 The variation of C f
√
Re on the plate surface for different values of Pr, λ at Re = 200
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Fig. 5 Isothermal contours for different values of λ = 0, 0.5, 1.5, 3.0 and Pr = 0.004, 0.0208, 0.065
at Re = 200
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Fig. 6 The variation of Nu Re−0.5 on the plate surface for different values of Pr and λ at Re = 200

Fig. 7 The Nu values evaluted from ECGFOCS with different values of λ for Pr = 0.004, 0.0208,
0.065 and Re = 10, 100, 200
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Steady and Unsteady Solutions of Free
Convective Micropolar Fluid Flow Near
the Lower Stagnation Point of a Solid
Sphere

Debasish Dey and Rupjyoti Borah

Abstract An attempt has been done to study the dual solutions (steady and unsteady
solutions) of free convective micropolar fluid flow near the stagnation point of a
sphere. Governing equations are solved numerically using suitable similarity trans-
formations and MATLAB built-in bvp4c solver technique. The results are discussed
graphically for various values of conjugate parameter (corresponds to convective
boundary condition) and material parameter for micropolar fluid. Numerical results
of wall temperature and skin friction coefficient are represented by tables. During
time-dependent case, skin friction coefficient is controlled by material parameter,
but the conjugate parameter enhances skin friction coefficient.

Keywords Convective boundary condition · Lower stagnation point · Micropolar
fluid · Solid sphere · Steady and unsteady flow

Nomenclature

x Displacement variable along the surface of sphere from lower stagnation
point

y Displacement variable transverse to x axis
u Velocity component along x axis
v Velocity component along y axis
H Angular velocity of the micropolar fluid
a Radius of the heated sphere
Cp Specific pressure
f ′(y) Dimensionless velocity
g Gravitational force
Gr Grashof number
h f Coefficient of heat transfer
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h(y) Dimensionless angular velocity
j Micro inertia density
k Vortex viscosity
K Material or micropolar parameter
kT Thermal conductivity
n Constant
Pr Prandtl number
T Temperature
T f Temperature of the hot fluid
T∞ Ambient temperature
t Time

Greek symbols

β Coefficient of thermal expansion
ρ Fluid density
γ1 Conjugate parameter for convective boundary condition
ψ Stream function
φ Spin gradient
υ Kinematic viscosity
μ Dynamic viscosity
θ(y) Dimensionless temperature
ω Eigenvalue parameter

Suffix

0 Initial condition
′ Prime which represents the differentiation with respect to y

1 Introduction

The stagnation point flow around a sphere has a large amount of practical significance
in engineering and industrial processes. Many researchers have used the mechanics
of stagnation point flow using different constitutive models due to its wide range of
applications in science and engineering. Theory of micropolar fluid flow is applied in
microdevices, defectoscopy (diagnostic method for identification of defects), living
organisms, etc. Eringen [1] has introduced the theory of micropolar fluid. Ariman
et al. [2] and Rees and Bassom [3] have studied fluid flow problems using micropolar
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fluid model. Analysis of mixed convective boundary layer flow past a sphere has
been done by Chen and Mucoglu [4]. Kadim et al. [5] have investigated the natural
convective boundary layer flow past a sphere using a viscoelastic fluid model. Nazar
et al. [6, 7] have investigated themicropolar fluid flowpast a sphere by taking constant
heat flux and wall temperature, respectively. Cheng [8] has investigated the heat and
mass transfer effects on micropolar fluid flow past a sphere.

Markin [9] has considered the buoyancy effects on viscous fluid flowwith Newto-
nian heating past vertical plate. Recently, Salleh et al. [10] have investigated the free
convection boundary layer flow past a heated sphere using micropolar fluid model.
Many researchers (Aziz [11], Makinde and Aziz [12], Ishak et al. [13], Markin and
Pop [14], Yao et al. [15], Yacob and Ishak [16]) have carried out the solutions of
convective boundary layer flowproblems.Recently,Mohamed et al. [17] have studied
the behavior of stagnation point flow with convection boundary condition. Stagna-
tion point flowwith convective boundary condition using micropolar fluid model has
been analyzed by Alkasasbeha et al. [18]. Shu and Wilks [19] have investigated the
heat transfer features in the thin-film flow over a hot sphere effecting from a cold
vertical plane of liquid falling onto the surface. Aziz et al. [20] have investigated
the mixed convection boundary layer flow using viscoelastic micropolar fluid model
with the effect of magnetic field.

Themain objective of this study is to investigate the steady and unsteady solutions
of micropolar fluid flow in the vicinity of the point where velocity is zero of a sphere
with convective boundary conditions. The governing partial differential equations
are renewed into set of ordinary differential equations using appropriate similarity
transformations and have been solved numerically byMATLABbuilt-in bvp4c solver
technique. A comparison of our work has been made with the results of Alkasasbeha

et al. [18] to exemplify the truth of the present work.

2 Mathematical Formulation

Here, free convective two-dimensional boundary layer flow has been considered in
the region of stagnation point of a heated sphere with the free stream temperature
T∞, which is subjected to a convective boundary condition. Let “a” be the radius of
the heated sphere which is shown in Fig. 1.

Under the boundary layer and Boussinesq approximations, the fundamental equa-
tions are (following Aziz [11], Eringen [1], Salleh et al. [10], Alkasasbeha et al.
[18]):

∂(ru)

∂x
+ ∂(rv)

∂ y
= 0, (1)

ρ

(
u

∂u

∂x
+ v

∂u

∂ y

)
= (μ + k)

∂2u

∂ y2
+ ρgβ(T − T∞) sin(

x

a
) + k

∂H

∂ y
, (2)
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Fig. 1 Flow model

ρ j

(
u

∂H

∂x
+ v

∂H

∂ y

)
= −k

(
2H + ∂u

∂ y

)
+ φ

∂2H

∂ y2
(3)

u
∂T

∂x
+ v

∂T

∂ y
= υ

Pr

∂2T

∂ y2
(4)

and the boundary conditions subject to the above equations are:

as y = 0 : u = v = 0,−k ∂T
∂ y = h f (T f − T ), H = −n ∂u

∂ y ,

as y → ∞ : u → 0, T → T∞, H → 0,

}
(5)

where Pr = μCp

kT
and h f the coefficient of heat transfer for the convective boundary

conditions and n the constant with 0 ≤ n ≤ 1 such that the value n = 0 which
implies H = 0 at the wall physically signifies the concentrated particle flows in
which the density of the particle is significantly large that of microelements near
the wall are unable to rotate and n = 1 gives turbulent boundary layer (Ahmadi
[21]). In this study, we have considered n = 1

2 which physically corresponds to
vanish the antisymmetric part of the stress tensor and gives the weak concentration
of microelements.

Let r(x) be the radial distance which characterizes the distance between the
surface of the sphere and symmetrical axis of the sphere which is defined by
r(x) = a sin( xa ), and φ is the spin gradient viscosity that has the following form
as proposed by Ahmadi [21]:
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φ = (μ + (
k

2
)) j. (6)

Following Salleh et al. [10], Aziz [11], and Alkasasbeha et al. [18], we consider
the following dimensionless variables:

x = x̄
a , y = Gr

1
4 (

ȳ
a ), r = r̄

a , u = ( a
υ
)Gr− 1

2 ū, v = ( a
υ
)Gr− 1

4 v̄,

H = ( a
2

υ
)Gr− 3

4 H̄ , θ = T−T∞
T f −T∞ ,

}
(7)

where Gr = gβ(T f −T∞)a3

υ2 is the Grashof number. Substituting (7) into Eqs. (1–4), we
have got

∂

∂x
(ru) + ∂

∂y
(rv) = 0, (8)

u
∂u

∂x
+ v

∂u

∂y
= (1 + K )

∂2u

∂y2
+ θ sin x + K

∂H

∂y
, (9)

u
∂H

∂x
+ v

∂H

∂y
= −K (2H + ∂u

∂y
) + (1 + K

2
)
∂2H

∂y2
, (10)

u
∂θ

∂x
+ v

∂θ

∂y
= 1

Pr

∂2θ

∂y2
, (11)

where K = k
μ
, and the reduced boundary conditions are

as y = 0 : u = v = 0, ∂θ
∂y = −γ1(1 − θ), H = − 1

2
∂u
∂y ,

as y → ∞ : u → 0, θ → 0, H → 0

}
(12)

where γ1 = ah f Gr− 1
4

k . It is seen that if γ1 = 0, then θ = 0, and therefore, h f = 0
implies that there is no heat supply from the sphere (Salleh et al. [10] andAlkasasbeha

et al. [18]).
We introduce the following similarity variables (following Alkasasbeha et al.

[18]):

ψ = xr(x) f (x, y), θ = θ(x, y), H = xh(x, y) (13)

whereψ is the stream function, and u = 1
r

∂ψ

∂y and v = − 1
r

∂ψ

∂x satisfy Eq. (8). Further,
we have concentrated our main concern to study the flow behavior in the vicinity
of lower stagnation point, and mathematical formulations are done using (following
Alkasasbeh et al. [18]) x ≈ 0. Now, substituting Eq. (13) into Eqs. (9–12), the
following ordinary differential equations are obtained:
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(1 + K ) f ′′′ + 2 f f ′′ − f
′
2 + θ + Kh

′ = 0, (14)

(1 + K

2
)h′′ + 2 f h′ − f ′h − K (2h + f ′′) = 0, (15)

1

Pr
θ ′′ + 2 f θ ′ = 0, (16)

and the modernized boundary conditions are:

f (0) = f
′
(0), θ

′
(0) = −γ1(1 − θ(0)), h(0) = − 1

2 f
′′(0),

as y → ∞ : f
′
(y) → 0, θ(y) → 0, h(y) → 0.

}
(17)

3 Unsteady Flow Case

The unsteady case of this problem is performed to make a comparison between the
steady and unsteady flow solutions and help us to characterize which solution of
the dual solutions is physically realizable. Weidman et al. [22] and Khashi’ie et al.
[23] have investigated that the dual solutions (steady and unsteady cases) exist for
the forced convection boundary layer flow past a permeable flat plate and forced
convection flow of a non-Newtonian fluid past a wedge, respectively, and suggested
that the upper branch (steady solution) solutions are stable in nature and physically
realizable and the lower branch (unsteady solution) solutions are not physically
acceptable.

To test these features, we consider the unsteady form of Eqs. (1–4), and (1) clearly
holds. Equations (2–4) become.

∂u

∂t
+ ρ

(
u

∂u

∂x
+ v

∂u

∂ y

)
= (μ + k)

∂2u

∂ y2
+ ρgβ(T − T∞) sin(

x

a
) + k

∂H

∂ y
, (18)

∂H

∂t
+ ρ j

(
u

∂H

∂x
+ v

∂H

∂ y

)
= −k

(
2H + ∂u

∂ y

)
+ φ

∂2H

∂ y2
, (19)

∂T

∂t
+ u

∂T

∂x
+ v

∂T

∂ y
= υ

Pr

∂2T

∂ y2
. (20)

We consider the following non-dimensionless variables:

t = Gr
1
2

a2 t, x = x
a , y = Gr

1
4

(
y
a

)
, r = r

a , u = (
a
υ

)
Gr− 1

2 u, v = (
a
υ

)
Gr− 1

4 v,

H =
(
a2

υ

)
Gr− 3

4 H , θ = T−T∞
T f −T∞ .

⎫⎬
⎭
(21)
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Using these dimensionless variables in Eqs. (18–20), we get the following partial
differential equations:

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
= (1 + K )

∂2u

∂y2
+ θ sin x + K

∂H

∂y
, (22)

∂H

∂t
+ u

∂H

∂x
+ v

∂H

∂y
= −K (2H + ∂u

∂y
) + (1 + K

2
)
∂2H

∂y2
, (23)

∂θ

∂t
+ u

∂θ

∂x
+ v

∂θ

∂y
= 1

Pr

∂2θ

∂y2
, (24)

where t denotes time, and it is important for the question of which solution will be
obtained physically realizable. Based on the variables (13), we introduce the new
dimensionless variables:

ψ = xr(x) f (x, y, t), θ = θ(x, y, t), H = xh(x, y, t). (25)

Using these variables into Eqs. (18–20), we have got the following nonlinear
ordinary differential equations:

∂2 f

∂y∂t
+ x

∂ f

∂y

∂2 f

∂x∂y
+

(
∂ f

∂y

)2

− (1 + x cot x) f
∂2 f

∂y2
− x

∂ f

∂x

∂2 f

∂y2

= (1 + K )
∂3 f

∂y3
+ sin x

x
θ + K

∂h

∂y
, (26)

∂h

∂t
+ x

∂ f

∂y

∂h

∂x
+ ∂ f

∂y
h − (1 + x cot x) f

∂h

∂y
− x

∂ f

∂x

∂h

∂y

= −2Kh − K
∂2 f

∂y2
+

(
1 + K

2

)
∂2h

∂y2
, (27)

∂θ

∂t
+ x

∂ f

∂y

∂θ

∂x
− (1 + x cot x) f

∂θ

∂y
− x

∂ f

∂x

∂θ

∂y
= 1

Pr

∂2θ

∂y2
. (28)

Again, putting x ≈ 0, Eqs. (26–28) will reduce to the following equations:

∂2 f

∂y∂t
+

(
∂ f

∂y

)2

− 2 f
∂2 f

∂y2
= (1 + K )

∂3 f

∂y3
+ θ + K

∂h

∂y
, (29)

∂h

∂t
+ ∂ f

∂y
h − 2 f

∂h

∂y
= −2Kh − K

∂2 f

∂y2
+

(
1 + K

2

)
∂2h

∂y2
, (30)

∂θ

∂t
− 2 f

∂θ

∂y
= 1

Pr

∂2θ

∂y2
, (31)
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and the relevant boundary conditions are:

f (0, t) = ∂ f
∂y (0, t) = 0, ∂θ

∂y (0, t) = −γ1(1 − θ(0, t)), h(0, t) = − 1
2

∂2 f
∂y2 (0, t),

as y → ∞ : ∂ f
∂y (y, t) → 0, θ(y, t) → 0, h(y, t) → 0.

}

(32)

The following representation is takenon to comparisonbetween the dual solutions,
according to Weidman et al. [22] and Khashi’ie et al. [23]:

f (y, t) = f0(y) + e−ωt F(y, t),
h(y, t) = h0(y) + e−ωt H1(y, t),
θ(y, t) = θ0(y) + e−ωtG(y, t).

⎫⎬
⎭ (33)

where F(y, t), H1(y, t), and G(y, t) are small relative to the steady flow solutions
f0(y), h0(y), and θ0(y), respectively. The following linearized problems will be
obtained by substituting (29) into Eqs. (29–31):

(1 + K )
∂3F

∂y3
+ G(y, t) + K

∂H1

∂y
+ ω

∂F

∂y
− ∂2F

∂y∂t

− 2
∂F

∂y
+ 2 f0

∂2F

∂y2
+ 2F

∂2 f0
∂y2

= 0, (34)

(
1 + K

2

)
∂2H1

∂y2
− K

[
2H1 + ∂2F

∂y2

]
+ ωH1 − ∂H1

∂t
+ ∂ f0

∂y
H1

+ ∂F

∂y
h0 + 2 f0

∂H1

∂y
+ 2F

∂h0
∂y

= 0, (35)

1

Pr

∂2G

∂y2
+ ωG − ∂G

∂t
+ 2 f0

∂G

∂y
+ 2F

∂θ0

∂y
= 0 (36)

and the boundary conditions are:

F(0, t) = ∂F
∂y (0, t) = 0, ∂G

∂y (0, t) = γ1G(0, t), H1(0, t) = − 1
2

∂2F
∂y2 (0, t),

as y → ∞ : ∂F
∂y (y, t) → 0,G(y, t) → 0, H1(y, t) → 0.

}
. (37)

The solutions f (y) = f0(y), h(y) = h0(y) and θ(y) = θ0(y) of the steady
Eqs. (14–16) are obtained by setting t = 0. The function F(y) = F0(y), H1(y) =
H10(y), and G(y) = G0(y) will identify the initial growth or decay of disturbances
of the solutions of Eqs. (34–36). Thus, the linearized eigenvalue problems are given
by

(1 + K )F ′′′
0 + G0 + K H ′

10 + (ω − 2)F ′
0 + 2

(
f0F

′′
0 + F0 f

′′
0

) = 0, (38)
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(
1 + K

2

)
H10 + (

f ′
0 − 2 + ω

)
H10 − K F0 + F ′

0 + 2 f0H10 + 2F0 = 0, (39)

1

Pr
G0 + ωG0 + 2

(
f0G

′
0 + F0θ

′
0

) = 0 (40)

Related boundary conditions are:

F0(0) = F ′
0(0) = 0, G ′

0(0) = γ1G0(0), H(0) = − 1
2 F

′′
0 (0)

as ∞ : F(0) → 0, G0(0) → 0, H0(0) → 0

}
(41)

The nature of the steady and unsteady flow solutions depends on the smallest
eigenvalue, ω1. Following Harish et al. [24], we reduce the boundary condition
F

′
0(∞) → 0 to a new boundary condition, F0(0) = 1, to evaluate the fixed value of

eigenvalues and hence solve (38–40).

4 Results and Discussion

The outcome of thiswork highlights the effect of two parameters, namely thematerial
parameter K and the conjugate parameter γ1 (parameter responsible for convective
boundary condition) on the velocity, angular velocity, and temperature profiles. Here,
we have considered x ≈ 0 (neighborhood of lower stagnation point of the sphere),
and the Prandtl number Pr is fixed to 0.7 (Pr � 1), which physically indicates
the liquid metals-air, which have high thermal conductivity) throughout this paper.
We have considered the values of the material parameter K = 0, 1, 2, i.e., K = 0
characterizes Newtonian fluid and nonzero values signify micropolar fluids. Also,
we have considered the conjugate parameter γ1 ≤ 1, which physically indicates the
higher vortex viscosity fluid. All the flow profiles (2–6) have satisfied the convective
boundary conditions asymptotically. The visualizations of steady and unsteady flow
are emphasized on Figs. 2, 3, 4, 5 and 6. The first solution (steady solution) is
denoted by a solid line, and the second solution (unsteady solution) is represented
by the dashed line.

Tables 1and 2 represent the numerical results of the first and second solutions of
the skin friction coefficient f (0) and wall temperature θ(0) for K = 0, 1, 2 when
Pr = 0.7 and γ1 = 0.05, 0.2. We have compared our first solutions (steady flow)
of skin friction coefficient and wall temperature with the work of Alkasasbeha et al.
[18] in Tables 1 and 2, respectively.

From these tables, it is seen that for a fixed value of γ1, skin friction coefficient for
time-independent flow experiences reduction in themagnitudewith the enhancement
of K, but a reverse pattern is experienced during time-dependent fluid flow around
a solid sphere. Further, the convective boundary condition helps to magnify skin
friction coefficient. The skin friction coefficient of Newtonian fluid flow is more than
micropolar fluid flow (steady case), but opposite behavior is observed for unsteady
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Fig. 2 Velocity distributions f ′(y) for some values of K when Pr = 0.7 and γ1 = 0.05
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Fig. 3 Angular velocity distributions h(y) for some values of K when Pr = 0.7 and γ1 = 0.05

cases. Similarly, temperature of fluid at the surface experiences reductionwithK, and
it is maximum for Newtonian fluid than micropolar fluids during time-independent
cases, but during time-dependent cases, K helps to enhance the wall temperature.

Figures 2 and 3 characterize the influence of material parameter K for γ1 = 0.05
and Pr = 0.7 on the velocity and angular velocity in the neighborhood of lower
stagnation point of the sphere, x ≈ 0. Fluid reaches its maximum velocity during
K = 0 (Newtonian case) and then gradually it decreases because of the presence of
vortex viscosity. Small variation between Newtonian and non-Newtonian cases is
seen during unsteady fluid flows.
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Fig. 4 Velocity distributions f ′(y) for some values of γ1 when Pr = 0.7 and K = 2
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Fig. 5 Angular velocity distributions h(y) for some values of γ1 when Pr = 0.7 and K = 2

Negative angular velocity of Newtonian fluid motion (first solution) indicates the
reduction of angular displacement. Maximum variation of angular displacement is
seen in the neighborhood of the surface where viscosity plays a significant role.
Further, it may be concluded that magnitude of angular velocity reduces with the
increase of K (Fig. 3). Physically, it may be interpreted that vortex viscosity reduces
the angular momentum of governing fluid motion.
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Fig. 6 Temperature distributions θ(y) for some values of γ1 when Pr = 0.7 and K = 2

Table 1 Numerical values of skin friction coefficient f ′′(0)
K↓ Alkasasbeha et al. [18] Present results

First solution Second solution

γ1→ 0.05 0.2 0.05 0.2 0.05 0.2

0 0.184661 0.357656 0.1846 0.3574 0.0150 0.0435

1 0.133231 0.244051 0.1427 0.2729 0.0283 0.0628

2 0.111617 0.195632 0.1205 0.2289 0.0312 0.0655

Table 2 Numerical values of wall temperature θ(0)

K↓ Alkasasbeha et al. [18] Present results

First solution Second solution

γ1→ 0.05 0.2 0.05 0.2 0.05 0.2

0 0.149501 0.360667 0.1495 0.3606 0.4260 0.1258

1 0.157545 0.378091 0.1559 0.3726 0.4230 0.1233

2 0.162725 0.388925 0.1610 0.3820 0.0421 0.1218

Figures 4 and 5 represent the influences of the conjugate parameter γ1 for Pr = 0.7
and K = 2 on velocity and angular velocity distributions in the neighborhood of the
lower stagnation point of the sphere. It is observed that fluid motion is accelerated
with the conjugate parameter as the parameter (related with the heat transfer) helps
to reduce the kinematic and vortex viscosities of fluid. Similarly, reduction in vortex
viscosity also helps to reduce the magnitude of angular velocity of fluid.



Steady and Unsteady Solutions of Free Convective Micropolar Fluid … 133

Temperature distribution across the fluid flow is shown graphically in Fig. 6.
During steady flow, there is continuous fall of temperature across the fluid flow,
and the conjugate parameter enhances the temperature of fluid flow with maximum
variation which is seen in the neighborhood of the surface. But, during time-
dependent flow, the dimensionless temperature experiences negative values. Phys-
ically, it represents that free stream temperature is greater than temperature at the
surface.

5 Conclusion

We have formulated the problem of micropolar fluid flow near the lower stagnation
point with convection boundary condition. TheMATLAB built-in bvp4c solver tech-
nique is used to solve the resulting problems. Some of the important results from the
above investigations are highlighted below:

• When γ1 and Pr are fixed, material parameter K helps to reduce the skin friction
coefficient of steady flow (lower velocity gradient), but an opposite behavior is
seen during unsteady fluid flow.

• Thematerial parameter increases thewall temperature of steadyflow, but it reduces
the wall temperature during time-dependent flow.

• Fluid flow reaches its maximum speed in time-independent cases.
• Fluid flow attains its maximum variations with flow parameters in the boundary

layer region.
• During unsteady flow, free stream temperature rises.
• For Newtonian fluid ( K = 0), the steady and unsteady flow solutions of angular

velocity experience completely negative values.
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Low-Light Image Restoration Using
Dehazing-Based Inverted Illumination
Map Enhancement

Isha Agrawal, Teena Sharma, and Nishchal K. Verma

Abstract This paper proposes an algorithm to restore low-light images by enhance-
ment of its inverted illumination map using dehazing. The proposed algorithm fol-
lows the Retinex theory and decomposes the low-light input image into reflectance
and illumination components. The illumination map is then inverted and enhanced
using dehazing-type algorithm and gamma correction. The enhanced map is again
inverted back to obtain the enhanced illumination, and finally, it is combined with
the original reflectance to output an enhanced image. The enhanced images obtained
using the proposed algorithm have improved contrast and visual quality. The pro-
posed method is analyzed qualitatively on various standard images used in literature
and compared quantitatively with several benchmark techniques. It is found that the
proposed algorithm is superior over various other benchmarks.

Keywords Low-light image restoration · Illumination map enhancement ·
Retinex theory · Gamma correction

1 Introduction

Images taken under low-light environment tend to exhibit a lack of contrast and poor
visibility. The poor quality of such images adversely affects the efficiency of various
machine vision and multimedia applications like object tracking [1] and detection
[2]. As these algorithms are trained primarily on high-quality images, they yield poor
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results in low-light conditions. To improve the performance of these applications,
and also for aesthetic purposes, various low-light image enhancement methodologies
have been proposed in recent decades.

1.1 Literature Review

One of the most intuitive approaches for low-light image enhancement and contrast
restoration is the contrast enhancement-based techniques. Histogram equalization
(HE) [3] constrains the image uniformly in the range of [0, 1]. However, it also
enhances any noise present in the scene and gives rise to checkerboard effects. Fur-
thermore, it fails to consider the statistical distribution of the image and, hence, leads
to visible artifacts. Adaptive contrast enhancement (AHE) [4], on the other hand, is
computationally expensive. Celik et al. [5] proposed a contrast enhancement method
for variational and contextual information (CVC) which considers the inter-pixel
relationship and their contextual information to smooth the target histogram. Lee et
al. [6] used layered difference (LDR) to represent 2D histogram for contrast enhance-
ment. They amplified the difference in gray level between neighboring pixels. Direct
amplification of low-light image is another conventional approach to restore the color
contrast and visibility. However, this can lead to over-enhancement and saturation of
areas having bright light. It also gives rise to halos. To overcome this, Tang et al. [7]
applied dehazing-type algorithm on the inverted low-light image to suppress regions
with strong light from over-enhancement. Dong et al. [8] also performed dehazing
on the inverted low-light images to obtain enhanced results by manipulating their
illumination maps. Guo et al. introduced a restoration approach for low-light images
(LIME) [9] which imposes a structure prior on the illumination map. Li et al. [10]
performed super-pixel segmentation and used various statistical measures to estimate
the noise level of each super-pixel. They used an adaptive approach for dehazing to
avoid over-enhancement.

A benchmarkmodel which inspired several enhancement techniques for low-light
images was presented by Land et al., called as Retinex theory [11]. The theory is
based on human perception and assumes that images are made up of two factors,
namely reflectance and illumination. Some of the initial attempts include single [12]
and multi-scale [13] Retinex-based approaches. These, however, give unnatural and
over enhanced results. Shin et al. [14] introduced an algorithm to restore naturalness
(ENR) which creates a mapping curve to adjust contrast and suppress edge artifacts.
Fu et al. [15] used morphological operations to separate an image to its correspond-
ing illumination and reflectance maps. They use a fusing strategy to combine the
advantages of various techniques such as histogram equalization [3] and sigmoid
function. Wang et al. [16] enhanced non-uniformly illuminated images by balancing
naturalness and details.



Low-Light Image Restoration Using Dehazing-Based Inverted Illumination … 137

Although significant advancements have been made to enhance low-light images,
some of these approaches are computationally costly and, hence, unfeasible for real-
time purposes. Furthermore, although Retinex theory preserves the edge information
and the naturalness of an image, the existing algorithms still fail to completely restore
an image without any loss of contrast or color information.

1.2 Contributions

While several methodologies have been developed to restore low-light images, they
often tend to lose color information or do not perform significant enhancement
or improvements. This paper, on the other hand, proposes a simple, yet efficient
approach to effectively enhance and restore a given low-light image. The dehazing-
type approach used in the paper increases the general pixel intensity of the image.
Also, using gammacorrection furtherwidens the dynamic range of the image, thereby
improving its contrast and overall visual appeal. The results obtained present the effi-
ciency of the proposed method when compared with several benchmark techniques
in qualitative as well as quantitative terms.

The remaining of the paper is arranged as follows: Sect. 2 illustrates upon the
algorithm introduced and describes it in detail. Section3 includes the qualitative and
quantitative results obtained and their comparison with several benchmarks. Lastly,
Sect. 4 highlights some of the important discussions followed by the concluding
remarks.

2 Proposed Methodology

This section includes the explanation of the proposed methodology. Figure1 outlines
the steps to be followed in the proposed algorithm. The following subsections involve
discussions on the basic building blocks of Fig. 1.

2.1 Retinex Theory

The basic assumption of the Retinex theory [11] is that images can be separated into
their constituent illumination (lightness) and reflectance maps. Mathematically, an
input image Iinput can be represented by its illumination L illum and reflectance Rref

components as
I cinput(a, b) = Rc

ref(a, b) × L illum(a, b) (1)

where (a, b) is the pixel location and c is for the blue (B), green (G), and red (R)
color channels. It can be observed that the reflectance is different for different color
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Fig. 1 Block diagram of the
proposed methodology

channels as it represents the properties of each color. On the other hand, the illumina-
tion map for all the color channels is the same, as the same amount of light reaching
each of the color channels. From (1), the reflectance is defined as

Rc
ref(a, b) = I cinput(a, b)

L illum(a, b)
. (2)

2.2 Illumination Map Estimation

The illumination map can be approximated as the maximum intensity of the image
at each pixel location. For an input image Iinput, the initial illumination map L illum is
estimated as

L illum(a, b) = max
c∈{B,G,R} I

c
input(a, b) (3)

The inverted illumination L inv can then be calculated as

L inv(a, b) = 255 − L illum(a, b) (4)

Herein, it has been assumed that the range of the input image is [0, 255]. Fig-
ures2a–c show a low-light image, its illumination map using (3), and the inverted
illumination map using (4), respectively. It can be observed that the high intensity
of the inverted illumination map gives it a hazy appearance. Accordingly, suitable
dehazing techniques can be applied to the inverted illumination map to enhance it.



Low-Light Image Restoration Using Dehazing-Based Inverted Illumination … 139

Fig. 2 Image enhancement using proposed algorithm: a input image, b corresponding illumination
map approximated by (3), c inverted illumination map calculated by (4), d recovered illumination
map using (9), e illumination map further enhanced with gamma correction by (10), and f final
enhanced output image by (11)

2.3 Dehazing of Inverted Illumination Map

As the inverted illumination map has a hazy appearance, dehazing like approach
can be applied to it. A pioneer dehazing technique is based on the conventional
atmospheric scattering model [17], given by

I c(a, b) = ttrans(a, b) × J c(a, b) + Ac(1 − ttrans(a, b)) (5)

where J (a, b) is the original dehazed scene, I (a, b) represents the observed image,
ttrans(a, b) represents the transmission map representing the amount of light that
reaches the observer, A is global atmospheric light, a and b represent the coordi-
nate locations of the pixels, and c represents the color channels B, G, and R. The
global atmospheric light represents the pixels with maximum light in an image. To
calculate the atmospheric light, the brightest 0.1% pixels of the dark channel [18] are
considered. For an inverted illumination map L inv, the corresponding dark channel
[18] Ldark

inv is given by

Ldark
inv (a, b) = min

(a,b)∈�(i, j)
(L inv(a, b)) (6)

where� represents a patch with center at pixel (i, j). The patch size considered here
is 3 × 3.

The pixel locations corresponding to the brightest pixel intensities in the dark
channel are mapped to their corresponding locations of the pixels in the illumination
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map. The highest intensity among these, i.e., 0.1% pixel locations in the inverted
illumination map is the estimated atmospheric light.

The transmission map can then be approximated using atmospheric light as

ttrans(a, b) = 1 − ω

(
Ldark
inv (a, b)

A

)
(7)

where ω is a constant parameter used to prevent an image from appearing unnatural.
Based on [18], ω is set to 0.95.

Finally, the dehazed inverted illumination map Ldehazed
inv is calculated as

Ldehazed
inv (a, b) = A + (L inv(a, b) − A)

max(ttrans(a, b), t0)
, t0 = 0.1 (8)

where t0 is the minimum transmission value that is set to avoid division by 0.
The enhanced illumination map Lenh of the input low-light image is then obtained

as
Lenh(a, b) = 255 − Ldehazed

inv (a, b) (9)

This illuminationmap can further be enhanced to improve the contrast by applying
gamma correction as

Lgamma
enh (a, b) = (Lenh(a, b))γ (10)

where γ = 0.5 is the gamma correction parameter.
Finally, the required enhanced output image Ienh is calculated as

I cenh(a, b) = Rc
ref(a, b) × Lgamma

enh (a, b) (11)

where Rc
ref(a, b) is the reflectance of the image calculated using (2).

3 Experimental Results

The proposed algorithm has been compared with several state of the art1, namely
HE [3], AHE [4], CVC [5], LDR [6], ENR [14], and LIME [9]. The results2 suggest
the superiority of the proposed methodology over the considered benchmarks both
quantitatively and qualitatively.

1 The results of the state of the art have been obtained using MATLAB libraries or the source codes
made publicly available by the authors.
2 The results of the proposed algorithm on images in Fig. 6 are available at https://drive.google.
com/drive/u/0/folders/1jf_uq_ua5JpPmxJtQAyQzL1WDntue7ct.

https://drive.google.com/drive/u/0/folders/1jf_uq_ua5JpPmxJtQAyQzL1WDntue7ct
https://drive.google.com/drive/u/0/folders/1jf_uq_ua5JpPmxJtQAyQzL1WDntue7ct
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3.1 Qualitative Analysis

Figures3, 4, and 5 present the output of the proposedmethodology alongwith several
benchmarks. It can be observed that while the result of the proposed approach has
sufficient light and color information, AHE [4], CVC [5], andLDR [6] fail to preserve
any such color fidelity. Although the result of HE [3] in Fig. 3b has increased overall
pixel intensity, the image appears whitewashed. Outputs of CVC [5] and LDR [6]
continue to appear dark and fail to enhance the contrast of the image, as can be
observed in images (d) and (e) of Figs. 3, 4, and 5. The proposed algorithm performs
better than these benchmarks in terms of visual appeal while giving comparable
results as ENR [14] and LIME [9].

Fig. 3 Comparison of proposed methodology with various benchmarks on Waving Girl image: a
input low-light image, outputs of bHE [3], c AHE [4], d CVC [5], e LDR [6], f ENR [14], g LIME
[9], and h proposed method
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Fig. 4 Comparison of proposed methodology with various benchmarks on Christmas Rider image:
a input low-light image, outputs of b HE [3], c AHE [4], d CVC [5], e LDR [6], f ENR [14], g
LIME [9], and h proposed method

Fig. 5 Comparison of proposed methodology with various benchmarks on High Chair image: a
input low-light image, outputs of bHE [3], c AHE [4], d CVC [5], e LDR [6], f ENR [14], g LIME
[9], and h proposed method
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Fig. 6 Various standard images used for quantitative comparison. From left to right and top to
bottom: Images of Baby at Window, Baby on Grass, Christmas Rider, High Chair, Standing Boy,
Waving Girl, Dog, and Santa’s Little Helper. (Download Link: Click here)

Table 1 Performance comparison in terms of LOE (× 103) [16]

Image
name

HE [3] AHE [4] CVC [5] LDR [6] ENR [14] LIME [9] Proposed

Baby at
Window

0.128 2.234 0.164 0.158 0.073 1.473 0.082

Baby on
Glass

0.146 2.902 0.246 0.132 0.109 2.016 0.055

Christmas
Rider

0.247 1.297 0.446 0.253 0.224 0.952 0.144

High
Chair

0.122 2.471 0.191 0.110 0.804 1.580 0.063

Standing
Boy

0.395 2.038 0.157 0.141 0.102 1.348 0.084

Waving
Girl

0.222 0.186 0.182 0.982 0.116 0.994 0.095

Dog 0.235 1.304 0.229 0.110 0.056 1.132 0.015

Santa’s
Little
Helper

0.191 1.390 0.294 0.184 0.144 1.391 0.156

Average 0.211 1.728 0.239 0.259 0.204 1.361 0.087

Numbers in bold represent the best performance amongst all considered methods for that image

https://drive.google.com/drive/u/0/folders/19gYdW-jjtkjDe-382Eg9isilaRWCR4V-
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3.2 Quantitative Analysis

The proposed method has been compared with several benchmarks on various low-
light images shown in Fig. 6. The performance metric used for comparison is the
lightness order error (LOE) [16], mathematically given by

LOE = 1

m

m∑
a=1

m∑
b=1

(U (Me(a), Me(b)) ⊕U (Mr(a), Mr(b))) (12)

where m is the pixel location,U (α, β) = 1 if α > β, and 0 if α ≤ β, ⊕ represents the
exclusiveORoperation, andMr (i) andMe(i) are the highest pixel values amongblue,
green, and red color channels of the reference and enhanced images, respectively, at
pixel location i . Lower value of LOE [16] indicates higher naturalness of lightness
in the images.

It can be inferred from Table1 that the proposed method performs better than
nearly all the considered benchmarks. Although ENR [14] outperforms the proposed
algorithm in two images (Baby at Window and Santa’s Little Helper), the proposed
algorithm gives superior results in most of the cases. In the image of High Chair,
the LOE value of the proposed method is lesser than one-tenth of the LOE value
of ENR [14] and is lower by a factor of nearly two in the image of Baby on Grass
and Christmas Rider. The proposed method gives better results than nearly all the
benchmarks considered in qualitative as well as quantitative parameters.

4 Conclusions

The paper proposed an image restoration approach for low-light images by enhancing
its illumination map. The results show the superiority of the proposed methodology
over various other famous benchmarks. It can be concluded that the proposedmethod
gives visually pleasing results with enhanced contrast and color fidelity. The qualita-
tive and quantitative results are superior to amajority of the other benchmarkmethods
considered. However, the future work may include estimation of the enhanced color
image directly with input low-light image.

References

1. Zhang, K., Zhang, L., Yang, M.: Real-time compressive tracking. In: Proceedings of the 12t h
European conference on Computer Vision, pp. 864–877, Florence, Italy, 7–13 Oct (2012).
https://doi.org/10.1007/978-3-642-33712-3_62

2. Oneata, D., Revaud, J., Verbeek, J., Schmid, C.: Spatio-temporal object detection proposals.
In: ECCV-European Conference on Computer Vision, pp. 737–752, Zurich, Switzerland, Sep
(2014). https://doi.org/10.1007/978-3-319-10578-9_48

https://doi.org/10.1007/978-3-642-33712-3_62
https://doi.org/10.1007/978-3-319-10578-9_48


Low-Light Image Restoration Using Dehazing-Based Inverted Illumination … 145

3. Gonzalez, R.C., Woods, R.E.: Digital Image Processing, 3rd edn. Prentice-Hall, Englewood
Cliffs, NJ, USA (2007)

4. Zuiderveld, K.: Contrast limited adaptive histogram equalization. In: Graphic Gems IV, pp.
474–485. Academic Press Professional, San Diego, Aug (1994)

5. Celik, T., Tjahjadi, T.: Contextual and variational contrast enhancement. IEEE Trans. Image
Proc. 20(12), 3431–3441, Dec (2011). https://doi.org/10.1109/TIP.2011.2157513

6. Lee, C., Lee, C., Kim, C.-S.: Contrast enhancement based on layered difference representation
of 2D histograms. IEEE Trans. Image Process 22(12), pp. 5372–5384, Dec 2013. https://doi.
org/10.1109/TIP.2013.2284059

7. Tang, C., Wang, Y., Feng, H., Xu, Z., Li, Q., Chen, Y.: Low-light image enhancement with
strong light weakening and bright halo suppressing. IET 13(3), 537–542, 28 Feb (2019). https://
doi.org/10.1049/iet-ipr.2018.5505

8. Dong, X., Wang, G., Pang, Y., Li, W., Wen, J., Meng, W., Lu, Y.: Fast efficient algorithm for
enhancement of low lighting video. In: 2011 IEEE International Conference on Multimedia
and Expo. Barcelona, Spain, 11–15 July (2011). https://doi.org/10.1109/ICME.2011.6012107

9. Guo,X., Li,Y., Ling,H.:LIME:Low-light image enhancement via illuminationmapestimation.
IEEE Trans. Image Process. 26(2), 982–993, Feb (2017). https://doi.org/10.1109/TIP.2016.
2639450

10. Li, L.,Wang,R.,Wang,W.,Gao,W.:A low-light image enhancementmethod for both denoising
and contrast enlarging. In: 2015 IEEE International Conference on Image Processing (ICIP).
Quebec City, QC, Canada, 27–30 Sep 2015. https://doi.org/10.1109/ICIP.2015.7351501

11. Land, E.H., McCann, J.J.: Lightness and retinex theory. J. Opt. Soc. Am. 61(1), 1–11, (1971).
https://doi.org/10.1364/JOSA.61.000001

12. Jobson, D.J., Rahman, Z., Woodell, G.A.: Properties and performance of acenter/surround
retinex. IEEE Trans. Image Proc. 6(3), 451–462, Mar (1997). https://doi.org/10.1109/83.
557356

13. Jobson, D.J., Rahman, Z., Woodell, G.A.: A multiscale Retinex for bridging the gap between
color images and the human observation of scenes. IEEE Trans. Image Proc. 6(7), 965–976,
July (1997). https://doi.org/10.1109/83.597272

14. Shin, Y., Jeong, S., Lee, S.: Efficient naturalness restoration for non-uniform illumination
images. IET Image Proc. 9(8), 662–671, 27 July (2015). https://doi.org/10.1049/iet-ipr.2014.
0437

15. Fu, X., Zeng, D., Huang, Y., Liao. Y., Ding, X., Paisley, J.: A fusion-based enhancing method
for weakly illuminated images. Signal Process. 129, 82–96, Dec (2016). https://doi.org/10.
1016/.sigpro.2016.05.031

16. Wang, S., Zheng. J., Hu, H.-M., Li, B.: Naturalness preserved enhancement algorithm for
non-uniform illumination images. IEEE Trans. Image Process. 22(9), 3538–3548, Sep (2013).
https://doi.org/10.1109/TIP.2013.2261309

17. Narasimhan, S.G., Nayar, S.K.: Vision and the atmosphere. Int. J. Comput. Vis. 48(3), 233–254
(2002). https://doi.org/10.1023/A:1016328200723

18. He, K., Sun, J., Tang, X.: Single image haze removal using dark channel prior. IEEE Trans.
Pattern Anal. Mach. Intell. 33(12), 2341–2353, Dec (2011). https://doi.org/10.1109/TPAMI.
2010.168

https://doi.org/10.1109/TIP.2011.2157513
https://doi.org/10.1109/TIP.2013.2284059
https://doi.org/10.1109/TIP.2013.2284059
https://doi.org/10.1049/iet-ipr.2018.5505
https://doi.org/10.1049/iet-ipr.2018.5505
https://doi.org/10.1109/ICME.2011.6012107
https://doi.org/10.1109/TIP.2016.2639450
https://doi.org/10.1109/TIP.2016.2639450
https://doi.org/10.1109/ICIP.2015.7351501
https://doi.org/10.1364/JOSA.61.000001
https://doi.org/10.1109/83.557356
https://doi.org/10.1109/83.557356
https://doi.org/10.1109/83.597272
https://doi.org/10.1049/iet-ipr.2014.0437
https://doi.org/10.1049/iet-ipr.2014.0437
https://doi.org/10.1016/.sigpro.2016.05.031
https://doi.org/10.1016/.sigpro.2016.05.031
https://doi.org/10.1109/TIP.2013.2261309
https://doi.org/10.1023/A:1016328200723
https://doi.org/10.1109/TPAMI.2010.168
https://doi.org/10.1109/TPAMI.2010.168


Mathematical Modeling of Probability
and Profit of Single-Zero Roulette
to Enhance Understanding of Bets

Arjun Venkatesh and R. Gomathi Bhavani

Abstract Roulette is one of the very popular casino games, and the game presents
itself as an excellent candidate for demonstrating the application of mathematical
analysis to explore probabilistic reasoning and profitability of bets placed. This work
takes up the case of single-zero roulette to form a mathematical model for under-
standing thewinning bet. Firstly, the bets are put into forms of probabilistic events for
building the model. Then grouping these into sets, several results from set theory are
made use of to generalize bets. The results are then observed from the perspective of
understanding the profit, given the outcomeof a spin. Themodeling for simple bet just
gave a generalization and did not increase the probability of winning or not losing the
game. Modeling complex bets, on the other hand, turned out to be extremely useful
to enhance understanding of bets. The results showed that the probability increased
with the change in bet amount which meant that the modeling enhanced players’
understanding of bets, though it did not suggest a winning strategy. This enables
the player to have a better decision and choice of the bets he or she wants to place,
beforehand.

Keywords Bets · Gambling · Probability · Profit · Roulette
1 Introduction

People’s lives in the modern-day work culture are scheduled to the maximum, and
hence, some of them seek leisure and entertainment as a means to deviate from the
routine and also to alleviate stress and boredom. Some of the leisurely activities
involve thinking and thus enhance the neural patterns and wiring, while some relax
the brain. The casino games fall under the category wherein people play them due to
their need for speed, adventure, skill, and pastime. Overcoming loneliness, earning
quick money, need for some social interaction and relaxation, wanting some fun,
and falling prey to addiction are said to be some of the reasons why people resort
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to playing casino games. These reasons might differ along the lines of gender and
demography. Sensation seeking and superstitious thinkingwere consistent predictors
across gender, while probabilistic reasoning ability, the perception of the economic
profitability of gambling, and peer gambling behavior were found to be predictors
only among male adolescents, whereas parental gambling behavior had a predictive
power in female adolescents [1]. Roulette is one of the very popular casino games,
the rules of which vary slightly according to the geographic location in which it is
played. In the Europe, as well as Australia, roulette is played with 37 numbered slots
consisting of eighteen red slots, eighteen black slots, and one green slot. Several liter-
atures [2–4] presented statistical analysis and observed that winning for an extended
run is a matter of less probability. Although none of the literature has come up with
sure-shot strategies to help eliminate the uncertainty associated with playing the
game to a favorable outcome, the game presents itself as an excellent candidate to
demonstrate the application of mathematical formulae and analysis.

2 Related Works

A review of the literature reveals the existence of a limited number of studies done on
modeling of roulette bets. Barboianu [5] presented a collection of odds and figures
attached to a large range of complex bets, revealed in their entire mathematical struc-
ture. This book provided justmathematical facts and not so-calledwinning strategies.
Croucher [6] discussed some strategies for playing roulette, making use of binomial
distribution and normal approximation. Roulette, as with most games of chance,
also provides an excellent teaching opportunity in demonstrating an interesting and
practical use of the normal approximation in the calculation of binomial probabil-
ities [6]. Croson and Sundali [7] presented results from the field, using videotapes
of patrons gambling in a casino, to examine the existence and extent of the biases,
namely the gambler’s fallacy and the hot hand, in naturalistic settings. The paper
presented datasets in the form of descriptive statistics of the wheel and the bets
placed. Small and Tse [8] provided a short review of the history and then set out to
determine to what extent that determinism can really be exploited for profit. With a
more sophisticated, albeit more intrusive, system (mounting a digital camera above
the wheel), the paper demonstrated a range of systematic and statistically significant
biases which could be exploited to provide an improved guess of the outcome. Licht-
enstein et al. [9] examined the effect of instruction in expected value on optimality of
gambling decisions and reported that the expected value is to be irrelevant as a guide
to action, even when the concept was carefully explained and clearly displayed for
them. Abuhanna [10] generated data using the physical roulette wheel to test whether
an association exists between initial conditions (the pocket from which the ball is
released) and output (the pocket where the ball lands). Data were generated to deter-
mine whether there exists statistical significance in distributions of adjoined pockets
[10]. Pflaumer [11] presented important formulas for the martingale strategy, such
as the distribution, the expected value, the standard deviation of the profit, the risk of
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a loss, or the expected bet of one or multiple martingale rounds. The work examined
a martingale or doubling strategy as a way of improving the chances of winning a
roulette game. Seal and Przasnyski [12] implemented a model of roulette in a spread-
sheet that can simulate outcomes of various betting strategies and used the model to
simulate the Martingale strategy. Kavokin et al. [13] estimated the critical starting
capital needed to ensure the low-risk game for an indefinite time and showed that the
dramatic increase of gambler’s chances was a manifestation of bunching of numbers
in a non-ideal roulette. The next section describes systematic modeling procedure
that was developed for this work.

3 Mathematical Modeling

Roulette is one of the very popular casino games, the rules of which vary slightly
from country to country. In the Europe, as well as Australia, roulette is played with
37 numbered slots consisting of eighteen red slots, eighteen black slots, and one
green slot. The green slot has a single zero marked, while in the USA, two green
slots are used, that are numbered with a double as well as a single zero. Roulette,
unlike all other casino games, does not involve tricks like guessing cards or a dealer
cheating with cards, and neither does it involve electronic slot machines, rigged to
make a player lose. This work takes up the case of single-zero roulette to form a
mathematical model for understanding the winning bet. Firstly, the bets are put into
forms of probabilistic events for building the model. Then grouping these into sets,
many results from set theory are made use of to generalize bets. The results are then
observed from the perspective of understanding the profit, given the outcome of a
spin. In the upcoming subsection, a glance of rules of European single-zero roulette
and the kinds of bets allowed are presented.

3.1 Simple Bets

Roulette is played with a wheel and a betting layout. A dealer is at a table, and a
spinning wheel, numbered 0–36, is rolled on the table as shown in Fig. 1. Then, a
ball is thrown along the edge of the spinning wheel. Bets are placed on a particular
number or color the ball would land on. The winner is declared publicly, if the ball
lands on any number included in the set of numbers bet on. A fresh round of betting
begins after clearing away the lost ones.

Although there are many types of bets that are allowed, the following summarize
the most popular ones: red/black (where one decides to bet on red or black numbers),
high/low (where the number is in 1–18 or 19–35), odd/even (bet on odd numbers or
even numbers), columns ( where one bets on column 1 of 1, 4, 7, 10, 13, 16, 19, 22,
25, 28, 31, 34 or column 2 or column 3), dozens (this bet is between first 12, second
12, or third 12), straight up (this bet is placed on one number), split (this bet is placed
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Fig. 1 Wheel and the corresponding layout

on a line joining two numbers; if either number comes up, one wins), street (this bet
is placed on a row consisting of three numbers such as 123, 456), corner (this bet is
similar to split bet, bet on four numbers, and the ball landing on any one of those
numbers means winning bet), and line ( these are like street bets, but the bet is on two
rows, and hence, the ball landing on one of the six numbers constitutes a winning
bet). All of these bets will be a losing one if the ball lands on the green zero. Since
there are 37 equally likely possibilities, it is easy to see that the probability that any
one of the above bets is successful on a single spin is 18/37 or 0.486486. So, firstly,
to build a mathematical model for the profit, all possible elements are added to a
sample space and made this a set, with R—referring to all possible roulette numbers
of European roulette.

R = {
r |r ∈ Z+, 0 ≤ r ≤ 36

}
(1)

A simple bet can be defined as a bet that is made by a unique placement of a chip.
A simple bet means that the chips can only be placed for one bet. When one places
bets in roulette, generally the main interest point comes up in winning or losing.
This does in fact depend not only on impacts of mathematics and probability but
also on the player’s style and keenness in profit. Generally, in every European casino
roulette, a split bet on {0,1}{0,2}{0,3} is allowed, and there are 12 × 2 horizontal
placements and 11 × 3 vertical placements. In Fig. 2, different colors indicate the
different kinds of placements on the layout. For example, a street bet is placed on
(13, 14, 15). This has a probability of winning of 3/37, and if the bet is won, one
is given eleven times the bet amount, plus the initial bet. Denoting all the roulette
numbers by R, some generalizations are made. Hence, any allowed bet must be a
subset of R. Let us denote the group of sets of all the allowed bets, and that a simple
bet with one placement as B. As an example, straight-up bet is modeled as {5} ∈ B
and split bet as {8, 5} ∈ B.

Even bets (note zero is not counted)

{2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32, 34, 36} ∈ B (2)
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Fig. 2 Placement of various bets in the layout

However, the following sets cannot be made:

{5, 26, 15} /∈ B (3)

{2, 35} /∈ B (4)

Hence, a simple bet is put in the form of a triplet of numbers, denoted as (b,WC,A),
whereWC is thewinning coefficient, or the number one’s bet getsmultiplied by if one
wins, also called as the payout, b ∈ B b is the bet placement andA is the amount bet in
chips. Quite clearly, for European single-zero game, theWC ∈ {1, 2, 5, 8, 11, 17, 35}
as these are the payouts.

Hence, the probability of winning a simple bet can be modeled as:

P(b) = #b

#R
(5)

Here, #b is the cardinality of the set b and depends on what bet b is placed by the
person. Here, #R = 37, as there are 37 possible numbers. Once the spin has been
made, there are two possible situations: either player wins the bet b and gets a profit
ofWCA or the player loses bet b if the number is from R-b and loses A. For a simple
bet, the describing equation is written as:

Pbet = f (x)WC A − (1 − f (x))A (6)

Here,Pbet is the profit of the bet of amountAmade, and f(x) is a characteristic function
that depends on bet b and the outcome of the spin x. f(x) is defined as follows:

f (x) =
{
1, i f x ∈ b
0, i f x /∈ b

(7)

Below, an example of a couple of simple bets is taken, and the probability and
profit of the bet are calculated. Assuming a player makes a street bet of the row
shown with numbers 16,17,18 with reference to Fig. 2 with an amount of 5$,



152 A. Venkatesh and R. Gomathi Bhavani

b = {16, 17, 18},WC = 11, A = 5$ (8)

The probability of winning this bet can be calculated as:

P(b) = #b

#R
= 3

37
= 0.081 = 8.1% (9)

The profit of the bet will be

Pbet = f (x)WC A − (1 − f (x))A (10)

Pbet =
{
50 if x ∈ {16, 17, 18}
−5 if x /∈ {16, 17, 18} (11)

The probability and payout thus calculated are presented in Table 1.
The expected profit of a simple bet can be calculated as:

E(Pbet) = WC∗A∗P(b) − A(1 − P(b)) (12)

where E(Pbet) is the expected profit of a simple bet. A is the amount, and P(b) is the
probability of winning bet b. For example, a bet is placed on line bet

b = {1, 2, 3, 4, 5, 6}, A = 3$,WC = 5 (13)

For this, P(b) = 6/
37. Hence, the expectation, E(Pbet ) = -0.082.

Table 2 presents the expectation of simple bets for amounts 2 to 10$, in the
multiples of 2. It is clear that the modeling of simple bets did not yield any significant
information as the expectations of all bets are equal. However, it can be observed
that all values are negative. This is because of house edge, often found in casinos.

Table 1 Probabilities and payouts of simple bets

Serial no Simple bet Probability Payout Possible number of placements

1 Straight up 1/37 = 2.70%(36:1) 35–1 37

2 Split 2/37 = 5.40%(17.5:1) 17–1 60

3 Street 3/37 = 8.10%(11.3:1) 11–1 12 (12 rows)

4 Corner 4/37 = 10.81%(8.2:1) 8–1 22 (11 × 2 corners)

5 Line 6/37 = 16.21%(5.1:1) 5–1 11 (11 nodes with number)

6 Column 12/37 = 32.43%(2:1) 2–1 3 (1 per column)

7 Dozen 12/37 = 32.43%(2:1) 2–1 3 (1 per dozen)

8 Color 18/37 = 48.64%(1:1) 1–1 2 (1 per color)

9 Even/odd 18/37 = 48.64%(1:1) 1–1 2 (even or odd)

10 Low/high 18/37 = 48.64%(1:1) 1–1 2 (first 18 or second 18)
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Table 2 Expected value of profits of simple bets

Simple bet Probability (%) Payout Amount (US$)

2 4 6 8 10

Straight up 2.70 35 −0.054 −0.108 −0.162 −0.216 0.270

Line 16.21 5 −0.054 −0.108 −0.162 −0.216 0.270

Low/high 48.65 1 −0.054 −0.108 −0.162 −0.216 0.270

Ideally, we would like to have the profit of a bet as reciprocal of the probability. But,
people often ignore the zero, which is casino’s edge.

A simple betmeans only one bet can bemade; however, in roulette’s rules, a player
can make many bets at the same time in the same spin. These complex bets can also
be called simultaneous placement of simple bets. Enlisting each of the complex bets
would be extremely tedious to do, because the set B has 154 elements; hence, the
power set of B will have 2154 elements, and this number is a very large number with
about 47 digits. Hence, we denote each complex bet with a finite group of triplets.

3.2 Complex Bets

For modeling complex bets, a finite group is defined as given under:

I = (
by, Ay,WCy

)
y∈Y (14)

Here, byεB and by is the bet placed. Ay is the amount of chips for the respec-
tive bet, and WCy is the winning coefficient or the profit for each bet, and this is
defined for every y ∈ Y . Y is a finite set of consecutive indexes, consisting of a
set, starting from 1 till the number of simple bets made. If #Y = 1, then the bet
is simple. For a complex bet I as defined above, we assume that the outcome of
x belongs to sets b1, b2, b3, . . . , bm , but these complex bets do not belong to the
sets, bm+1, bm+2, bm+3, . . . , bn . Hence, in this case, the profit of the player can be
described by the equation:

WC1A1 + WC2A2 + WC3A3 + . . .WCm Am − Am+1 − . . . An (15)

Here again, the profit can be negative. Going by the same procedure as was done for
simple bets, the profit is calculated as follows: For a complex bet I = (

by, Ay
)
y∈Y ,

the profit is found out by adding all the profits of every individual bets.

PCbet =
∑

y∈Y

[
fy(x)WCy Ay − (

1 − fy(x)
)
Ay

]
(16)
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where PCbet is the profit of complex bet, Ay is the amount of the bets, WCy is the
winning coefficient for each of the y bets, and fy(x) is a characteristic function, for
each of the y numbers, such that

fy(x) =
{
1, ifx ∈ b
0, ifx /∈ b

(17)

It is worth recalling the fact that for every one of the simple bets in the complex
bet, f(x) can be 1 or 0. For each of the bets, the profit can be negative or positive. In
addition, it is worth observing that the following four cases can arise:

Case 1: If the bet I = (
by, Ay

)
y∈Y is disjoint, then PCbet is constant for each by .

This is quite natural, since sets by are all mutually exclusive on each other, and the
outcome of the spin x ∈ by belongs only to by and does not belong to any of the sets
bz, (z �= y). Then, for every x ∈ by,

PCbet = AyWCy −
∑

z∈(Y−{y})
Az (18)

Case 2: PCbet is constant on R − ∪
y∈Y

by

This is for any family of sets from B. By intuition, players tend to believe that
the higher the numbers, the better is the profit, but here, it is shown that the profit
depends on everything other than the numbers covered.

If x ∈ R − ∪
y∈Y

by, then x /∈ by for any y ∈ Y (19)

Hence, the equation for profit can be written as

PCbet = −
∑

y∈Y
Ay (20)

This value is negative; hence, the value is always a loss when the spin outcome
(x) is not included in the placement by . While writing the above equations, it was
assumed that each of the sets by is mutually exclusive. But realistically speaking,
while making complex bets, a player does not tend to make these bets mutually
exclusive. Hence to find the probability of their unions accurately to mimic realistic
situations, the inclusion–exclusion principle is applied by taking all the intersections
between these simple bets, which makes it complex.

The sets BL, LO, and 3C are defined to indicate black, low, and third column,
respectively. Referring to Fig. 1,

BL = {2, 4, 6, 8, 10, 11, 13, 15, 17, 19, 20, 22, 24, 26, 29, 31, 33, 35} (21)
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LO = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18} (22)

3C = {3, 6, 9, 12, 15, 18, 21, 24, 27, 30, 33, 36} (23)

Using the inclusion–exclusion principle,

p(BL ∪ LO ∪ 3C) = p(BL) + p(LO) + p(3C) − p(BL ∩ LO)

−p(LO ∩ 3C) − p(BL ∩ 3C) + p(BL ∩ LO ∩ 3C) = 83.8%
(24)

This probability does not mean that a player would win the placed bet 83.8% of
the time; it only indicates that the spin outcome covers one of the numbers bet on.
There is still a possibility that the profit is negative. If equal amounts are placed in
the three individual categories, it will lead to a loss of ALO − ABL − A3C .

Case 3: The third case is that there are some contradictory bets that can be placed.
A complex bet is contradictory if PCbet < 0 for any possible values of x ∈ R. This
means that a bet like this would result a loss, regardless of the outcome of the spin,
even if the spin comes in favor of the person who bets. For example, in an unlikely
scenario of one placing straight-up bets with amount A for each of the 37 numbers,
for all R numbers, then the profit will be

PCbet = 35A − 37A = −2A (25)

It is to be noted that the above scenario exists only theoretically and just for
demonstration purpose. The probability in winning complex bets is considered next.
The probability of winning at least one simple bet is P

(∪y∈Y by
)
. In calculating the

probability of winning multiple simple bets when placed, some of these can be very
simple numbers, while others can give rise to large mathematical and numerical
expressions. The coverage of complex bet can be expressed as a union as #I

#R , where
#I is the cardinality, that is the coverage of the complex bet I,

I = ∪
y∈Y

by (26)

For calculating the numerical values of these probabilities for specific complex bets,
the number of elements of the union must be counted of the numerator. In the case
that by are mutually exclusive, the cardinality or their union is as simple as

#I =
∑

y∈Y #by
#R

(27)

If the sets by are not mutually exclusive, then the inclusion–exclusion principle
can be used for their union as given under:
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∣∣∣∣
n∪

y=1
Xy

∣∣∣∣ =
∑

F⊆{1,2,...,n},F �=0

(−1)|F |−1

∣∣∣∣ ∩
f ∈F

X f

∣∣∣∣|X1 ∩ X2 ∩ . . . ∩ Xn| (28)

This expansion for inclusion–exclusion principle can help a player understand the
coverage of their bet, but it does not conclusively indicate the probability of getting
a non-negative profit.

Case 4: Complex bets of any kind, PCbet, are not constant on outcome x because of
the very fact that the outcome could belong to more than 1 of the bets, bi . This means
that calculating the probability of getting a non-negative profit is not straightforward.

So, on a conquest to try generalizing the probability, the concept of a stair function
is applied since PCbet follows a stair function.

A stair function is a kind of function, such that it is constant on each set belonging
to a partition of its domain. In other words, it is a piecewise constant function. To
show that PCbet is a stair function, a classic set theory theorem is made use of: If we
consider S as an algebra of sets,

(
by

)
y∈Y is a finite family of sets from the algebra

S, then there exists another finite family, (cw)w∈W, of mutually exclusive sets from S
such that

∪
y∈Y

by = ∪
w∈W

cw (29)

For every z ∈ Z we have, cw is included in either one or more of the sets by. If
cw �⊂ by, then it is sure that cw ∩ by = φ. To put it simply, for any finite family of
sets, there is a partition of their union such that each set of that partition is included
in at least one set by and is mutually exclusive with any other set by . A partition
is a group of mutually exclusive sets that exhausts the initial set. A partition M is
constructed such that it obeys the condition of the set theorem explained above. The
family of setsM is built using the following steps.

There are two situations here:

1. If sets by have the property (the sets do not intersect any other of the rest)

by ∩ ∪
z �=y

bz = φ (30)

2. If sets by have the property (the sets that do intersect any one of more of the rest)

by ∩ ∪
z �=y

bz �= φ (31)

It is observed that mutually exclusive cases are not taken up because of the simple
fact that if sets (by)y∈Y are mutually exclusive, then M = (by)y∈Y.

To create a set of partitions, all non-empty intersections in the sets are considered
first. Assuming that �n is a set with all n size intersections, where n would be the
maximum number of intersections that meet each other. Starting off with the set �n ,
and all these sets can be directly added into the partition setM. This is followed by



Mathematical Modeling of Probability and Profit of Single-Zero … 157

�n−1. If�n−1 �= φ, all the sets from�n−1 that do not have anything in commonwith
the sets of �n must be taken (that is n-1 sized intersections that do not include any
n sized intersections), and each one of these sets in M is introduced, provided that
they exist. Now, all the sets that do have something in common with �n are taken
up. In case this is the situation, the sets such that parts that do not intersect have to
be taken. So, let H ∈ �n−1 and H1, H2, . . . Hk ∈ �n such that Hy ⊃ H, 1 ≤ y ≤ k.
Then, each set from the below is taken and added into the partition family M.

H − k∪
y=1

Hy (32)

The above procedure is iteratively repeated until �2 is reached. After building a
family of sets, the initially placed complex set is

p∑

y=1

My = I (33)

where p refers to the number of elements in the partition family.

4 Specific Examples

Firstly, to enhance the understanding of complex bets, the probability of making a
non-negative profit is taken up. With reference to Eq. 16, the same can be used if
complex bets are disjoint. However, for a complex bet that is not disjoint, the profit
of the bet will change very slightly. Instead of using the overall bet, the partitions as
explained earlier are made use of, for realizing the profit function.

Ppartition =

⎧
⎪⎨

⎪⎩

∑

t∈Ay

WCt At − ∑

y∈R−(Ay ,Ay+1,...,Ay+n)
Ay, if x ∈ M

− ∑

y∈Y
Ay, if x ∈ (R − M)

(34)

where
(
Ay, Ay+1, . . . , Ay+n

)
are all the bets included in the partition. In short, this

is done by adding the profit of the partition and subtracting whatever is not covered
by the partition. Since the expectation of an event can be given in the form of a
probability equation of the form,

p
(Fy

) = #Fy

#R
(35)

This is the probability of getting a number from the partition Fy ,
where y ∈ Y and Y is a set of consecutive indexes, starting form 1 till the number

of partitions in the partition set M. The expected value of the profit of a complex
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bet can be found as below:

E(PCbet) =
∑

Fy∈M
p
(Fy

)∗PF(partition) =
∑

Fy∈M

#Fy

#R
∗PF(partition) (36)

The above equation can be simply used to find the expected value of the profit of
a bet place, which can be positive or negative. The probability of getting a positive
profit is the union of all expected profitswhen the profit of the partition is positive. Let
those partitions of positive profits be F1,F2,F3, . . . ,Fr. Since these partitions are
obviously mutually exclusive, instead of taking a union, summation would suffice.

r∑

u=1

#Fu

#R
(37)

To illustrate the calculation of probability of positive profit, the following example
is taken up:

I = {(1D, 5), (H I, 7), (split{18, 21}, 3)} (38)

where 1D indicates first dozen, while HI denotes high numbers.

I = (
by, Ay

)
y∈Y (39)

where Ay is the amount. The partitions are:

M =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

F1 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12}
F2 = {19, 20, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36}
F3 = {21}
F4 = {18}

(40)

Venn diagrams can be used as visual representation for making partition, and
Fig. 3 depicts the Venn diagram for the above example. All the sets are mutually
exclusive and exhaust the coverage of the bet I .

for F1, Ppartition = WC1A1 − A2 − A3 = 10 − 7 − 3 = 0

for F2, Ppartition = WC2A2 − A1 − A3 = 7 − 5 − 3 = −1

for F3, Ppartition = WC2A2 + WC3A3 − A1 = 7 + 51 + −5 = 53

for F4, Ppartition = WC3A3 − A2 − A1 = 51 − 5 − 7 = 39

in case x ∈ R − (F1 ∪ F2 ∪ F3 ∪ F4), Pbet − A1 − A2 − A3 = −15

(41)
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Fig. 3 Venn diagram for the
example

As seen above, probability of a positive profit is shown in three cases, out of which
two cases exhibit a very good probability.

p(non negative profit) = #F1+#F3+#F4
#R = 37.84%

p(positive profit) = #F3+#F4
#R = 5.41%

p(high profit) = #F3+#F4
#R = 5.41%

(42)

If we just change the amount on the split bet to 2, probability values for F1

through F4 change to 1, 0, 36, and 22, respectively. This scenario also increases the
probability of non-negative and positive profit to 83.78% and 37.84%, respectively,
while that of high profit stays the same at 5.41%, thus increasing the probability of
overall profit.

5 Conclusion

This paper gave an overall account of how the mathematical modeling of probability
and profit of single-zero roulette can help in understanding of bets. Firstly, the bets
were put into forms of probabilistic events for building the model. Then grouping
these into sets, many results from set theory were made use of to generalize bets. The
results were then observed from the perspective of understanding the profit, given
the outcome of a spin. The modeling for simple bet just gave a generalization and
helped in understanding better. But this did not increase the probability of winning
or not losing the game. This is easily shown from the results that the probability for
simple bets did not depend on the amount bet. Also, the expectation of profit did not
vary from bet to bet. Since the most prominent thing in gambling is that the amount
bet is the only thing in the player’s hands, this did not increase the probability of
him/her winning.

Modeling complex bets, on the other hand, turned out to be extremely useful to
enhance understanding of bets. The examples showed that the probability increased
with the change in bet amount which meant that the modeling enhanced players’
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understanding of bets. This, however, did not suggest a winning strategy, nor guar-
antee that a player would not lose a game, but it just means that there is a way to
model probability and profit using probabilistic events so that a player, depending
on his/her strategy, can beforehand look at the bets he/she wants to place.
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Nonlinear Computational Crack
Analysis of Flexural Deficit Carbon
and Glass FRP Wrapped Beams

Tara Sen

Abstract Large numbers of reinforced concrete (RC) beams all over the world,
especially in the earthquake prone regions in India, have undergone severe deterio-
ration and damages to the extent that immediate resolutions in the form of structural
retrofitting and rehabilitation is required for an extension in their respective service
life and also for their continuity in functioning. TheRCbeams and their characteristic
performances such as flexural strength can be suitably enhanced by the bonding of
fibre reinforced polymer composites of carbon and glass. This paper deals with the
nonlinear finite element computational analysis of the RC beams retrofitted using
carbon and glass FRP, both before FRP bonding and after FRP bonding, for flexural
characteristic studies, alongside a comprehensive comparison with the test data. The
results obtained from the non-linear finite element analyses were corroborated with
laboratory data. The comparison of the nonlinear finite element analysis with that of
the experimental data revealed that computational analysis of structural components
through nonlinear finite element analysis and its subsequent crack pattern study is
an effective method of virtual analysis of structures.

Keywords Nonlinear analysis · Finite element analysis · Computational analysis ·
FRP · Flexure · Beams

1 Introduction

Enormous numbers of reinforced concrete (RC) beams built in our country have
displayed lack of adherence to earthquake resistant design codes (IS-1893-2002), as
a result of which various past earthquakes as well as other environmental conditions
have rendered these structural components damaged or suitable case for rehabilita-
tion. These structurally deficient components have further undergone deterioration
due to various environmental affecting parameters working on them such as corro-
sion, affect of freeze and thaw, chloride and salt ingress,moisture absorption, sulphide

T. Sen (B)
Department of Civil Engineering, National Institute of Technology, Agartala, Barjala,
Jirania 799046, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
O. Castillo et al. (eds.), Applied Mathematics and Computational Intelligence,
Springer Proceedings in Mathematics & Statistics 413,
https://doi.org/10.1007/978-981-19-8194-4_14

161

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-8194-4_14&domain=pdf
https://doi.org/10.1007/978-981-19-8194-4_14


162 T. Sen

attack, etc. This alarming number of structurally deficient beams highlights the need
for structural upgradation or retrofitting using cost effective measures and materials.
Various experimental investigations have proved that the utilization of unidirectional
or bi-directional woven fibre reinforced polymer composite (FRP) textiles made of
carbon (CFRP), basalt (BFRP), glass (GFRP), natural (NFRP), and aramid (AFRP)
fibres in their textile or woven form bonded with epoxies at specific locations or
regions on the RC beams, have resulted in sufficient enhancement in load carrying
capacities with proper environmental protections. These FRP bonding techniques
have been successfully provided as a resolution for the up-gradation or retrofitting
of various structural components. While there are large numbers of laboratory illus-
trations depicting the effectiveness of using FRPs for structural retrofitting or reha-
bilitation purpose, there is a lacuna in appropriate modelling, followed by nonlinear
finite element-based computational analysis of these FRP wrapped RC beams, so
that test data can be easily verified with virtual analysis. Enormous data in the virtual
computational analysis can result in providing a strong database for quick and reli-
able analysis of these FRP bonded or wrapped structural components. Appropriate
modelling, followed with quantified measurements of several parameters such as the
load carrying capacities, deflections, stresses and strains, and the failure loads and
the cracks in these FRP wrapped beams can provide a strong database in building
the concept of computational analysis and crack study of FRP wrapped beams [1,
3–5, 9–11]. This paper deals with the nonlinear finite element analyses of the RC
beams retrofitted using carbon and glass FRP, both before FRP bonding and after FRP
bonding, and the flexural characteristic studies were done alongside a comprehensive
comparison with the test data.

2 RC Beam Models and Its Description and Retrofitting
Plans

Design of all the RC beams was carried out in accordance to IS-456: 2000. Beams
were designed in such as manner that the beams undergo flexural failure first before
the onset of shear failure. Table 1 describes the designations of all the beams that
weremodelled in the finite element tool, i.e. ANSYS12.0, alongside their description
and failure type. In each set, there were two beams, as shown in the table below:

Table 1 Design RC beams and retrofitting schemes

Beam designations Description of the model Failure type

Model CBF Controlled RC beam model where no FRP will be bonded Flexural Failure

Model BFC RC beam model where carbon FRP will be bonded Flexural Failure

Model BFG RC beam model where glass FRP will be bonded Flexural Failure
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2.1 Finite Element Models

Six RC beams were modelled using the ANSYS 12.0 finite element method (FEM)
software, as per the plan and the beam designations as described in Table1. In real
time, i.e. in the laboratory, the retrofittingwas carried out by hand lay-up systemswith
the wet lay-up technique, where the woven fibres were bonded to the beam surface
for the formation of a FRP composite material. All the guidelines as prescribed
by the manufacturers were followed for the retrofitting methods. Even in the soft-
ware, during the modelling of BFC and BFG models, the FRPs of carbon and glass,
respectively, were bonded to the respective RC beams in the U wrapping configura-
tions, along the entire beam length in full wrapping technique using the inter-nodal
connectivity feature in the computational analysis, as shown in Fig.1. The inter-nodal
connectivity of all the FRP, loading plate, and RC beam model is shown in Fig.2.
U wrapping technique of retrofitting or FRP bonding aids in flexural and shear load
enhancement characteristics alongside increment in the overall structural confine-
ment and ductility. Hence, three sided U wrapping in along the entire length of the
beams was selected as the retrofitting or the strength enhancement plan.

Fig. 1 FRP bonded on three
sides of the RC beam FEM
model, in U wrapping
scheme
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Fig. 2 Inter-nodal
connectivity establishment
between FRP, loading plates,
and RC beam in the FEM
model

3 Nonlinear Finite Element Computational Analysis
of FRP Wrapped Beams

3.1 Brief Steps in Finite Element Computational Modelling

This part of the article deals with the modelling, evaluation, and successive result
presentation of the nonlinear finite element computational analysis using ANSYS
12.0 tool. Only half of all the beams were modelled due to geometrically symmetric
conditions. Since, discreet modelling was done, hence all components of the beams
were modelled using separate discreet volumes, such as the concrete beams, steel
plates for loading, and also the steel supports of the beam, all were modelled sepa-
rately. The nonlinear finite element analysis of the controlled RC beams as well
as the different retrofitted RC beams belonging to different retrofitting schemes,
i.e. as designated and described in Table.1, were all numerically investigated by
the nonlinear finite element method computational method of analysis, with the
following brief steps, and the entire pictorial description is given in Fig. 3.

Fig. 3 FEM model for reinforcements a for flexural failure b Boundary of the entire FEM model
with “edge-only” option
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1. A general formulation of nonlinear finite element model using the ANSYS 12.0
tool, incorporating the modelling of the reinforced concrete beams, with discreet
modelling of the concrete and the reinforcement, the FRP composites, the steel
supports and the loads, and the entire model being subjected to two-point loading
system was presented.

2. Suitable finite elements were considered, and SOLID65 for concrete, LINK8
for reinforced steel, SOLID45 for steel plates for loadings and supports, and
finally, SOLID layered46 for the FRP composites were utilized for building up
the entire structure. Mapped meshing was carried out with the suitable elements
for building up the entire structural model. Elemental nodal connectivity was
established through the mapped meshing. The concrete solid 65 element used
here is based on the VonMisses failure criterion which is again dependent on the
Willam and Warnke model, which has been basically used to define the failure
surface of the concrete [15].

3. Suitable displacement boundary conditions were assigned to the entire struc-
tural model, so as to constrain the model for obtaining the unique solution.
The symmetric boundary conditions on the axis of symmetry and the support
boundary conditions for modelling of the roller support were considered. The
force applied at each node on the plate utilized for assigning load to the RC beam
was P divided by the total number of nodes selected, for the actual force applied,
the force P was applied in the direction of UY.

4. Small displacement and static nonlinear finite element analysis was carried out
utilizing the solution and controls options. Also suitable load step options were
incorporated for the finite element model.

5. The finite element modelling was capable of predicting failure for concrete mate-
rials, i.e. both cracking and crushing failure modes were accounted for. Finally,
after the nonlinear finite element analysis, all the crack patterns were obtained
in ANSYS 12.0, at the corresponding ultimate stages of loadings.

6. The studyof all the crackpatterns obtainedusing thenonlinearfinite element anal-
ysis by ANSYS 12.0, revealed good agreement with the experimentally obtained
results in terms of the crack patterns and the fracture modes displayed by all the
specimens.

3.2 Finite Element Model Representations and Build-up In
ANSYS 12.0

Solid65 element was used formeshing alongwith all the properties of all the concrete
[7, 16]. Themappedmeshing option was used in the ANSYS 12.0 tool, sincemapped
meshing uses a large number of straight edged sides formeshing, hence themeshing is
uniform throughout themodel and is best suited for generation of inter-nodal connec-
tivity between all elements in the finite elementmodel (FEM) [8]. Discreet modelling
was carried outwith the inputs being provided separately for all the different elements
in themodel such as concrete, reinforcements, FRP composite sheets, and steel plates
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for loading and support, after the discreet modelling was complete, the overlapping
or gluing of all the discreet volumes was done. The “edge option”, in ANSYS 12.0
tool, with the sub-option “element outlines for non-contour/contour plots followed
by edge-only”, when used, must deliver the entire outline boundary of the whole
model. If the result of edge option is just the outline boundary of the entire model,
then this assures us that the entire model will act as one unit and also assures us
the concept of node sharing between adjacent sub-elements. Figure 3a is the FEM
model for reinforcements used to aid in flexural failure, and Fig. 3b is the outline or
boundary edges of the FEM model with the “edge-only” option, which displays the
entire FEM model as one unit. Figure 4 presents the symmetrical boundary condi-
tions used on the axis of symmetry of the RC finite element model beam. Figure 5
represents the point and line of load application on the FEM beam. Figure 6 presents
the displacement restraints in order to build the support constrains in the FEM beam.

Fig. 4 FEM model
displaying symmetrical
boundary conditions on the
axis of symmetry

Fig. 5 Load application
through the steel loading
plates in the FEM model
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Fig. 6 Displacement
constraints in the steel
support

4 Flexural Crack-Crush Computational Studies

Large literature is available which deals with the cracking and crushing behavioural
failure pattern study of concrete in nonlinear computational analysis [2, 6, 12–
14]. The red lines basically indicate concrete cracking having small crack width,
whereas the blue-green basically represent excessive concrete cracking with larger
crack widths in the concrete zone. In the CBF beam (controlled RC beam), vertical
longitudinal cracks appeared in the beam middle zone, i.e. the pure flexure zone of
the beam. Along with the vertical flexure cracks, some flexural-shear cracks at the
end of the pure bending zone were also present. Both longitudinal cracks and slightly
45 degree inclined flexure-shear cracks were seen in the CBF model. The computa-
tional nonlinear static analysis displayed an ultimate flexural load carrying capacity
of 86 KN. The BFCmodel in the computational analysis displayed extensive flexural
cracks, i.e. by flexural cracks which were tensile cracks in nature. Vertical flexural
cracks alongside some flexural-shear cracks were observed in the flexure zone of the
BFC model. The location of blue-green marks which represent excessive concrete
cracking can be seen in the centre of the model, mainly in the middle zone, this was
due to sudden catastrophic rupture of the carbon FRP, followed by FRP de-bonding
from the mid-span face of the BFC model beam. The computational nonlinear static
analysis displayed an ultimate flexural load carrying capacity of 226 KN. The BFG
model in the computational analysis too displayed extensive flexural cracks, i.e. by
flexural cracks which were tensile cracks in nature. Vertical flexural cracks alongside
some flexural-shear cracks (diagonal tensile cracks in nature) were observed in the
flexure zone of the BFG model. The location of blue-green marks which represent
excessive concrete cracking can be seen in the location where the FRP area ends in
the model near the supports, mainly in the beam end zones, this was due to sudden
catastrophic de-bonding of the glass FRP from the face of the BFGmodel beam. The
computational nonlinear static analysis displayed an ultimate flexural load carrying
capacity of 196 KN.

Both the cracking and crushing features were considered in the modelling of the
beams.All the figures presented basically display the contour plot of the displacement
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vector sum and the crack patterns exclusively at the failure load (flexural ultimate
load) of the corresponding samples. Figure 7 presents the diagonal tensile flexural
cracking in the FEM models in (a) controlled beam (CBF), (b) RC beam wrapped
with carbon FRP (BFC), and (c) RC beam wrapped with glass FRP (BFG).

Fig.7 Flexural cracking and crushing of concrete in the FEM models a flexural cracking in CBF,
b flexural cracking in BFC, and c flexural cracking in BFG
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Table 2 Design RC beams and retrofitting schemes

Beam
Designations in
FEM analysis

Ultimate flexural
load carrying
capacity in
computational
analysis

Ultimate
flexural load
carrying
capacity as
obtained
through
laboratory
test data

PLaboratory/PComputational Percentage
difference

Model CBF 86 80 0.93 8

Model BFC 226 200 0.88 13

Model BFG 196 180 0.92 9

Mean0.912
Standard deviation0.029
Coefficient of variation0.032

5 Conclusions

In terms of quantifying the data variation spread, the standard deviation is the most
utilized measure. The standard deviation is the typical or average distance a value is
to the mean of all the data. A value of higher standard deviation implies that the data
is more spread out and therefore has more variability. The coefficient of variation is
a measure of dispersion of a probability distribution. It is defined as the ratio of the
standard deviation to the mean. Table 2 gives a comparison of the ultimate flexural
load carrying capacities as achieved from the laboratory experimental data analysis
and that obtained from the nonlinear finite element computational static analysis, for
all the beam models. The flexural load carrying capacity was found to be in close
agreement with that obtained from experimental test data followed by analysis.
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Economic Benefit Analysis by Integration
of Different Comparative Methods
for FACTS Devices

Rituparna Mitra , Sadhan Gope , Arup Kumar Goswami ,
and Prashant Kumar Tiwari

Abstract In modern power system, dependence on power electronic devices are
mostly affected by voltage sag and results process interruption and that leads to huge
monetary loss. Voltage sag is a bottleneck of streamlining power quality. FACTS
devices are implemented with an eye to restoration of quality power supply. DVR
and STATCOM are well known devices for the avoidance of voltage sag. Optimum
selection of device for voltage sag mitigation in terms of economy is the objec-
tive of this proponent. Net present value (NPV), payback method, internal rate of
return (IRR) and profitability index (PI) have been surfaced to critically analyze the
acceptable device with least cost with higher return. Mathematical equations of these
comparative indexes have been dealt with to give a concrete idea and growing an
opinion to select the coveted device for practical purpose. The rampage of voltage
sag can thus be tamed and quality of distribution can be achieved.

Keywords FACTS device · Net present value (NPV) method · Payback method ·
Internal rate of return (IRR) method · Profitability index (PI) · Cost–benefit analysis
1 Introduction

Different power quality problems, i.e., voltage sag, voltage swell, transients,
harmonics, etc., are the determined by voltage quantity or magnitude variation [1].
A distribution system consumer generally faces around 70 events per year of voltage
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sag 0.7 p.u. [2, 3]. Any industrial process consists of variable speed drives, and they
are prone to voltage sag. Failure of protective schemes in distribution system and
voltage sag condition incurs enormous economic loss in the industry. To overcome
this situation, economic analysis of voltage sag mitigation devices is very rational.
The conventional method like NPV, payback, IRR and PI of management studies
have been involved in this article to put to devices under scanner for selection of
the favorable one. Cost–benefit study is a far reaching analysis to give appropriate
result by consideration of initial cost, equipment lifetime, scrap value, maintenance
cost, running cost, depreciation of the devices and ultimately to patronize the benefit
and allocation in a particular distribution system. Industrial customer, utilities and
end users are the best judge to accept most economical power quality improvement
device to maintain hassle free situation. This concept is a priori intimation to the
user to choose the effective device. Placement of the device also an integrated part
of cost–benefit situation. Power transmission and distribution, utility and customers
helps aptly to handle and resolve optimal decision. Comparative study is the cogniz-
able decision making factor in this article. The benefit derived is minimum loss due
to power quality issues in the system. End user pokes into the matter of power quality
cost to the tune of loss in production, revenue cost, scrap cost, wages and overtime
charges for labor, and replacement or recovery charges [4]. Types of load for different
customers are the decisive factor for selection of voltage sag mitigation device. A
few number of mitigation device have been selected economically and technically
for power quality improvement. Sustenance of power quality improvement, device
installation and maintenance cost have to be looked into. Prior to installation of
any device, system operator must look into cost–benefit analysis for continuation of
improvement in power quality. Individual approach of different end user to be moni-
tored with an angle to advanced technology and improved design of control scheme.
The backdrop study of the application is required to be done before implementation.
Power quality cost borne by the consumer and their desire to pay for are matter
for consideration. Let there be comparison between power quality cost and power
quality improvement cost. Actually power quality cost consists of loss in production,
equipment trip, wastage of materials, etc. Power quality improvement cost includes
installation and maintenance cost due to improvement of power quality device. Elec-
tricity supplier has the privilege to select multiple customers to bear power quality
improvement cost in economic analysis.With adopted voltage sagmitigation scheme
if more than one consumer gets benefit, then the economic analysis has been consid-
ered as feasible and smart and named as “premium power park”. Choosing different
alternatives for voltage sag mitigation is an economical task. This task has been
usually done by facility manager and utility engineer. Costs of power quality and
performance improvement for different alternatives are the ultimate goal of the task.
The most feasible alternative depends on the cost of the problem and total oper-
ating cost of different available solutions [5]. Adequate knowledge on power quality
is essential to arrange power quality problem and their solutions chronologically
according to their importance [6]. Recently, in market, different types of voltage
sag mitigation devices are available. Some of them are used generally and regularly
where some of them are installed in special cases. These devices effectively reduce
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number of process interruption due to voltage sag, and costs of these devices are
variant with types. Voltage sag mitigation cost varies with the scheme used for miti-
gation in the system. Therefore, it is more difficult to choose effective voltage sag
mitigation device with minimum cost in technical and economical point of view. The
most optimal option is low cost sag mitigation device with long service period (life-
time investment). Investment cost of voltage sag mitigation devices prevents outage
cost and subject to cost–benefit analysis. Cost of the voltage sag mitigation devices
is a prime factor for selection of them. Different devices and technologies must be
applied to analyze and compare their effectiveness for alleviation of voltage sag after
installation. Reduction of total power quality cost justifies the economic point of
voltage sag mitigation [7] in terms of cost of the devices and reduction in down-
time cost bear by the consumer. An opportunity cost is usually essential between
two cost mechanisms. Power quality costs depend on the severity of power quality
issues. Installation of voltage sag mitigation devices has two parts: (a) Fixed Cost:
It includes cost of mitigation device, installation, labor cost and allocation cost. (b)
Variable Cost: It includes operating cost of the voltage sag mitigation devices. It
also includes losses due to overheating, maintenance and replacement costs of the
parts of device, cooling cost, etc. Maintenance cost and other losses are included in
annual percentage of purchase cost. The comparison among all the alternatives for
performance improvement is determined by annual cost of individual alternatives.
That annual cost comprises of power quality variation cost and annual solution cost.
The costs considered for optimal device selection are device installation cost, outage
cost not eliminated by sag mitigation equipment and maintenance cost. Some avail-
able standard financial models are generally used to assess different alternatives, e.g.,
payback period, net present value (NPV) and internal rate of return (IRR) [8]. Huge
capital investment projects are typically dealt with NPV method. Payback method
is most usual method to assess any process. Payback method calculates the time
required to recover initial investment in a business. Only if payback period result
crosses a threshold value defined by authority, the business is eligible to prosecute.
Typically, the threshold value for payback period for any project is 2–4 years. This
method is substandard than NPV method as it considers any type of cash flow after
payback time. Positive cash flow during first five years of establishment is bestowed
in payback method. With this method, number of process interruption before and
after immunity device installation determination is also possible. The annual profit
can be premeditated by multiplying diminished number of process interruption by
the cost of one process interruption. The net benefit of a process is calculated by
comparing different annual profits of different voltage sag mitigation strategies. The
objective of this article is to minimize annual cost. Techno-economical solution as a
means of minimum total power quality cost point is the final solution.
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Fig. 1 General
configuration of sensitive
equipment in a process

2 Number of Process Interruption Due to Voltage Sag

Voltage sag occurs due to symmetrical and unsymmetrical faults. Residual phase
voltages are determined with definite fault rates of distribution lines determined by
interval type 2 fuzzy system [9] and fault type and locations are selected by monte-
carlo simulation [10–13]. The voltage sag magnitude depends on the position of fault
occurrence. Single line to ground fault, double line to ground fault, triple line fault
and double line fault have been considered for calculation of voltage sag per year.
The lowest magnitude of all the phases are considered for voltage sag determination
in case of unsymmetrical faults [12]. Generally, it is observed that number of shallow
voltage sag occurrence is more than deep voltage sag. An industrial process must
consist of sensitive equipment like PLC, ASD and computers in different series–
parallel combinations [17]. Protective devices of the process determine voltage sag
clearing time. It is assumed that all faults can be cleared by primary protection scheme
[14–16]. An example of process with different equipment (1: PLC, 2: ASD, 3: PC
and 4: AC contactor) is shown in Fig. 1.

In general way, the chances of trip to the process can be written as

CTrip = 1−
⎡
⎣

m∏
j=1

(
1−

n∏
k=1

c j,k

)⎤
⎦ (1)

where m: Total number of series connected equipment, n: Total number of parallel
connected equipment and c j,k : Cumulative probability of jth equipment in kth series.

3 Discussion on Economic Strategies

Traditionally, corporate sectors use well reputable methods for economic scrutiny
of a project named as net present value (NPV) method, internal rate of return (IRR)
method, payback method and profitable index, etc.
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3.1 Net Present Value (NPV) Method

Possibility of investment profitability can be calculated accuratelywith the help of net
present valuemethod. The basic norm of finance is “a dollar today is worthmore than
a dollar tomorrow, because the dollar today can be invested to start earning interest
immediately” [18]. The present value for an overdue payoff is equal with actual
payoff multiplied with discount factor. The value of discount factor is considered
less than 1. If discount factor is more than 1, then today’s value of dollar will be
more than tomorrow’s value. If is expected payoff for one year, then

Present Value (PV ) = Discount Factor× R1 (2)

Discount Factor = 1/1+ r (3)

r: Rate of return
Discount factor reciprocates today’s investment in terms of future return. Rate of

return is a reward demanded by investors for receiving deferred payment. Accurate
present value can be calculated since expected payoff is reduced by rate of return
obtainable by equivalent investment substitutes in the capital market. Rate of return
can be called as discount rate or hurdle cost or opportunity cost of capital. This
return can be called as opportunity cost as it means return disavowed from other
alternative when another alternative is chosen. NPV method considers all the cash
flows during the lifetime of a project. Cash flow in the following years is calculated
with discounted rate named as opportunity cost of capital (OCC) or hurdle rate or
discount rate or required rate of return. This cost is calculated from initial time
(t = 0) and results into present value of the cash flows. The least rate of return
putative for an assured project is known as opportunity cost of capital. Net present
value of a project is the difference between discounted cost cash flow and discounted
benefits. Only positive valued NPV of a project is acceptable as the initial investment
fully returns with benefits [19]. For a probable investment in a project, there is no
certain methods available in economics to determine opportunity cost of capital.
The method of traditional finance and the method of modern finance are the most
usual approaches to calculate OCC [20]. In modern method of financial analysis,
risk management is considered while decision making. Here, traditional method has
been used to enumerate different voltage sag mitigation strategies. It analyzes and
helps to make decision considering investment in voltage sag mitigation method.
Traditionally, the base to calculate OCC is the rate named weighted average cost of
capital (WACC) to placate basis of capital. Projects with rate of return more than
WACC is acceptable as it will be able to return money more than capital expenses
of that project. Sources of capital with equity and debt are considered to calculate
WACC as follows [20]:

WACC = (% in equity× cost of equity)+ (% in debt× cost of debt) (4)
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Fig. 2 Cash flow in voltage sag mitigation approach

Cost of debt is calculated as after-tax basis and this is multiplication of cost of
debt and (1-tax rate) [18]. Investment in voltage sag mitigation method to arrest
process interruption due to voltage sag is subject to cost–benefit analysis. Cost–
benefit analysis has been done using NPV method [18]. Positive value of NPV of
the discounted cash flow rationalizes investment in mitigation equipment. Figure 2
represents cash flow in voltage sag mitigation equipment investment.

The cash flow includes initial investment, maintenance and standby cost, tax and
outage costs. Neglecting salvage value of the equipment, NPV of cash flow has been
calculated as

N PV =
n∑

t=0

CFt

(1+ r)t
− C0 (5)

where CFt : Net cash flow at time t, C0: Initial investment, r: Discount rate, t: Time
duration in years and n: life time of the investment. Every business has predefined
cost of capital. With cost of capital and project life time, if NPV returns a positive
value, then only the project is acceptable.
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3.2 Payback Method

Several industries do not use NPV method for their investment [21]. Large capital
investment companies generally use NPVmethod, and those companies must follow
one of the following characteristics:

• Investment value more than 200,000 euro
• High-ranking decision making
• Presence of finance company or investor’s influence
• Business and financial committee takes the decision and does financial evaluation.

Generally, payback or discounted payback methods are used as decision tool for
maximumcompanies. The required time to get initial investment back (payback time)
is the outcome of this approach. The approach is only feasible if payback time is lower
than thedefined thresholdvalueof the company.Typically, the defined thresholdvalue
is 2–4 years. In discounted payback method, interest rate of discounted cash flow for
t = 0 is been considered. Payback method is esteemed for its easy application, but
it is not efficient as NPV method. Payback time is the time required for a project to
breakeven point. Generally, payback time is calculated in months. Payback time can
be calculated as the following equation:

Payback(months) = NetInvestment/
NetAnnualReturn× 12 (6)

Here, net investment includes mitigation equipment and installation cost. Net annual
return is the difference between annual expenses and annual benefits.Many industrial
customers demand for less or equal to 1–2 year as payback time for their invested
project. This is equal to 50–100% return [21, 22].

3.3 Internal Rate of Return (IRR)

IRR method contemplates all marginal cash flow thru investment of the project like
NPV method. IRR is a discount rate at which NPV value is zero. If a project has
more internal rate of return from its predefined hurdle rate, then only the project is
acceptable. IRR is the discount rate for which present value of the cash flow in a
project is equal with its initial investment. Mathematically, IRR can be expressed as

n∑
t=0

CFt

(1+ R)t
− C0 = 0 (7)

R: Internal rate of return.
Projects with higher IRR than cost of capital are only acceptable [22, 23].
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3.4 Profitability Index (PI)

This is a ratio term and its ratio between project benefit in the present time to present
cost value. It is expressed as

P I = PV/− C0 (8)

where PV: Discounted future cash flow (forecasted) and C0: Initial investment at t
= 0.

A project is acceptable only when PI is more than 1. This criterion is same as NPV
method as PI of 1 is same as NPV of 0. With NPV method, profitability indexing
also gives same result for a project acceptance and rejection. But the drawback of
this method is same with IRR method that for mutually exclusive event this method
is unsure to take decision [22, 23].

4 Illustrations

Wise decision making for voltage sag mitigation requires sufficient data for power
quality finance analysis. Adaptation of logical and systematic process for economic
scrutiny is important for selection of utmost cost effective resolution for power quality
problem.

The steps are analyzed with the following case studies to validate the approach.

Step 1:

System Power Quality Analysis: In this first step, occurrence of different types
of disturbances in different system buses and their frequency of disturbance are
considered. Voltage sag is the most influencing power quality issue on opera-
tion of system. Voltage sag assessment is the primary part of economic analysis,
descriptively discussed in [9]. Occurrence of symmetrical and unsymmetrical
faults in different buses and lines are analyzed to calculate residual voltage of the
system [24, 25]. The analytical method has been applied to determine voltage sag
performance in bus 12 of Barak valley distribution system as shown in Fig. 3.
Step 2:

Estimate Power Quality Variation Cost: Installation of mitigation device requires
enormous money. So, financial losses due to process interruption and number of
process trip estimation are required to be calculated a priori. The financial loss
due to voltage sag without installation of any voltage sag mitigation device is
shown in Table 1. High sensitive equipment for topology I and moderate sensitive
equipment in topology II faces maximum financial losses. To scrap voltage sag
most efficiently, the service provider or utility tries to reconfigure the system with
available re-closer or switches with available information regarding voltage sag
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Fig. 3 Voltage sag performance at bus 12

performance and financial losses faced due to this. After voltage sag mitigation
device installation, the savings in different cases are discussed here.
Case study I:
Savingswith the placement of FACTSdevice: Single voltage sagmitigation device
has been installed in bus number 12 in Barak valley distribution system. For
higher and moderate sensitive equipment, topology I and II have been chosen,
respectively. Reduction of financial loss after placement of mitigation device is
shown in Table 2.

Table 1 Financial losses (in Cr.) due to voltage sag without mitigation device

Topology I II III IV V VI

High sensitive 0.50 0.35 0.33 0.24 0.48 0.34

Moderate sensitive 0.08 0.25 0.11 0.11 0.03 0.13

Table 2 Improvement in financial losses (in Million.) after mitigation device installation

Sensitivity Without
mitigation
device

With DVR With DSTATCOM

Financial loss Benefit Financial loss Benefit

High (topology
I)

50.109 45.5 4.609 47.6 2.509

Moderate
(topology II)

25.0545 22.8 2.2545 23.02 2.0345
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Case study II:
Savings with two unequal placement of voltage sag mitigation device: In this case
study, two different sized voltage sag mitigation device have been selected. DVR
and DSTATCOM are the chosen device among all available options. The size of
DVR is smaller than DSTATCOM. These two mitigation devices are placed with
different combinations, and the resulted cost saving is mentioned in Table 3.

After voltage sag mitigation device, the amount of reduction in financial loss
has been determined. Now, it is turn to calculate installation cost, operating and
maintenance cost of the devices. The cost of mitigation devices is determined and
discussed below.

Step 3:
ost of Voltage Sag Mitigation Devices: FACTS devices are most widely used

as voltage sag mitigation tool to reduce financial losses due to voltage sag. DVR
and DSTATCOM are the selected FACTS device installed in bus 12. The price of
these two devices is calculate with equations of FACTS device cost calculation
and depicted in Table 4C.

From [26], equations to determine costs (CST ATCOM ,CDV R) of FACTS device
are mentioned. The only variable in that equation is the ratings (SST ATCOM , SDV R)
of those devices.

CST ATCOM = 2.80× 103S2ST ATCOM + 217.9× SST ATCOM + 24.28 (9)

CDVR = 2.25× 103 × S2DVR + 189.5× SDVR + 47.21 (10)

Assumption: discount rate (r) 12% for these devices, the rating of these devices is
25 MVAR, 1 $ = 70.35 rupees on 19.05.2019. Cost of STATCOM is 123.49 in
million rupees, and cost of DVR is 99.26 million rupees. Generally operating and
maintenance cost are some percentage of initial investment. In this case, running
cost of DVR is 10% and STATCOM is 15% of its initial investment. Therefore,
net investment for DVR is 109.186 million rupees and for STATCOM is 142.0135
million rupees. For 5 MVAR capacities, the net investment on DVR and STATCOM
are 4.43 and 5.75 million rupees.

Step 4:

Economic Analysis: After calculating voltage sag mitigation cost, device cost
along with operating cost, way-out of economic analysis are implemented in the
following segment.

A. Net Present Value:
Corporate sector finds NPV method as most efficient tool to decide regarding
investment. In this case, NPV is calculated for 20 years. Both high and moderate
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Table 4 Price range of DVR and STATCOM [26]

Operating range (MVAr) $/KVAr

DVR STATCOM

Min Max Min Max

100 60 100 90 130

200 42 78 70 110

300 40 70 64 98

400 40 60 60 100

sensitive equipment in process are considered with installation of either FACTS
device here from customer’s perspective. For both moderate and highly sensitive
process, themitigation device (eitherDVRor STATCOM) has been placed in bus
12. Initially, all present value has been calculated and NPV analysis is shown in
Fig. 4 and 5 for placement of mitigation device. These two figures clearly depict
irrespective of the equipment sensitivity, positive cash flow starts only after
second year of the installation. NPV method is more acceptable for moderately
sensitive equipment than highly sensitive one. At the end of 20 years, total return
is 10.17 after STATCOM placement and 2.577 after DVR placement.

Comparing the above two figures, it is concluded that initial investment in DVR is
lesser than STATCOM, still STATCOM is more attractive option for voltage sag
mitigation irrespective of equipment sensitivity as it returns more money in the

Fig. 4 NPV values of STATCOM for paper industry
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Fig. 5 NPV values of DVR for paper industry

long run. This decision is solely based on utility perspective. And from customer’s
perspective, STATCOM is more useful for high sensitive equipment and DVR is
optimal for moderately sensitive equipment. Detailed NPV analysis for DVR and
STATCOM and cash flow after every year for high andmoderate sensitive equipment
for paper industry in Barak valley distribution system is shown in Tables 5 and 6.

Table 5 NPV analysis of installation of STATCOM (in million rupees)

Yr Financial
loss

Financial
loss with
STATCOM

Cost of
FACTS
device

Maintenance
cost

Saving
in loss

Net
saving

PV NPV

0 50.109 47.6 3.69 0 0 0 −3.69 −3.69

1 50.109 47.6 0 0.66 2.509 1.849 1.65 −2.04

2 50.109 47.6 0 0.66 2.509 1.849 1.47 −0.57

3 50.109 47.6 0 0.66 2.509 1.849 1.32 0.75

4 50.109 47.6 0 0.66 2.509 1.849 1.18 1.93

5 50.109 47.6 0 0.66 2.509 1.849 1.05 2.98

6 50.109 47.6 0 0.66 2.509 1.849 0.94 3.92

7 50.109 47.6 0 0.66 2.509 1.849 0.84 4.76

8 50.109 47.6 0 0.66 2.509 1.849 0.75 5.51

9 50.109 47.6 0 0.66 2.509 1.849 0.67 6.18

10 50.109 47.6 0 0.66 2.509 1.849 0.6 6.78
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Table 6 NPV analysis of installation of DVR (in million rupees)

Year Financial
loss

Financial
loss with
STATCOM

Cost of
FACTS
device

Maintenance
cost

Saving
in loss

Net
saving

PV NPV

0 50.109 49.5 1.09 0 0 0 −1.09 −1.09

1 50.109 49.5 0 0.12 0.609 0.489 0.44 −0.65

2 50.109 49.5 0 0.12 0.609 0.489 0.39 −0.26

3 50.109 49.5 0 0.12 0.609 0.489 0.35 0.09

4 50.109 49.5 0 0.12 0.609 0.489 0.31 0.4

5 50.109 49.5 0 0.12 0.609 0.489 0.28 0.68

6 50.109 49.5 0 0.12 0.609 0.489 0.25 0.93

7 50.109 49.5 0 0.12 0.609 0.489 0.22 1.15

8 50.109 49.5 0 0.12 0.609 0.489 0.2 1.35

9 50.109 49.5 0 0.12 0.609 0.489 0.18 1.53

10 50.109 49.5 0 0.12 0.609 0.489 0.16 1.69

Payback Method: In corporate sector, payback method is been used as decision
tool. Using Eq. (6) the payback period can be calculated. The payback period for
STATCOM is 8.2 months and for DVR is 6.7 months. As customer’s perspective
DVR has faster recovery rate than STATCOM. Payback period is directly connected
with the sensitivity of the equipment. For high sensitive equipment, payback period is
lesser for DVR, but formoderate sensitive equipment, STATCOMhas faster recovery
rate. While two mitigation device is considered together, then the payback period
is18 months, 10.5 months, 21.6 months and 9.81 months for type I, II, III and IV,
respectively. Type IV installation type recovers the investment quickly among the
four.

Internal Rate of Return: Either of themitigation device has been placed for assess-
ment of IRR. IRR is positive for all the investment. That reflects the investment in
feasible and acceptable. The IRR for STATCOM is little more than DVR irrespective
of equipment sensitivity and placement of the device. Placement of STATCOM is
more beneficial in this case, but the method is sensitive with equipment sensitivity.

Profitability Index: Single voltage sag mitigation device has been considered for
this approach. It is evident from the result that STATCOM has profitability index
more than 1 and DVR’s profitability index is less than 1. The profitability index
varies with equipment sensitivity.

The overall result of economic analysis is shown in Table 7.
From this result, it can be concluded that in NPVmethod positive cash flows after

2 years of installation of voltage sag mitigation device and STATCOM is more bene-
ficial for power quality improvement in this case. As IRR for STATCOM is higher
than DVR, it is again opted for most feasible solution. Profitability index for both
the equipment is almost same. As corporate sector mainly believes in NPV method,
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Table 7 Economic analysis of installation of FACTS devices

Devices Payback period (month) NPV (million rupees) IRR (%) PI

STATCOM 8.2 10.17 38 3

DVR 6.7 2.577 35 3.1

the result obtained from NPV method is acceptable for this case. So, STATCOM is
the most suitable device for voltage sag mitigation, and it is efficient in long run.

5 Conclusion

NPVmethod as a key factor gives higher score to STATCOM in relation with higher
return of investment cost than DVR. Since initial investment of DVR is less than
STATCOM, the payback period supports DVR for less payback period. Under IRR
method, the rate of return of STATCOM is higher than that of DVR because initial
investment for DVR is lower but cash flow for STATCOM is higher. Profitability
index of both the devices is same. Under this review, STATCOM defeats DVR by
2:1 index results. This result is based on mathematics and reputed indexes to give
a concrete and clear picture for identification of the FACTS device in any system
conducive for effective management of power distribution system.
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Optimal Pricing with Servicing Effort
in Two Remanufacturing Scenarios
of a Closed-Loop Supply Chain

Ashish Kumar Mondal, Sarla Pareek, and Biswajit Sarkar

Abstract In today’s competitivemarkets, only retailer is not focused on selling prod-
ucts in the retail market. The manufacturer focuses on product remanufacturing that
can fulfill the customer’s demand and increasemanufacturer’s revenue earnings. This
study optimizes the selling price and remanufactures products with a similar com-
mitment as to the fresh one. The urge for remanufactured products highly delineates
their price and carbon emission reduction, as these two features are most important
to customers for indicating the value and standard of the renovating products. This
research explores a classical optimization process under a closed-loop supply chain
management with declining the emission of CO2 considering carbon tax and selling
price-dependent market demand. Here, Stackelberg game theory is utilized to solve
the model with distributor and manufacturer both. Both distributor and manufacturer
remanufacture together, where they sell new and remodeled products. The analytical
solution gives the optimum selling price with reduced carbon emission.

Keywords Supply chain management · Remanufacturing · Third-party logistics ·
Carbon tax · Technology sharing

1 Introduction

In today’s supply chain, it leads to a challenging situation to maintain a balance
between environmental issues and economic issues. The carbon tax restricts carbon
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emission from the manufacturing section in a closed-loop supply chain management
(CLSCM) to decrease carbon emission. The manufacturer involves in remanufac-
turing instigates a carbon tax scheme with dual tax payments on manufacturing and
remanufacturing levels. This work is done in the following process: first, take an
optimal strategy to store products. After that, consider carbon tax to decrease CO2

and earn more profit in the supply chain by manufacturing new and used prod-
ucts. It helps to find out the values of decision variables. Further, a CLSCM with
reduced CO2, exchange strategy, quality improved product, carbon tax, and sell-
ing price-dependent market demand of products is shown under remanufacturing
scenarios for supply chain performance. The manufacturer and distributor remanu-
facture returned products where the third-party logistics (3PL) is liable for gathering
used products from the customers. In this case, the manufacturer gives a technology
license to the distributor to remanufacture a portion of the collected used products.
The remainder portion is taken back to the manufacturing company for remanufac-
turing. Here, Stackelberg game is used for decision making to optimize the supply
chain’s profit. Different researchers have constructed different models where price-
dependent demand is analyzed or the customer’s attraction for green products. This
study helps to answer the research queries mentioned below:

• Which supply chain is the best among two remanufacturing structures?
• How does carbon emission related with the remanufacturing of the supply chain?
• How can the selling price affect the demand for products in the market?
• What is the relation between the return strategy, carbon emission, and quality
improvement effort in supply chain management?

• How does the technology license sharing impact supply chain management
(SCM)?

The remaining portion is equipped as follows: Sect. 2 is introduced for a brief descrip-
tion of a similar effort in literature. Secondly, Sect. 3 is presented for problemdescrip-
tion, notation, and assumptions. Next, in Sect. 4, the mathematical model is intro-
duced. After that, Sect. 5 consists solution methodology and Sect. 6 consists numer-
ical example. Managerial insights are discussed in Sect. 7. At last, in Sect. 8, the
conclusion of the research is penned.

2 Literature Analysis

Some authors focused on product quality development’s and suggested coordina-
tion agreements without not considering different collecting and remanufacturing
propositions for greening. This research concentrates on the selling price-dependent
market demand, quality improvement effort, remanufacturing, and carbon tax for
carbon emission declination to instigate customer’s requirement.
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2.1 Selling Price-Dependent Demand

Market demand is important in the supply chain to fulfill the business goal. Generate
a sufficient amount of market demand through a traditional policy is getting tough
day by day due to increase use of internet. Amidst the variables, the most important is
the buyer’s income, quality, the price of related products, the standard of the brand,
and the choice of customers. Xu et al. [28] explored the deterministic model by
introducing the Stackelberg game theory to meet market demand disruption. Teunter
and Van der Laan [26] analyzed the remanufacturing process where the demand
depends on the initial returning rate. Yadav et al. [19] analyzed a production process
for deteriorating products but without discussing a remanufacturing process or a
hybrid manufacturing process for a selling price-dependent demand. Chaudhari et
al. [17] discussed a payment policy for a supply chain model with a selling price-
dependent demand. A study was inferred to prove the inverse proportionality of
selling price with market demand [2].

2.2 Carbon Tax

Lower emission of CO2 is an essential subject in recent research. Ji et al. [11]
inspected a coupling retailer’s inventory strategy to decrease CO2, tax, cap, and trade
for greening.Moreover, they considered differentmethodswith supporting examples.
Zhao et al. [32] analyzed CO2 policies to decrease the cost of advanced techniques
in two-stage SCM. They set up low CO2 commodities with more expenses. Qin
et al. [15] established an inventory model with environmental concerns and credit
interval. They explored the greening influence on the inventory model under the tax
for CO2 and cap and trade strategy. Kugele and Sarkar [18] examined different car-
bon emission reduction policies from a system with carbon tax. Datta [4] developed
some different environmental inventory model to detect optimum greening profit
for decreasing emission by carbon tax strategy without scarcity. A carbon tax is an
alternative approach to deal with climate change [6]. Allan et al. [1] examined that
greenhouse gas emission is decreased for an adequate carbon emission tax in north-
ern Europe, Taiwan, and Scotland. Still, an reduction tax has a negative result on
the economy. Liu et al. [13] presented an alternative path for utilizing the income
from CO2 tax. They proved that subsidizing carbon tax and introducing new tech-
nique extend the spread for low carbon economy. In this current model, carbon tax
for emission reduction is introduced in a CLSCM to optimizing profit between two
scenarios.

2.3 Supply Chain Management

Giovanni [7] scrutinized the relation between a fixed refund and variable refund
impacts. Customers’ decisiveness to build an exchange argued that the maximum
pays off in CLSCM by fixed abatement scheme is an ideal Markov solution under
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random insistence conditions.When a manufacturing company producing new prod-
ucts, then random exchange rates and manufacturing defects describe a severe role
in exchanging remaining products. Giri and Sharma [8] traditionally estimated the
exchange policies, by taking an exchange strategy to give back used products and
compensate them. Xu et al. [29] analyzed the give back policy variously to demon-
strate that the manufacturing company and retailers can collaboratively complete the
exchange strategy, regardless of the individual or way. In this study, depending upon
the analysis of CLSCM, product design, manufacturing, distributing, and recon-
structing are developed. An application under various backgrounds and constraint
was accomplished for optimizing the total cost of CLSCM by Demirel et al. [5].
They studied the problems of multi-product CLSCM and utilized mixed-integer lin-
ear programming to resolve the end-of-life vehicle recycling process. Yang et al. [30]
studied an optimizing network stability grown in a CLSCM structure, which depends
on different discrimination theory. Savaskan et al. [21] wrote a survey on three steps
for the renewing convey of CLSCM, in which manufacturer’s recycling, distributor’s
remanufacturing, and 3PL’s remanufacturing were explained. Savaskan andWassen-
hove [20] imposed a game theoretical structure to find benefit of the manufacturing
company to remanufacture alone with recycling over competing distributors. Jacobs
and Subramanian [10] considered the procedure to deliver remanufacturing respon-
sibility amidst the supply chain participants to boost the payoff. Chen and Chang
[3] proposed a cooperative and other strategies to examine the conditions by which
an original equipment manufacturing company can take an interdependent proposal
for remanufacturing. Shi et al. [22] discussed the optimization model for the market
value of new and waste products in CLSCM. Taleizadeh et al. [23] developed the
consequences for participants’ maximum benefits in different CLSCM structures
and planned tariff arrangement in two directions. Ramani and Giovanni [16] estab-
lished participants’ activity in CLSC and considered other competitive games by
the profit-generating commitment to collaborating firms. Assuming the distributor’s
concern, Zeng et al. [31] analyzed the optimum decisions and benefits under pen-
tagonal non-cooperative and cooperative game structures, which proved the process
for the maximum payoff in a coordination agreement. This specified coordination
had shown the possible deal of the CLSCM by stimulating backgrounds and the
competitive quality of the participants in CLSCM.

2.4 Research Gap

Several kinds of research have considered many structures where the requirements
depend on the products’ market value or reduction of carbon emission, and carbon
tax on the supply chain performance. This study examines a selling price-dependent
demand, carbon tax for emission reduction, and servicing effort in a production
system under a game theoretical environment. Table1 presents the work of ear-
lier authors to define the research gap. This paper is an extension of Taleizadeh et
al. [24]. Different remanufacturing scenarios are derived in the present study. This
study considers carbon tax for low carbon emission, quality improvement, and sell-
ing price-dependent demand to addresses the question mentioned in the introduction
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Table 1 Summarizes augmentation and absorption of authors. Author’s contribution according to
the research gap
Author(s) Carbon Remanu- Stackelberg Selling

price-
Return Quality im- Green sup-

tax facturing game theory dependent
demand

policy provement ply chain

Savaskan et
al. [21]

– � � � � – –

Wang – – � – � – –

et al. [27]

Chen and – – � – – – �
Chang [3]

Taleizadeh
et al. [23]

– – � � – � –

Taleizadeh
et al. [24]

– – � � � – –

Harris and
Ogbonna [9]

– � � – � � �

Liu et al. � � � – � – �
[12]

Taleizadeh
et al. [25]

– � � – – � �

Liu et al.
[13]

– � � – � � �

This paper � � � � � � �

section. Taleizadeh et al. [25] analyzed the performance of a CLSCM where two
carbon reduction options like investing money in the emission reduction procedure
together with a trade and cap regulation are introduced. Here, this model distin-
guishes the supply chain’s optimal decision procedure and inspects the results in two
remanufacturing cases. Here, Stackelberg game is used to analyze the model.

3 Problem Description, Notation, and Assumptions

The problemdescription is defined tomention thewayof research. Similarly, notation
and assumptions are defined to determine the problem with the appropriate format.

3.1 Problem Description

In this research, a CLSCM is considered, where a manufacturing company, dis-
tributor and a third party are involved for remanufacturing products. This model is
considered for motivating the customers to buy the remanufactured items. This paper
considers two remanufacturing approaches like E and F to establish several decision
variables. For case E, the manufacturer and distributor return products in the form
of high quality. In this case, customers get payment (j) per unit return product from
the distributor. The manufacturer then receives the fees for a license (l) from the
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distributor to remanufacturer x units of the returns. The remaining portion of return
products (1 − x) is sent to the manufacturer by the distributor for remanufacturing
and distributor receives b per unit returned product from the fabricator. For caseF, the
third-party is added to collect the used products in supply chain. Here, the manufac-
turer give technology licenses to a third-party for remanufacturing. The third-party
remanufacturers x units of the returned products and the manufacturer remanufactur-
ers the remainder portion (1 − x). In this study, a carbon tax is introduced along with
price-dependent demand for the popularity of products. Here, Stackelberg game is
used to find optimum selling price, tax for carbon, and to optimize partners’ profits
in the supply chain.

3.2 Notation

Parameters
cm Production cost per new manufactured product ($/unit)
c1 Manufacturer’s remanufacturing cost per unit ($/unit)
c2 Unit remanufacturing cost of the distributor ($/unit)
c3 Unit remanufacturing cost of the 3PL ($/unit)
T1 Money saving from unit remanufactured product obtain by the manufacturer ($/unit)
T2 Money saving from the remanufactured product for each unit obtained by the distributor ($/unit)
T3 Money saving of the 3PL from unit remanufactured product ($/unit)
x Portion of exchange product which distributor or 3PL remanufacturers
l Manufacturer received fees for technology license of each unit of item

from the 3PL or the distributor ($/unit)
w Wholesale price of items per unit from the manufacturer ($/unit)
μ Fixed portion of the exchange items (unit)
c Influence positive coefficient of the recompense for exchange items ($/unit)
y Coefficient of the rate of quality for exchange items
η Unit carbon emission rate (grams/unit)
Gv Government permit to each firm for carbon emission (grams)
Pv Price per unit carbon emission by cap and trade policy ($/grams)
M Produced quantities per order (units)
x(.) PDF (probability density function)
X (.) CPDF (cumulative probability distribution function)
G Stands for Stackelberg game for the market leadership of the manufacturer
F, Y, H, S Denote the manufacturer, distributor, 3PL, and supply chain, respectively
pmax Maximum selling price per unit product ($/unit)
pmin Minimum selling price per unit product ($/unit)
Decision Variables
v Reduced carbon emission rate
j Distributor or 3PL give unit recompense to consumer for exchange items ($/unit)
k Quality improvement
I Distributor’s expected inventory function (units)
p Average selling price of the product ($/unit)
s Service variable
Performance Indicator
πS Profit of the supply chain ($)
πF Profit of the manufacturer ($)
πY Profit of the distributor ($)
πH Profit of the 3PL ($)
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3.3 Assumptions

The assumptions described below are provided to understand the developed models.

1. A single type of product is involved for different economic and environmental
constraints under the remanufacturing scenarios. The manufacturer does not sup-
port the stock, low costs, and does not accept returned amounts to avoid trifling
cases, which is the goal of this research (Taleizadeh et al. [24], Wang et al. [27]).

2. There is a condition cm ≤ w ≤ p which must hold for both the manufacturer and
the distributor such that their profit margin remains positive. To ensure success
with the return strategy, the payback mandatory to meet. As the factories cannot
reduce all emissions, the carbon emission reduction rate (v) follows 0 ≤ v ≤ 1.
The decreasing rate of CO2 is zero when the carbon emission is not reducing by
the factories [27].

3. Only a portion of the return products meets their manufacturing ability and the
remanufacturing is done by the downstream members such that the 3PL and the
distributor. Themanufacturing ability (x) is determined by anmanufacturing tech-
nique, the remanufacturing scale, and the exchange deterioration products. When
x = 0, it indicates that the downstream members are not a recycling participants,
and when x = 1, it implies downstream members are recycled all products [29].

4. To maximize every member’s profit, a Stackelberg game is used to obtain com-
petitive decisions. This paper leads that manufacturer plays the dominant role,
and the downstreammembers pursue him. Reversely, the manufacturers optimize
the result determiners by the participation of downstream members.

5. The parallel work was done by Chen et al. [3]; they considered that original and
remanufactured products are the same. They canmotivate the customers to choose
remanufactured products equally as the new products at new prices [24].

6. For exploring a remanufacturing scenario, it should be confirmed that the manu-
facturing cost of new products is higher than the remanufacturing price of every
exchange product that is c1 < cm , c2 < cm , and c3 < cm [27]. Selling price-
dependent market demand is introduced here.

7. Carbon tax is constructed by the manufacturer and distributor’s effort levels in
scenario E. The carbon tax function is pv[η(1 − v)M − Gv]. The manufacturer
constructs the carbon tax and3PL’s effort levels in scenarioF. Each itemconstructs
the function of a carbon tax which is pe[η(1 − v)M − Gv].

4 Mathematical Model

In this model, the stochastic demand function is considered. For variable demand of
the products in the market, various decision variables like selling price of products,
quality improvement, carbon emission reduction, the cost to buy return products, and
servicing efforts are considered. In many research, the cost of product and demand
are in an inversely proportional relationship, but the relation between product and
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demand price is proportional in this present study. The partners of the CLSCM are
manufacturer, distributor, and 3PL, respectively. For maximizing the supply chain’s
profit, it is needed to increase the market demand for products. The demand function
is elaborated as

D(e, r, q, p, s) = a0 + a1
pmax − p

p − pmin
+ a2v + a3v

2 + a4 j

+ a5 j
2 + a6k + a7k

2 + asγ + ε (1)

in which a0 is the potential market size, which does not depend on selling price
(p), the decreasing rate of CO2 emission (v), the used product return cost ( j), and
improving quality (k). Furthermore, a1 is the positive coefficient of the selling price,
a2 and a3 are the coefficient for the positive effect of the low carbon emission rate,
a4 and a5 are the coefficient for the positive impact of the return price, a6 and a7
are the coefficient for the positive effect of quality improvement effort, a is scaling
parameter for service, γ is the shape parameter for service, which gives positive
impact in market urge, and over the uniform distribution function in [0, k1], ε is a
random market demand. Money savings by remanufacturing per unit product by the
manufacturer (T1), by the distributor (T2), and by a 3PL (T3) are shown below.

T1 = Cm − C1 (2)

T2 = Cm − C2 (3)

T3 = Cm − C3 (4)

The investment cost for quality improvement of the products is introducing a tech-
nique for decreasing emission of CO2 along with accumulating the exchange com-
modities and tax for CO2 ejection and, increasing the price of the items. This strategy
negatively affects the market demand for the product. For finding return quantity of
used products, we establish a relation between the price of return and improve quality
of goods, which is shown in Eq. (5).

R(k, j) = μ + cj − yk (5)

in which parameter μ is a constant portion of the return used product which is not
dependent on compensated cost and improvement quality of the products, c is the
coefficient which gives positive effects for refund price on the return products, and
y is the coefficient which gives adverse effects for improved quality on the return
products.
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4.1 Manufacturer’s Mathematical Model

In this CLSCM, themanufacturer is amarket leader, but the products do not sell with-
out a distributor. The manufacturer helps the distributor to renew the used products
in better quality. The manufacturer does not support the stock, and low costs do not
accept return amounts to avoid trivial cases. There is a condition cm ≤ w ≤ p which
must hold for both the manufacturer such that their profit margin remains positive.
The manufacturer’s optimal profit is calculated by subtracting all his costs from the
earned revenue.

Carbon emission reduction cost

The cost is investing to decrease the carbon emission along themanufacturing period,
which is the most essential for low carbon emission. For motivating customers to
purchase environment-friendly products, investment is needed for this purposewhich
is shown by

C(v) = θ v2

2 , (6)

where θ is the investment coefficient, which is not changing for decreasing the CO2

emission rate.

Cost for quality improvement of the product

This cost function for improving the quality of products is shown by

C(k) = φk2, (7)

where φ is the investment coefficient, which is not changing for developing quality.
To compete with the increasing market demand of the product, it is required to
increase the quality of goods.

Cost for buying used products

The distributor (or the 3PL) gives the remainder portion of used products (1 − x) to
the manufacturing company, then the manufacturing company pays b per unit used
product to the distributor (or the 3PL). For buying a used product, there is a cost
known as product return cost.

r L = b(1 − x)R( j, k) (8)

Remanufacturing cost

The manufacturer remanufacturers (1 − x) portion of used products. For remanufac-
turing, the returned product requires c1 unit remanufacturing cost per product. The
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remanufacturing cost is

r F = c1(1 − x)R( j, k)). (9)

Within this representation,manufacturer only collects end-of-life products for reman-
ufacturing from a distributor or 3PL.

Manufacturing cost of new product

Within this model, each unit new product manufacturing cost is cm . Thus, the total
manufacturing cost of the new product is dependent on the order quantity (M) of the
product. The manufacturer produces (M − R( j, k)) amount of new products, where
R( j, k) is the remanufactured used products. The manufacturing cost is

N PC = Cm(M − R( j, k)). (10)

Each new product’s cost is fixed.

Carbon tax

The manufacturer bears carbon emission costs under a carbon cap and with trade
strategy. The manufacturer invests CO2 emission tax to decrease CO2 emission for
the green environment and benefit of the supply chain. The manufacturer has the
emission cap of Gv grams from the government. If the total emissions for producing
M quantity of products exceeds the carbon cap, then themanufacturer pays carbon tax
for that extra carbon emission. Besides, the manufacturer emits carbon in a reduced
rate of v. The total carbon emission cost is

Cec = Pv[η(1 − v)M − Gv]. (11)

This cost has a definite effect on reducing CO2 emission. In this scenario, the man-
ufacturer pays the carbon tax to the government for recycling the products.

Revenue

The manufacturer generates revenue by selling products to the distributor at a
wholesale pricew. The wholesale price for new product isw(M − R( j, k)). Whole-
sale price and cost savings from the remanufactured products is (w + T1)(1 −
x)R( j, k). Besides, the manufacturer receives price for technology sharing as
lx R( j, k). Thus, total revenue of the manufacturer is w(M − R( j, k)) + (w +
T1)(1 − x)R( j, k) + lx R( j, k).
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4.2 Distributor’s Mathematical Model

The distributor takes major roles in the supply chain for product selling and max-
imizing profit in the supply chain. The distributor always gives holding costs and
shortage costs. In one scenario, the distributor remanufactures the used products as
new by his technical ability and sells them in the market to earn a profit along with
new products (Scenario E). In the other scenario (Scenario F), the distributor earns
a profit margin by selling new and remanufactured reproducts but does not take part
in remanufacturing. To increase the demand for products in the market, the distrib-
utor uses a servicing investment. Here, distributor’s optimal profit is calculated by
subtracting all costs from the revenue.

Again E(M) is the anticipated trading amounts, which is acquired by using the
following equation:

E(M) =
M∫

0

x(D)DdD + [1 − X (M)]M

= M −
M∫

0

X (D)dD. (12)

Selling price

The distributor sells products in the market and generates revenue. If M be the total
quantity to sell and w be the product’s unit selling price, then the total selling price
is wM .

Holding cost

s+ is the unit holding cost of products that are not sold in the market. Z(M) is the
function of the distributor’s inventory leftover.

Z(M) = (M + R( j, k)x − D)+

= R( j, k)x + M − E(M) (13)

Thus, total holding cost is s+Z(M).

Shortage cost
Product shortage is a negative effect on the market. The shortage cost is s− per unit
product. S(M) is the function of the distributor’s expected lost sales.

S(M) = (D − R( j, k)x − M)+

= E(D) − R( j, k)x − E(M) (14)
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Thus, total shortage cost is s−S(M).

Cost for buying used product

The return product quantity and return product cost are proportional, but the sup-
ply chain’s return product cost and profit are inversely proportional. In this model,
the distributor pays the compensated price j per unit return product. If the quantity
of the returned product is R(k, j), then the total cost for returned products is j R(k, j).

Remanufacturing cost

The distributor is remanufacturing the quantity of x portion of the returned products.
Thus, the total cost for remanufacturing is

r D = c2R( j, k)x . (15)

In this model, remanufacturing cost and return product quantity are in a proportional
relationship.

Cost for technology licensing fees
When the distributor takes part in the remanufacturing process, then the distributor
needs a technology license for remanufacturing. The distributor buys a technology
license from the manufacturer. The technology licensing fees per unit item is l, then
total technology licensing fees for remanufacturing is

T c = R( j, k)xl. (16)

The manufacturer gives the authority to the distributor of supply chain to remanu-
facturer the returned products that are similar quality as the manufacturers.

Servicing investment

The distributor bares a servicing investment for increasing the market demand. This
service gains customer’s attraction and increases the selling quantity. The servicing
investment for the products is below.

sic = α s2

2 (17)

4.3 Mathematical Model of Third Party Logistics (3PL)

The 3PL is a collector of used products from customers by giving them refund
price. A 3PL comes into the CLSCM when the distributor does not take part in the
remanufacturing process. Then, the manufacturer shares the technology license with
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the 3PL for remanufacturing (Scenario F). In this case, the 3PL only remanufacturers
a portion of used products. The distributor sells all products to the market. In this
case, the 3PL’s optimal profit is calculated by subtracting all the costs from revenue
earned by the 3PL.

Remanufacturing cost

Here x portion of the total returned products R(k, j) is remanufactured by the 3PL
each unit cost for remanufacturing is c3. Thus, the total cost for remanufacturing is

Rt = c3x R(k, j). (18)

In this scenario, 3PL remanufactures the return products based on their remanufac-
turing ability. Here, we consider a remanufacturing process by a manufacturer and
third party.

Cost for technology licensing fees

The 3PL pays a per unit licensing cost to the manufacturer for buying the technology
license. In this case, l is the licensing fees for remanufacturing each unit product.
The entire technology licensing fees cost is

T L = lx R(k, j). (19)

In this model, the 3PL considers himself partners for remanufacturing the products
under the technology license taken from the manufacturer to decrease manufacturing
costs.

Cost for buying used item

In this context, the 3PL pays customers an exchange price b for per unit end-of-life
used product. For x unit returned products, the cost of a 3PL is

Rct = bx R(k, j) (20)

In this scenario, a higher return product cost positively affects return product quantity
but negatively affects supply chain profit.

Now we consider two scenarios E and F for profit of the supply chain which are
as follows.

4.3.1 Scenario E

End-of-life used products are remanufactured by the manufacturer and distributor
under a technology licensing sharing contract. The distributor remanufacturers a
portion of used products and sells products in market. 3PL is not a part of this
CLSCM. Scenario E forms a two-echelon CLSCM.
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By the previous discussion, we get the profit function of the manufacturer in
Scenario E.

π E
F (k, v) = Revenue − c(v) − c(k) − r L − rM − NPC − cec

= (w − CM)(M − R( j, k)) − Pv[η(1 − v)M − Gv]
− φk2 + (w − CM + T1 − b)(1 − x)R( j, k)

+ lx R( j, k) − θ
v2

2
(21)

The distributor’s expected profit is determined as

E(πY ) = Revenue − PC − HC − SC − RPC − RC − TC − sic

= pE(M) − wM − s+Z(M) − s−S(M)

− j R( j, k) + R( j, k)x(w − CM + T2 − l)

+ b(1 − x)R( j, k) − α
s2

2
(22)

where,

M = I + a0 + a1
pmax − p

p − pmin
+ a2v + a3v

2 + a4 j + a5 j
2

+ a6k + a7k
2 + asγ . (23)

For calculation, with originality, the components of the distributor’s profit are trans-
ferred from the ordering quantity (M) to the expected inventory (I ). Keeping this in
mind, Eq. (24) must hold.

M∫

0

x(D)dD =
I∫
0
x(ε)dε (24)

Accordingly, the estimated profit function of distributor is represented as

π E
Y ( j, I, s, p) = (p − w)(M) + s−(I − ρ) − (p + s+

+ s−)

∫ I

0
X (ε)dε + [(w − cM + T2 − l

− b + s− − s+)x + b − j](μ + cj − yk) − α
s2

2
(25)

The diagram of scenario E is shown in Fig. 1.
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4.3.2 Scenario F

In this scenario, the manufacturer shares technology license with the 3PL. The prod-
ucts are remanufactured by the manufacturer and 3PL in a hybrid remanufacturing.
Then, this forms a three-echelon CLSCM, where the distributor only sells products
to the market.

The manufacturer profit function for Scenario F is

π F
F (v, k) = Revenue − c(v) − c(k) − r L − rM − NPC − Cec

= (w − CM)(M − R(k, j)) − Pv[η(1 − v)M − Gv] − θ(
v2

2
)

− φk2 + (w − CM + T1 − b)(1 − x)R(k, j) + lx R(k, j) (26)

which simplifies to

π F
F (v, k) = (w − CM − Pvη + Pvηv)M + PvGv − θ(

v2

2
) − φk2

+R(k, j)[(l + CM − w)x + (T1 − b)(1 − x)]. (27)

Furthermore, the expected profit of the distributor is as below

π F
Y (I, s, p) = Revenue − PC − HC − SC − sic

= (p − w)M + s−(I − ρ) − (s− + p + s+)

I∫

0

X (ε)dε − α
s2

2
(28)

Besides, the profit function of the 3PL is

π F
H ( j) = Revenue − RC − TL − RCT

= [(w − CM + T3 − b − l)x + b − j](μ + cj − yk). (29)

The diagram of scenario F is shown in Fig. 1.

5 Solution Methodology

Within the context, the main target is to optimize decision variables v, k, s, I , j , and
p for optimal profit of the CLSCM in two scenarios E and F , respectively.
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Fig. 1 The proposed hybrid remanufacturing system within a three-echelon CLSCM

5.1 Stackelberg Game in Scenario E

In this case, manufacturers acts as a leader and the distributor follows him. Using
optimal I , j , p, s in manufacturer’s profit function and we get optimal v, k. The
values of decision variables of the distributor is mentioned below.

Proposition 1 In this case, the equilibrium condition is applied to the distributor’s
profit to achieve the distributor’s optimum decision variables I ∗ , j∗, s∗, p∗ in Eqs.
(30)–(33) which are given below.
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I ∗ = k1(p∗ − w + s−)

p∗ + s+ + s− (30)

j∗ = X1

−2a5(p∗ − w) + 2c
(31)

where
X1 = −μ + yk∗ + c(w − cM + T2 − l − b)x − bc − (p∗ − w)a4

s∗ = [ α

(p∗ − w)aγ
] 1

γ−2 (32)

p∗ = −2pmin(a1−L1+L2)+
√

((a1−L1+L2)2pmin)2−4L5(L1−L2−a1)
2(L1−L2−a1)

(33)

where , H1 = I + a0 + a2v∗ + a3v∗2 + a4 j∗ + a5 j∗2 + a6k∗ + a7k∗2 + as∗γ + 1
2k1

and H2 = pmaxH1 + a1w(pmax − pmin) + pmin pmax.

Later, to find out the manufacturer optimal decision variables v∗, k∗, we apply
equilibrium condition on the manufacturer’s profit function.

Proposition 2 The manufacturer’s decision variables v∗, k∗ are define in Eqs. (34)
and (35) as below:

v∗ =
−H4 +

√
H 2

4 − 12a3H6 pvη

6a3 pvη
. (34)

H3 = I + a0 + a1
pmax−p
p−pmin

+ a4 j + a5 j2 + a6k + a7k2 + asγ ,
H4 = 2a3(w − pvη − cM) + 2a2 pvη − θ ,
and H6 = H3 pvη + a2(w − cM − pvη)

k∗ = y(−b+x(b+l−w+cM−T1)+T1)−a6(w−cM−pvη+pvvη)

2a7(w−cM−pvη+pvvη)−2φ (35)

5.2 Stackelberg Game in Scenario F

In this case, the manufacturer acts as a leader, then the distributor, and 3PL follow
the manufacturer. Here putting the optimal values of I, j, p, s in the manufacturer
profit function, we get v, k .
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Proposition 3 In this case, applying equilibrium condition on 3PL and distributor’s
profit function, the optimal decision variables j∗, I ∗, s∗, p∗ are given in Eqs. (36)–
(39).

j∗ = yk∗ − μ + bc + cx(T3 + w − cM − b − l)

2c
(36)

I ∗ = k1(p∗ − w + s−)

s− + p∗ + s+ (37)

s∗ = [ α

(p∗ − w)aγ
] 1

γ−2 (38)

p∗ = −2pmin(a1−L1+L2)+
√

((a1−L1+L2)2pmin)2−4L5(L1−L2−a1)
2(L1−L2−a1)

. (39)

where, L1 = I + a0 + a2v∗ + a3v∗2 + a4 j∗ + a5 j∗2 + a6k∗ + a7k∗2 + as∗γ and
L2 = I 2

2k1
.

Also, L5= p2min(L1 − L2) − a1 pmax pmin + a1(w(pmax − pmin)).

To find out the manufacturer’s optimal decision variables v∗, k∗, we are applying
equilibrium condition on the manufacturer’s profit function.

Proposition 4 In this case, applying equilibrium condition on the manufacturer
profit function, optimal decision variables v∗, k∗ are defined in Eqs. (40) and (41).

v∗ =
−L4 +

√
L2
4 − 12a3L6 pvη

6a3 pvη
(40)

where , L3 = I + a0 + a1
pmax−p
p−pmin

+ a4 j + a5 j2 + a6k + a7k2 + asγ ,
and , L4 = 2a3(w − pvη − cM) + 2a2 pvη − θ .
Also, L6 = L3 pvη + a2(w − cM − pvη)

k∗ = y(−b+x(b+l−w+cM−T1)+T1)−a6(w−cM−pvη+pvvη)

2a7(w−cM−pvη+pvvη)−2φ (41)
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6 Numerical Analysis

This study uses input data from Mondal et al. [14] and Taleizadeh et al. [25]. The
proposed analytical solution process is used to solve numerical examples.

6.1 Example 1

Example 1 gives numerical results for Scenario E. Table2 gives input value of param-
eters. Total profit and optimum values of decision variables for Scenario E are shown
in Table3.

Table 2 Parametric values for Scenario E and F
Parameters Value Parameters Value

[k2, K1] [0,90] w $70/unit

c1 $5/unit c3 $5/unit

Pv $0.2/gallons Gv 100 gallons

η 2.99 c 1.22

μ 30 units y 0.6

pmax $200/unit pmin $90/unit

γ 3.65 a 30

a0 2000 Units a1 0.7

a2 0.2 a3 0.2

a4 0.5 a5 0.4

a6 5 a7 0.3

φ $1000 α $1000

x 0.4 l $50/unit

B 40 ρ 0.2

Table 3 Optimal solutions and maximum profit of Scenario E
I units s $ j /unit $p/unit v

17.75 0.52 5.73 80.10 0.56

K

0.11

$πU
r $πU

t $πU
m Total profit ($)

687.15 41,161.94 96,309.23 138,158.32
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Table 4 Optimal solutions and maximum profit of Scenario F
I units s $ j /unit $p/unit v

5.96 0.76 7.87 88 0.58

K

0.12

$πDF
r $πDF

t $πDF
m Total profit ($)

187.15 40,789.35 95,209.09 136,185.60

6.2 Example 2

Example 2 gives numerical results for Scenario F. Table2 gives the parametric value
for Example 2. Maximum profit and optimal values of decision variables are given
in Table4.

Results show that Scenario E has more profit than Scenario F. This happens
because Scenario E has a known distribution function. Thus, all information about
demand is known to themanagement and thus, it is easy to optimize the objective.But,

Table 5 The sensitivity investigation of important cost parameters of this study

Parameters Changes(%) 3PL’s Distributor’s Manufacturer’s

profit changes(%) profit changes(%) profit changes(%)

w −50 −49.45 +108.58 −78.12

−25 −26.31 +53.13 −47.39

+25 +29.39 −81.91 +77.79

+50 +61.74 −234.54 +199.89

b −50 −13.47 −10.52 −10.55

−25 −6.84 −5.62 −5.64

+25 +7.04 +6.34 +6.37

+50 +14.28 +13.41 +13.47

cm −50 +16.31 +16.77 +40.55

−25 +8.05 +7.84 +18.82

+25 −7.81 −6.77 −16.25

+50 −15.38 −12.48 −30.29

pv −50 −0.008 +0.013 +0.60

−25 −0.002 +0.004 +0.22

+25 −0.0008 +0.004 +0.07

+50 −0.008 +0.02 +0.59

h −50 −4.93

−25 +5.48

+25 +5.48

+50 +5.48
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in reality, there are a lot of risks and uncertainties that evolve along with information.
Then, the management needs to justify that information more than the known case,
as Scenario E.

6.3 Sensitivity Analysis

The sensitivity investigation of the main specifications of this study is summarized
in Table5 based on the Example 1.

7 Managerial Insights

Some managerial insights derived from this study are given below.

1. The industry manager must focus on the hybrid remanufacturing process where
the 3PL and the manufacturer both remanufacture the return products (scenario
F), and distributor only sells the products. It is lesser successful policy to earn
more profit than Scenario E. Therefore, the manufacturer with information about
the best remanufacturing strategy can reach the environmental goal (Figs. 2–3).

Fig. 2 Sensitivity analysis of cost parameters
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Fig. 3 Sensitivity analysis of cost parameters

2. Managers of the industry must focus on servicing efforts. This paper analyzes the
impact of servicing actions on total profits. In order to increase the demand for the
product, some costs should be invested for the purpose of service to customers.
In this competitive market, this service strategy plays an important role. Thus, the
results of this study helps industry managers increase their profits.

3. Another important aspect of this study is that higher refund prices positively
affect the end-of-life used product return process. A higher return price leads to
a higher return process and helps the CLSCM to make more profit. Therefore, a
manager with knowledge about the impact of return price on remanufacturing,
carbon emission, and quality can determine an optimal return price to achieve all
goals regarding environmental, economic, and quality concerns.

8 Conclusions

The servicing effort had an huge impact on market demand, decreasing the selling
price, which positively impacts the supply chain profit. This study used emission
reduction, quality improvement of the products, and reduction policy for remanufac-
turing of return products. Result showed that a three-echelon CLSCM gained more
profit than a two-echelon CLSCM. Analytical approach was used to reach this result,
and the arithmetical findings provided a global optimal solution. The production cost
and carbon tax were considered as continuous type in this model. This study can be
extended by using discrete type of price and tax. Besides, some other motivation
factors like customer awareness are not considered in this research. In the future
model, these factors can be considered.
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A Review on Type-2 Fuzzy Systems
in Robotics and Prospects for Type-3
Fuzzy

Fevrier Valdez, Oscar Castillo, and Patricia Melin

Abstract In this article, we are offering a review of type-2 fuzzy systems and their
current applications in robotics. Although, significant research work has been put
forward in to showing that fuzzy systems have very good capabilities for coping
with uncertainty in control applications, there is still room for improvement and
this is why the interest of doing this research work. Nowadays, fuzzy logic systems
are used frequently to manage uncertainty because the obtained results have been
superior to traditional methods. However, when the uncertainty on the problems is
high fuzzy logic is not able of manage adequately the uncertainty. For that reason,
the authors are utilizing type-2 fuzzy logic to obtain better results on the control
problems. In this article, we have made a review over the papers using type-1 and
type-2 fuzzy systems, specificallywhen they are utilized in robotics. The analysiswas
made with several searches, for example, using nature optimization methods with
type-2 fuzzy in robotics and also without the utilization of optimization methods.
The collection of papers was obtained from Web of Science (WoS) and the visual
tool ‘connected papers’. We also briefly discuss the prospects for the utilization in
the future of type-3 fuzzy systems in robotics.

Keywords Type-2 fuzzy logic · Robotics · Optimization · Type-3 fuzzy systems

1 Introduction

The main motivation of this article was performing an exhaustive review of fuzzy
systems and their applications in different kinds of robotic systems. In addition,
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as a natural evolution of fuzzy theory, we also discuss the possible utilization of
type-3 fuzzy logic in robotics and control. Nowadays, it is very popular the use of
type-2 techniques [31] to improve the performance in several areas, for instance,
in [19] it was proposed a type-2 fuzzy logic controller (FLC) for the real-time
control of mobile robots [25, 28, 37, 12]. The authors used the type-2 FLC to design
and implement a variety of robotic behaviors on different platforms in indoor and
outdoor unstructured and challenging dynamic (changing) environmental situations.
According to site https://www.connectedpapers.com/ and taking as reference the
work above mentioned, in Fig. 1, we found the connected papers with the reference
[19], as can be seen, since 2004 the number of works in the area has been increasing
steadily.

Also, in Table 1, the derivative works of the paper [19] are presented.
These are papers that cited many of the papers in the graph. This means that they

are either surveys of the field or recent relevant works which were inspired by many
papers in Figure 1.

Also, in [8], ANewMeta-Heuristics of OptimizationwithDynamicAdaptation of
Parameters using Type-2 Fuzzy Logic for Trajectory Control of a Mobile Robot was
proposed. Also, according to site https://www.connectedpapers.com/ and taking as
reference the paper [8], in Figure 2, we found the connected papers with the reference
[8], as can be seen, this work is more recent than the before analyzed work. However,
the number of works is increasing in the last years. Also, Table 2 is presented the
derivative works of the paper [8]. These are papers that cited many of the papers

Fig. 1 Connected papers with the paper ‘A type-2 fuzzy logic controller for autonomous mobile
robots’ [19]

https://www.connectedpapers.com/
https://www.connectedpapers.com/
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Table 1 Derivative works of the paper by Hagras in [19]

Paper Last author Year Citations

Advances in type-2 fuzzy sets and
systems [30]

Jerry M., Mendel 2007 344

Derivation and analysis of the analytical
structures of the interval type-2 fuzzy-PI
and PD controller [14]

Hao, Ying 2010 77

Adaptive type-2 fuzzy logic control of a
bioreactor [18]

Bartolomeo, Cosenza 2010 9

A dynamic defuzzification method for
interval type-2 fuzzy logic controllers [48]

Ibrahim, Eksin 2011 6

Systematic design of type-2 fuzzy logic
systems for modeling and control with
applications to modular and
reconfigurable robots [6]

Mohammad, Biglarbegian 2010 2

Analysis and control of mobile robots in
various environmental conditions [18]

S., Mahapatra 2012 1

Control of an ambiguous real time system
using interval type 2 fuzzy logic control
[50]

Deepa, Thangavelusamy 2017 1

A comparison of type-1 and Type-2 fuzzy
logic controllers in robotics: a review [39]

Syed Wakil, Ah-mad 2015 0

Circumventing the fuzzy type reduction
for autonomous vehicle controller [1]

Al-Rikabi 2017 0

Novel fuzzy techniques for modelling
human decision making [33]

Salang, Musika 2013 0

in the graph. This means that they are either surveys of the field or recent relevant
works which were inspired by many papers in Fig. 2.

The remaining sections of this article are formed in the following fashion. In
Section 2, a sample of papers from the review of the literature is offered. In Section 3,
the review of Type-2 fuzzy logic in robotic applications is shown, and Section 4
outlines the review with Type-1 fuzzy logic in robotics. Lastly, in Section 5, the
conclusions are outlined.

2 Literature Review

In this section, we briefly describe a sample of the papers that have utilized type-2
fuzzy in robotic applications. These papers offer an idea of the kind of works that
have been done in this area.

In [36], controlling a robotic manipulator was intended under significant external
perturbations and parametric uncertainties. The authors decided to use Type-2 fuzzy
logic as an adequate choice to cope with the uncertainty of dynamic environments,
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Fig. 2 Connected papers with the paper ‘a new meta-Heuristics of optimization with dynamic
adaptation of parameters using type-2 fuzzy logic for Trajectory control of a mobile robot’ [8]

for example, the utilization of membership functions with fuzzy values. Also, they
used a neural network to achieve additional robustness behavior. In this case, the
initial rules are based on a sliding surface of a controller, and in this way, it can
improve the system’s performance.

In [44], a review of recent type-2 fuzzy controller applications was described. The
authorsmade a survey about the applications of controllers, encompassing areas such
as robotics, manufacturing systems, electrical systems, and aircraft control. Themost
promissory ones have been found to be in the robotics and automotive areas, where
type-2 FLCs have exhibited to perform better than their type-1 fuzzy counterparts
and also with respect to traditional controllers.

In [40] an alternative systematic methodology to explicitly derive membership
functions for both type-1 FLC and interval type-2 FLC was presented. The proposed
approach to obtain a closed-form relationship between inputs and output offers infor-
mation on their impact on the footprint of uncertainty parameters. Also, in [23], a
novel application of genetic algorithms (GA) optimization approach to optimize
the scaling factors of interval type-2 fuzzy proportional derivative plus integral
controllers is proposed for 5-degrees of freedom redundant robot manipulator for
trajectory tracking task.
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Table 2 Derivative works of the paper [8]

Paper Last author Year Citations

Optimization of membership function parameters for
FLCs of an autonomous mobile robot using the flower
pollination algorithm [38]

José, Soria 2018 3

Path Finding for a Mobile Robot Using Fuzzy and
Genetic Algorithms [26]

Arbnor, Pajaziti 2017 2

Comparative Study in FLC Optimization using Bee
Colony, Differential Evolution, and Harmony Search
Algorithms [9]

Cinthia, Peraza 2019 2

Optimization of FLCs Using Galactic Swarm
Optimization with Type-2Fuzzy Dynamic Parameter
Adjustment [4]

Fevrier, Valdez 2019 2

Comparative Study of the Conventional Mathematical
and FLC for Velocity Regulation [49]

Cinthia, Peraza 2019 1

Shadowed Type-2 Fuzzy Systems for Dynamic
Parameter Adaptation in Harmony Search and
Differential Evolution Algorithms (Castillo et al. 2019b)

Patricia, Ochoa 2019 1

Intelligent Information and Database Systems [35] Bogdan, Trawin ski 2019 0

Interval Type-2 fuzzy logic for dynamic parameter
adjustment in the imperialist competitive algorithm [5]

Fevrier, Valdez 2019 0

On Characterizations of Directional Derivatives and Sub
differentials of [51]

Dong, Qiu 2017 0

In [11], a type-2 fuzzy logic controller (FLC) is proposed, in their work for robot
manipulators with joint elasticity and structured and unstructured dynamical uncer-
tainties, a controller is based on a sliding mode control strategy. To enhance the
real-time functioning of the controller, the simpler interval type-2 fuzzy sets were
used. On the other hand, in [22], a novel concept of an interval type-2 fractional-order
fuzzy PID (IT2FO-FPID) controller, which requires fractional-order integrator and
fractional-order differentiator, is proposed. The incorporation of Takagi–Sugeno-
Kang (TSK) type interval type-2 fuzzy logic controller (IT2FLC) with fractional
controller of PID-type is investigated for time response measure due to both unit step
response and unit load disturbance. Also, in [16], a computationally efficient system-
atic procedure to design an optimal type-2 fuzzy logic controller was proposed. The
most important idea was to optimally find the controller gains using the particle
swarm algorithm, and then optimally find the membership function parameters
utilizing a more basic genetic algorithm.

In [32], an H-infinity output feedback controller is developed for a class of time-
delayed MIMO nonlinear systems, containing backlash as an input nonlinearity.
More specifically, a state observer is put forward to estimate non-measurable states.
The control strategy was segmented into two modules: a type-2 fuzzy module that
approximates the uncertainty in themodel, and anH-infinity-based controllermodule
that reduces the effects of external perturbations.
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In [2], a stable robust adaptive interval type-2 fuzzy H-2/H-infinity, controller
(RAIT2FH(2)H(infinity)C) for a class of uncertain nonlinear systems was proposed,
which aims to address the above concerns through its hybrid robust/adaptive struc-
ture.More specifically, theH-2 energy and tracking function is optimizedwith respect
to a H-infinity, perturbation attenuation constraint, while the interval fuzzy system
manages the uncertainty in the approximation of the unknown system dynamics. In
[13], an interval type-2 fuzzy logic controller is designed for under actuated truss-
like robotic finger to accomplish the goal of stabilization in its equilibrium point.
In addition, the behaviors of the controller are compared with respect to the type-1
fuzzy case to highlight the advantages of the type-2 approach.

In [10], a method for finding the optimal value of n in type-n fuzzy systems is
presented. Also, in this work, the author proposed the utilization of bio-inspired
optimization algorithms with fuzzy dynamic parameter adaptation for obtaining the
optimal n value. The proposed approach may be utilizable in optimally designing
type-3 (or higher type) fuzzy controllers in robotics, which could potentially (in
the near future) achieve higher performance than type-2 fuzzy control. More in the
long-term future, it is possible that type-4 fuzzy or even higher type-n could be
applicable to real problems in diverse areas, such as control, pattern recognition,
medical diagnosis, and time series prediction.

An optimal interval type-2 fuzzy logic control-based closed-loop drug administra-
tion to regulate the mean arterial blood pressure is presented in [42] which consisting
of an interval type-2 fuzzy controller, which acts as pre-compensator to the tradi-
tional PID controller is presented, to regulate the mean arterial blood pressure of a
patient by administering the drug sodium nitroprusside in a controlled manner. An
effective nature-inspired optimization technique, which is called the cuckoo search
algorithm, is utilized for finding the optimal method parameters.

In [17], the authors designing an interval type-2 fuzzy pre-compensated PID
controller applied to two-DOF robotic manipulator with variable payload. Also,
(Nodeh, Ghasemi, and Daniali 2019b) were proposed a method based on tuning of
the higher-order slidingmode controller parameters by the interval type-2 fuzzy logic.
In this case, the usual chattering effect of the traditional sliding mode is vanished
by using higher-order sliding mode control and a saturation function that produces
higher robustness when compared to the traditional method.

In [24], a novel application of artificial bee colony (ABC) algorithm to optimize
the fractional-order operators and scaling factors of interval type-2 fractional-order
fuzzy proportional integral derivative controller was proposed for redundant robotic
system for trajectory track controller structure is also implemented for benchmark
fractional-order plants and uncertain inverted pendulum system.

A robot with the leader–follower approach has a disadvantage in the case of
failure in formation if the leader robot fails. To overcome such problem, in [47], the
authors proposed the formation control using interval type-2 fuzzy logic controller
(IT2FLC). In this case, to validate the appropriateness of the controller, several
simulations were undertaken under different environmental situations with several
different parameters.
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In [3]were proposed a stable indirect adaptive robustmixedH-2/H-infinity control
approach to an alpha-plane representation of a general type-2 fuzzy framework. The
model is shown to be both efficient and very useful for performing a theoretical
analysis. In [20], an improved nonstationary fuzzy system approach versus type-2
fuzzy system for the lifting motion control with human in the loop simulation was
presented.

Finally, in [29], proposal of a novel application of biogeography-based optimiza-
tion (BBO) to optimize a controller in order to achieve high performance estimation
of states. The type-2 fuzzy approach is utilized to eliminate the chattering problem
in the sliding mode control. The Lyapunov theorem is used to establish a proof
of stability for the controller. The novel control approach is validated utilizing a
computational simulation of a two-link robot arm problem with very good results.

The previous works can be viewed as a representative sample of the research that
has been done in recent years in the area of fuzzy logic for robotics.

3 Review of Type-2 Fuzzy Logic in Robotics

In this section, we are offering a review of recent works utilizing type-2 fuzzy logic
in robotics with the goal of improving the understanding of this area, as well as
envisioning its possible evolution. In the literature review, we presented several arti-
cles in a general way using type-2 fuzzy for robotics. Based on the search that was
done in Web of Science “Type-2 fuzzy logic systems in Robotic”, we encountered
19 works mentioned above. In Figs. 3 and 4, we can observe as in recent years the
use of type-2 fuzzy in robotics is increasing. According to data collected in WoS
and using the software VOSviewer [15], the network is shown in different views in
Figs. 5 and 6 obtaining only six connected authors, the type of analysis to create the
map was made by co-authorship and the unit of analysis is by authors.

Fig. 3 Showing 19 records with number of papers by year for the TOPIC: (Type-2 fuzzy logic
systems in robotic)
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Fig. 4 Showing 19 records with the main authors and their papers for the TOPIC: (Type-2 fuzzy
logic systems in robotic)

Fig. 5 Network visualization by connected authors with the topic type-2 fuzzy logic systems in
robotic of WoS
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Fig. 6 Cluster density for all authors with the topic’type-2 fuzzy logic systems in robotic’ of WoS

4 Review of Type-1 Fuzzy Logic in Robotics

In this section, we are offering a summary of the recent works using type-1 fuzzy
logic in robotics with the goal of improving the understanding of this area. Based on
the search that was done in Web of Science “Fuzzy logic systems in Robotics”, we
encountered 422 works. However, the first eight papers are cited in this review but
the complete list can be consulted in WoS with the topic above mentioned ([7, 27,
21, 34, 41, 45, 43, 46]). In Fig. 7, we can observe as in the last years the use of type-1
fuzzy logic in robotic is relatively greater than type-2 fuzzy systems, but expect in
the future that type-2 and type-3 will increase at a greater rate.

5 Conclusions

After finalizing the review, we can note that a plethora of articles utilizing fuzzy
systems in robotics have been put forward with the goal of improving the navigation
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Fig. 7 Showing 422 records for TOPIC: (Fuzzy logic systems in robotics)

results of the robots. The relevance of fuzzy logic in real robotic problems has been
established. Nowadays, the controllers are becoming increasingly complex, and a
learning process for parameters is required, and it is a challenging task to the users to
perform trial and error each time they execute the system. Therefore, the utilization
of fuzzy systems is a good choice to enhance the results with a relatively small
computational cost. Also, with this survey, we can realize the increasing utilization of
type-1 and type-2 fuzzy systems, which are becoming more popular. With the results
obtained from WoS, and the visual tool ‘connected papers’, we have observed how
the tendency is to use fuzzy systems in robotics every day because the researchers
have been achieving good results utilizing this methodology on the problems. Also,
nowadays, we can find in the state-of-the-art hybrid methods to enhance the results.
Also, as a future work, we can exploremore combinations, for example, optimization
methods using fuzzy logic for parameter adaptation could be included in the survey
of hybrid methods with parameter adaptation using type-1 or type-2 fuzzy logic for
comparison among themethods.Another advantage of elaborating this type of review
paper is the encouragement offered to the authors to utilize techniques to improve
the performance achieving the best possible results with these techniques. Finally,
we can mention that a more recent related area that has been receiving increasing
attention is the use of type-3 fuzzy logic, and at the moment, there are only a few
papers on type-3 fuzzy control and robotics, but believe that this new area will gain
more popularity in the near future. More in the long-term future, it would be possible
to talk of type-4 fuzzy logic or even higher types of fuzzy applied to intelligent
control and robotics.
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Optimization of Palm Oil Mill Effluent
(POME) Solubilization Using Linguistic
Fuzzy Logic and Machine Learning
Techniques
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Barnali Bej, Priyanka Dey, and Sudipta Roy

Abstract The continuous hike in the price of the edible vegetable oil has directly
impacted upon the price growth of the palm oil. In this palm oil production, Indonesia
andMalaysia are in top leading position at present. It is found that an increase in palm
oilmill setup is radically increasing the produce of effluent dischargewhich is a severe
threat to our environment. Hence to maintain the balance of our already affected
ecosystem, the proper treatment of this residual product is becoming the dire need of
the hour. The conventional method used for solubilization of palm oil mill effluent
(POME) is thermal alkaline pre-treatment. In this paper, the linguistic fuzzy logic
(LFL) andmachine learning (ML) techniques have been used to analyze the data, and
type-2 fuzzy logic controller (T2FLC) has been used to optimize the solubilization
of POME. The effect of reaction time, NaOH concentration, and temperature on the
solubilization has been evaluated. From the investigation of the surface plot, which
developed in T2FLC environment, it has been observed that NaOH concentration
has a significant effect on the solubilization of POME. The prediction efficiency
of T2FLC then has been compared with T1FLC and RSM. By evaluating some
statistical analyses, the sensitivity and validity of the proposed model have finally
been measured.
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1 Introduction
Palm oil is the main outcome from the agricultural zone, mainly obtained in the
tropical regions. Indonesia and Malaysia are the leading hub in producing palm oil.
Palm oil is obtained from the fruit of oil palm tree scientifically known as Elaeis
guineensis. Palm oil is extensively used as raw material in the various food and
non-food industries like cosmetics and pharmaceutical industry. An increase in pop-
ulation continuously increases the demand for food production from the agricultural
sector which will make it the most water-polluting sector [1]. The gradual increase
in the temperature range and frequent rainfall has increased the requirement of the
water by the agriculture zones to meet the demand of the growing population [2].
The obstruction that is faced by palm oil production firm is the palm oil mill effluent,
which is the waste product. According to some statistics, each tonne of palm oil
production generates nearly 2.5–3.0 cubic meter of POME [3]. POME is the thick
brownish color colloidal suspension whose characteristics are given in Table1. The
characteristics of the effluent vary which depend on the operational process used in
mill for palm oil production. It has high value of COD and BOD which are present
nearly 50,000 ppm and 25,000 ppm, respectively [4, 5]. The use of POME as a
feedstock has picked up the enthusiasm of scientists to control squander creation in
agriculture division obtained from the palm oil mill industry. Complex techniques
have been widely evolved to treat and to use the waste product which can be catego-
rized into four primary sections: biological, thermochemical, physiochemical, and
the mix of the techniques thereof. Some of the techniques are dealt only to solve
the waste-related problems, while part of them means to recoup vitality from the
treatment. Each techniques has a few favorable circumstances and burdens, which
is important before implementing it. Because of the degradable organic constituent,
wastewaters have the potential to be utilised, where a net positive vitality addition
could be accomplished with legitimate methodology [6].

For palm oil mill effluent, anaerobic digestion (AD) is commonly used by indus-
tries since it is a most cost-effective and ecofriendly process [16]. It is simply defined
as the series of process in which the organic component breaks down into bio-energy
in the absence of oxygen. The process of generation of bio-energy from anaerobic
digestion can be divided into four sections: hydrolysis, acidogenesis, acetogenesis,
and methanogenesis [17]. These techniques have several advantages as follows [18]:

• Anaerobic digestion differs from aerobic digestion in terms of availability of oxy-
gen. Thus, the anaerobic digestion reduces the energy cost for the extensive supply
of oxygen.

• Volatile solids content reduces through this operation. As per some literature, the
addition of nitrite enhances the reduction of volatile suspended solid and increases
the sludge treatment efficiency [19].

• By this operation, energy is recovered by the production of methane.
• It kills large percentage of pathogens present in sludge.

Among different pre-treatment methodology, the most well-known and broadly
executing process is thermo-alkaline pre-treatment technique. In this paper, this
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Table 1 Literature comparison of anaerobic digestion of different waste product

Waste Pretreatment method Experimental result Reference

Microbial biomass pH=8.5, Temperature
= 35◦C

Solubilization is 50.6% [7]

Waste-activated sludge 7g/l NaOH concentration Solubilization is 43.5% [8]

Maize cob microwave irradiation Biogas yield increased by
46%

[9]

Wheat straw Hydrogen peroxide Methane yield increase by
50%

[10]

Waste-activated sludge pH = 12 at ambient
temperature

Solubilization is 30.7% [11]

Brewery wastewater Mesophilic at temperature
35◦C

Methane yield efficiency is
0.52 to 0.53

[12]

POME Ozonation method pH
= 7.2

Methane yield is
64.1410 LCH4/kg COD

[13]

POME Ultrasonic method pH =
7.2 Temperature=32 ◦C to
37◦C

Methane yield is
44 LCH4/kg COD

[14]

POME Temperature = 32.5 ◦C C
time = 41.23 hr 8.83g/l of
NaOH concentration

Solubilization [15]

POME Temperature = 35 ◦C
Incubation time = 48 hr
8g/l of NaOH
concentration

Solubilization is 82.7% This study

pre-treatment methodology is selected for solubilization and hydrolysis of macro-
molecule into simple monomers. The surface area and the rate of hydrolysis process
increase due to the reduction of particle size which reduce the reaction time of the
hydrolysis operation [20]. As per some previous study, sodium hydroxide (NaOH),
calcium hydroxide (Ca(OH)2), and potassium hydroxide (KOH) are widely used as
alkali in this pre-treatment process [21]. As per some study, the efficiency of sludge
solution varies with the selection of alkali in a order of NaOH > KOH > Mg(OH)2
and Ca(OH)2 [8].
To increase theCODsolubilization%of the effluent by thermo-alkaline pre-treatment
methodology is optimized with respect to incubation time, NaOH concentration, and
temperature by various soft computing techniques. It is frequently called as computa-
tional insight, covering a scope of strategies in the field of computer science, machine
learning and AI. It is the collection of techniques that are dealt with the uncertain
problem and provide low-cost optimum solution [22]. Soft computing techniques
comprise artificial neural networks (ANN), fuzzy logic (FL) [23], adaptive neuro-
fuzzy inference systems (ANFIS) [24], genetic algorithms (GAs) , datamining (DM),
etc. The soft computing techniques used for the optimization the solubilization % of
effluent obtain from palm oil mill by techniques like response surface methodology
(RSM) [15] and fuzzy logic (FL) which is developed in this paper.
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The type-1 fuzzy logic (T1FLC) is first proposed by Zadeh [25]. Themost famous
sort 1 fuzzy inference (T1FI) models are proposed by Mamdani and Assilian ([26])
and Sugeno (Takagi and Sugeno [27]). A sort 2 fuzzy set (T2FS) has grades of
enrollment that are type-1 fuzzy [25, 28–34], so it very well may be known as a
f uzzy f uzzyset , and in this way, IT2-FLS has the additional kind decrease mea-
sure. Therefore, the type-2 fuzzy logic controller (T2FLC) is widely used to handle
uncertain and nonlinear environment more efficiently by making use of fuzzy sets
[35–40]. Brief mathematical detailing is provided in Sect. 3

We have developed the following in this optimizing work:

• Optimization of COD solubilization % by T2FLC model is done.
• Influence of the independent parameter, time, temperature, and NaOH concentra-
tion is investigated.

• Legitimacy of the proposed model is finished by statistical analysis.
• The prediction efficiency of the proposed model, T2FLC, is compared with other
soft computing techniques such as RSM and T1FLC.

The graphical abstract of the the proposed model is depicted in Fig. 1.

2 Type-2 Fuzzy Sets

A type-2 fuzzy set (T2FS) communicates by the non-deterministic truth degree hav-
ing imprecision and weakness for a part that has a spot with a set [41]. A type-2

fuzzy set (T2FS) denoted by ˜̃A [42] is portrayed by a type-2 membership function
(T2MF)µ Ã(s, t)where s ∈ X,∀t ∈ J t

s ⊆ [0, 1] and 0 ≤ µ Ã(s, t) ≤ 1 are defined in
equation (1)

˜̃A = {(s, t, µ Ã(s, t))|s ∈ X,∀t ∈ J t
s ⊆ [0, 1]} (1)

If ˜̃A is fuzzy type-2 (FT2) continuous variable, it is denoted in Eq. (2)

˜̃A =
{ ∫
s∈X

[ ∫
t∈J ts

fs(t)/t

]
/s

}
(2)

where
∫ ∫

denotes as the union of s and t . If A is FT2 discrete, then it is denoted by
equation (3)

˜̃A =
{ ∑

s∈X
µ ˜̃A(s)/s

}
=

{ N∑
i=1

[ Mi∑
k=1

fsi (tk)/tik

]
/si

}
(3)
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where
∑∑

denotes the union of s and t . If fs(t) = 1,∀t ∈ [J t
s, J

t
s] ⊆ [0, 1], the

T2MFµ ˜̃A(s, t) is expressed by one type-1 inferiormembership function, J t
s = µA(s)

and one type-1 superior, J
t
s = µA(s), then it is called an interval type-2 fuzzy set

(IT2FS) defined by equations (4) and (5).

˜̃A =
{
(s, t, 1)|∀s ∈ X,∀t ∈ [µ

A
(s), µA(s)] ⊆ [0, 1]

}
(4)

The union of all the primary memberships is called the footprint of uncertainty
(FOU) of Ã. The FOU Ã can be characterized as

FOU( Ã) = ∪∀s∈X Js = (s, t) : t ∈ Js ⊆ [0, 1] (5)

The FOU of type-2 fuzzy set ( Ã) has been limited by two type-1 MFs called as
lower membership function (LMF) and the upper membership function (UMF). The
UMF and LMF are signified asµ Ã (s) andµ Ã

(s) , individually, and are characterized
as follows:

µ Ã(s) = FOU( Ã) (6)

and,

µ
Ã
(s) = FOU( Ã) (7)

where ∀s ∈ X . Note that Js is an interval set, i.e.,

Js = (s, t) : t ∈ [µ Ã(s)], [µ Ã(s)] (8)

3 Raw Material

Palm oil factory gushing (POME) was stored up from neighborhood palm oil factory.
The collected effluent was stored in very low temperature, at the range of 4–6◦C . The
reason for keeping it at a low temperature is to prevent microorganism deterioration.
At the beginning of experiment, collected sample of POME was brought to room
temperature. NaOH used for the experiment is of analytical grade, brought from
MERCK.
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3.1 Physicochemical Analyses and Experimental Method

Collected samples of POME are analyzed before anaerobic digestion, the total solid
(TS), total suspended solid (TSS), volatile solids (VS), and volatile suspended solids
(VSS) measured in accordance with standard methods used for the examination of
water [43].

The pHof the samplePOME ismarkedwith a pHmeter. The total chemical oxygen
demand (TCOD) and soluble chemical oxygen demand (SCOD)were analyzed using
the closed reflux colorimetricmethod. Characterization of the samples collected from
mill is given in Table1. The ratio of SCOD and TCOD is always used for evolution
in the extent of hydrolysis reaction [44]. The COD solubilization % is calculated by
Eq. (9) [8].

A series of tests is performed in this batch experiment under different criteria
of the independent parameter, time, temperature, and NaOH concentration. In the
experimental process, every flask contains 100 ml of the collected sample of POME,
and a different quantity of NaOH added. The concentration range of NaOH used is
given in Table4. For achieving the anaerobic condition, every flask was purged with
nitrogen gas and sealed with parafilm to make the system gastight. Finally, the series
of samples is incubated for different time and temperature. The time and temperature
range in operation is given in Table4.

COD Solubilization% = Soluble Chemical oxygen demand after treatment

Total Chemical Oxygen Demand after treatment
× 100 (9)

3.2 Experimental Design

Here, we have developed a triple-input and single-output type-2 fuzzy logic system
for optimizing the solubilization of POME. The input parameters temperature, reac-
tion time, and NaOH concentration are considered. The optimality of output from the
pre-treatment of POMEby the thermo-alkalinemethod depends on the extent ofCOD
solubilization. Therefore, we consider this as an output parameter of the developed
model. Range of all the independent parameter is considered for experimentation as
well for optimization given in Table2.

The structure of the Mamdani fuzzy inference system is depicted in Fig. 2. The
input parameters, temperature, reaction time, NaOH concentration, and outer param-
eter used for the development of the model are divided into three linguistic terms,
low (L), middle (M), and high (H), which is quickly processed by the type-2 fuzzy
set theory lucidly. Interval type-2 fuzzy (IT2F) semantic factors are delays of math-
ematical factors as in they can address the state of a trait at a given interval by taking
IT2F sets as their qualities. Membership function of input and output parameters is
depicted in Figs. 3 and 4.
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Table 2 Parametric analysis of raw POME sample

Parameter use for analyzing
raw POME

Units Ranges

Ph – 4.1–5.0

Total solids- mg/lit 34,110–60,800

Volatile solids mg/lit 28,000–54,000

Total suspended solids mg/lit 16,000–32,550

Volatile suspended solid mg/lit 15,180–30,700

Total chemical oxygen demand mg/lit 54,100–95,500

Soluble chemical oxygen
demand

mg/lit 22,000–32,500

Fig. 2 Pre-treatment process diagram of the POME

Fig. 3 Block diagram of the proposed model
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Table 3 Ranges of parameter

Input
parameter

Units Labels

−1.682 −1 0 1 1.682

Temperature C 26.6 30 35 40 43.4

NaOH con-
centration

g/L 1.27 4 8 12 14.73

Incubation
time

h 7.64 24 48 72 88.36

Fig. 4 Membership function of the input variable temperature

Fig. 5 Membership function of the input variable and COD solubilization%
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Fig. 6 IF-THEN linguistic rule

3.3 Simulation of Experimental Design

In this optimization work, we have implemented 20 IF-THEN rules as depicted in
Fig. 5. Evolution of the logical conjunction AND andOR has been done by usingmin
and max operators. Min and max operators are utilized for suggestion and collection
technique, individually, whose general form is If (first input parameter) is A1 AND
(second input parameter) is A2, · · · AND (mth input parameter) is Am THEN (output
parameter) is B, where A1, · · · , Am are the linguistic values of the respective input
variable and B linguistic values of output variables. The last step is the defuzzifica-
tions step which is the interaction to changes over the fluffy yield of the induction
motor to fresh esteem utilizing participation capacities are finished by the centroid
strategy. Predicted values obtained by stimulation of the proposed model,T2FLC,
T1FLC, and RSM [15] are given in Table4 and plotted in Fig. 10.

From the data set of output and input variable, Table4, three dimension surface plot
is developed in T2FLC environment to investigate the variation of solubilization% of
POME to interactive effect of the independent variable which is in the experimental
range . All the generated surface plots are depicted in Figs. 6, 7, and 8. From Figs. 6,
and 7, it is observed that NaOH concentration is considered being the most important
factor among the three. The solubilization % increases gradually on the increase in
alkali concentration in the process. According to some writing, expansion in the
convergence of antacid increments the solubilization in different interaction like
saponification and balance of various acids framed from the debasement of specific
materials[8]. According to Fig. 8, the effect of incubation time on solubilization %
is more dominate on temperature. At lower temperatures, more incubation time is
required to attain higher % of solubilization Fig. 9.
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Fig. 7 Surface contour plot of COD solubilization% on NaOH concentration and temperature

Fig. 8 Scatter plot between predicted values from T2FLC model and actual values of COD
solubilization %

4 Results and Discussion

For every input, the proposedmodel is stimulated to obtain output results. Experimen-
tally, getting the result is termed as actual value, and data obtained by stimulating the
independent data set in the T2FLC model is termed as predicted values. The expec-
tation capacity of the created model is determined by utilizing the test information in
the prepared information and looking at the real qualities and anticipated qualities. In
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Fig. 9 Surface contour plot of COD solubilization % on incubation time and NaOH concentration

Fig. 10 Surface contour plot of COD solubilization % on temperature and incubation time

actual various predicted data set for COD solubilization depicted in Fig. 8 and Fig. 9.
From the figure, it is observed that the predicted data set is obtained from T2FLC
distributed near the straight line. For the measurement of the prediction capability,
the statistical parameter is used. The statistical parameters are the root mean square
error (RMSE), the determination coefficient (R2), mean absolute percentage error
(MAPE), and mean absolute error(MAE). All the statistical parameters are calcu-
lated by using Eq. (10), Eq. (11), Eq. (12), and Eq. (13), respectively, where n is the
quantity of information designs in the informational index, ypredi demonstrates the
anticipated worth, i is specific information point, and yacti is the real worth (which
is depicted in Fig. 11).
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Table 4 Statistical data analysis for T2FLC and T1FLC and RSM

FIS RMSE R2 MAPE MAE

T2FLC 0.104 0.991 4.703 0.072

T1FLC 0.056 0.953 3.965 0.039

RSM 0.051 0.923 3.121 0.032

RMSE =
√
1

n

∑n

i=1
(ypredi − yacti )2 (10)

R2 = 1 −
∑n

i=1(ypredi − yacti )
2∑n

i=1 y
2
acti

(11)

MAPE = 1

n

n∑
i=1

|(ypredi − yacti )|
ypredi

× 100% (12)

MAE = 1

n

n∑
i=1

|ypredi − yacti | (13)

The superiority of the proposed model can be predicted by analyzing the outcome
of the statistical parameter. The closer the value R2 to 1 and the smaller the value
of RMSE, MAPE, and MAE, the greater the accuracy of the proposed model. The
prediction capability of all the intelligent computing methods like RSM, T1FLC,
and T2FLC is compared in terms of this statistical parameter, R2, RSME, MAPE,
and MAE. The outcome of all the parameters of all intelligent computing methods
is given in Table3 and Fig. 11.

5 Potential Application and Challenges

As per some literature, the solubilization process is considered to be beneficial for
improving the anaerobic digestion rate and production of methane [8, 45]. Higher
the generation of methane, more is the production of renewable energy. The biggest
obstruction faced by the palm oil mill all over the world is a continuous threat
to the ecosystem. The extensive treatment system is the traditional method widely
used for pre-treatment POME. There are a couple of regions that value abuse in
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Fig. 11 Trajectory of actual value and predicted value evaluated from various soft computing
techniques

Table 5 COD solubilization of POME
Data Set Input Output

Temperature NaOH Time Experimental RSM T1FLC T2FLC

1 30 4 24 68.48 69.4 66.81 68.01

2 30 4 72 68.74 65.05 66.28 67.6

3 30 12 24 76.51 75.6 74.19 76.51

4 30 12 72 72.9 71.24 70.2 72.9

5 40 4 24 70.55 65.29 65.29 70.55

6 40 4 72 62.98 60.92 61.01 61.72

7 40 12 24 72.61 71.49 70.1 72.61

8 40 12 72 60.67 67.12 67.12 60.67

9 36 8 48 76.59 78.89 78.89 76.59

10 43.4 8 48 71.67 70.4 71.97 70.1

11 35 1.27 48 50.7 55.82 55.82 50.7

12 35 14.73 48 68.77 66.25 66.25 67.5

13 35 8 7.64 71.37 74.27 74.27 71.37

14 35 8 88.36 67.23 66.93 66.93 67.23

15 35 8 48 79.36 81.5 76.22 76.2

16 35 8 48 83.85 78.34 81.5 82.1

17 35 8 48 81.33 81.5 79.29 81.33

18 35 8 48 79.03 81.5 76.1 76.2

19 35 8 48 82.64 79.3 80.1 81.81

20 35 8 48 83.22 78.1 78.2 82.7
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this coordinated POME treatment approach as per Loh. et al. [46]. At first, the
reduction of the leading wastewater stream obtains from the milling process in the
palm oil plant. Secondly, in light of overseeing POME employing biogas catch and
usage, preferential treatment of POME for the decrease of undesirable constituents,
for example, hydrogen sulfur, in the biogas is delivered that will act as a corrosive
agent for somemachinery.Consequently, thermo-alkali-treatment could end up being
a potential pre-treatment to improve anaerobic processing of POME and improve
methane yield.

6 Conclusions

It is essential to minimize the pollution rate and to increase the solubilization % to
stabilize the palm oil business model and too wide up the spectrum of its industrial
profitable application. In this paper, Mamdani interval type-2 fuzzy logic inference
approach which has three inputs and one output is used to predict the solubilization
%. The influence of the independent parameters, reaction time, NaOH concentration,
and temperature is investigated on the output parameter. The influence of the input
parameter on output does not follow the trend which was traced by T2FLC tech-
niques in an efficient way for developing the inferences train so that different sorts
of procedure conditions could be anticipated. From the predicted data set (Table4),
third dimension surface plots are developed to study the variation of output concern-
ing the interactive effects of inputs (Figs. 5, 6, and 7). From the graphical analysis,
it is concluded that NaOH concentration is a more influencing parameter above all.
For the validation of the performance efficiency of the T2FLC model, some of the
statistical analyses like R2, RMSE, MAPE, and MAE are evaluated and given in
Table3. In this paper, the developed model, T2FLC, is compared with other soft
computing techniques such as RSM and T1FLC. The R2 value of T2FLC is 0.991
which is the closest approach to 1 in comparison with other two, RSM and T1FLC,
whose R2 is 0.923 and 0.953, respectively. It is concluded that the prediction effi-
ciency of the T2FLC model considers being effective and accurate. If the developed
mathematical model is applied in palm oil mill effluent, it will prove to be beneficial
for the engineers to set the independent parameters promptly to get the desired % of
solubilization. The prediction of the % of solubilization during the effluent treatment
phase will help the farm to evaluate the yield of the methane Table5.
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