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Preface

With the emerging technologies, world is changing and technology intervention
is bringing fast paradigm shift in the present era. The rapid development in IoT
and intelligent computing technologies are happening day by day, and the things
around us are becoming smart and intelligent. These new challenges posed and
the ideas generated to solve problems need to be shared. However, this technology
transformation is developing with higher security risk which requires discussion to
bring awareness about necessary research in the field of intelligent computing and
security.

This book presents selected proceedings of the International Conference on IoT,
Intelligent Computing and Security: A Paradigm Shift. The Conference IICS-2021
was held on December 17-18, 2021, organized by the department of Master of
Computer Applications (MCA), GL Bajaj Institute of Technology and Management,
Greater Noida, Delhi NCR, India (affiliated to Dr. A. P. J. Abdul Kalam Technical
University, Lucknow, Uttar Pradesh). The conference was conducted in hybrid mode
(physical/online) mode due to COVID-19 pandemic.

The aim of IICS-2021 was to bring together vibrant stakeholders who share a
passion for research, innovation, solution development partners, end users and our
budding professionals around the world to deliberate upon the different challenging
aspects and issues in the field of IoT, artificial intelligence, emerging computational
intelligence and security solutions.

This two days’ online international conference had participation from across the
globe including, USA, Australia, France, Argentina, Russia, Nigeria. Norwegian
and Bangladesh. The conference received 169 submissions, and review committee
received 169 research papers out of which 53 papers were selected for final presenta-
tion after rigorous blind reviews involving more than 240 reviewers. The committees
of the conference include more than 300 national/international committee chairs,
advisory board members, technical program committee members, keynote speakers,
presenters and experts from across the globe to share their views, innovations and
accomplishments.
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We are grateful to Respected Prof (Dr.) S. N. Singh, IIT Kanpur, Chief Guest, Dr.
Satish K. Singh, IIIT Allahabad, Dr. Arti Noor, Senior Director, Center of Devel-
opment in Advanced Computing (C-DAC) Noida, Uttar Pradesh, India, Guest of
Honor for their gracious presence and motivation. We pay our heartfelt gratitude
to Dr. Ram Kishore Agarwal, Chief Patrons, Shri Pankaj Agarwal, our Patron and
our keynote speakers, Dr. Raj Jain, Professor of Computer Science and Engineering,
Washington University in St. Louis, Dr. Carlos M. Travieso University of Las Palmas
de Gran Canaria (ULPGC), Spain, Dr. K. C. Santosh University of South Dakota,
USA, Mr. Daniel Lewis, CEO and Cofounder, Awen Collective (Industrial Cyber
Security Software), University of Bristol, Pontypridd, Wales, UK, and Mr. Mitthan
Meena, Founder and CEO at Microsec.Al Security for their valuable keynote address
on day 1 and day 2.

Our sincerely thanks to all the national/international committee chairs, advisory
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Greater Noida, India Dr. Madhu Sharma Gaur
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Keynote I

Title: Blockchains with Al for Security and Risk Management

Keynote Address

Dr. Raj Jain
Barbara J. and Jerome R. Cox, Jr., Professor of Computer Science and Engineering, Washington
University in St. Louis

Abstract

Blockchains have found numerous applications in Fintech, supply chains and
contracts because it is an ideal distributed consensus where all nodes agree on
the validity of transactions in a block without needing a central trusted party. The
consensus is binary—agree or disagree—true or false. In this era of big data, we need
to move blockchains beyond data storage to provide knowledge. In the real world,

xi
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there are many situations in which various participants may not fully agree, and their
opinions may be probabilistic, leading to probabilistic agreements. In this talk, Prof.
Jain will present his recent extensions using Al that allow blockchains to be used for
group decisions that may not be binary. These extensions enable blockchains to be
used for group decision making and risk management when the group sizes are large,
and group members may want to remain anonymous. In particular, Prof. Jain will
describe numerous use cases of this idea. Such situations frequently arise in network
security and risky investments.

Biography

Raj Jain is currently the Barbara J. and Jerome R. Cox, Jr., Professor of Computer
Science and Engineering at Washington University in St. Louis. Dr. Jain is Life
Fellow of IEEE, Fellow of ACM, Fellow of AAAS and Recipient of the 2018 James
B. Eads Award from St. Louis Academy of Science, 2017 ACM SIGCOMM Life-
Time Achievement Award. Previously, he was one of the co-founders of Nayna
Networks, Inc., Senior Consulting Engineer at Digital Equipment Corporation in
Littleton, Mass, and then Professor of Computer and Information Sciences at Ohio
State University in Columbus, Ohio. With 37,000+ citations, according to Google
Scholar, he is one of the highly cited authors in computer science. Further information
is at http://www.cse.wustl.edu/~jain/.
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Keynote I1

Title: Smart Affective States Identification for Neurodegenerative Diseases

Invited Speaker

Prof. Dr. Carlos M. Travieso-Gonzalez
University of Las Palmas de Gran Canaria, Spain

Abstract

The use of image processing methods is a useful tool in order to extract information
from persons for different application. In particular, soft biometrics application can
be applied to detect race, age, gender, expression, etc. In this case, I have used that
information to extract the grade of emotions. It can be an important and interesting
indicator for medical doctors and to have more diagnostic evidences about a decision
or criterion in neurodegenerative diseases.

Xiii
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There is that to difference the concept of expression and the grade of expression
or arousal. For this kind of diseases, the important concept is the grade of expression
because it says if the person loses or not that grade, with independence of the valence,
positive or negative. The neurodegenerative disease is present on the arousal.

This kind of studies can represent new paradigms for the medicine and in great
input from the technology field. The adding value of this kind of proposal is its low
cost and easy use.

Biography

Carlos M. Travieso-Gonzélez received the M.Sc. degree in 1997 in Telecommuni-
cation Engineering at Polytechnic University of Catalonia (UPC), Spain, and Ph.D.
degree in 2002 at University of Las Palmas de Gran Canaria (ULPGC-Spain). He is
Full Professor and Head of Signals and Communications Department at ULPGC. He
belongs to ULPGC from 2001, teaching subjects on signal processing, pattern recog-
nition and learning theory. His research lines are biometrics, biomedical signals and
images, data mining, classification system, signal and image processing, machine
learning and environmental intelligence. He has researched in more than 50 Inter-
national and Spanish Research Projects, some of them as Head Researcher. He
is Co-author of four books, Co-editor of 25 Proceedings Book and Guest Editor
for eight JCR-ISI international journals and up to 24 chapters. He has over 460
papers published in international journals and conferences (83 of them indexed on
JCR-ISI-Web of Science). He has published seven patents in Spanish Patent and
Trademark Office. He has been Supervisor on nine Ph.D. theses (11 more are under
supervision) and 130 master theses. He is Founder of The IEEE-IWOBI conference
series and President of its Steering Committee, of The InnoEducaTIC conference
series and of The APPIS conference series. He is Evaluator of project proposals for
European Union (H2020 and Horizon Europe), Medical Research Council (MRC—
UK), Spanish Government (ANECA), Research National Agency (ANR—France),
DAAD (Germany), Argentinian Government and Colombian Institutions. He has
been Reviewer in different indexed international journals (<70) and conferences
(<240) since 2001. He is Member of IASTED Technical Committee on Image
Processing from 2007 and Member of IASTED Technical Committee on Artificial
Intelligence and Expert Systems from 2011. He will be APPIS 2020 General Chair
and IEEE-IWOBI 2020 and was APPIS 2019 General Chair and IEEE-IWOBI 2019,
IEEE-IWOBI 2018 General Chair, APPIS 2018 General Chair, InnoEducaTIC 2017
General Chair, IEEE-IWOBI 2017 General Chair, IEEE-IWOBI 2015 General Chair,
InnoEducaTIC 2014 General Chair, IEEE-IWOBI 2014 General Chair, IEEE-INES
2013 General Chair, NoLISP 2011 General Chair, JRBP 2012 General Chair and
IEEE-ICCST 2005 Co-chair. He is Associate Editor on Computational Intelligence
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and Neuroscience journal (Hindawi—Q1 JCR-ISI), Sensors (MDPI—Q1 JCR-ISI)
and Entropy (MDPI—Q?2 JCR-ISI). He was Vice-Dean from 2004 to 2010 in Higher
Technical School of Telecommunication Engineers in ULPGC and Vice-Dean of
Graduate and Postgraduate Studies from March 2013 to November 2017.



Keynote I1I

Title: Infectious DiseaseX: AI for Healthcare, How BigData is Big, and
Explainabilty

Invited Speaker

Dr. K. C. Santosh
University of South Dakota, USA

Abstract

When we consider Al for healthcare, infectious disease outbreak is no exception.
Three major topics: #AI4Healthcare, how #BigData is big (in medical imaging infor-
matics) and #Explainable Al will be discussed during the talk. The talk will begin with
machine learning models that help in not only predicting but also detecting abnor-
malities due to infectious diseaseX such as pneumonia, TB and COVID-19. I will
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open my talk with infectious disease prediction models and unexploited data, where
we will learn that predictive analytical tools are close to garbage-in garbage-out (at
least for COVID-19). I will then cover multimodal learning and representation based
on both shallow learning (handcrafted features) and deep learning (deep features)
that typically apply on medical imaging tools. Like in computer vision, I will open
an obvious question, how #BigData is big in addition to common techniques: data
augmentation and transfer learning. Another crucial part of the talk is #Explain-
ableAI—I will discuss on where have we missed explainability? With all these facts,
as most of models are limited to education and training, I will end up my talk with
the statement “ML innovation should not limit to building models.” What we need
is #ExplainableAl in #Active Learning framework.
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IoT and Intelligent Computing:
A Paradigm Shift



Internet of Medical Things Enabled )
by Permissioned Blockchain oo
on Distributed Storage

Anupam Tiwari and Usha Batra

1 Introduction

COVID-19 pandemic has abruptly taken over the world in a matter of months at
an expedited pace unthought-of. The pandemic has been able to change economies
of nations, dissect into all growth and projections of development across the globe.
All this has happened in exactly more or less the same way it happened 100 years
back [1],1i.e., 1918 Pandemic (HIN1 virus). The failures to identify infected patients,
collate data, transparency and sharing real-time true analytics, real-time expedited
availability of data, maintaining privacy and classification of data, etc. all have more
or less remained in the same state today. Today, we are indeed different from what we
were a century back, but even with so much of evolution in medicine and technologies,
the state of failure is relatively same excluding few countries that promptly acted and
retarded pandemic to an extent with enabled technologies. Even when we do have all
the technologies around today, the reason why the global efforts have mostly gone
in vain is the acute absence of integration and dearth of exploitation of technologies.
While we still fight and try to tune a fine balance between privacy rights of individual
and security of personnel information, there is an imminent need felt to not only
improve the existing pandemic situation but also ascertain no such repeats take place.
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1.1 Problem Areas

Vide [2], there are five actionable arenas which need to be expeditiously attended and
focused at global level by all nations and countries to retard any pandemics. These
are briefly discussed below:

Unique personnel identity and sharing of health records: When pandemics
arrive, data suddenly becomes more important than ever. Questions are like where
are the infected persons located currently, are they in motion or confined, what
are the symptoms they showing, who all other persons are around? To answer
all these kind questions, the need is availability of updated data in real time in a
secured manner employing zero-knowledge-proof protocol for minimum invasion
of effectuated personnel’s privacy, between what is private and what is available
to be shared in public domain needs to be defined.

Importance of supply chain and effected provenance: The recent pandemic has
put all healthcare-related supply chains amid high strain and demanding situations
never foreseen. Potential impuissances of these supply chains have been exposed
majorly like no transparency of data even to authorized agencies, slow access
to information, data privacy and security and trust between participating nodes.
COVID-19 has infracted the fictitious world which was relatively better equipped
to counter any pandemic threats ever. As government issued emergency orders
on usage for a COVID-19 vaccine vide the U.S. Food and Drug Administration
[3], penetration of fake medicines, fake COVID-19 cyber cures, fraudulent corona
virus tests, vaccines and treatments rose to new levels.

Incentive models: As per the behavioral economics, any kind of incentives influ-
ences the behavior of humans. Pavlov’s experiments laid the foundation of stim-
ulus rewards. More so during pandemics, there will be many volunteers to help
out all in respective capacities, there will be retired medical professionals willing
to assist, medical professionals going beyond the call of duty to assist survival and
fight pandemic, etc. Such value addition support during pandemics time needs to
be incentivized beyond just a thankful service. This incentivization will facilitate
a dedicated force which will work for a cause duly incentivized to each of the
force participants and just not an expected thanklessness [4].

Finances and depletion of trust and interoperability: Large supply chains
during pandemics with multitudes of nodes bank upon cash exchanges intra-
nodes suffer a setback since the fiat currency itself becomes a vulnerable source
of spread among communities. Among geographic boundaries, factor of trust and
interoperability of currency increases woven up in complex policies and trade
protocol.

Verified and registered medical professionals: Even before the pandemic safe-
guards and measures are in place for implementations, the most critical vacuum
is felt in identifying validated and certified medical professionals around. The
absence of centrally validated true data at national and international level of
medical professionals has been majorly realized in COVID-19 pandemic. More
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so, the absentia is there in spite of adequate medical professional present across,
but without being known to demanding agencies.

The pandemic COVID-19 confirmed deaths, as per [5] stands at 5.1 million inside
21 months since onset in January 2020 and this figure could have been much lower,
had there been adequate preparations. These preparations, in this paper context, do
not imply adequate number of hospitals or ventilators as prelim measures since the
authors feel these are reactive measures after the event. A resolved state of vulnerable
arenas as discussed above could have played an essential role in retarding the pace of
spread of pandemic. Blockchain can serve as a strong backend technology to resolve
multiple challenges and aid in such circumstances.

1.2 Blockchain

Blockchain, the backend technology behind the widely known bitcoin cryptocur-
rency, has evolved itself today beyond the limited realms of finance. Blockchain
technology today pertains not just to the mechanics widely known per se, Bitcoin,
but has extended and evolved with much rich features than available in Bitcoin tech-
nology. After the introduction of Ethereum in 2014, the integration of blockchain has
extended to all other domains of logistics, supply chains, banking, human resources,
restaurants, procurements, defense, health care, etc. Ethereum further evolved with
introduction of smart contracts deployment and possible multitude of application
scenarios. Other prominent blockchain platforms include Ethereum blockchain,
Hyperledger, Quoram, Multichain, [OTA, CORDA R3, etc. Few peculiar to medical-
domain blockchain platforms include BurstIQ [6], Factom [7], Medicalchain [8],
Robomed [9], Patientory [10], etc. to mention a few.

1.3 Distributed Storage

The need for distributed storage in a blockchain enabled medical Internet of Things
(IoT) ecosystem arises simply attributed to the increasing storage requirements. It
is estimated that entire electronic data that exists at any point of time doubles every
two years. But at the same time, it is seen that one subset of the complete electronic
data, i.e., healthcare data, surpasses the double approximates and is expected to be
increasing with a compound annual growth rate of 36% through 2025 [11]. It is at
this point, it is realized that a simple deployment of any blockchain platform might
not be just the solution to resolve challenges. So while blockchain technology grants
its peculiar characteristics to improve reliability, integrity and availability of data, the
increasing velocity, veracity and volume of data would lead to storage handling issues
as blocks continue to populate. Thus arises the need to also decentralize data [12]
in a blockchain platform. Evolving distributed storage platforms that can be enabled
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with blockchain platforms include Sia [13], Storj [14], etc. Another platform has been
used in our works, i.e., InterPlanetary File System (IPFS), yet another decentralized
storage protocol for decentralized storage [15]. IPFS is a file sharing protocol enabled
on a peer-to-peer (P2P) network that basically modifies the formal ways of sharing
files across a network. The protocol is based on content-addressable storage that can
retrieve a particular file based not on the location on the network ecosystem but based
upon the content hash.

2 Schema Setup

A limited scale network with 6 nodes on Multichain blockchain platform was setup
for simulating the proposed model vide Fig. 2 with hardware and software setup as
seen in Table 1. Five nodes (Machines-2 to 6) were setup with different operating
systems depicting spread out geo-locations. These nodes were loaded with Multi-
chain 2 Enterprise GPLv3 [16] and were connected with the peer-to-peer network
on permissioned blockchain and named retard_pandemics. Machine-1 was made
the admin blockchain node. Figure 1 shows the major areas identified vide [2] as
challenges to be resolved for retarding pace of pandemics, while the major param-
eters and setup of retard_pandemics blockchain are seen in Fig. 2. Further to these
identified challenges, various emanating attributes responsible are seen. In the setup
schema, these attributes are seen being appended in the retard_pandemics blockchain
through streams feature of the Multichain blockchain. Thus for the setup, streams
were created from different nodes as seen in Table 2. Figure 2 shows the overall
schematic setup overview. Other related details are mentioned below:

e The blockchain is named retard_pandemics.

e Fourstreams UIDAI[17], govern_finance, medsupply_chain and education_creds
were created.

e These streams generated unique transaction IDs. These transaction IDs were used
for querying specifics in the retard_pandemics w.r.t data and linking transactions.

e All these streams were appended with sample data. The data was indexed inside
the retard_pandemics in different blocks.

e Each transaction in the retard_pandemics blockchain generated a unique 64 bit
transaction ID.

e Transaction in retard_pandemics refers to every kind of event. This event includes
appending data, creating streams, granting permissions, creating addresses, etc.

e Transaction IDs so created for each event assist nodes to query peculiar events.

e Sample assets were created of value 2000 tokens at admin console
with asset function, and 0.1 parts were created out of each [issue
1RhVIJ4fK8JYDRt2R4PBhj12ChKoeCUYAEyiyle assetl 2000 0.1].

For the simulation setup for IPFS, the file blk00000.dat [a collection of several
raw blocks of retard_pandemics blockchain in one file] was chosen for upload to the
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Fig. 1 Blockchain technology for resolving various challenges

IPFS gateway. IPFS stores its data, on a peer-to-peer network, which is split apart
at different locations [24] and is retrievable by unique hashes. At the same time, it
is vulnerable if this unique IPFS hash is known by anyone since it is stored as plain
text. The files and data so stored vide IPFS protocol can be simply retrieved thus.
Therefore to exploit IPFS protocol and also at the same time enable these files with
secure communications on network, the sample file bIk00000.dat was encrypted at
the admin console and thereafter decrypted at an earmarked UIDAI node. Both the
nodes involved in this encryption-decryption task were running the IPFS daemon.
The file blk00000.dat (16777216 bytes) was encrypted with public key of UIDAI
node and got converted as blk00000.dat.enc. The selection of this earmarked node
UIDAL in this setup, follows a round robin consensus wherein all nodes.

3 Results

e All data being indexed in the retard_pandemics is only visible to other nodes
subject to stream subscription and grant of permissions (send, receive and
connect). For example, data populated in stream UIDAI could only be visible
to other streams including the admin console only after it subscribed the stream
UIDALI and exclusive connect permissions were granted.
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Fig. 2 Schematic architecture setup for proposed model




10

Table 2 Streaming details created in setup

A. Tiwari and U. Batra

Attribute

Stream

Remarks

Unique identity

UIDAI with stream reference
number 84-265-10002

This represents the unique
social security numbers of
country citizens like Aadhaar
[17] India, ABRID [18] Brazil,
NIA [19] Ghana, SSN [20]
USA, NIN [21] UK, etc. These
have been appended to
retard_pandemics blockchain

Pandemic data

pandemic_data with stream
reference number
339-266-19921

This stream appends pandemic
data stats of countries [22].
The data has been considered
as confidential and is appended
as encrypted. The data is not
visible to any node other than
admin console, i.e., Machine-1.
Brief schematic of flow of data
from uploading node to access
node is seen in Fig. 3

Data can also include vital
parameters of health peculiar
to citizens under scan through
various modes of inputs like
wearables connect to IoT or
special government accredited
APIs, random checks at
shopping malls and public
places or vide sensors like
Rokid smart glasses [23].
These all parameters are
interlinked with uidai_number
stream on the
retard_pandemics blockchain

Supply chain provenance

medsupply_chain with stream
reference number
286-267-12371

The streams here refer to
“point to point” appending of
data as the medicines or stores
move from the production
premises to the last mile
connectivity till pharmacy or
the patient receives on the
retard_pandemics blockchain

Medical education credentials
and medical professionals

education_creds
with stream reference number
151-267-44570

These streams refer to
authenticated appending of
medical professional
credentials by universities and
institutes

Incentive models for medical
professionals

asset] with asset reference
number 252-267-57044

These refer to issuances of
tokens as incentives stimulus
rewards. Policies can be
adapted by government
agencies for issuances

(continued)
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Attribute

Stream

Remarks

Government finance schemes-
direct credit

govern_finance with stream
reference number
171-262-54921

These streams refer to details
of credits directed by
governments to beneficiaries as
per policies laid down. In the
setup assumption here, a
sample stream has been
created to depict credit to
below poverty line citizens
Additionally, another stream
bank_account will coordinate
appending the bank details of
beneficiary

]
Stream ereations and Rel ID for
resard_pandemics blockchain

01

public-keys : 85149348-1608371201
pandemic_data: $1285570-1608371242
access_data : 60093404-1608371258
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Fig. 3 Encryption-decryption operations for transfer of confidential data on blockchain

e All data being populated vide any streams in the retard_pandemics blockchain
could populate only if exclusive receive permissions by the stream creator are

granted.

o The node was able to see,

index and connect only if exclusive send,

connect, receive permissions are granted. Thus for each stream created in the
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retard_pandemics blockchain, for data population from another node, exclu-
sive permissions had to be granted for populating data, seeing transactions and
connecting.

3.1 Distributed Storage with IPFS

e Block formation in the retard_pandemics blockchain files was seen located
at admin console location under /home/pandemic_admin/.multichain/blocks as
blk00000.dat.

e This blk00000.dat file was generated in the same directory/.multichain/blocks of
all respective node users.

e blk00000.dat so generated at all nodes got the same mdSsum as
d9bca30b952c445d2e29e3098a6f7b35 proving integrity of block data as a
peculiar characteristic of retard_pandemics blockchain.

3.2 IPFS-Enabled Distributed Storage
Jor Retard_pandemics

e blk00000.dat was encrypted at the admin console with the UIDAI public key and
converted as blk00000.dat.enc.

e blk00000.dat.enc was added to the IPFS storage vide
the IPFS “add” function and IPFS address generated as
OmRffgE3c7N3AwxPJIx7F23DavnLVh43rfuGEohhbTvZ4Df, while the same
could be accessed by other nodes through any IPFS gateway querying
OmRffqE3c7N3AWxPJx7F23DavnLVh43rfuGEohhbTvZ4Df  also.  Though
all nodes have access to the file but since it is encrypted, none has the access to
stored transactions inside.

e Hash function md5sum was checked as equal
(d9bca30b952c445d2e29e3098a6f7b35) on both ends prior to encryption at
admin console, Machine-1, and after decryption at UIDAI console, Machine-2.

e The extract of commands and work including encryption-decryption and
validating above mdSsum is seen available at IPFS hash Qmanbe-
HGXJuhF3WERF9P7uLQePuEApUy4K8D8s9iGy92¢R.

e The plain hex file blk00000.dat is available for exploring
data  blocks as generated in  retard_pandemics  atIPFS  hash
Qmf69KVNAGSuWbWwALtGzquSrzUP4FCJbdag8pnEWvGnyC.

e 100 asset tokens out of 2000 tokens generated were distributed to sample addresses
while unique transactions IDs.
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3.3 blk00000.dat File

The file was checked in hex editor, and following results are decoded from same:

e About 431 blocks were created in the retard_pandemics blockchain.

13

e All transaction IDs generated for various effected events of creating streams,

granting permissions, storing data, decrypting data, etc. were visible in the
blockchain in hex format.

All transactions so created were also stored with their respective time stamps in
epoch Unix format. This was converted into human-readable format, and infor-
mation was validated with exact occurrences. For example, in Block 74, Fig. 4
shows time stamp of 4 bytes in epoch time stamp format as 79CODCSF (swap
endian converted to SFDDB2FA), and time derived is GMT: Friday, December
18, 2020, 2:45:13 PM.

74th BLOCK EXTRACT

F6E1E3EF0102000003000000EEB44DBCB145992CC7BD28D75229D094B76087FFF8DB51C7A59B15B57CCBA
700C6EF21F2F5319DA416D0B04514869EFCC1DDCEC0423A8A1D948DA77594BFC7F379CODCSFFFFF0020A9
0200000201 01 OFFFFFFFFOBO014
90101062F503253482FFFFFFFFF010000000000000000726A4C6F53504B62473045022100E344AB4C386DDD5C20
DOD8D1665FD751602E1D194E6FF9180081BDC239D2CBFB0220094C69FDAA206F13D1EOE1410A6EFF09C020

C3C55DC58AE8041A21A6C7B7DE8D032102A65882CC65F1B3C3784AE0ACI16732CFFAC06570F059C50770F4
CC3814FC59C100000000010000000160553DED8669E91F83963D3C9351C36CF675CFCD1DIFD3C8184D5404E
53B12B8

e 4 bytes : Magic Byte: FOE1E3EF

e 4 bytes : Block size : 01020000 size of the block i.e. 513 bytes UINT32 - Little Endian (DCBA) means 1026
characters

e 4 bytes: Version number: 03000000

e 32 bytes : Previous Hash i.e hash of 73" block
EEB44DBCB145992CC7BD28D75229D094B7608 7FFF8DB51C7A59B15B57CCBA700

e 32 bytes : Merkle root
C6EF21F2F5319DA416D0B04514869EFCCIDDCEC0423A8A1D948DA77594BFC7F3 swapped endian
form is F3C7BF9475A78D941D8A3A42COCEDDCIFCIE861445B0D016A49D31F5F221EFC6

e 4 bytes : Epoch Timestamp : 79CODCS5F(swap endian to SFDDB2FA to get the time),time is GMT: Friday,
December 18, 2020 2:45:13 PM

e 4 bytes : Difficulty : FFFF0020 depicts the difficulty/bits. Swapped endian is 2000FFFF, hex to dec we get
536936447

e 4 bytes : Nonce: A9020000 is the nonce converted to UINT32-LittleEndian (DCBA) as 681

e 01 byte : number of transaction, Hex to dec we get 02 means this block has two transactions

e 01000000 is the version

e 01 is the number of input

e 0000000000000000000000000000000000000000000000000000000000000000is the previous output

e  FFFFFFFF is the sequence

e  OBis script length i.e 11 i.e next 22 bits are 01490101062F503253482F

e 01 is the number of outputs

e 0000000000000000 is the number of token created as reward( 0 in our case)

e 32 bytes: Transaction ID:
60553DED8669E91F83963D3C9351C36CF675CFCD1DIFD3C8184D5404E53B12B8.Swap endian of this
is B8123BE504544D18C8D39F IDCDCF75F66CC351933C3D96831FE96986ED3D5560. This is transaction
1D identified of creation of stream UIDALI as seen in Figure 2

Fig. 4 Block 74 internal information decoded from hex encoded data
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e Block height 74 was decoded from the blockchain with all critical information
stored and derived as seen in Fig. 4. The internal structure of the block is decoded
and seen with byte details.

e Transaction ID 60553DED8669E91F83963D3C9351C36CF675CFCDID9FD3
C8184D5404E53B12BS, inside Block 74, is seen which is peculiar to creation of
stream UIDALI as seen in Fig. 2. In the figure, we see that this transaction ID is
generated vide creation of stream UIDAI and indexed inside the Block number 74
as b8123be504544d18c8d39f1dcdcf75f66cc351933¢3d96831fe96986ed3d5560
which is the swapped equivalent little endian of transaction
ID visible in 74" block of retard _pandemics  blockchain, i.e.,
60553DEDS8669E91F83963D3C9351C36CF675CFCDIDY9FD3C8184D5404E
53BI2BS.

4 Challenges and Discussions

In this paper, a model has been proposed with proof of concept that enables to
expedite secure exchange of information enabled with fine-tuning of privacy aspects
of EHR. The model can withstand low-scale datasets and perform as deemed. But
with increasing number of nodes and high velocity of data pouring in, a number of
challenges too needs to be resolved. Few of these challenges are identified as follows:

¢ Blockchain platforms: There are multiple numbers of evolving blockchain plat-
forms which offer diverse functions peculiar to various domains. Hyperledger,
Multichain, IOTA, CORDA, Ripple, Ethereum, IBM blockchain, etc. are few
pertinent platforms to mention among many. While we intend retarding the pace
of pandemics enabled by blockchain platforms at global level, the world needs
to agree on a common platform to mechanize transactions between intra-devices.
For the current works proposed, though the Multichain platform warrants no
scalability limit, but no proofs exist of such huge datasets being stored on it.

e Interoperability intra-blockchain platforms: While the global consensus on
choosing the right blockchain platform may get delayed or deem as difficult,
interoperability between blockchain platforms might just resolve these challenges.
Current works on to facilitate interoperability include [25-27], etc. An interop-
erable blockchain ecosystem will be conducive to expedited secure exchange of
information with bare thread tuning of privacy on multiple blockchain platforms.

e Missing standardization: While almost all of the works in blockchain domain are
being done in isolation, giving way to proprietary challenges, there is an imminent
need felt for works in standardization at global level.

¢ Identification of nodes and devices: A real-time ecosystem of millions of devices
doing transactions and information exchange would deem absolute identification
of participation. Various works [28, 29] are currently on including IoT device
identification via network flow-based fingerprinting and learning, DigiCert 10T,
network traffic, etc. to mention a few pertinent ones. A simple compromise through
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any existing vulnerability in devices firmware or interfacing APIs can be lethal in
a live ecosystem of IoT.

e Security and privacy issues in IPFS: IPFS is an excellent way to host data by
breaking it up and storing at geographically spread locations enabled on content-
driven searches of unique hashes. One of the biggest challenges is to delete data
once hosted. Few other distributed storage platforms include Swarm, Sia tech,
Storj, MaidSafe, etc. All these platforms have unique functions to offer pecu-
liar to user requirements. Encryption is currently not inbuilt to IPFS; therefore,
the authors have used OpenSSL and RSA cryptography methods for encryp-
tion and exchanging information among nodes. Inbuilt encryption seems an
inherent demand for establishing a distributed storage enabled for any blockchain
platforms.

e Big data: Volume, veracity, variety, velocity and value of data are only going
to increase in times to come with global medical data estimated to reach 175
zettabytes by 2025. The sheer volume of such data would deem rugged blockchain
architectures on stable platforms.

e Communication availability and location impact: While the complete basis of
the proposed model is based on the assumption that every node is connected with
a good internet, it is also well known that as of January 2021, there are 4.66 billion
active internet users worldwide, i.e., only 59.5% of the global population. Thus,
ensuring internet connectivity to each global citizen remains a viable but difficult
challenge [30].

5 Conclusion

This paper proposes a healthcare model focused on retarding growth of pandemics
at global level enabled on a blockchain platform with distributed storage. It is immi-
nent that pandemics cannot be controlled by a kill switch concept; they will happen
irrespective till such time we reach a disease-less world state. Till such realizations
are attained, we need to attempt retarding the pandemics by exploiting information
systems enabled with new genre IT technologies, and blockchain offers one such way
for realization. Though blockchain technology is still seen as an evolving technology,
but the peculiar characteristics it offers to multiple domains reaffirm confidence of
it being part in coming future. The paper has focused on areas including unique
personnel identity of patients, sharing of EHR, supply chain and effected prove-
nance, incentive models, finances and depletion of trust and interoperability and
verified and registered medical professionals on distributed storage. Proof of concept
working transactions have been established on a simulated Multichain permissioned
blockchain retard_pandemics. Further to this, another identified challenge of storing
huge datasets has been proposed to be resolved by associating IPFS with blockchain
platform. The model establishes secure population of blocks on an IPFS by storing
431 blocks generated duly encrypted with OpenSSL methods.
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The peculiarity of this work draws on the unique extension of blockchain-enabled

medical IoT further with distributed storage, the need of which is imminent. Thus
while other works in this domain have proposed multiple models enabling blockchain
in medical IoT, there is definite lack of focus on storage of such data.
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1 Introduction

In the past few years, various disasters like floods, earthquakes, tsunamis, cyclones,
forest fires, etc., have rendered the world speechless due to the death toll they caused.
The unexpected and mostly instantaneous nature of these occurrences leaves millions
of lives and their properties in danger. This situation can be minimized if the emer-
gency situations are examined and sufficient safety measures are taken as a precau-
tion. Disasters can be broadly categorized by the nature of their cause as natural
disasters and man-made disasters [1]. Further divisions might be presented based on
the type of occurrence or cause under the primary classifications. For this particular
paper, developing countries are taken into consideration and their respective emer-
gency management systems are studied. Based on the study, an efficient tracker is
developed.

Emergency management is taken care of with the help of the governments in
collaboration with their citizens. The State government, in this case, has more respon-
sibilities compared to the local governments [2]. Hence, the State acts as the substa-
tions. Emergency management has various phases including mitigation, prepared-
ness, response, and recovery. When a solution system is designed for this problem
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using networking technology, it should concentrate mostly on the last two param-
eters. Additionally, during a disaster, it is necessary that emergency planning and
response must be facilitated smoothly.

Internet of Things (IoT) is a modern, up-and-coming paradigm [3, 4] that is
widely used in the field of communication to increase range and effectiveness. A
typical example where such an application is a mobile phone. They allow ubiquitous
communication to everyone. Mobile phones are fairly simple to use and consist of
various sensors some of which help in the wireless transmission of messages. The
use of [oT in networking and communication is widely appreciated. But there is a
downside due to the cost associated with large-scale production and maintenance of
such devices [5]. Since the introduced tracker is a small-scale device, it overcomes
this disadvantage. The application of [oT is an undeniable solution in any disaster or
pandemic situation, such as the COVID-19 pandemic. During this period, the critical
role of IoT in the emergency management response phase was emphasized in [6]. The
use of the Internet of Things can assist in managing the risk and hazardous impact
of any disaster, and also in minimizing the destruction caused by the crisis.

This paper is classified as follows. Section 2 describes the background study and
the review of existing literature. Section 3 outlines the methodology used to develop
the proposed tracker. Sections 4 and 5 contain the results and concluding remarks
achieved at the end of the process.

2 Related Work

2.1 Literature Review

Wearable devices are a great success in the areas involving the Internet of Things and
Cyber-Physical Systems [7]. The idea of a ‘wearable location tracker for emergency
management’ to help the rescue team is novel and it combines elements from several
engineering domains [8]. In [9], a review of disaster management-related research
papers was taken up, and 507 papers were analyzed to conclude that effective disaster
management can be achieved through systems integration. The technical part of the
implementation is done in [10] using global navigation satellite system data, graphic
information system, and remote sensing data. It also explains the use of the above-
mentioned geomatic technologies in risk and disaster management by placing more
weight on the use of GPS in activities like monitoring, managing, and assessing these
disaster events. Furthermore, this study emphasizes on cases where GPS was used
in three disaster periods, namely pre-disaster, during the disaster, and post-disaster
events to figure out the potentially vulnerable areas, detect occurrences and identify
the degree of damages caused by the disaster.

A wearable system with the help of GPS is required in order to determine the
location of the trackers worn by the victims of a disaster [11]. The system is supposed
to point out the precise spot of the victim and display it on the receiving end, which
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is controlled by the disaster management unit. Adding onto the locations of the
victims, the disaster management team should also receive the area of disaster by
the locals for determining the above-mentioned location. Converting the victim aide
system suggested in [12] to a rescuer aid system is the aim of this paper. Connecting
biomedical sensors to well-trained individuals through trackers allows them to be
monitored and guided exactly. Another system studied in [13] included a wrist-worn
device operating as the tracker. The system reported the use of an iterative localization
plan, using predetermined nodes as reference points and the distance between the
unlabeled (the nodes without any defined location) nodes. This was to determine the
current position of the node in focus. The location and health status of the person
wearing the device were recorded regularly and transferred to be stored in a database.

Another point to note is the use of Bluetooth for communication. It is one of
the most used technologies for wireless communication because it eliminates the
other costly transmission means [14]. Its low energy consumption is preferred for
rescue operations and also because it establishes two-way interaction. Other reasons
include Bluetooth’s availability since it is globally used and the frequency-hopping
technique that does not allow data mix-up [15].

2.2 Difference from Existing System and Scope

The scope of this paper is to introduce novelty to the wearable tracker. A push
button system is used to indicate that the user, in this case, the rescue officer’s status.
Additionally, it also accommodates the need for extra help. The three-button system
is deployed to gain the status and statistics of the rescue team and the victims in real
time from the location of the disaster. This system ensures accurate data transmission
to the corresponding substation. And also proper communication between the rescue
officers to avoid any loss of life or property due to negligence.

3 Proposed Methodology

3.1 System Modules

(A) Networking

With the latest development of low-power communication technology, IoT appli-
cations have been implemented using diverse communication techniques. Wireless
sensor networks (WSNs) and Bluetooth modules are composed of nodes with limited
computing and power resources. There are more and more applications of WSN and
even Bluetooth for everyday use and also in the military, most of which need proper
security and protection for the data collected by the base station from the remote
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sensing node. In addition, when sensor nodes transmit data to the base station, implo-
sion occurs. Providing safety and anti-implosion measures in an environment with
limited resources is a real difficulty. Reviews the aggregation methods proposed in
previous literature to deal with bandwidth and security issues related to many-to-
one and one-to-many transmissions on WSN and Bluetooth devices [16]. Recent
contributions to desirable and lossless many-to-one communication and many-to-
many communication have improved the quality of communication and provided
necessary assistance in various fields (Fig. 1).

Bluetooth Low Energy (BLE) is an appealing solution that can be implemented
in systems to result in reduced cost and power. Short-range wireless data transfer
devices and wireless products with high adaptability have been using conventional
buttons over the years [17]. Thus, to overcome the challenges faced in the realm of
communication, several technologies including geospatial technologies and wireless
networking technologies have been implemented through Tree topology. Therefore,
hassle-free communication is possible with the integration of the WSN, BLE, and
GPS under the same networking root, during emergencies.

(B) System Design

A cyber physical system (CPS) is the amalgamation of computer and tangible
processes. Computers and embedded networks examine and manage substantial
processes, typically with feedback loops where computations are affected by physical
processes. There are significant challenges, especially as the substantial components
of the cyber physical systems establish security as well as trustworthy necessities
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that are very distinct from those of the prevailing computing methods. Also, tangible
components and object-oriented software components are different in nature [18].
The successful implementation of Industry 4.0 [19] can ensure that the CPS archi-
tecture design takes into account the needs of the client. The objective of this paper
is to come up with a cyber physical system (CPS) design utilizing IoT to achieve a
successful business system (Fig. 2).

System design analysis uses different types of information systems to hold up
the processors required to perform its business purposes. Every information system
has a specific purpose, and its own life cycle. This concept of ‘fostering by itself” is
called the development life cycle of the system [20].

Software requirements

Arduino IDE 1.8.15-Scripting
Fritzing-Circuit designing
Cisco Packet Tracer-Networking

Hardware requirements

Microcontroller-Arduino UNO R3

Sensors-Pulse Sensor

Modules used-ESP8266 (Wi-Fi module), Bluetooth (HC-05), GPS module

Display-16 x 2 LCD display

Buzzer-Piezo-electric buzzer

LEDs and push buttons

The design aims to build a portable position tracker model that combines sensors,
actuators, and various modules including wireless communication and microcon-
trollers. The assimilation of LEDs, buttons, cables, 16 x 2 LCD screen, and Arduino
UNO R3 helps to build a function that helps maintain adequate statistics for rescue
operations that are carried out in an emergency situation. In addition, it helps increase
emergency assistance in the event of disasters and emergencies. Other design features
include frequent heart rate monitoring, location tracking, seamless communication
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for rescue operations, and evacuation of rescue team members in the event of health
concerns.

3.2 Components Used

Arduino Board

Arduino belongs to a family of microcontroller boards that simplifies prototyping,
electronic design, and experimentation for professionals. It is designed to connect
LEDs, various sensors, speakers and small motors, servo systems, etc., directly to
these pins. Arduino boards can be connected to computers with the help of a USB. It
can be programmed in a simple language like C, C++, in the free Arduino IDE due
to the possibility of uploading the compiled code to the development board [20].

LCD

A liquid crystal display (LCD) is an electronically regulated optical device that uses
the light modulation characteristics of liquid crystals in combination with polarizers.
It is used to display a message on the screen.

Pulse Sensor

This sensor is used in measuring the heartbeat rate, and it can be found in any medical
device that is used to measure heart rate. It can be worn on the earlobes or on the
fingers.

ESP8266 (Wi-Fi module)

The ESP8266 Wi-Fi module is a self-contained SOC which has an integrated TCP/IP
protocol stack. It also allows a microcontroller to access any Wi-Fi network. This
module can host applications and also download all the functions of the Wi-Fi
network via any other application processor.

Bluetooth Module (HC-05)

HCOS5 is a Bluetooth module specially intended for wireless communication. This
module can explicitly be used for master station or slave station configuration. The
serial Bluetooth module allows all serial compatible devices to communicate with
each other via Bluetooth. Its range can reach <100 m, depending on the transmitter
and receiver, the atmosphere, geographic location, and urban conditions [21].

GPS Module

The NEO-6 M GPS module with its small antenna helps in tracking the exact location
by defining the latitude and longitude of that particular location where the module is
present.
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LEDs and Push Buttons

The light emitting diodes can be operated using push buttons and they have been
implemented in the prototype for getting the desired outputs.

Piezo-Buzzer

The piezo-electric buzzer is basically a miniature speaker that can be connected
directly to the Arduino. With the help of Arduino, sounds can be made using the
buzzer tone.

4 System Implementation

The first segment of this section explains the efficiency of communication and
handling of rescue operations over the network with the help of a portable loca-
tion tracker. Tree topology has been implemented so that communication occurs at
a faster and more efficient pace. The meteorological station will act as the parent
node and the main server in the entire framework of networks. The State substation
(client) will connect to the main server (weather station) and maintain a server-client
relationship with the main server. These state substations will also be considered as
servers of their respective city substations. The city substation (slave) of the corre-
sponding state will connect to the state substation (master) and maintain a master—
slave relationship with each other. The city substation will in turn be connected to the
coordinator of each rescue team in that particular city. The coordinators’ system will
serve as the customer of the city substation, helping to communicate in an orderly
and relaxed manner. The wearable location trackers that are present with each rescue
team member will be connected to their respective team coordinators via Wi-Fi. These
portable location trackers have built-in Bluetooth modules to support low energy and
low-cost communications. This allows members of the rescue team to contact and
communicate with each other at an accelerated pace. The Bluetooth module will help
front-line combatants reach hand to hand in rescue operations. Thus, communication
can happen at an efficient rate and also mitigate the loss caused by disasters.

The network design has been simulated in Cisco Packet Tracer. Figure 3 shows a
clear outlook of the network design.

The second segment of this section focuses on building the prototype and its
implementation. The assimilation of sensors, actuators, LEDs, and various other
components led to the emergence of portable position trackers. The circuit is designed
in Fritzing in a detailed and clearly defined way.

For convenience and clarity, the design has been divided into three parts. Figures 4,
5 and 6, represent the different parts of the circuit design, respectively.

The Bluetooth module (HC-05) and the Wi-Fi module (ESP8266) help in wire-
less communication at a faster rate. The 2 LEDs, namely, the yellow and the green
LEDs are used for seeking assistance and for maintaining the statistics of the rescue
operations being carried out, respectively, with the push buttons as the inputs.
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Fig. 3 Overview of the tree topology networking in Cisco Packet Tracer

Fig. 4 Consists of the Wi-Fi and the Bluetooth modules, along with the LCD screen, the LEDs,
push buttons, and Arduino UNO R3

The Pulse Sensor keeps a frequent track of the number of beats per minute (BPM)
and notifies the team coordinator and the nearby team members if the pulse rate
goes beyond the normal range. The Red LED starts glowing and the piezo-buzzer
starts beeping if the heartbeat rate falls below 60 or goes beyond 100. Immediate
replacement of the rescue warrior is made in order to ensure safety. The entire design
of the process has been shown in Fig. 5.
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Fig. 5 Consists of the Pulse Sensor, the piezo-sensor, the LCD screen, LEDs, and Arduino UNO
R3

Fig. 6 Circuit design for the
GPS module

Figure 6 demonstrates the circuit design of the GPS module which helps in
tracking the location of the rescue team member.

The accumulation of all three parts of the circuit leads to the development of the
portable location tracker. The hardware components have been assembled which has
resulted in the final outcome of the prototype (Figs. 7, 8 and 9).
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Fig. 7 Comprises the
piezo-buzzer, the Red LED,
LCD display, Pulse Sensor,
and Arduino UNO R3

Fig. 8 Comprises the
Yellow and the Green LEDs,
push buttons, LCD display,
Bluetooth and Wi-Fi module

Fig. 9 Comprises of the
GPS module

R. Mabhato et al.
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5 Future Work

Many different observations, tests, and analyzes have been done, which led to the
results of the portable location tracker. Due to time constraints (that is, experiments
using real data often take a long time, even days to complete a run), so some ideas and
adaptations are left for the future. Future work involves adding an important feature
to the prototype. Development of an Android app that not only helps firefighters track
people but also helps to save lives at a faster rate. The app will be built using the SOS
signal generator, and if there is a fire in the apartment/building and there is no way to
escape, the signal generator will be released. The SOS signal will appear in the form
of infrared radiations, which can be detected by the portable location tracker present
with the firefighter. This will facilitate rescue efforts by shortening the time-lapse,
and will also aid in improving the emergency response rate.

6 Conclusion

In this paper, a ‘wearable location tracker for emergency management’ has been
introduced and implemented. From the implementation results, we understand the
tracker’s effect during the time of a disaster. Its networking facility with devices of
the same kind and other devices in the substation proves the ease of data transfer at
the time of emergency. Since the tracker sends the accurate and real-time status of
the team member or the victims, it helps the rescue team to operate in an efficient
way.
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1 Introduction

1.1 Health Informatics (HI)

Health informatics is a multispectral field that associates people to revamp the tech-
nology and technology revamp people. Healthcare data is the centric part of health
informatics [1]. HI (also known as Health Information Systems) which uses informa-
tion technology (IT) to formulate and analyse health data records to make improve-
ment in the output. HI is the associative study of the design, integration, advocacy
and requisition of information technology-based transformation in public health and
delivery of healthcare services. HI is a combination of many things like people, orga-
nizations, illness, patient care and treatment. It is a technical field that assigns storage,
retrieval and sharing of biomedical info for taking decisions. Healthcare informatics
is combined with Biomedical Science and with information technologies.
Healthcare informatics can be described as follows:

It is used to describe application and research topics for biomedical informatics.
It needs some health data sources, healthcare tools and devices, with utilization
of information technology.

e [t produces electronic health records for different sources like patients, doctors,
hospital staff and public, by using computer science tools and techniques.

Healthcare Informatics directly deals with public health informatics (PHI). It
is defined as uniform way of healthcare information, Information Technology (IT)
and Computer Science in area of public health, including surveillance, prevention
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Fig. 1 Healthcare informatics

and health promotion [2]. PHI is practical based in the guidance of science and
forwarded to the achievement of healthcare specific tasks. PHI needed the application
of knowledge from several domains like Information Technology, Computer Science,
Healthcare management, and communications with different sources. Informatics
is generally used in association of biomedicine, health and other fields which results
in terms of health informatics, biomedical informatics or legal informatics [3].

On the basis of above definitions, healthcare informatics can be divided in to
three parts as follows: health care, Computer Science and Information Technology.
Figure 1 represents these domains of healthcare informatics.

Health care: Health care means the good health in people via prevention, diag-
nosis, treatment, recovery, impairments, etc. The concept of health care uses these
following 5 pillars:

(i) Itimproves quality, safety and efficiency by reducing health disparities.
(i) It is engaged with patients.

(iii)) It means to improve care coordination.

(iv) It means to improve public health.

(v) It means to provide adequate privacy and protection.

Healthcare is improved by health professionals with healthcare tools. Some
precious parts of health care are medicine, pharmacy, public health, these all are
the parts of health care. Healthcare services give best outcome if they are delivered
on time. So, health care is an important aspect of improving the physical and mental
health and wellness of people, worldwide.

Different contribution in healthcare industry has been done for the identification
and diagnosis of diseases. Diseases are of mainly two types:

(1) Acute Diseases: These diseases are the short-term diseases and have very fast
out start for a brief period. Acute diseases include a very rapid onset or a short
course [4]. Once they are treated, patient is recovered. Acute diseases are like
broken bone, common cold, respiratory infection, etc. [5].
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(2) Chronic Diseases: These diseases are long-term diseases. In this, condition is
slowly developed in human but they may progress over time, and may have
any number of warning signs. Some of the chronic diseases are Alzheimer,
heart disease, cancer, asthma, diabetes and many more [6]. In age group of 35—
75, death rate is higher affecting from these chronic diseases [7]. Innovative
solutions are required for early prediction of these diseases [8].

(3) Computer Science and Information Technology: It is the field of computers
and computational systems dealing mostly in software and software systems. In
earlier times, only doctors were the only attendant and saviours of many humans’
life. Nowadays, no field is uninfluenced with computers. This is important
in formation and maintenance of patient’s healthcare records, for maintaining
laboratory reports, health records, laboratory test, etc., for various diseases [9].

Information Technology: Information technology plays a prime role in Health-
care Industry. It helps in getting accurate, actionable and more accessible infor-
mation related to patients’ health to meet the needs of individuals. Health care is
based increasingly on information technology (IT) to acquire, manage, analyse and
disseminate healthcare information and knowledge [10].

1.2 Machine Learning (ML)

Machine Learning (ML) is a subpart of Artificial Intelligence. It is engaged with
computer systems for enhancing the performance through its experiences, automat-
ically. Machine Learning (ML) corrects the automotive learning process through
training and lead towards adaptation of its algorithm [11]. It is the necessity of
machines for feeding intelligence of human in it, artificially.

Machine Learning can be divided into 3 main types of learning [12]:

(a) Supervised Machine Learning: It uses labelled data sets to train the algorithms
[11]. It is used to classify and predict outputs correctly. The two main types of
supervised learning are classification and regression.

Classification of Supervised Learning Algorithms: These algorithms have
several categorizations, given as follows:

i)  Linear Classifiers: In classification, linear classifiers mean the class and group
belongingness. To achieve this, we have to classify the data into labels based
on a linear combination of input features. For this hyperplane issued [13].

ii) Logistic Regression: Logistic regression is a weighted combination of input
features and it is passed through a sigmoid function which gives the output of
a number between 0 and 1 [14].

iii) Naive Bayes (NB): It is based upon Bayes theorem with an assumption of
independence among predictors. It is used for solving classification problem.
In simple words, it can be said that Naive Bayes classifier assumes that the
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availability of a particular characteristic in a class is unrelated to the availability
of any other feature [15].

Support Vector Machines (SVMs): These algorithms are an alternative linear
classification scheme that aims to rectify classification errors. In SVM, a clas-
sifier can be defined by the hyperplane. SVMs seek to find a hyperplane (in two
dimensions, a line) that optimally separates two classes of point. The “best”
classifier is the one that classifies all points correctly, such that the nearest
points are as far as possible from the boundary [16].

Decision Trees: The idea behind decision tree is to split the data into “Pure”
regions. In this algorithm, start with all samples at a node and partition sample
input to create purest subsets. It contains root node, branches and leaf nodes.
In decision tree, the input data and corresponding output data are identified
with the help of training data.

Neural Networks: In Neural Network Algorithm, each unit takes the input
data from neighbours and then this data is used to compute an output signal. It
is further divided into other parts, known as Test stage. Apart from this, there
is the task of the adjustment of the weights that is Learning stage [17].
Unsupervised Machine Learning: In which we have a group of unlabelled
data. Dimension reduction and clustering, these two are most important types
of it.

Reinforcement Machine Learning: It is an approach which agent learns to
achieve a goal in an uncertain and complex environment. In this learning
process, an agent (e.g. a robot or controller) seeks to learn the optimal actions
to take the outcomes of past actions. In reinforcement learning, we train ML
models by using rewards and punishments.

Role of Machine Learning in Healthcare Disease

Machine Learning Algorithms improve the performance through experiences, auto-
matically. It can be applied in various applications of our daily life scenarios like
weather forecasting, image recognition, product recommendation, traffic prediction,
smart car parking, etc. The intensive growth of health-related data presents unrivalled
opportunities for improving patient’s health. Machine Learning plays an essential
role in health care as it can be applied medical image segmentation, computer-aided
diagnosis of diseases, etc.

2 Literature Review and Critical Issues

Holzinger et al. [18] Health informatics is a technological field that assign with the
storage, retrieval and sharing of biomedical info for taking decisions. ML algorithms
learn from experiences automatically. In HI, chronic diseases can be considered.
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Some of the predictive models have been presented for chronic diseases. Charleonnan
etal. [19] including several ML algorithms like KNN, SVM and LR are used to predict
chronic kidney disease. After applying many algorithms, it is seen that SVM classifier
gives the highest accuracy in comparison to other ML algorithms. Boonchieng et al.
[20] presented various supplications of Machine Learning with Software Engineering
approaches, in Digital Disease Detection (DDD). The main challenge in it is to find
the mark of early detection of disease because real-time monitoring and forecasting
is one of the most common issues in these diseases.

Nambiar et al. [21] state that in the recent years, health is the major area of focus as
many subscribers of smartphones as well as Internet users are increasing day by day
so using Big Data Analytics and IOT, some advantages can be scored. In this paper,
high-level concept is given about industry, opportunities, and current developments
in connected health. Bhardwaj et al. [22] introduced that the perspective of applying
Machine Learning Technologies in health care and in various industry initiatives.
In this paper, Big Data Technology has been applied with ML Algorithms. Big
Data Technology can handle structured, semi-structured and unstructured data in
petabytes and more. Tafti et al. [23] stated that every day, a vast amount of data
which is produced on social media platform. So to evaluate such kind of data, some
techniques are to be applied that can convert the raw data into useful information
using Machine Learning (ML) and Data mining techniques. In this paper, Machine
Learning techniques are examined on the following most common problems like
classification, clustering, regression, etc.

Nithya et al. [24] Machine Learning is the fasted evolving field in the terms of
health informatics. Hence, the target is to develop new algorithms which can learn
new things and can provide time to time progress to patients. L’Heureux et al.,
Christensen et al. and Sharma et al. [25-27] stated that various Machine Learning
Techniques can also be used for prediction purpose as well it provides variety of
alerting decision support systems, which are targeted to improve patient’s safety and
healthcare quality in many areas of healthcare applications. Mir et al. [28] Healthcare
informatics is most useful area of innovation with technical advancement. In health
care, Big data Analytics can be applied for better. This paper focus on implementing
a classifier model using WEKA tools to predict diabetes using ML algorithms like
Naive Bayes, Support Vector Machine, Random Forest, etc. Experimental results
of each algorithm have been taken for evaluating the data set. It is observed that
Support Vector Machine performed best in prediction of the Diabetic. Tsang et al.
[29] elaborate that patients with dementia represent challenges in healthcare systems
in this current century.

So by using Machine learning techniques, high quality care of patients can be given
to dementia patients. Vellido et al. [30] explain the capability of ML algorithms and
depicted their impact in the field of Medicine and Health care. So beyond improving
the model, it requires to integrate the medical experts in the design of data analysis
and interpretation strategies for improving the result in chronic diseases. Gupta et al.
[31] explain that in any data set, if there is noise, then it affects the performance of
result like the classification and prediction accuracy can be decreased. Therefore,
there is a need to handle this problem. So for that reason, authors have investigated
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79 primary studies of noise identification and noise handling techniques. Cedeno-
Moreno et al. [32] took the data set of Diabetes, which is generating definite number
of death annually. The result of this is in desertion in production.

Sivakani et al. [33] chronic diseases are the diseases that are long lasting so
Alzheimer is one of the chronic diseases. It is one of the types of Dementia means
brain disorder disease. It occurs in the age of 60—70 but nowadays, it is being attacked
the young generation also. Moreb et al. [34] scrutinize the relation between Software
Engineering and Machine Learning in terms of Healthcare Systems. For this one
novel framework, i.e. Software Engineering for Machine Learning in health infor-
matics (SEMLHI) has been proposed in this study. Real Healthcare data has taken
from Palestine government of last three years with 7different phases. Katarya et al.
[35] implemented the ML algorithms on heart disease data set for early prediction
by proper monitoring of patient to get notified in an early stage using supervised
Machine Learning techniques.

Alanazi et al. [36] focus is on to develop a novel Machine Learning model for
providing accurate and dynamic predictions to improve the Medicine and Healthcare
Field. Kumar et al. [37] applied some Al techniques on collected HER data set,
sensor devices, smart devices and Internet sources to improve disease progression,
prediction, clinical intervention. Govindan et al. [38]. In this paper, two criteria, age
and pre-existing diseases (such as diabetes, heart problems or high blood pressure)
are taken for prediction of COVID-19. For this, a practical decision support system
has been proposed for COVID-19 prediction. Rayan et al. [39] taken the reviews
of various smart healthcare research. A systematic pipeline of data processing is
accommodated for conventional smart health using these ML models. Gnana et al.
[40] taken some real-time patient data implementing Machine Learning techniques,
sensors, Raspberry pi board system and camera unit. This work is aim to develop a
Smart Health Monitoring System with Machine Learning techniques using Arduino.
Rghiouietal. [41, 42] explain Diabetic Patient Data set from Smart phone and sensors
are taken. This represents an intelligent architecture for monitoring diabetic patients
by using Machine Learning algorithms with 5G technologies.

In the following Table 1, many reviews has taken from various researches in detail:

Table 1 Various key findings in Healthcare using Machine Learning Techniques (MLT)

Author’s/references | Domain What has been done How it has been done
Techniques Key findings
Alanazi et al. [13] Medicine and Health | Machine Learning * Emphasis is on ¢ Different disease
care Algorithms: developing a novel data set has been
* SVM Machine Learning taken for getting
* ANN model to provide accuracy using
* Naive Bayes accurate and MLT
dynamic
predictions

(continued)
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Table 1 (continued)
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Author’s/references | Domain What has been done How it has been done
Techniques Key findings
Nambiar et al. [22] Health care * Big Data Analytics |« It combines ¢ Smart Devices

connected smart
devices with
healthcare systems
to provide care
which will give
benefit both to
patients and health
providers in remote
areas

(smart phones,
personal wellness
devices)personal
wellnessdevices)

Nithya and Ilango
[25]

Chronic diseases

Machine Learning
Algorithms:
Decision Tree
Technique
Artificial Neural
Network Clustering
Methods

« It is showing the
analysis of
Machine Learning
Algorithms in
various domains

Chronic diseases like:
* Diabetes

* Cancer

 Hepatitis

Ahamed et al. [29]

Personalized Health
care

« 10T
Machine Learning
Algorithms

Personalized
Health care (PH)
applies Machine
Learning
Algorithms to the
collect the patient
health data set

« Patient data set
* Electronic health
records (EHR)

« Sensor data set

Rayan et al. [40]

Chronic diseases

Machine Learning
Algorithms like:

* ANN

* SVM

Deep Learning
Models

« This paper taken
the reviews of
various smart
healthcare
researches

A systematic
pipeline of data
processing is
accommodating for
conventional smart
health using these
Machine Learning
Algorithms

Chronic diseases
dataset like:
¢ Glaucoma
¢ Alzheimer

Sheela and Varghese
[41]

Health Care

Machine Learning
Raspberry pi board
system

Camera unit

* To create as Smart
Health Monitoring
System with MLT
using Arduino

¢ Real-time Patient
Data

Rghioui et al. [42]

Diabetic Disease

ESP8266-12F
Module

Machine Learning
Algorithms

 Sensors

* Presents an
intelligent
architecture for
monitoring diabetic
patients using 5G
technologies with
MLT

* Diabetic Patient
Data set from smart
phone and sensors
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3 Area of Research and Formulation of Research Problem

In healthcare industry, various Machine Learning Techniques are being applied. In
terms of diseases, many researchers have been done to achieve accuracy, early predic-
tion of diseases and to handle unstructured and noisy data but still there are various
research gaps. Some of the issues and research gaps are identified and described
below:

1. Machine Learning Techniques are used for predictive modelling which gives
conflicting output in terms of accuracy when same data set of chronic diseases
is considered for different algorithms. So there is a need of predictive model for
accurate and dynamic prediction.

2. Ttis difficult to deal with non-standardized and unstructured healthcare data sets
in terms of Machine Learning Algorithms.

3. As biomedical data is complex in nature, thus it becomes difficult to identify
testable hypothesis.

4. Complexity of biomedical data makes it challenging to build accurate model to
diagnose and predict various chronic diseases.

5. In most of the cases, Machine Learning Algorithms are implemented to work
on few key attributes of various chronic disease predictions. So there is a need
to incorporate more key attributes in Machine Learning Algorithms to attain
accuracy.

6. Machine Learning Algorithms are related to statistical analogy. In this, decision-
making is done with the help of existing data. They predict diagnosis of diseases
based on previous experiences. In case of diagnosis of diseases, when patient
monitoring is done, then Machine Learning Algorithms analyse the situation
only according to the trained data set.

4 Conclusion

In today’s time, health care is one of the speedy extending areas. It needs care for
people with the help of some technology revolution as the health sector becomes
evident when data in hospital and technical departments (laboratory, medicine, radi-
ology) is very large and complex to handle. So to assess and diagnose these problems,
Machine Learning technologies can be applied. The government is also playing a
crucial role in influencing people’s health, which is not limited to the health sector.
This article addressed some limitations and given some challenges faces in the health-
care field. Machine Learning is contributing to improvements for current research,
with scope for considerable future contribution in each discipline.
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A Task Scheduling Algorithm )
for Optimizing Quality of Service L
in Smart Healthcare System

Prabhdeep Singh, Vikas Tripathi, Kiran Deep Singh, M. S. Guru Prasad,
and H. Aditya Pai

1 Introduction

Many aspects of our everyday lives have been changed by new technology. Tradi-
tional health care has evolved into smart health care as a result of the benefits
of using information and communication technology (ICT) in today’s healthcare
system. When it comes to health care, smart technology means developing better
diagnostic tools, better treatments for patients, and products that enhance the quality
of life for everyone. Consumers are becoming more involved and aware of their health
as healthcare technology advance [1-3]. The need for remote care is only going to
grow in popularity. There are no technologies in existing healthcare ecosystems that
can enhance patient care by providing them with real-time patient information and
enabling them to adopt proactive treatment steps. Cloud computing is computing
performed on the Internet, whereas other resources that are configurable and shared
are provided as services with computers and other devices. Examples of configurable
shared resources are infrastructure, platform, and software. Services that are based on
cloud computing over the Internet, commit to consumer computation, software, and
data. The consumers, who wish to utilize the cloud services, can get those services
over the network [4-6]. The cloud service users can buy the services or use the
services which are available free of cost in the cloud. Many types of services are
available in the cloud such as infrastructure as a service, platform as a service, and
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software as a service. These cloud services are effectively worked in the healthcare
sector [7-10].

In cloud computing, the level of user level is not equal, and they do not give a
similar level of services, based on the location of the user’s in the institution, the
significant users generate the tasks. The significance of the request relies upon the
position level of who commands that request [11-14]. There is a substantial gap
between the level of users and task scheduling algorithms in cloud computing.

One of the main challenges in distributed systems like the grid, peer-to-peer,
and cloud environments is task scheduling. The task scheduling method provides
adequate services in cloud computing. It is executed by mapping job requirements
for the possible resources to the users and decreasing total response time [15-19].
Many jobs need the processor to remain idle for a length of time while they are being
processed. If idle time slots can be fully used, job processing times will be reduced,
and overall work processing efficiency will increase.

A more complex task scheduling technique is needed since a simple job scheduling
approach may not be able to fully use idle resources. As part of our investiga-
tion, we look at how heterogeneous cloud computing system’s schedules work. The
scheduling method that performed the execution of a job in the least execution time
is termed as Shortest Job First (SJF) Scheduling Algorithm or Min-Min Algorithm,
while the Round-Robin (RR) scheduling algorithm scheduling implements all jobs
in the least time unit running within a circular queue [20-23].

In the rest of the paper, Sect. 2 consists of a brief review of the existing health
system based on the cloud. The proposed cloud-based health system and ant colony
optimization algorithm for task scheduling, the concept of green computing, and the
detailed description of the power consumption of the proposed system are given in
Sect. 3. The experiments are simulated and evaluate the performance of the proposed
framework in Sect. 4. The conclusion is given in Sect. 5.

2 Literature Review

The Energy-Aware Distributed Hybrid Flow Shop Scheduling Problem with Multi-
processor Tasks (EADHFSPMT) are addressed by concurrently addressing two
goals, namely makespan and total energy usage [24]. It is divided into three
subproblems: work assignment between factories, job sequencing inside factories,
and machine assignment for each job. We offer a mixed interlinear programming
model and a Novel Multi-Objective Evolutionary Algorithm (NMOEA/D) based on
decomposition.

The authors [25] design and develop a resource-aware dynamic task scheduling
method. The simulation tests were conducted using the cloudsim simulation program
with three well-known datasets: HCSP, GoCJ, and Synthetic workload. The suggested
approach’s findings are then compared to those obtained from RALBA, Dynamic
MaxMin, DLBA, and PSSELB scheduling methods in terms of average resource
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utilization (ARUR), makespan, throughput, and average reaction time (ART). The
DRALBA method resulted in substantial gains in ARUR, throughput, and makespan.

The authors [26] present a DNN task scheduling algorithm that maximizes job
parallelism by minimizing communication delay variation caused by the HMC
connection characteristics. Task partitioning is used to maximize parallelism while
maintaining inter-HMC traffic within the link’s reasonable bandwidth. To conceal
the average communication delay of intermediate DNN processing outcomes, task-
to-HMC mapping is done. To speed DNN inference while optimizing resource usage,
a work plan is created using retiming. The suggested method’s efficacy was shown
via simulations utilizing a variety of actual DNN applications on a ZSim x86-64
simulator.

The authors [27] propose a task duplication-based scheduling method, dubbed
TDSA, for optimizing makespan in cloud-based workflows with limited budgets.
Two new mechanisms are used in TDSA: (1) a dynamic sub-budget allocation mech-
anism, which is responsible for recovering unused budget for scheduled workflow
tasks and redistributing remaining budget, thereby enabling the use of more expen-
sive/powerful cloud resources to accelerate the completion time of unscheduled tasks;
and (2) a duplication-based task scheduling mechanism, which aims to exploit idle
slots on resources to selectively duplicate tasks’ predecessors, thereby accelerating
the completion time of these tasks while remaining within budget.

The authors [28] present a partitioning-based method, P-EDF-omp, that auto-
matically guarantees the tied constraint as long as an OpenMP task system can
be partitioned effectively to a multiprocessor platform. Additionally, we undertake
extensive tests using both synthetic workloads and well-known OpenMP benchmarks
to demonstrate that our method regularly outperforms the work in even without
changing the TSCs.

The authors [29] present a cloud workflow scheduling method that combines
particle swarm optimization (PSO) with idle time slot-aware rules in order to optimize
the execution cost of a workflow application that is subject to a deadline restriction.
A novel particle encoding is developed to describe the virtual machine (VM) type
needed by each job and the task scheduling sequence. To decode a particle into a
scheduling solution, an idle time slot-aware decoding method is suggested. To deal
with jobs that have incorrect priority as a result of PSO’s unpredictability, a repair
technique is utilized to restore those priorities and generate proper task scheduling
sequences.

The authors [30] introduce the MDVMA metaheuristic framework for dynamic
virtual machine allocation and job scheduling optimization in a cloud computing
context. The MDVMA is focused on developing a multi-objective scheduling method
based on the non-dominated sorting genetic algorithm (NSGA)-II algorithm for
task scheduling optimization with the goal of minimizing energy consumption,
time, and cost while providing a trade-off to cloud service providers based on their
requirements.

The authors [31] propose an asynchronous-based dynamic and elastic task
scheduling scheme that avoids device underutilization, load imbalance between
devices, and frequent kernel launches, inter-device data transfers, and inter-device
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synchronizations by dynamically adjusting the chunk size in response to runtime
performance changes.

The authors [32] define task assignment and power allocation together in order
to minimize overall task execution delay by taking into consideration user mobility,
dispersed resources, task characteristics, and the user device’s energy limitation. We
begin by proposing an evolutionary method based on genetic algorithms (GAs) for
solving our stated mixed-integer nonlinear programming (MINLP) issue. Then, they
propose a heuristic called mobility-aware task scheduling (MATS) for efficiently
assigning tasks.

The authors [33] suggest a real-time dynamic scheduling (RTDS) system for
ensuring the transmission of emergency jobs and optimizing scheduling efficiency
via scheduling sequence modification and task management. To begin, relative SDRN
system models are presented, followed by a dynamic scheduling method that accounts
for disturbance variables throughout the scheduling process. The RTDS system is
then executed in three phases based on the dynamic scheduling mechanism: initial
scheduling, dynamic scheduling for emergency jobs, and final scheduling.

3 Proposed Work

Many metaheuristic methods have been developed recently by cloud computing
researchers to address the issues that arise in task scheduling activities. The
scheduling of work in a cloud computing environment is a significant source of
worry. Otherwise, the system will be much less efficient. As a result, a novel work
scheduling method is required to improve cloud performance. The proposed cloud-
based health system is shown in Fig. 1. Various types of cloud repositories and cloud
servers are placed in the cloud. The data storage and processing of the data are the
primary responsibility of these servers. A task scheduler is situated near all cloud data
servers which is responsible for distributing the task and providing the scheduling.
Task scheduler is one of the major components of the proposed framework that cannot
schedule the job using single criteria. It schedules the task based on several criteria
and rules. The service provider and the user agreed on rules and criteria. There is
a substantial gap in the designing of the task scheduling algorithm and the level of
service provided to users. The proposed framework makes a priority of the user that
has the highest level to receive the best services in separate cloud computing and
also utilizes similar network speed, storage capacity, and processor speed.

(A) Task Scheduling of Proposed Cloud-based health framework

The following framework makes use of an ant colony optimization method.

Step 1:  To begin, set the task list, VM list, and minimum value all to 999

Step 2: Initialize the pheromone trail and visibility for each job and VM edge.

Step 3:  Go to Step 4 if the current iteration is more than the max iteration, or Step
8 if it is not.
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Fig. 1 Proposed framework of the cloud-based health system

Step 4:  Step 5 is what I do for every job.

Step 5:  Execute them by binding them together using Eq. (2) to calculate each
task’s VM.

Step 6: Calculate the duration of the trip by adding up the time it took to complete
job I on each VM.

Step 7:  If all jobs have been assigned, go to step 9, otherwise continue to step 4.

Step 8: If the schedule’s execution time is less than one minute, then the current
iteration will be one minute longer than the previous iteration.

Step 9:  Make the schedule’s duration min

Step 10: End

4 Experimental Results

The ant colony optimization algorithm is implemented in Java-based open source
tool CloudSim. In the experiment two metrics, Average Response Time (ART) and
Average Waiting Time (AWT) is used to estimate the algorithm performance in the
cloud scenario. In the cloud-based health system, 40 virtual machines and 90 tasks
are created.

The virtual machines are configured with 3000-5200 MIPS. Those machines
utilized 1-5 processing elements with 1000-3000 bandwidths. The length of the
task is ranging from 10,000 to 50,000, and the input file size ranged from 100 to 800.
Initial pheromone deposition is 0.8, Q is taken to be 100, the value is 0.3, and is 2.
However, it was changed to see the effect on the makespan, and these values were
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found best to use for experimentation. The performances of proposed and existing
algorithms for task scheduling have been recorded. The results in Figs. 2 and 3
show that the Average Response Time of the proposed algorithm is always better
than traditional algorithms. Average Waiting Time is recorded less as compared to
traditional algorithms. In the second fold of the experiment, the approach of reduction
of power consumption is implemented in the same scenario.
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5 Conclusion and Future Work

Additionally, diverse resources and scheduling methods from other areas were
analyzed to get a deeper grasp of the idea. It goes into more detail on CloudSim
and its architecture, which provides an environment that can be used directly to
simulate cloud computing infrastructures. This paper demonstrates how it may be
used to mimic how clouds operate by building data centers, virtual machines, and
brokers. It describes the scheduling methods used on CloudSim to compare the inter-
actions of different entities. The suggested method in this paper is based on the ant
colony optimization algorithm, which is a heuristic-based approach. The main goal
of adopting the proposed method was to shorten schedules’ makespan. When the
simulation results of the proposed algorithm are compared to those of other conven-
tional algorithms, the proposed method has a shorter makespan time, demonstrating
that it is more superior and efficient than others.
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1 Introduction

Parkinson’s disease is the second most common neurodegenerative disorder and the
most common movement disorder after Alzheimer’s [1], essential tremor (ET) [2],
and dementia [3, 4]. We ignore the tremors, the shaking, the breaking of voice,
punching, or flailing in sleep that happened [5, 6]. Like any other disease symptom,
symptoms of PD don’t happen overnight, which means it gets worse and worse over
time. You barely notice the tremors or voice shaking in the beginning [7]. PD is a
neurodegenerative disorder means the neuron of central nervous system decay with
time. And due to loss of these neurons, the production of dopamine present in the brain
also decreases about 70-80%. Dopamine is a neurotransmitter which is responsible
for the movement and the motor functions of our body [8]. As the amount or density of
dopamine-producing cells started to diminish, PD increases. Scientists are still trying
to figure out what causes these cells that produce dopamine to die [9]. Due to the loss
of neurons, people also lose the nerve endings that produce norepinephrine, the main
chemical messenger of the sympathetic nervous system. Norepinephrine increases
heart rate, pumping of blood from the heart, and blood pressure. Some non-movement
effects of PD such as fatigue, difficulty in speaking, voice shaking, lower pitch while
speaking, depression are due to loss of norepinephrine [10—12] There are more than 1
million in India that are affected by PD and 10 million people worldwide who suffer
from this disease. It is estimated that around 4% of people with PD are diagnosed
before 50 [7]. About 1900 patients per 10,000 are over 80 years. The symptoms of
this disease evolve moderately and get nasty over time. Most of the time symptoms of
PD appear at the age of 60 or after. People with PD often show symptoms related to
Parkinsonism, i.e. hyperkinesia (i.e. lack of movement), bradykinesia (i.e. slowness
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of movement), rigidity (arms and neck), and rest tremors (lack of dopamine) [13, 14]
These symptoms start with small tremors on one side of the body that won’t affect
the day-to-day activities of the patient and gradually progresses to both sides [5, 8].
That results in repeated tremors and continuous shaking. Usually of a limb, often
their hand or fingers. As their movement started getting steady, the speed of doing
things will increase like chewing off food or swapping clothes.

They’ll still move and walk but very leisurely and sometimes even fall [15].
At this point, they’ll need help. And as time go by, symptoms intensify [8]. The
person with PD will need someone to be with them 24 x 7, to help them with
daily activities and needs. They may not be able to stand because of the inflexibility
of muscles in the leg or might even sit for that matter. Many of the patients are
bedbound [14]. They are needed to be taken care of all the time. Parkinson’s just
does not only affect your body physically but internally as well. As a result of PD
constipation, weaken the sense of smell, soft voice, and dream enactment can take
place years before motor symptoms of Parkinson’s [6, 11, 12, 16]. Regardless the sex,
everyone’s affected by this neurodegenerative disorder, but men have more tendency
to get affected rather than women. The symptoms of PD have a different rate of
progression among different individuals [7]. The cause of PD is still unknown, i.e.
why the dopamine-producing neurons die [17]. But several factors appear to play a
role namely:

e Environmental factors and exposures [18, 19].
e Genetics [20, 21].

As of today, there is no cure, treatment options vary and include medications and
surgery. Doctors usually start with medications that would increase several amounts
of dopamine but it might certainly have side effects, along with the prescriptions to
control your tremors as well [22]. Levodopa, a naturally occurring chemical devel-
oped 30 years ago is said to be the most vigorous drug for Parkinson’s therapy
and controlling its symptoms for a while. It infuses within the blood vessels and
travels to the brain and then converts into dopamine [23]. Earlier in the clinical trials,
patients faced side effects like nausea and vomiting. Since most of the levodopa were
absorbed inside the arteries before it reaches the brain and very few after crossing the
blood barrier, a drug called Carbidopa was developed. It helps in passing Levodopa
progressively through the blood barrier and into the brain and also reduces the side
effects caused by Levodopa. Levodopa only helps in compressing down the symp-
toms such as Tremors, muscle rigidity, and slowness of movement however it does
not stops the progression of the disease.

And in some cases, if Levodopa doesn’t work or the patient is irresponsive to
it, there is an option of Deep Brain Stimulation. In DBS, electrodes are embedded
typically to only one side of the brain, but if the condition is serious, then on both side
of it, which then connects to a generator (very much like a pacemaker) placed under
the skin near to the abdomen, which sends an electrical impulses from time to time
to control the symptoms. It is also not a cure neither does it slows the progression of
PD. Speech problems like voice shaking also don’t improve by this. And like other
brain surgeries, DBS also carries a little bit of a risk of infection or seizures [24, 25].
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Therapies help too [26, 27]. Here are some other medications used for the treatment
of PD:

Carbidopa-Levodopa Infusion [28]
Dopamine-Agonists [29]

Selegiline (MAO-B inhibitors) [30]
Catechol-O-methyltransferase(COMT inhibitors) [31]
Anticholinergics [32]

Amantadine [33]

All these medications can work more efficiently if doctors can diagnose The PD
in early stages.

2 Related Work

The early diagnosis of any disease is always better. And for the disease like
Parkinson’s, it is much better to diagnose in the early stage [13] so that the patient
can get proper medication. In a country like India, where resources are insubstantial,
it is good to have some methods to diagnose Parkinson’s in the early stages effi-
ciently. Researchers are using different machine learning techniques in the diagnosis
of Parkinson’s disease, and in the past decade, they get some groundbreaking results.
In astudy [4], researchers used several features like cerebrospinal fluid data, rapid eye
movement. Then proposed a deep learning model and 12 machine learning models
to diagnose Parkinson’s in the early stages. Also, in a study [8], researchers achieved
93.84% accuracy using supervised machine learning. Gao, C., Sun, H., Wang, T.et,
al present an article about which type of machine learning models can be better in the
diagnoses of Parkinson’s. In 2014, Yahia A. et al used Naive based and KNN classifi-
cation algorithms using speech data sets for the diagnoses of Parkinson’s. The Naive
Bayes algorithm performed better than KNN with an accuracy of 93.3%. In 2013,
Farhad S. proposed multi-layer perceptron for the early diagnoses of Parkinson’s.
This model performed with 93.22% of accuracy. In this paper, we have done a
comparative analysis of logistics regression, support vector machine, random forest
algorithm and artificial neural networks.

3 Methodology

3.1 Data Set and Their Analysis

The data set used for this study was acquired from an online data repository of the
University of California, Irvine. This data set was created by the researcher of the
University of Oxford Max Little with the collaboration of the Centre of National
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Voice and Speech, Denver, Colorado [34]. The data set contains the reading of 23
different biomedical voice measurements of 31 persons, of which 23 persons have
Parkinson’s disease, and the remaining persons are healthy. Around one person has
six recordings, and the total data set has 195 different readings. The purpose of this
data set is to classify whether a person has Parkinson’s disease or not based on the
column name Status. Data set has 24 columns in which the first column contains the
name and recording number of the person in ASCII. The column name “Status” has
the health status of a person. The “Status” column is our target column. Data set has
zero null values for each column. The features used for the training and testing for
the machine learning models are the remaining 22 columns present in the data set
[34] (Figs. 1, 2 and 3).

Fig. 1 Distribution of the
entire data set in terms of
status column
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Fig. 3 a Accuracy graph of all logistic regression models b Loss versus number of examples curve
for logistic regression with liblinear as a solver ¢ Loss versus number of examples curve for logistic
regression with saga as a solver d Loss versus number of examples curve for logistic regression
Newton as a solver

Based on the “STATUS” column, as we move down the heatmap, if it is positively
correlated, the value above it will be in an increasing method showing the features
from negatively correlated to positively correlated. As we move down after passing
that positively correlated feature, these traits become further negatively correlated to
other features of the column that don’t have any characteristics as same as the feature
we are looking at. Likewise, if we look from left to right, we see that the features are
showing the association from being negatively correlated to positively correlated but
the values don’t reduce much after a feature shows maximum correlation with itself.
These values are still showing being positively correlated to other features of the
STATUS column. Data pre-processing and splitting of data into a test and train data
set have been done using Python script and Scikit-learn. All the features in the data
set were normalized using the Standard Scaler method of Scikit-learn, which scales
the distribution by subtracting the mean from all values then divide their difference
by Standard Deviation. The entire data set was divided into train and test set using
the test_train_split method of Scikit-learn. The train set consists of 156 rows of data,
and the test set consists of 39 rows of data.

3.2 Machine Learning Models and Metrics for Evaluation

For this study, we consider 7 different machine learning algorithms. For the evaluation
of these machine learning models, we used Accuracy, Precision, Recall, and F1-score
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as the evaluation metrics. Accuracy is the division of correct prediction upon total
number of prediction made by the classification model.

A Correct Prediction 0
ccuracy =
y Total Prediction

But accuracy is not a correct evaluation metrics to use when the given data is very
imbalanced. It is always better to use Specificity and Sensitivity as the performance
measure for imbalanced classification tasks. Specificity is the number of true nega-
tive (TN) divided by the sum of true negative (TN) and false positives (FP), while
Sensitivity is the number of true positives divided by the sum of true positives (TP)
and false negatives (FN). And F1-score is the harmonic mean of recall and precision.

- TP
Sensitivity = ——— 2)
TP + FN
Specificit ™ 3)
ecificity = ———
Peetiely = IN T FP

3.2.1 Logistic Regression

Logistic regression is a supervised machine learning algorithm used for classification
problems. It is one of the most used and simple machine learning algorithms [35]. We
use 3 different versions of logistic regression. For the first version, we used liblinear
as the solver, for the second version, we used saga and for the last one, we used
newton-CG. Then, we plotted a graph for the number of iteration versus accuracy for
all the versions of the model. After 11 iterations, the accuracy of all versions became
constant.

3.2.2 Support Vector Machine

Support vector machine is the learning algorithm proposed by Vladimir Vapnik
[36] in 1997. It is one of the powerful machine learning algorithm. It can also be
use in nonlinear classification problems with different kernels. In addition to this,
support vector machine can be also used in regression problems. The version used in
regression problems is called support vector clustering. This version was proposed
by Hava Siegel Mann and Vladimir Vapnik.

For this study, we used three different version of SVM. First is linearSVC, then
with Linear kernel [37], and for the last version, we used RBF as a kernel. We
ran all the SVM model for 100 iteration and plotted accuracy versus number of
iteration graph (Fig. 4a). Then, after 40 iterations accuracy of SVM with RBF kernel
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Fig. 4 a Accuracy graph of all SVM models b Loss versus number of examples curve of SVM
with linear kernel ¢ Loss versus number of examples curve of linear SVM d Loss versus number
of examples curve of SVM with Rbf as the kernel

became constant. For both linearSVC and SVM with linear kernel, it takes around
70 iterations.

3.2.3 Decision Tree Classification Algorithm

Decision tree classifier is a supervised learning approach. It can be used for both
classification and regression problems. It is preferred to use it for classification prob-
lems [38]. We use three different decision tree classifiers. First classifier we uses
log, number of estimators, the second classifier uses square root number of times
of number of estimators given to the model and the last uses the same number of
estimators given to the model. Then, we plotted accuracy versus max_depth and
max_leaf_node of all versions (Fig. 5).

3.2.4 Random Forest Classifier

Random forest classifier is learning technique that is based on multiple decision tree.
As the name suggests, random forest classifier is a set of many individual decision
trees. Deep decision tree can be prone to overfitting that is the reason we prefer
random forest because it control overfitting. For this study, we use three different
versions of random forest classifier. The first random forest tree classifier uses log,
number of estimators, the second classifier uses square root number of times of
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Fig. 5 a Accuracy graph of all decision tree models b Loss versus number of examples curve of
decision tree model with maximum features equal to log2 of original features ¢ Loss versus number
of examples curve of decision tree model with maximum features equal to square root of original
features and d Loss versus number of examples curve of decision tree model with maximum features
equal to original features

number of estimators given to the model, and the last uses the same number of
estimators given to the model (Fig. 6).

3.2.5 Artificial Neural Network

Usually artificial neural network consists of input layer, hidden layers, and output
layer. The neural network implementation in this study has been done using keras
[33]. The detail of every layer used in the neural network is in Table 1. We use
dense layer with 256 features followed by batch normalization with 256 features.
Next dense layer has 128 features followed by batch normalization layer with 128
features. Next up we have dense layer with 64 features followed by drop out by 0.5.
Next dense layer has only feature with sigmoid as an activation function. Other than
last, all previous layers have ReLU as activation function. And we use drop out to
reduce overfitting (Figs. 7 and 8).

4 Result and Discussion

The main objective of this paper was to compare several machine learning techniques.
Specifically, logistic regression, support vector machine, decision tree classifier,
random forest, and artificial neural networks for the early diagnosis of Parkinson’s
disease.
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Fig. 6 a Accuracy graph of all random forest models b Loss versus number of examples curve of
random forest model with log2 number of estimators given to the model. ¢ Loss versus number of
examples curve of random forest model with square root number of estimators given to the model.
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4.1 Logistic Regression

Confusion metric is the metric where all the prediction made by machine learning
models are classified in term of their correctness. y-axis represents the true labels of
the data and x-axis represents the predicted labels of the data (Figs. 9, 10, 11 and
12).

Logistic regression with Newton-cg outperformed all of the versions on both test
and train data with 87% and 89% of accuracy, respectively.

4.2  Support Vector Machine

We have 3 version of SVM and the confusion metrics of first version of SVM are
given below (Figs. 13, 14 and 15)

LinearSVC outperformed all of the versions of SVM on both test and train data
with 90.3% and around 89.73% of accuracy, respectively.
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Table 1 Description of all the features

M. A. Tahir and Z. Farhat

S.no | Name of the feature | Description

1 MDVP:Fo (Hz) Average vocal fundamental frequency

2 MDVP:Fhi (Hz) Maximum vocal fundamental frequency

3 MDVP:Flo (Hz) Minimum vocal fundamental frequency

4 MDVP:Jitter (%) Several measures of variation in fundamental frequency

5 MDVP:Jitter (Abs) Several measures of variation in fundamental frequency

6 MDVP:RAP Several measures of variation in fundamental frequency

7 MDVP:PPQ Several measures of variation in fundamental frequency

8 Jitter:DDP Several measures of variation in fundamental frequency

9 MDVP:Shimmer Several measures of variation in amplitude

10 MDVP:Shimmer (dB) | Several measures of variation in amplitude

11 Shimmer:APQ3 Several measures of variation in amplitude

12 Shimmer:APQ5 Several measures of variation in amplitude

13 MDVP:APQ Several measures of variation in amplitude

14 Shimmer:DDA Several measures of variation in amplitude

15 NHR Two measures of ratio of noise to tonal components in the voice
16 HNR Two measures of ratio of noise to tonal components in the voice
17 RPDE Two nonlinear dynamical complexity measures

18 D2 Two nonlinear dynamical complexity measures

19 DFA Signal fractal scaling exponent

20 Spreadl Three nonlinear measures of fundamental frequency variation
21 Spread2 Three nonlinear measures of fundamental frequency variation
22 PPE Three nonlinear measures of fundamental frequency variation

batch normali
dense_13 (Dense)
batch_normalization
dense_14 (Der

dropout_3 (Dropout)

{None,

{None,

7 (Batch (None,

{None,

{None,

~ Output Shaj
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_6 (Batch (None, 2

128)
128)

64)

Fig. 7 Detail summary of proposed artificial neural networks
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4.3 Decision Tree

We have 3 version of decision tree classifier with different depth, number of leaf
nodes, and maximum features (Figs. 16, 17, 18, 19 and 20).
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Fig. 16 Confusion matrix with depth and number of leaf nodes of 6 and square root of parameters
for a train data b test data
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Fig. 17 Confusion matrix with depth and number of leaf nodes of 3 and log of total parameters for
a train data b test data
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Fig. 18 Confusion matrix with depth and number of leaf nodes of 2 and maximum features of
parameters for a train data b test data
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Fig. 20 Result of decision tree classifiers on a train data b test data

4.4 Random Forest

‘We have 3 version of random forest classifier with different number of estimators
and maximum features (Figs. 21, 22, 23, 24, 25 and 26).
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Fig. 21 First version confusion matrix with number of estimators of 1 max features of square root
of total parameters for a train data b test data
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Fig. 24 Results of random forest classifiers on a train data b test data

4.5 Artificial Neural Network

From Table 2, it can be inferred that the decision tree has the least accuracy while
classifying both the training and testing data and that of 87.17 and 84.61%. The
training data in the decision tree has a precision of 90.09%, while in the testing data,
it is only 81.81%. Moreover, the recall value of the decision tree for the training set
15 92.5% and the recall value of the testing data for all the algorithms beside random
forest is 100%. F1-score of the decision tree has more value in training data than
in testing data, i.e. 91.73% in training data and 90% in testing data. Nevertheless,
the accuracy of logistic regression for the training data is moderately better than
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that of a decision tree that is, of 89.10%, while for the testing data, the accuracy of
logistic regression is the same as of the random forest, i.e. both the model obtained
87.17% accuracies. The precision value of logistic regression for the training data
is 90.58%, and for the testing data, it is 84.37%. The recall value for the logistic
regression of training data is 95.83%. The Fl-score is 93.11% for the training data
and 91.52% for the testing data, making logistic regression a more reliable model
than the decision tree. The accuracy of support vector machine (or SVM solely)
is 90.38% for the training data and 89.74% for the testing data which is a little
more than the previously introduced models. SVM is more precise than both logistic
regression and decision tree producing precision value for the training data equals
92.68% and testing data equals 87.09%. The recall value of training data for SVM
is 95%. The F1-Score for the training and testing data of the SVM is 93.82% and
93.10%, respectively. Random forest’s accuracy for the training data as well as the
testing is 94.23 and 87.17%, sequentially which is more than the previously defined
models for the training data but for testing data, the accuracy of SVM is better
than the random forest. The precision value of the random forest for training data is
96.13%, and for testing data, it equals 92.30%. The recall value is 93.33% for the
training data and 88.88% for the testing data. Random forest having the F1-Score of
96.13 and 90.56% for the training and testing data, respectively, which is the best
F1-Score yet specified in Table 2. However, ANN was able to attain more accuracy
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Table 2 Results from the models

Training data Testing data

Model Accuracy | Precision | Recall | F1-Score | Accuracy | Precision | Recall | F1-Score
Logistic | 89.10 90.58 95.83 |93.11 87.17 84.37 100 91.52

regression
SVM 90.38 92.68 95 93.82 89.74 87.09 100 93.10

Decision | 87.17 90.09 925 |91.73 84.61 81.81 100 90
tree

Random |94.23 96.13 93.33 |96.13 87.17 92.30 88.88 |90.56
forest

ANN 98.07 98.34 99.16 |98.75 92.30 90 100 94.73

for the training as well as testing data than any previously considered models which
are 98.07% and 92.30%, respectively. The precision value of ANN is significantly
more than any model in training data and that of 98.34% but the precision value for
testing data of ANN is 90% which is much better than logistic regression, SVM, and
decision tree but the random forest has more precision in testing data than ANN.
Additionally, the recall value of the ANN model was also noticeably higher in both
training data and testing data than the preceding values, i.e. the recall value for both is
approximately 100%. Finally, the F1-Score of ANN for the training data is 98.75%,
and for the testing, data is 94.73% which is much more for both training and testing
data in the earlier considered models. This shows that in the end, ANN results in
more reliable performance than logistic regression, SVM, decision tree, and random
forest on Parkinson’s disease.

5 Conclusion

The natural development of Parkinson’s disease is vary, although it is frequently
faster in late-onset individuals. Because there are no definitive diagnostic tests for
it, practitioners must have a good understanding of the clinical manifestations of PD
in order to distinguish it from other conditions. Poor assessment of symptoms has
an impact on the cost of care for individuals with the condition in society; devel-
oping integrated techniques to evaluate symptoms will aid in future identification
and implementation of innovative therapeutic approaches.

In this analysis, we used several supervised machine learning approaches and we
found that that artificial neural network outperformed every one of them. This can be
extremely beneficial in areas where there are a limitation of medical institutes and
specific specialists. Each classification algorithm was built and tested using a training
set sample from the data set. Thereafter, on test data, all of the algorithms perform
well, with accuracy ranging from 84 to 93%. However, artificial neural networks
outperformed all other algorithms in the study, with test data accuracy of 92.31%,



68 M. A. Tahir and Z. Farhat

precision of 90%, recall of 100%, and F1-score of 94.73%, and training data accuracy
of 98.07%, precision of 98.34%, recall of 99.16%, and F1-score of 98.75%.

In our opinion, early detection of any illness, not only Parkinson’s, can help
doctors treat patients more effectively. In the case of Parkinson’s disease, this might
be extremely valuable to both physicians and patients.

We only performed on these algorithms, many more complicated neural networks
and other advanced machine learning methods will be available in future, and it is
indeed expected that these additional algorithms will be preferred for constructing a
more exact model for the early detection of Parkinson’s disease.
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Mining Repository for Module Reuse: )
A Machine Learning-Based Approach i

Preeti Malik and Kamika Chaudhary

1 Introduction

The research area of Mining Software Repositories (MSR) concerned with analysing
the data stored in repositories. The purpose of this analysis is to find out interesting
facts about the data, software system, and projects. Component repositories have been
playing a major role in various research areas ranging from software distribution to
development of applications for more than two decades [1]. All real free and open
source software distributions are sorted out around huge repositories of software
components. In this paper, the terms component and module are utilized conversely.
In spite of various phrasings, and a wide assortment of solid organizations, every
one of these archives utilizes metadata that permits recognizing modules, with their
forms and interdependencies. These modules can be reused for the undertakings in
future. Our paper focuses on the issue of reusing appropriate modules.

Software Repositories (SR) built during software evolution have an abundance of
important data with respect to the developmental history of a product venture and
can be utilized by designers to deal with their undertaking [2—4]. Many researchers
have shown the usefulness of software repositories during software development. It
can be used to identify hidden code dependencies suggested by Gall et al. [5], can
assist management in structuring reliable software systems by forecasting bugs and
effort suggested by Graves et al. [6] and Port et al. [7], and can assist developers in
understanding large systems suggested by Chen et al. [8].

Development in various domains has been growing rapidly since the inception
of computers. However, there is no automated repository available with any of the
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biggest software development companies which can ease their software developers
work. Every time one has to rely on digging the brain, hunting through the files on
the computer or hunting through a pool of reports submitted to the end users. A
very tedious task indeed engineers normally design modules which can be reused
in the applications which are developed in a company but they too are not properly
documented if the team breaks. In that case, none of software developer or software
architect would know what the modules were designed for. The authors propose a
machine learning-based approach to facilitate software developers to ease their work.
The proposed model first reads the folders of the developed applications and records
the created files. Same steps will be followed on all the machines of the developers
and data will be collected on the cloud. The raw data will be classified on the basis
of applications and modules which are marked present and absent.

Rest of the paper is organized as follows; Sect. 2 discusses types of software repos-
itories. Section 3 includes existing research done in this field. Section 4 consists of
the proposed approach for creating and mining repository. Section 5 describes a
mathematical model of the proposed approach; the next section shows an experi-
mental set-up then Sect. 7 analyses various algorithms and their accuracy. Section 8
concludes the work.

2 Software Repositories

The SRs are a capacity area kept up on the web or disconnected by a few program-
ming improvement associations where programming bundles, source code, bugs, and
numerous other data identified with programming and their improvement procedure
are kept up. Because of open source, the quantity of these archives and its uses is
expanding at a fast rate. Anybody can separate numerous kinds of information from
here, contemplate them, and can roll out improvements as indicated by their need.

2.1 Historical Repositories

These repositories consist of a heterogeneous and enormous measure of program-
ming building information created between significant lots of time. These are called
Source Control Repositories (SCR). SCR documents the advancement history of an
undertaking. These stores record every one of the progressions done in the source
code and its metadata about each change amid upkeep, e.g. engineer name that
rolled out the improvement, the moment at which modification was done and a small
message depicting the expectation of progress, and the progressions performed. The
most regularly accessible, available, and utilized archives for programming ventures
are source control vaults. Some generally utilized source control stores are perforce,
clear case, concurrent versions system, subversion, and so on.
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2.2 Run Time Repositories

The storehouses consist of identified data with the execution and the use of an appli-
cation at a solitary or numerous diverse sending site, for example, arrangement logs,
deployment logs (DL). Programming arrangement is entire arrangements of exercises
that make a product item accessible for utilizing [9]. These exercises can happen at
the maker or buyer or the two sides. The data identified with the execution of a
specific arrangement of a product venture or heterogeneous organizations of similar
activities is recorded in this kind of stores [10].

2.3 Code Repositories

CR storehouses are kept up by the gathering of the source code of countless tasks.
Some of the examples of CR are Sourceforge.net, GitHub, and Google code.

3 Related Work

Designers can use previously mentioned archives by applying mining strategies to
them to computerize and enhance the extraction of data to pick up learning to a deal
with their activities. Mining programming archives are another rising field and spot-
light on extricating of both basic and important data with respect to programming
qualities from heterogeneous surviving programming storehouses [11, 12]. These
kinds of archives are mined to separate the concealed actualities by various bene-
factors with respect to achieving the diverse targets. The utilization of information
mining is increasing constant fame in programming designing situations because of
agreeable outcomes since a decade ago [13, 14] and its application incorporate zone
as bugs forecast [15], Co-advancement of generation and test code [16], affect inves-
tigation [17], exertion expectation [18, 19], similitude examination [20], forecast of
programming structural change [21], programming knowledge [10], likewise used
to diminish complexities in Global Software Development [22], and some more.

Poncin [23] first utilized process mining to find process delineates consolidating
occasions from various stores. Sunindyo [24] dissected bug revealing arrangement
of Red Hat Enterprise constrained and performed conformance checking for process
change. Gupta and Surekha [25] mined the bug report history of open source venture,
for example, Firefox and Mozilla to consider process wasteful aspects. Gupta et al.
[26] investigated different storehouses, for example, ITS, peer code survey subsystem
and variant control subsystem to enhance programming imperfection determination
process. So also, an examination was led by Zimmermann et al. [27] on Windows
working framework to arrange likely explanations of revived bugs.
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Ganesha et al. [28] proposed an approach for source code mining. The key
thought is to investigate the mining undertaking to distinguish and expel the unim-
portant segments of the source code, preceding running the mining errand. Creators
accomplish all things considered a 40% decrease in the assignment calculation time.

Corbellini et al. [29] examine a way to deal with find programming web benefits
that work on diagrams with client benefit connections and utilize lightweight topolog-
ical measurements to survey benefit similitude. At that point, "socially"” comparable
administrations, which are resolved abusing express connections and mining under-
stood connections in the chart, are grouped by means of model-based bunching to at
last guide revelation.

Tiwari et al. [30] proposed a stage called Canodia for building and sharing MSR
devices. Candoia stage gives information extraction devices to curating custom data
sets for client undertakings, and information deliberations for empowering uniform
access to MSR curios from dissimilar sources, which makes applications versatile and
adoptable crosswise over assorted programming venture settings of MSR analysts
and specialists.

4 Methodology

Some product designing examinations target hundreds or thousands of activities in
their assessments [31-33]. For these examinations, projects can be chosen exclu-
sively based on meta-information and straightforward measurements, for example,
the programming dialect utilized. A variety of tools exist to assist scientists with
choosing projects in this way. The proposed approach makes use of prediction
modelling algorithm to identify the modules that already exist and the developer can
reuse them. This process saves the time and cost of the development. The proposed
approach consists of three phases; creation of repository, train and test the system
and last phase is to predict module using prediction algorithms (Fig. 1).

Repository Creation: Proposed approach starts by importing the existing projects
and their meta-data. In this step, a log file is created for each existing project. This
log file contains project structure and various metrics. Mining algorithms then scan
the log file and identify the modules from project meta-data (Fig. 2).

The output of the first phase is a repository file. From this repository file, we have
created a module matrix. Suppose we have n projects in a repository. Each project
has a structure and log in repository. Each column in module matrix is corresponding
to a project and each row is corresponding to a module if ith module is present in jth
project then place 1 in ijth cell otherwise a O value is placed in that cell. In this way,
we have created a module matrix of 14*21 dimensions.

Train and Test: The data we get from first phase is used for training and testing.
70% is used for training and 30% is used for testing the algorithm.

Prediction Phase: This phase starts with an input of a new requirement or new
project meta-data. It then reads this project meta-data and performs prediction on
the received output and suggests the module required for the new project and the old
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Fig. 1 Proposed approach

Steps in Repository Creation

Step 1: Start.
Step 2: Import meta-data for the existing projects and create log file.
Step 3: Identify the modules in each project using mining algorithm.
Step 4: Create a module matrix of dimension m*n
Step 4.1. if i module is present in j™ project then
place 1 in ijt cell

Step 4.2: else
Place a 0 value in ij* cell
Step 5: Stop.

Fig. 2 Repository creation phase

project where it is located in the repository. The proposed process is depicted below
in the form algorithm (Fig. 3).

Steps in Prediction

Step 1: Start.

Step 2: Get a new requirement.

Step 3: Get the proposed meta-data and assign 1 to the modules required.
Step 4: Train and test using prediction algorithms on the model.

Step 5: Perform prediction on the input using the received output.
Step 6: Stop.

Fig. 3 Prediction phase
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5 Mathematical Model

VP, = Zmodulei (1)

i=1
Here, V P, is the project repository module; which is the modules in a project
{module;} =m € P 2)
Here, m is the module in the Project P module; which is the modules
{module,} = ML(m,VP,) 3)

Here, m is the module in the Project P module, which is the modules predicted after
applying machine learning algorithm.

6 Experimental Set-Up

In our experiments, the forecast calculation is to recognize wrong and right program-
ming modules. Keeping in mind the end goal to do as such, we have made a 70% or
30% stratified split up of the first data sets into preparing and test data sets. Since the
data sets utilized are generally substantial, early ceasing can be connected. Approval
data sets are then required, and accordingly, one third of the preparation data sets is
separate for validation purposes. To compare the results, state-of-the-art classification
techniques K-nearest neighbour (KNN), logistic regression (LR), linear discriminant
analysis (LDA), decision tree classifier (DTC), support vector machine (SVM), Naive
Bayes (NB), and random forest (RF) are implemented in Python language. Following
Fig. 4 shows mean, standard deviation, and min parameters.

Figure 5 shows the output received after applying predictive modelling to the data
set. It has been observed that the modules required for a project, if present in another
module are displayed. As known to all, admin is the most common module in many
projects. In the proposed algorithm, if a module is found in more than one projects,
then the most suitable module is predicted base on the feature match.

The training set contains the modules with their project names and testing set
is the set of modules required for new projects. It is observed that if a required
module is present in any of the project already done by the company, it is predicted
by the algorithm. Health monitoring has modules like online query, FAQ, online
Form which are required for Online_Medical_Assitant and Job_Assistant. Similarly,
Online_Course and Online_Booking have modules Admin, Reports, FAQ, Query,
Online Application which are required for Speedway and Job_ Assitant projects taken
up by the company.
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Fig. 5 Output of prediction algorithm

7 Performance Analysis

The performance of the proposed approach is evaluated by using the following statis-
tical measures. The True Positive (TP) denotes the correctly identified module; P indi-
cates the total identified modules. The positive (P) can also be calculated as the sum
of True Positive (TP) and False Negative (FN). False Negative can be defined as an
incorrectly identified module. Using the above-mentioned parameters, the Sensitivity
can be evaluated as mentioned in Eq. (4). True Positive Rate (TPR) or Sensitivity is
described as the ratio of the identified True Positive legal words and can be evaluated
as:

TPR = TP/P = TP/(TP + EN) 4)
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True Negative Rate (TNR) or Specificity is described as the ratio of the true
negatives modules and is described in Eq. (5):

TNR = TN/N = TN/(TN + FP) (5)

where TN denotes True Negatives means correctly rejected modules, N indicates
total rejected negative modules and can be calculated as the sum of TN and FP,
FP represents False Positive that is incorrectly rejected modules. Using the above-
calculated parameters, accuracy can be evaluated using the formula in Eq. (6):

Acc = (TP + TN)/(TP + FP + TN + FN) (6)

To additionally assess the execution of the proposed approach, the review and
exactness is likewise ascertained. Precision is the level of the recovered records
which are really pertinent to the query, recall is the level of the important reports that
are actually recovered [34-35]. Recall and precision are calculated using Eqs. (7) and

(8):

Precision = TP/(TP + FP) 7

Recall = TP/(TP + FN) (8)

The F1-score can be deciphered as a weighted normal of the precision and recall,
where a F1-score achieves its best an incentive even from a pessimistic standpoint
score at 0. The formula for the F1-score is given in Eq. (9) (Table 1).

F1 = 2*(precision*recall) /(precision + recall) )

The process discussed above is applied by using the above-mentioned prediction
algorithms. Following Fig. 6 presents the accuracy of each algorithm. RF algorithm
gives most accurate results.

8 Conclusion

Reusability is a very good concept while developing software from the scratch.
Software repositories can ease the work of development by reusability. Every time
one has not to rely on digging the brain, hunting through the files on the computer
or hunting through a pool of reports submitted to the end users. A very tedious task
indeed, engineers normally design modules which can be reused in the applications
which are developed in a company but they too are not properly documented if the
team breaks no one would know what the modules were designed for. This paper
proposed an approach to provide a solution to this problem. The approach moves
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Table 1 Precision, recall, Fl-score, and support for random forest algorithm
Precision Recall Fl1-score Support
Employee_Managment 1.00 1.00 1.00 1
Health_Management 0.50 0.50 0.50 2
Hotel_Booking 1.00 1.00 1.00 2
Inventory 1.00 1.00 1.00 1
Library_Management 1.00 1.00 1.00 4
Online_Toll 1.00 1.00 1.00 3
Online_Training 0.00 0.00 0.00 2
Placement_assitant 0.50 0.33 0.40 3
Real_Estate_Management 1.00 1.00 1.00 3
Student_Management 1.00 1.00 1.00 3
avg / total 0.81 0.79 0.80 24
Fig. 6 Accuracy of different Accuracy
prediction algorithm 120 u Accuracy
100
80
60 -
40 -
20 +
0 -
KNN LR LDA DTC SVM NB RF

in three phases; repository creation phase, training and testing phase, and prediction
phase. This approach gives you the existing project in which one of the modules of
a new project can be found. Hence, developer doesn’t need re-develop that module.
The work has been tested on various machine learning techniques and it has been
found that random forest worked better than SVM, and Naive Bayes algorithms.
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1 Introduction

In today’s world, data is growing day by day with the advent of information tech-
nology. To manage and analyse this data, there is need of data mining techniques.
Data mining is a technique to detect patterns or rules from the huge volume of data,
which is helpful in decision making in various businesses. There are various types
of data mining techniques like association rule mining, sequence mining, temporal
association rule mining, utility mining, etc. Association rule mining is used to retrieve
association rules based on support and confidence, but considering this technique,
we cannot retrieve rules based on the utility of items. To cope up, with this problem,
high utility mining comes into focus. High utility mining is a technique to retrieve
the item-sets with high profits. Two-phase algorithm was the first algorithm that
applies transaction weighted utilization for mining processes. But this algorithm
was suitable for static database and is not able to handle dynamic database. Later on,
incremental high utility pattern mining algorithm is proposed for handling dynamic
databases. However, this method requires a lot of database scans and operations.
Later on, some additional high utility mining algorithms were proposed to scan the
complete database only in a single scan, but it also consumes high computational time.
Many algorithms were proposed like efficient high utility item-set mining (EFIM),
UP-Growth, and HUI-Miner to mine high utility item-sets. However, all these algo-
rithms did not considers that low-frequency items can also be profitable. Moreover,
above algorithms does not considers factors like discounts also. For example, in a
restaurant, food items like pizza or pasta might earn high profit, but also sells other
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items like beverages (Coke or Pepsi), which have comparatively less profit. So if we
merge items like pasta or pizza having high utility (less frequency) with less profit
items like Pepsi or Coke (high frequency), we can increase the utility of the transac-
tion by giving some discount offers on Pepsi or Coke. For effective decision making,
there is a need of algorithm that can consider both high-frequency and low-frequency
items considering discount also as a factor along with less computational time.

In this paper, we suggested an algorithm that is a combination of low frequent
item-sets and high frequent item-sets considering factors like discount and frequency
patterns. Moreover, a numerical example is used to clarify the given method. Exper-
iments on real world data sets were conducted to explain the utility of the proposed
work.

2 Related Research

When transaction database was updated dynamically, it is difficult to work with static
algorithms. To overcome this problem, an algorithm was proposed to mine associ-
ation rules from dynamic databases [1]. Most of the algorithms focus on mining
frequent item-set, but in real world, there are items which are not frequent, also
add to the profit for the business. So, an algorithm was proposed to find infrequent
items that play a significance role in business [2]. To add feature of privacy and
efficiency to mine, association rules were proposed [3]. The main limitation of
above proposed algorithms is that they did not take into concern about quantita-
tive attributes while mining association rules. An algorithm based on quantitative
approach to mine association rules was proposed which have a great significance.
Further, an algorithm was proposed to distinguish between useless rules and losing
useful rules including negative items [4]. Further, to mine meta-association rules
considering dynamic transaction databases have been proposed using AR-Markov
model. Several researchers work to mine association based on level-wise hierarchy.
This mining helps to mine items according to brand, category, and items. Supports are
used, i.e. different support at each level. Further, distributed data mining is very inter-
esting technique in which rules are discovered over items that are located across the
network. An algorithm was proposed for finding rare association rules in distributed
environment. It used utilizing measurement percentile to create different minimum
supports to mine uncommon association rules. This method finds association rules
at very low cost. High utility item mining is an emerging technique to find patterns
having a high importance in databases [5]. There are certain extensions of HUIM
algorithms. In this way, the uncommon item issue happens, which is that couples
of patterns are discovered containing less frequent or productive items with other
more frequent or beneficial items. By letting the user set an alternate threshold for
every item, this issue can be remove. Moreover, a quantitative approach was applied
to mine frequent high utility item-sets [6, 6]. Many algorithms have been proposed
to see HUIs considering situations when transaction database is updated [8, 9]. Still
researchers are working to improve efficiency of these algorithms.
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3 Proposed Work

The algorithm consists of four steps:

Step 1: Derive candidate 1-item-sets from transaction database. Also, calculate their
frequency and utility values.

Step 2:  Generate k-item-sets by using FP tree method. Now, classify these item-sets
as high-frequency or low-frequency item-sets dependent on the frequency
value min_supp of k —item-sets.

Step 3: Now classify item-sets got from step 2 as (i) high-frequency high utility
item-sets (HFHU) (ii) high-frequency low utility item-sets (HFLU) (iii)
low-frequency high utility item-sets (LFHU) (iv) low-frequency low utility
item-sets (LFLU).

Step 4: Lastly, derive the association rules for the different combinations of above
item-sets using the Confidence min_conf measure.

Definition: If the frequency of an item-set is greater than or equal to minimum
support, itis considered as high-frequency item-set and if the frequency of an item-set
is less than minimum support, it is considered as low-frequency item-set.

Definition: Utility of each item-set can be calculated using formula:

Utility(Cg) = Z Frequency i; x Utility i;

Definition: HFHU item-set is the item-set whose utility of a high-frequency item-
set is greater than or equal to minimum utility.

Definition: HFLU item-set is the item-set whose utility of a high-frequency item-
set is less than minimum utility.

Definition: LFHU item-set is the item-set whose utility of a low-frequency item-set
is greater than or equal to minimum utility.

Definition: LFLU item-set is the item-set whose utility of a low-frequency item-set
is less than minimum utility.

4 Numerical Example

Tablel gives sample transaction database containing items with their respective profit
values.

Table 1 Transaction

T i It Utilit
database with profit values ransaction ems ility
T10 P,Q,R 332
T20 PR.S 438
T30 PQ.RT 6,2,4,10
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Table 2 Frequent item-sets

(min_support> = 0.50) Item-set Support
P) 1.0
Q) 0.66
R) 1.0
P, Q 0.66
(P,R) 1.0
Q. R) 0.66
(P,Q,R) 0.66

Suppose minimum support (min_support) is 0.50, frequent item-sets have been
found using FP tree following the condition support value >= 0.50 as given in Table
2. The item-sets which are having support value less than 0.50 is given in Table 3.

The proposed algorithm gives four different types of item-sets. Using frequent
and less frequent item-sets, utility values are calculated. Suppose minimum utility
(min_utility) is 18. The item-sets having utility value >= min_utility are high utility
item-sets and remaining item-sets are low utility item-sets. Using Tables 2 and 3 and
high utility and low utility item-sets, four different types of item-sets are generated
which are high-frequency high utility (HFHU) item-sets, high-frequency low utility
(HFLU) item-sets, low-frequency high utility (LFHU) item-sets, low-frequency low
utility (LFLU) item-sets as given in Tables 4, 5, 6 and 7, respectively.

Table 3 Less frequent

item-sets (min_support < Item-set Support

0.50) (S) 0.33
(T) 0.33
P, S) 0.33
(P, T) 0.33
Q,T) 0.33
R.S) 033
R, T) 0.33
(PR, S) 0.33
P, Q,T) 0.33
(Q.RT) 0.33
(PQ,R,T) 0.33

Table 4 HFHU item-sets Ttem-set Utility
(P,R) 22
(P, Q,R) 20
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Table 5 HFLU item-sets Ttem-set Utility
P 13
Q 5
R 9
P, Q) 14
(Q.R) 11
Table 6 LFHU item-sets Ttem-set Utility
(P,Q,T) 18
(PQR, T) 22
Table 7 LFLU item-sets Ttem-set Utility
S 8
T 10
(P, S) 12
(P, T) 16
Q.1 12
(R, S) 11
R, T) 14
(P,R,S) 15
(Q,R,T) 16

Hence, first phase of algorithm is completed. Now in second phase, four types of
association rules are generated using item-sets from phase 1 as shown below. Assume
that confidence is 30%.

(1) LFLU =» HFHU: According to this rule, profit and selling count of LFLU item-
sets can be increased if such item-sets will be combined with HFHU item-sets
as shown in Table 8. More offers can be given to increase sell of LFLU items
like discounts and buy one get one offer on HFHU item-sets.

(2) LFHU =» HFHU: According to this rule, selling count of LFHU item-sets can
be increased if such item-sets will be combined with HFHU item-sets as given in
Table 9. More offers can be given to increase sell of LFHU items like discounts
and buy one get one offer on HFHU item-sets.

Table 8 Association rules

for LELUHFHU ssociation rule Confidence

(PR)™> (PR,S) 33.33
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Table 9 Association rules
for LFHU=>HFHU

Table 10 Association rules
for LFHU=>HFLU

Table 11 Association rules
for LFLU=>HFLU

R. Agarwal et al.

Association rule Confidence
(PR)?> (PQR,T) 33.33
(P.Q.R)2> (PQR,T) 50.00
Association rule Confidence
P> (P,Q,T) 33.33

P> (PQR,T) 3333
Q2P Q) 50
Q2>((P.QR,T) 50
R2(PQ.R,T) 33.33
(P.Q)>(PQ,T) 50
(P,Q>(PQ.R,T) 50
(QR)>(PQR,T) 50
Association rule Confidence
P> (P, S) 33.33
P>(®P T) 33.33
P2>((P,R,S) 33.33
Q2WQ. D 50
Q2(Q.R,T) 50
R2R,S) 3333
R>(R, T) 33.33

R (PR,S) 33.33
R2@Q.R,T) 33.33
(Q,R)=2 (Q.R,T) 50

(3) LFHU =» HFLU: According to this rule, selling count of LFHU item-sets and
profit of HFLU item-sets can be increased if LFHU item-sets will be combined
with HFLU item-sets as given in Table 10. More offers can be given to increase
sell of LFHU items and profit of HFLU items like discounts and buy one get
one offer on HFLU item-sets.

(4) LFLU =» HFLU: According to this rule, profit of both item-sets and selling
count of LFLU item-sets can be increased if LFLU item-sets will be combined
with HFLU item-sets as given in Table 11. More offers can be given to increase
utility of LFLU and HFLU items like discounts and buy one get one offer on
HFLU item-sets (Table 12).
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Table 12 Number of rules Database Number of rules
for assumed database
LFLU=>HFHU 1
LFHU=>HFHU 2
LFHU=>HFLU 8
LFLU=>HFLU 10

5 Experimental Analysis with Large Data Sets

There are four types of item-set, viz. HFHU item-set, HFLU item-set, LFHU item-set,
and LFLU item-set. We perform various investigations to discover the association
rules for the distinctive combinations of item-sets created utilizing the proposed
technique. We perform experiment on a large data set of a retail store. There is
no pruning criterion in whole process of generation of low-frequency and high-
frequency item-sets, as we use FP growth algorithm. Hence, here low support and
low utility threshold value is used to prune certain item-sets based on their less
frequency of occurrence. Here, we use 1000, 2000 and 5000 transactions with 10
items per transaction. We compare both methods of Apriori algorithm and FP growth
implementation of proposed approach. We find that our method is more efficient than
Apriori implementation. Moreover, our method provides more useful association
rules considering both low-frequency and high-frequency item-sets. The proposed
method also takes less time to find desired association rules as compared to other
methods. Figure 1 shows the comparison of our proposed method implementation
and Apriori implementation.

Fig. 1 Experimental result Retail Dataset

on retail store data set 700 { ~®~ Aprion A

®- FP-Growth v
600 4 P

500
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o
\

00 1
200
B
100 { o-=-®
0 & ® * o
1000 2000 3000 4000 5000

Number of Transactions
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6 Conclusion and Future Scope

HUIM is a data mining technique that returns high profit when sold together or alone
that encounters a user-specified minimum utility threshold. There are certain limita-
tion of frequent pattern mining like quantity of items purchased, importance of items,
discounts on items and frequency of occurrence of items, not taken into consideration
while designing business strategies. To remove this problem, this paper suggests a
method for mining association rules based on combination of low-frequency item-
sets with high-frequency item-sets considering different factors like discounts and
frequency patterns. Experimental experiments on real world data sets have been done
to prove that different types of association rules derived considering above factors
are important for decision making. Moreover, a numerical example is devised to
explain the proposed model. In future, advanced algorithms can be used to calculate
the utility item-sets with less time and without candidate item-set generation.
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Forecasting Floods in the River Basins )
of Odisha Using Machine Learning ek

Vikas Mittal, T. V. Vijay Kumar, and Aayush Goel

1 Introduction

During past five decades, significant increase in the number of natural hazards has
been observed. Among these natural hazards, floods occurred more frequently and
affected large number of population in the world [39]. India, with more than twelve
percent of its land area susceptible to floods, is the second largest flood affected
country in the world. More than one lakh people have died, and economic losses of
347 thousand crore rupees have been reported by Central Water Commission (CWC)
from 1953 to 2016 due to floods [6]. Further, malnutrition and stunted growth among
children have also been observed as an after effect of floods [25, 38, 39]. Therefore,
efficient flood mitigation strategies are required to extenuate the losses due to floods.
The objective of flood mitigation strategies is to take structural and non-structural
measures [24] wherein construction of dikes and dams on the river can be carried
out as a part of structural measures, and designing of early warning systems (EWSs)
and defining land use policies can be carried out as non-structural measures. Primary
objective of the EWS is to forecast floods and issue early warnings to the vulnerable
community. Early flood forecasting and related warnings to the various stakeholders
can give them sufficient time to execute the preparedness plans. Machine learning
(ML), a branch of artificial intelligence (AI), can be used to design such flood fore-
casting systems. Supervised machine learning techniques can be used to train learning
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models considering past flood’s data. In this paper, historical meteorological data of
ten flood affected districts of Odisha, India for the period (1991-2002) obtained
from the Climatic Research Unit, University of East Anglia [1, 19] have been used
to design such ML-based flood forecasting models. Classification-based ML tech-
niques, viz., artificial neural network (ANN) [11], k-nearest neighbor (KNN) [12,
16], logistic regression (LR) [5, 28], Naive Bayes (NVB) [29], support vector machine
(SVM) [9, 40], and random forest (RF) [3, 4] classifiers have been applied on this
flood data for designing flood forecasting models.

This paper is organized as follows: An overview of the flood forecasting models
and related work are presented in Sect. 2. ML-based flood forecasting models are
discussed in Sect. 3. Section 4 is experimental results discussing the comparison of
the ML-based flood forecasting models on various performance metrics. Section 5 is
the conclusion.

2 Related Work

Flood forecasting (FF) models are classified into three major categories: phys-
ical models, conceptual models, and data-driven models [8, 14, 34]. Physical and
conceptual models are traditionally used for forecasting floods. Physical models
use hydrological equations that characterize physical properties of the catchment
area and require parameters related to river geometry, channel roughness, etc., to
predict water levels of the river [26]. Conceptual models use calibration of model
parameters that requires large amount of hydrological and meteorological data for
forecasting floods. However, calibration is a complex process, and its interpreta-
tion requires domain expertise [26]. In order to forecast floods, data-driven flood
forecasting models apply ML techniques on historical data related to floods. ML
techniques establish a relationship between parameters and identify the patterns in
the data. Therefore, ML-based data-driven models are less complex and are widely
used for forecasting floods [10, 18, 20, 22, 26, 31, 36, 37].

In [10, 26, 36], a three layer ANN model is proposed for forecasting floods in
three different regions in India. In [10], a backpropagation ANN model predicts
hourly runoff for Govindpur basin on Brahmani River in Odisha, India. In [26], feed
forward neural network (FFANN) model forecasts floods in Kushabhadra branch of
the Mahanadi delta in Odisha, India, with a lead time of up to 5 h. In [36], FFANN
model forecast floods in the Bhasta River, Maharashtra, India, with a lead time of
up to 3 h. In [18], modified Takagi Sugeno (7-S) fuzzy inference system (FIS) [35]
forecasts rare and frequent flood conditions in upper Narmada basin with lead times of
up to 6 h. In [22], an adaptive neurofuzzy inference system (ANFIS) forecasts floods
in the Kolar basin, Madhya Pradesh, India. The proposed ANFIS model combined
the features of fuzzy inference system (FIS) and the neural networks. The combined
model was shown to perform comparatively better for larger lead time [21]. In [31,
37], wavelet transform was used to decompose the time series data to form sub-
components. Further, in [31], ANN model, optimized using genetic algorithm, was
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Fig. 1 River Basins in Odisha (Source https:/gisodisha.nic.in)'

used to forecast floods in Kosi and Gandak rivers of Bihar, India, with a lead time
of up to 24 h. In [37], sub-components obtained using wavelet transform were re-
sampled using bootstrapping. Further, ANN model was trained using re-sampled
sub-components to forecast floods in Mahanadi river basin, Maharashtra, India with
a lead time of up to 10 h. In [20], SVM model used meteorological parameters for
forecasting floods in urban areas with a lead time of up to 48 h.

Lead time of flood forecasting models discussed above ranges between 1 and
48 h, which is inadequate for effective and efficient mitigation strategies. This paper
attempts to address this by focusing on designing ML-based flood forecasting models,
based on monthly mean of meteorological parameters, having larger lead time.

3 ML-Based Flood Forecasting Model

Odisha s a state located in the east coast of India. The state has 482 km-long coastline
which makes the state vulnerable to frequent floods, cyclones, and tsunamis [7].
The state is also drained by eleven major rivers, namely Mahanadi, Brahamani, and
Baitarani, etc. River basins of these rivers are shown in Fig. 1.

! Disclaimer: The presentation of material and details in maps used in this chapter does not imply
the expression of any opinion whatsoever on the part of the Publisher or Author concerning the
legal status of any country, area or territory or of its authorities, or concerning the delimitation of its
borders. The depiction and use of boundaries, geographic names and related data shown on maps
and included in lists, tables, documents, and databases in this chapter are not warranted to be error
free nor do they necessarily imply official endorsement or acceptance by the Publisher or Author.
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Fig. 2 District-wise distribution of floods in Odisha (1991-2002) [7]

Heavy rainfall during the monsoon period usually causes flood or flood like condi-
tions in almost all the river basins and delta areas in the state. Typhoons and cyclones
in the coastal areas of Odisha are also reasons for floods in the state. High tides
during the monsoon period also poses a threat of floods in flat coastal areas with
poor drainage system. Three major rivers, viz., Mahanadi, Brahamani, and Baitarani
rivers constitute a catchment area of more than one lakh square kilometers, which is
more than 65% of the total area of the Odisha state, and flood in these river basins
affects 72% of the total population of the state. These rivers also form a common
delta where flood water interlace and brings about disruption. The ten most flood
affected districts in Odisha are Balasore, Bhadrak, Cuttack, Jagatsinghapur, Jajpur,
Kendrapara, Puri, Koraput, Kalahandi, and Sambalpur [7]. The flood occurrences in
these districts are shown in Fig. 2 [7].

The flood data of these districts have been considered for designing ML-based
flood forecasting models. Historical flood data comprise of seven meteorological
parameters, viz., precipitation, temperature, evapotranspiration, crop evapotranspi-
ration, cloud cover, wet day frequency, and vapor pressure of these flood affected
districts have been obtained from Climatic Research Unit, University of East Anglia
[1, 19] and labeled using flood information available at state’s disaster management
portal (https://dowrodisha.gov.in). Meteorological data for the period 1991-2002
have been obtained for designing flood forecasting models. There are total 1440 data
instances in the labeled dataset out of which 155 instances are flood instances. Mete-
orological parameters in the dataset have values in varying ranges which might affect
the classification performance of the ML model [32]. In the proposed methodology,
the values of the meteorological parameters are normalized using min—max scaler
[5], as defined below:

X - Xmin

X =
Xmax - Xmin
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where Xax and Xy, denote the maximum and minimum values, respectively, of the
parameter (X). The value of X varies between 0 and 1.

Classification-based ML techniques, viz., artificial neural network (ANN) [11],
k-nearest neighbor (KNN) [12, 16], logistic regression (LR) [5, 28], Naive Bayes
(NB) [29], support vector machine (SVM) [9, 40], and random forest (RF) [3, 4]
classifiers have been used to design flood forecasting models that use the normalized
flood forecasting dataset. These models are briefly discussed below:

Logistic Regression (LR): Logistic regression uses a logistic function to classify
data points into different classes [5, 28]. The logistic function Ly(X) is a sigmoid
function which is defined as: Ly(X) = sigmoid(Z), where Z is a linear function of
input features X and is defined as: Z = By + X, where By is the intercept and 8;
is the weight.

Support Vector Machine (SVM): SVM creates a hyperplane to classify data
points into different classes [9, 40]. The objective of the SVM classifier is to choose
a hyperplane that has maximum distance from the data points in a N-dimensional
space in order to distinctly classify the data points.

k-Nearest Neighbors (KNN): KNN classification technique uses plurality of vote
from k-nearest neighbors of a data point in order to decide its class [12, 16]. Different
distance measures like Euclidean distance, Manhattan distance, etc., are used to find
the nearest neighbors.

Naive Bayes (VB): Assuming that attributes or parameters in the dataset are
independent of each other, Naive Bayes (NB) classifier uses Bayes theorem for
classification of data points into discrete classes [29].

Random Forest (RF): Random forest is an ensemble classifier which uses
multiple decision trees to classify a data point. Each decision tree in the forest
classifies and votes for the output class for the given data point [3, 4].

Artificial Neural Network (ANN): ANN is a classification technique, which
comprises a network of computational nodes called neurons [11]. Each node in
the network is connected with the other node in the network through synapses.
Each connection/synapse in the network has a weight, which is optimized using the
backpropagation algorithm.

The performance of the abovementioned ML models is compared on various
performance metrics such as accuracy, precision, recall, F-measure, and AUC-ROC.
These comparisons are discussed as part of experimental results.

4 Experimental Results

The abovementioned ML classification techniques: ANN, KNN, LR, NB, SVM, and
RE were applied on the normalized flood forecasting (FF) dataset discussed in
Sect. 3. The details of the experimental setup and simulations are given in Table 1.

For each ML model, fivefold cross-validation [2] has been used to obtain the exper-
imental results. True positives (TP), false positives (FP), false negatives (FN), and
true negatives (TN) [17] have been used to compute the value of performance metrics
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Table 1 Experimental setup

Operating system Windows 10

Processor Intel i7@2.80 GHz

RAM 16 GB

Tool Python 3.7.7

Features Monthly average of precipitation, Vapor pressure,

Temperature, Wet day frequency, Evapotranspiration, Crop
evapotranspiration and Cloud cover

Number of folds 5
Learning rate in ANN 0.05
Number of decision trees in RF | 20
Value of & in k-NN 5

such as accuracy, precision, recall, F-measure, and AUC-ROC values, across all folds.
The comparison of ML models for flood forecasting (FF): ANN_FF, KNN_FF,
LR_FF, NB_FF, RF_FF and SVM_FF, based on afore-mentioned performance
metrics, is discussed below:

Accuracy: Accuracy is computed as [17]:

TP+TN

Accuracy =
Y= TP+IN+FP+FN

Mean accuracy and standard deviation across all folds of the abovementioned ML
models is given in Table 2. It can be noted from Table 2 that mean accuracy of all the
models ranges between 0.794 and 0.905. The RF_FF model has the highest mean
accuracy while the NB_FF model has the least mean accuracy. Mean accuracy of
RF_FF and KNN_FF models is very close, but standard deviation of RF_FF model
is less. Further, SD value was zero in the case of ANN_FF and SVM_FF models,
i.e., no variation in the accuracy among all folds was observed for ANN_FF and
SVM_FF models. Thus, RF_FF model can be considered for forecasting floods in
case when accuracy is the key performance metric.

Precision: Precision is computed as [17]:

]T;Lb—llfazedA; ;’urrr?g(}i,e(l)sf o Model Accuracy
Mean SD
ANN_FF 0.892 0
KNN_FF 0.903 0.012
LR_FF 0.885 0.003
NB_FF 0.794 0.031
RF_FF 0.905 0.004
SVM_FF 0.892 0
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Table 3 Precision of all ..
Model Precision
ML-based FF models
Mean SD
ANN_FF 0 0
KNN_FF 0.571 0.075
LR_FF 0.263 0.14
NB_FF 0.319 0.038
RF_FF 0.65 0.063
SVM_FF 0 0
.. TP
Precision = ———
TP+ FP

Mean precision and standard deviation across all folds of the abovementioned
ML models is given in Table 3. It can be noted from Table 3 that the mean precision
value of the RF_FF model is highest among all ML models. However, mean precision
value of the ANN_FF and SVM_FF models is lowest (zero) among all ML models. SD
value for NB_FF model is the lowest among KNN_FF, LR_FF, NB_FF, and RF_FF
models. SD value of RF_FF is not high. Thus, RF_FF model can be considered for
forecasting floods in case when precision is the key performance metric.

Recall: Recall is computed as [17]:

TP

Recall = ——
TP+ FN

Mean recall and standard deviation across all folds of the abovementioned ML
models is given in Table 4. It can be noted from Table 4 that the mean recall value
of the NB_FF model is the highest among all the ML models, and mean recall value
of ANN_FF and SVM_FF model is observed the lowest (zero) among all the ML
models. Further, the standard deviation of the NB_FF models is not high. Thus,
NB_FF model can be considered for forecasting floods in case when recall is the key
performance metric.

ML bosed FF models Model
Mean SD

ANN_FF 0 0
KNN_FF 0.452 0.046
LR_FF 0.058 0.043
NB_FF 0.768 0.055
RF_FF 0.29 0.114
SVM_FF 0 0
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R e
Mean SD
ANN_FF 0 0
KNN_FF 0.502 0.049
LR FF 0.092 0.062
NB_FF 0.448 0.033
RF_FF 0.381 0.115
SVM_FF 0 0

As observed above, the mean accuracy of all the models is comparable except
NB_FF model which has lowest mean accuracy value. RF_FF model has obtained
highest mean precision value, but its mean recall value is low. NB_FF model has
obtained highest mean recall value, but its mean precision value is low. Therefore,
F-measure and AUC-ROC have been used to evaluate and compare the performance
of the ML models.

F-measure: F-measure is computed as [17]:

2 x Precision x Recall

F — Measure = —
Precision + Recall

Mean F-measure values of all models are given in Table 5. It can be noted from
Table 5 that the mean F-measure value of KNN_FF model is the highest among
all ML models. Both SVM_FF and ANN_FF models have obtained lowest mean
F-measure values because of lowest mean precision and mean recall values. Among
KNN_FF,LR_FF,NB_FE and RF_FF models, mean F-measure of LR_FF models
is lowest. Further, KNN_FF model has better SD when compared with that of LR_FF
and RF_FF models. Thus, KNN_FF model can be considered for forecasting floods
in case when F-measure is the key performance metric.

AUC-ROC: AUC-ROC is the area under the ROC curve plotted between true-
positive rate (TPR) and false-positive rate (FPR), where TPR and FPR are defined
as [17]:

TP
TPR= ——
TP+ FN

FP
FPR= ——
FP+TN

To assess the overall performance of the ML models across various thresholds,
the AUC-ROC has been computed as shown in Table 6. It can be noted from Table 6
that RF_FF model has the highest mean AUC-ROC value while KNN_FF model has
the least mean AUC-ROC value among all ML models. Further, standard deviation of
RF_FF models is better than standard deviation of KNN_FF model. Thus, RF_FF
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Mean SD
ANN_FF 0.895 0.016
KNN_FF 0.882 0.029
LR FF 0.893 0.013
NB_FF 0.886 0.012
RF_FF 0.914 0.019
SVM_FF 0.897 0.014

model can be considered for forecasting floods in case when AUC-ROC is the key
performance metric.

It can be noted from the above that the performance of RF_FF model is compar-
atively better than other ML models in terms of accuracy, precision, and AUC-ROC
values across all folds whereas NB_FF and KNN_FF models perform significantly
better than all ML models in terms of recall and F-measure values, respectively.

5 Conclusion

This paper emphasized on designing ML-based flood forecasting models with larger
lead times for the flood affected districts of Odisha, India. For forecasting floods, ML
techniques like NB, LR, SVM, KNN, RE, and ANN were applied on the meteorological
data characterized by seven features, viz., precipitation, vapor pressure, temperature,
evapotranspiration, crop evapotranspiration, wet day frequency, and cloud cover of
ten most flood affected districts of Odisha, India, during the period 1991-2002. The
normalized labeled dataset was re-sampled using stratified fivefold cross-validation,
and six ML models were trained and tested. Five performance metrics: accuracy,
precision, recall, f-measure, and AUC-ROC, were used to analyze the performance
of these models. Among these FF models, RF_FF model performed comparatively
better in terms of accuracy, precision, and AUC-ROC values whereas NB_FF and
KNN_FF models performed comparatively better in terms of recall and F-measure
values, respectively. Furthermore, while comparing the overall performance of all the
ML models, RF_FF model performs comparatively better and thus can be preferred
over others for forecasting floods.
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Emo-Spots: Detection and Analysis )
of Emotional Attributes Through L
Bio-Inspired Facial Landmarks

V. S. Bakkialakshmi @), T. Sudalaimuthu®, and B. Umamaheswari

1 Introduction

Facial landmark extraction is the fundamental component for many face-related anal-
yses such as face recognition, pose variation, face analysis, and emotion recognition.
Face landmarks act as an independent and single variable for partial face analysis.
Face images are important for most multimedia applications: for age estimation, feed-
back systems, real emotion detection, etc. Automated prediction of facial attributes
is important to analyze emotions accurately. The face is the index of the mind. What
is felt inside the mind and heart is clearly expressed via face. Face landmarks like
showing eyebrows, compressed smiles, lowered chins, expanded noses, and related
small actions in these areas convey unique hints of facial expressions.

Facial images are extracted from the videos. Facial landmark spotting is separated
by passing a picture or video outline through a course of pre-prepared regression
trees. After examining different arrangements of facial components in face direction
location procedures and testing the consequences of each, a bunch of six facial
focuses nose tip, jaw, corner points of the eyes, and corner points of the mouth are
viewed as enough for the calculation to have the option to identify the direction of
the face in a wide scope of view with lesser calculations. Facial feature extraction
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using deep neural networks and cascaded regression trees were found effective in
recent developments. Depending on the head pose facial features are extracted [1].

Expressions of the face are related to human perception. The systematic analysis
gives correlated results and uncorrelated outcomes that enable the analysis group
to get highlighted hints on real emotions. The challenges in the perception are the
effective gap. To address the affective gap discussed in previous works, the system
considered facial landmarks as an emotional attribute. Face landmarks are detected
by extracting the face iconic parts such as eyes, eyebrows, nose, mouth, jawline, etc.,
the so-called steps are previously discussed with the Haar-Cascade model that acts
as the standard detection model for face detection. Facial landmark detection is the
mission of detecting key benchmarks on the face and chasing them (being strong to
rigid and non-rigid facial buckles due to head travels and facial terminologies) [2].

In existing work, multiple modality-based convolutional networks (MTCNN*)
to extract the multi-perceptional face detection and face landmark confinement in
complex conditions are discussed. The detector can work out well at high accuracy
on the face database, a unique benchmark for face detection data, and (AFLW) Anno-
tated Facial Landmarks in the Wild benchmark dataset for facial landmark detection
[2]. Algorithms that extract better like Gaussian-guided landmark maps from a large
set of tree mappings and predict outstanding facial landmarks through a regression
algorithm are discussed. Gaussian landmark feature maps act as prior information
models in which the regression network effectively formulates the direction of the
refined landmarks on the 300 W test dataset [3].

1.1 Bio-Inspired Learning

Bio-inspired computing is a unique method of learning and organizing the solu-
tions of certain computerized functions using biological signals in the form of facial
expressions, physical structures, etc. The procedure includes the following steps.
Extraction of biological signals, merging of extracted biological hints, framing the
correlated solutions, problem search, etc. Bio-inspired computing is a continuous
process that extracts the bio-inspired data, learns the key points, adjusts the bias, and
pretends the solution according to dynamic inputs [4].

1.2 Face Landmarks

Face detection is used to detect the frontal human face and works with the commonly
used algorithm named viola jones algorithm and Haar cascade classifier. The face
frontal part has a unique pattern of key points called landmarks that is extracted from
the expansion of eyebrows, mouth length, eyeball and eyelid length, forehead area,
jawlines, and their angle formation with nose position many more. These landmark
points are measured to make the unique pattern of the face. Face landmarks are highly



Emo-Spots: Detection and Analysis of Emotional Attributes Through ... 105

helpful in finding facial expressions. Face landmarks are detected using automated
models and manual models [5].

2 Literature Survey

2.1 Landmark Detection

Created a task-oriented landmark extraction technique with deep convolutional neural
networks that modify the requirement of landmark spots depending on the complexity
of the facial features [6]. The intention is to create a lightweight architecture and
reduce the number of tasks needed to extract facial landmarks. The system focused
on reducing the error rate and regardless of head pose the landmark extraction is
developed. Presented a generalized adverse network for facial landmark detection
and focused on developing an encoder to reduce the occlusion in detecting the facial
landmarks [7]. The system focuses on reducing the error rate with less processing
time. The presented model is compared with existing deep recurrent neural networks
with an error rate of 5.82.

The author addressed landmark detection and enhanced prediction through the
EAR aspect ratio and wink rate of an eye. The learned pattern of occurrence is
processed and trained to provide real-time controls [8]. The presented system utilized
a thermal image dataset collected from UND for facial expression detection through
landmarks [9]. A multi-task learning architecture is developed and focused with
detailed landmark points of 68 points. U-Net architecture is developed for analysis
and obtained an error rate of 6.84 comparatively.

EEG signals are primary physiological data that express the unique peaks
concerning changes in emotions [10]. The author presented a system in which deep
learning neural network is combined with a principal component analysis framework
to get the covariate points from the given signal sequence. EEG is a noisy signal that
needs to filter before processing. The author presented a real-time evaluation frame-
work in which a smartphone is used to capture the facial images and expression
features are grabbed with smartphone APIs [11]. Expression depends on the mental
stimulus and physical changes that resembled much in the face. The study helps us
understand the integrity between physiological signals and facial expressions.

3 System Design

The system model is developed using an image processing toolbox from MATLAB
2017 software [12]. The dataset considered here is the JAFFE [13] contents of
numerous female facial expressions. The need for automated and robust prediction
of landmarks and analysis of landmarks with emotional recognition is considered as
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Fig. 1 The system architecture of the proposed RESET architecture

the problem statement. Figure 1 shows the proposed model detects the human face
using the Viola-Jones algorithm with the Haar Cascade classifier. MATLAB image
processing toolbox has a dedicated command set for training the input images. Land-
mark detection is planned using a point mapping model which is initially trained with
manual points and finally extracted using automated localizations.

3.1 Problem Finding

Facial landmark detection techniques use various formulations, in which the prime
motive is to reduce the error rate of prediction comparing the traditional approaches.
Each face has unique variations in the landmarks and the localization of points gets
deviated through head pose variations. Extracting unique landmark points with less
computation time and reduced mapping points is the primary requirement of the
presented system.
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3.2 Proposed Method

The proposed system is focused on deriving a robust Emo-spot extraction technique
called RESET, in which landmark points of 13 points are considered for evaluation.
The detailed spotting of important landmarks that are responsible for expressions is
discussed here. The proposed work considers a JAFFE dataset with 213 images of
various facial expressions of 10 females. Six basic facial expressions are marked as
targets for our proposed RESET algorithm.

4 Methodology

4.1 Preprocessing Block

The preprocessing module consists of image acquisition using a Camera. Real-time
images are captured using the webcam. The images are resized to the dimension that
matches the database image. The steps of checking the correlation of facial image
points such as eyebrows, nose, and jaw lines make it an automated detection process,
initial few images are tested manually. The preprocessed image was restored to the
same dimension as the database image.

4.2 Face Detection Block

Viola-Jones algorithm (VJA) is one of the standard models that calculate the integral
image, Haar-like features, and finally a classifier to correlate it. VJA works on the
principle of extracting the face from the non-face from the images. It compares the
practical difficulties with face detection and performs a robust operation. The Haar
cascade feature extracts the pixels related to the adjacent one within the rectangular
block. The primitive blocks hold the relevant pixels that capture the eye portion, nose
portion, and mouth separately.

4.3 Landmark Mapping Block

The process of landmark mapping is initiated after the detection of the face, eye,
mouth, and nose separately. The landmark mapping is initially localized using the
user routine that stacks the pixel locations near eyebrows, mouth, nose, and jaw
lines approximately. The routine we call the point mapping model (PMM). From the
point mapping model, the estimation needs to be derived by measuring the distance
between the mapped points example eyebrows to eyeball (EB-EB), End of Lips
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(EOL), Jawline widths (JLW), Nose width (NW), Nose ear width (NEW), etc. The
same set of steps repeated for the JAFFE dataset images to make it a reference model
for comparing the landmarks during expressions.

4.4 Classification Block

The classification block consists of a deep learning convolution neural network in
which the JAFFE database image is trained with a fusion of a few real-time images
taken from the web camera. For creating the classification model, the database is
split into 70% for training, 20% for testing, and 10% for validation. Based on the
accuracy of the training stage, the testing of real-time data is performed. The iterative
looping of checking the landmark threshold happens with the randomly looped KNN
model [14]. KNN is normally used as the supervised and unsupervised classification
depending on the data input. Here we adopted randomly looped KNN since the
landmark weights are not exactly labeled with the dataset, whereas the threshold
keeps the predicted value with a 5% tolerance of the original value. Hence for this
place, KNN is the best-suited one and we applied novelty to the existing KNN by
tuning the looped model, iterative checking the feedback of the obtained weight of the
threshold, and correlating the threshold to form a new threshold with 5% tolerance.

4.5 Validation Block

The quantitative measures are estimated using the confusion matrix with a true posi-
tive value, true negative value, false-positive value, false-negative value, etc. the
classification process also consists of a cross-validation block that checks the corre-
lation between the obtained result based on the [15] JAFFE database and real-time
data. The higher the correlation the higher the positive result would be.

4.6 Testing Summary

The test procedure is planned to take the image of the individual captured from the
webcam and test the expression-based emotional attribute. Instead of simply classi-
fying it as Happy and sad, our proposed system detects resilient expressions such as
disgust, moody, excited, contempt, fear, sad, and happy these detection thresholds
are iteratively tested with the database images and finally update the weight to the
real-time images. He correlated a result that pretends false answers are occurring in
between as performance loss [16].
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5 Summary of RESET Algorithm

5.1 CNN Framing

Convolutional neural networks are one of the robust techniques used to classify the
input images according to the database images. The normal CNN architecture classi-
fies the database images concerning the test images. Despite creating a novel architec-
ture, the landmark feature-based mapping technique called point mapping technique
PM in which dominates the classification process of CNN. A dual-stacked CNN
architecture is used to detect the face structure that correlates with the database as
well as the mapped 13 Landmark points that correlate with the detected fee structure.

Detecting the facial skeleton is the first step, and mapping the extracted points in
the structure is the second step. The fusion of face structure with landmark points
is the third step. Now the secondary CNN detects the maximum correlation with
the database structure. In case of higher correlation, the suggested she and output
are further compared with the point adjusting technique called randomly loop KNN.
Here the randomly looped KNN (RLKNN) algorithm is used for two processes,
namely, classifying the facial image data with the appropriate images in the database
as well as adjusting the landmark points concerning maximum and minimum ranges
of benchmark values [17].

5.2 Layers of CNN

5.2.1 Convolutional Layer

Convolutional layers act as the foremost layer in the CNN architecture in which
the input features are mapped as a feature vector into the N*N matrix fetched into
the CNN. In the convolutional layer, the simple operation called convolution or dot
operation will happen for the given raw data. The convolution layer is followed by the
filter that rolls over the input matrix and matches the correlated patches concerning
the database images. Zero padding is the process of evaluating the borders present
in the test image.

5.2.2 Max-Pooling Layer

Based on the hidden neutrons present in the convolution the number of computations
is concerned. The Max pooling layer is used to reduce the computations or connec-
tions between the input features with the preferred neurons. Complex input images
need more connectivity that is handled by the max-pooling layers.
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5.2.3 Fully Connected Layers

The fully collected layer is used to extract the required bias weights and connect
them to the output layer to make the final suggestion. It acts as a bridge between the
max-pooling layer and the output layer. Some of the values are flattened based on
the maximum metric point and fetch to the output layer at this stage.

5.3 Proposed Layer Configurations

The number of layers in a ‘Deep CNN’ is indicated by the word ‘deep’. In a typical
CNN, there will be normally 5—10 or perhaps more feature learning layers. Networks
of more than 50-100 layers are common in modern architectures used in cutting-edge
applications. Table 1 shows the configuration of the layers utilized in the proposed
model.

Pseudocode—Steps of RESET Algorithm

Start Process

Load DB(JAFFE);

Extract EB-EB, EOL, JLW, NW, NEW;

Map landmark points (PPM)

Save New_Db

Save New_Db_test=New Image

Configure CNN_I(Jaffe_train,Jaffe_test);
Configure CNN_2(New_Db, New_Db_test);
Start RLKNN _loop

Compare (New_Db, New_Db_test)

If bias (New_Db(i)= New_Db_test) @5% tol
Det_image= New_Db_test;

Else

Update_bias(New_Db_test);

End

Repeat

Det_image= New_Db_test;

End process

Table 1 Layers

configurations utilized in the Layers configured Dimensions
proposed model Input layer 100 x 100 x 11 x 62
Stride 10 x 10
Fully connected layer 384 x 62
Fully connected layer 384 x 42
Fully connected layer 384 x 1
Output layer 7
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Fig. 2 Training images from the JAFFE dataset

6 Results and Discussions

6.1 Training Images

Figure 2 shows the input training images of [ 15] JAFFE dataset consists of 216 images
of ten different female faces with unique expressions. The trained data contains six
reliable target expressions.

6.2 Detection of Emo-Spots and Mappings

Figure 3 shows the results of Emo-Spots mappings using the PPM technique with 13
unique landmark points that are responsible for basic expressions [ 18]. Emotions such
as happy, excitement, sad, contempt, disgust, and fear are focused. These emotions
merely need the utilization of important landmark components called eyes, nose,
mouth, and jaws. Variation in emotional changes produces obvious changes with the
mentioned landmark components. Despite reducing the landmark points for fewer
computation works, 13 important landmark points are considered [19].

Fig. 3 Detection of Emo-Spots and mappings
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Fig. 4 Predicted Emotions using Emo-Spots

6.3 Predicted Results

Figure 4 shows the predicted emotions using the RESET algorithm with detailed
13 Emo-Spots identification. The proposed RESET algorithm consumes less
computation time and found a reduced error rate of 2.42.

6.4 Weight Updates from Randomly Looped KNN (RLKNN)

Weights of the images are updated randomly with the loop from the algorithm
K-nearest neighbor with support of 62 images of JAFFE dataset images after the
PPM technique using the RLKNN-Randomly looped K-nearest neighbor algorithm.
The weights of the images are updated randomly with the loop from the algorithm
K-nearest neighbor. The weights are continuously modified by iteratively going
through the provided database and randomly plotting 195 test photos. The accu-
racy of the proposed model is compared with the labels that were actually collected.
The proposed RESET algorithm is also compared with existing systems discussed [0,
7, 9] of TSDCN task-specific deep convolutional neural network, DRN-GAN deep
recurrent network with generalized adversarial network, and MTL-U-Net multi-task
learning-based U-Net architecture, respectively. The performance measures on the
various emotions are tabulated in Table 2.

Table 2 Summary of detected emotions with landmark points
JAFFE Dataset

Tested emotions | Landmark points | EB-EB |LOL |JLW |NW |NEW | Correlated results
with accuracy

Sad 13 10 22 95 10 |35 0.95

Disgust 13 11 23 92 10 |36 0.92

Contempt 13 10 24 97 11 |34 0.9

Fear 13 12 21 96 10 |39 0.95

Moody 13 12 25 92 12|35 0.95

Excited 13 17 29 92 11 |36 0.95

Happy 13 15 27 91 14 |35 0.94
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7 Challenges

The proposed model is planned to implement as a lightweight facial expression
detection system through Emo-Spots or Emotional landmarks. The primary challenge
faced with the proposed system is that the face structure of the real-time images varies
apparently. Keeping the standard threshold is not applicable all the time. Initial stages
of implementations are started with static real-time images captured and stored with
the local server. Further real-time image face structure that matches with the real-
time trained image structure is smoothly correlated. The unstructured face example
overweight peoples and skinny peoples are very difficult to pretend to. In such cases,
we further recommend improving the size of the training dataset, also considering
more unique parameters in the face as emo-spots. More unique details at the eyes,
mouth, and ears to map more features helpful in making the accurate classification.

8 Conclusion

Impacted emotional spot detection using facial landmarks to recognize the real
emotion of humans is discussed in the study. The proposed system focused on
real-time challenges, automated detection, lightweight design solutions, etc. while
choosing the architecture. The proposed structure uses Voila-jones and Haar cascade
classifiers for face extraction. A deep learning convolution network for static image
correlation and Novel RESET algorithm are created with 13 detailed landmark points
using Deep CNN and Emo-Spot extractor with lightweight points mapping routine.
The novel algorithm is created by tuning the bias weights of the landmark points that
vary from one face to another. Here the static dataset is tuned for testing the novel
algorithm. The proposed structure works with a static dataset namely JAFFE. Expres-
sions such as happy, excitement, sad, contempt, disgust, and fear are focused. The
static images are trained and tested with a Deep convolutional neural network and
achieve an average accuracy of 95% with a reduced computation error rate of 2.42.
The dynamic tuning of images with point mapped using PMM, correlated and Tested
with RLKNN to make a high recognition rate [20]. The proposed system performs
with less error rate of 2.42 comparatively with the state-of-art approach discussed in
Table 3. The usage of RLKNN improves the performance rate by customizing the
processing delay. Further, the system should be improved by adding more real-time
images and training them with more focused Emo-Spots on the eye portion, and Lips
portion alone to converge more landmark points. Further, the Emo-Spot identification
is improved with a fusion of real-time and static data for analyzing spatial factors.



114

V. S. Bakkialakshmi et al.

Table 3 Comparative analysis of proposed RESET architecture with existing system in terms of

error rate
S.No. |Reference | Methodology Landmark points | Dataset Error rate
1 [6] TSDCN 29 points AFLW 8.2
2 [71 DRN-GAN 56 points Cow 2.94
3 9] MTL-U-Net 68 points UND-TD |6.84
4 Proposed | RESET-(DCNN + RKNN) | 13 points JAFFE 242
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Rapid Face Mask Detection and Person m
Identification Model Based on Deep L
Neural Networks

Abdullah Ahmad Khan, Mohd. Belal, and Ghufran Ullah

1 Introduction

As the coronavirus case are increasing day by day although the vaccination drive
has been going on at the full speed but still only 29% of total world population has
been fully vaccinated yet. In India, only 12% of people have been vaccinated and it
is assumed that next wave of newly mutated coronavirus is coming in mid-October,
so getting vaccinated and wearing a face mask is still a requirement. As we have also
seen the rise of pollution in different cities so wearing a face mask is also beneficial
for one’s health. By implementing our proposed project, we can avoid spread of
COVID-19 which is necessary and beneficial for large institutions and businesses so
that they can maintain their productivity while avoid getting infected to COVID-19
and also encourage people to wear mask while commuting so that they don’t breathe
polluted air and be safe. As the quality of air is getting worst day and in some cities
the air is so bad that the government has suggested people to wear a face mask so
that people can breathe safely and does not inhale air which is mixed with toxins.
But since 2020 the world has been dealing up with the pandemic i.e., COVID-19.
The earlier symptoms of it were having high fever and difficulty in breathing etc.
and the people who had no previous medical records are also getting infected with
the virus.

It is advised by every major Health Organizations that wearing face mask and
getting vaccinated and washing hands with alcohol-based sanitizers. The first two
parts we need to be governed by ourselves, the proposed model will make aware
people about the safety of wearing a face mask not only for avoiding polluted air
but also for others safety. In this paper, we have tried to minimize the time taken by
detection model to detect and predict the person and his/her identity. The InsightFace
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module has been incorporated in place of previous module to reduce effective time
taken during the computation. InsightFace is an incorporated Python library for
2D and 3D face analysis. InsightFace effectively executes a rich variety of best in-
class algorithms of face recognition, face identification, and face alignment, which
upgraded for both training and deployment. The contribution of this research work
is as follows:

e A SoftMax loss-based module is incorporated, i.e., InsigtFace for Detection and
Prediction.

e The simulation is performed on wider face benchmark to check the efficiency of
the proposed module.

The images we have used in this project for visual object recognition are gath-
ered from ImageNet. ImageNet has a mega database of different ordinary images
classification from having hundreds of images of “strawberry” to “inflatable. It is
database which mainly focuses on visual object recognition. It contains about 20,000
classifications and about 14 million pictures. The presented project is measured on
ImageNet. For getting prediction on masked and non-masked face and person iden-
tification we have used deep learning network. Deep Learning is part of Machine
Learning which is neural network that has three more layers. These neural networks
in the deep learning model help us to simulate the behavior of human brain like
learning huge amounts of data and matching the ability to the real human brain.
In previous generations, we have seen Al and machine learning working on some
amazing tasks like self-driving car, feasible working of websites, etc. These things
have become so common today we see them a lot in our real life but we ignore them.

The rest of the paper is divided into seven sections given as Sect. 2 discusses
related work on different modules of face detection and recognition. In Sect. 3, we
presented the problem formation focusing in the existing system. Section 4 presents
the proposed work, including the overview of ArcFace algorithm based on Soft
Max loss. Section 5 gives Simulation study for benchmark on the proposed module.
Section 6 presents the analysis and results. Finally, Sect. 7 talks about the conclusion
and future work part of the paper.

2 Related Work

Yadav and Javad [1] this paper titled “Deep learning based safe social distancing and
facemask detection in public areas for COVID-19 safety guidelines adherence” in this
research paper author has built a real-time system integrated with security cameras
in the public places which detects whether the person is wearing a face mask or not
and also check if heaa/she is maintaining proper social distance. The system reports
directly to the authorities and it was built using raspberry pi and OpenCV.

Loey et al. [2] they have designed a hybrid deep-learning model using two compo-
nents. Resnet50 being the first component is used for feature extraction and for
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classification they have used decision tree and Support Vector Machine (SVM) algo-
rithms. For simulation study, they have used three datasets to benchmarking their
model Simulated Mask Face Dataset (SMFD) is the first dataset Labeled Faces in the
Wild (LFW) is the second dataset and Real-World Masked Faced Dataset (RMFD)
is the third one. The results achieved LFW in the SVM algorithm was 100% for the
RMFD it achieved 9.64% and for SMFD it gets 99.49% accuracy.

Jiang et al. [3] in this paper, a high accuracy and efficient detector called as “Retina
Face” was developed on stage which consists of feature pyramid network to combine
several feature maps. Transfer learning is applied to reduce the shortage of datasets.
The approach of this model was to eliminate the projections of poor confidence and
high Union Intersection. The accuracy result for the retina face was high developed
on the dataset of face mask. It achieved 2.3% which was 1.5% higher than standard
results and achieved detection precision of 1.0% which was 5.9% higher than the
previous standard results.

The paper proposed by the author Toshanlal Meenapal [4] Put together couple
of face classifier which identifies any face in any conditions. This paper proposed a
novel technique uses that uses convolutional neural network model VGG-16 prede-
fined weights etc. Convolution Networks are used to fragment the faces from the
image/picture. For utilizing misfortune work Binomial Cross Entropy is used and
for preparing they have used Angle Descent. FCN is used to eliminate undesirable
noise and to avoid false expectations. Results of the model got the accuracy it got
for the portion where the face mask is used to cover the face was 93.844%.

Leung et al. [5] in this paper, previous built state-of-the-art deep learning model
named InceptionV3 is fine tuned. For training the dataset the author has used SFMD,
i.e., Simulated Face mask Dataset which is used to simulate current set of data on
a given dataset which is available publicly for better testing and training of images.
Image augmentation is used so that we can remove the data restriction. The proposed
model attains 100% accuracy during the testing and 99.9% precision during training
[6].

Gupta et al. [7] proposed a model named Smart City and Intelligent Transport
System which uses IoT devices and different sensors to enforce the social distancing
so that people can follow government guidelines promptly. For monitoring real-time
movements of objects their model describes deploying sensors in different parts of
the city and it also offers data sharing. Overall, the system architecture has the ability
to store and share data and information to the relevant central cloud facilities and
also has the ability to record the data at real time and exchange messages with nearby
Sensors.

Sonn et al. [8] the authors in this paper have discussed about the contribution of
Smart Cities in containing the spread of COVID-19. They have specifically talked
about smart cities of South Korea. Not only they tracked people of wearing a mask
in public and maintaining social distance, but it they also tracked the user medical
history, purchase history, cell phone location, even the real-time monitoring of people
not only on the public places but even in their buildings which helps the government
to suppress the COVID-19 infection in the South Korea much better than any other
countries.
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Singh et al. [9] have talked about how IoT can help to suppress COVID-19 in
healthcare sector and can save a lot of life. The developed system gave emphasis
on interconnect devices so that hospital can keep track of different cases. They have
given major key merits for IoT that can help to fight COVID-19 pandemic such as
when the system is operated by IoT device there will be lesser chances of errors as
compared to work done by humans. IoT devices will provide effective control and
will enhance the diagnosis. They have talked about several application of IoT in the
healthcare sectors like Automated treatment process, Telehealth consultation, Wire-
less Healthcare network to identify COVID-19 patients, Rapid COVID-19 screening,
connecting all medical devices through the Internet, accurate forecasting of virus etc.

Sonn et al. [8] has talked about state-of-the art model which helps to suppress
the COVID-19 pandemic without having a lockdown in the entire country. The
paper titles “Smart city technologies for pandemic control without lockdown” in
this research they interview different patients and their past movement has been
recorded. They have noticed some of the patients have hidden their past records
from the interviewer. But by using the real-time tracking we can get the information
accurately.

Jaiswal et al. [10] has proposed a unique way to deal with the pandemic using
the position of technology to track infected people. They proposed the use of drones
and robot technologies as medical personnel to deal and track the infected patients.

Ponkia et al. [11] has used principal component a(PCA) to detect and recognize
face images. They have used small dataset for detection of faces in the images. They
worked on the GUI of the model. The model has various buttons and text fields such
as selecting an image, running the PCA recognizer to recognize the selected image
from the image database. If the user is recognized then the selected image and the
image from the database is shown side by side and text field below the image shows
the name and grant access to the system and if the person is not in the database, then
the text field will show access denied, until the user clicks on register them as a new
user.

3 Existing System

The existing system deals with Mobile_NetV2 algorithm for classification and
prediction. The system used 20% images for test and rest for 80% training purpose.
The existing system uses face recognition library from python to recognize faces and
identity of the person [12]. The system helps to identify the person wearing mask or
not but it fails do it efficiently and sometimes returns ambiguous results.
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3.1 Issues in Existing System

The existing systems does not allow the system to easily scale and maintain real-time
inference capability when the number of users increases.

3.2 Drawbacks in Existing System the Major Limitations
of Existing Schemes Are as Follows

e Mobil_NetV2 algorithm is used to train and test the data in the existing which is
slower as compared to new generation models.

e The existing system does not have the inference capability and does not use
powerful GPU to compute the results.

e The facial recognition system used in the existing system is old and does not cover
complete face.

4 Proposed System

In the proposed work, we have incorporated a new deep learning neural network
named as InsightFace in place of old face recognition library. The InsightFace used
MXNET (DNN Framework) as its inference backend which allows our system flexi-
bility, fast model training with high scalability which helps in maximize productivity
and efficiency.

The InsightFace framework uses face detectors with Additive Angular Margin
Loss for Deep Face Recognition (ArcFace) algorithm to obtain highly discriminative
features for face recognition. The ArcFace uses modified SoftMax loss classification
that makes predictions between the feature and weights (Fig. 1).

The proposed model of face recognition implements singleton class which creates
a single instance of an object which ensures our model will be time and memory
efficient. By implementing the InsightFace bounding box wrapper we allow our
model to detect the image positions as well as object of interest in the images and is

Fig. 1 Decision margins of 0, e;"

different loss functions under

binary classification case.

The dashed line represents

the decision boundary, and f |

the grey areas are the - - -
61 -]

decision margins

Softmax ArcFace



122 A. A. Khan et al.

Fig. 2 Bounded box
wrapper with feature
selection

represented by rectangular boxes, and with the help of embedded wrapper, it performs
feature selection during the model training (Fig. 2).

For calculating landmarks, we have implemented Is frontal helper function that
will return the landmarks if they are true and in between —25 and 25, if not then it
will return false for every other value. Finally, for calculating the inference of the
proposed model we placed time. Time () statements which returns time in seconds
(float value) since the epochs.

4.1 Advantage of Proposed System

e The proposed system will provide faster facial detection and identification as
compared to the previous one.

e The InsightFace module will provide lower time complexity while parallel
increasing the accuracy of the Model

e The proposed system has increased dimension, i.e., the system will scale as more
users are registered with the system.

4.2 Proposed System Pseudocode

e Systems Al Model loaded:

Insight-face facial detection model
Insight-face facial recognition model

e Known faces images loaded and facial embedded extracted and saved
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Input feed captured through RGB camera

Image frame passed through insight-face (arc face) facial. detection model

Cropped face separated from each frame

Cropped face passed through insight-face facial recognition model to extract

embeddings

e Extracted embedded compared with known embeddings 8. Known face with the
highest similarity identified as the person in frame

e Identified person emailed

e Desktop notification generated

4.3 Proposed System Design

When the program detects the user is not wearing the mask it first takes the input
from the image, crop the image so that only the facial part will be available to send
to the DNN model. After that first, it represents the image by drawing Bounded Box
Wrapper and then performs detection to identify the person and in the last it will
notify the user by sending an e-mail and also it goes back to iterate through the face
mask detection part again.

4.4 Complete System Design

As we have worked on the person detection and identification part in this paper the
other half detection Architecture will remain the same as defined in the previous
paper and also shown in Fig. 3 Person Identification Model (Fig. 4).

4.5 Formulating the Dataset

For creating the dataset for mask and no mask the data is collected from different
free and open-source images websites Kaggle, google images, etc. The images are
then classifying in multiple folders as masked and no mask. The first folder labeled
as masked consist of 1915 entries, whereas the second folder labelled as no mask
consist of 1918 entries.

4.6 Training Process

1. After feature xi and weight W normalization, we get the cos 6j (logit) for each
class as (Wi)’xi.
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2. We calculate the arccosfyi and get the angle between the feature xi and the ground

truth weight Wyi.

We add an angular margin penalty m on the target (ground truth) angle 6yi.

We calculate cos(0yi+m) and multiply all logits by the feature scales.

5. The logits then go through the SoftMax function and contribute to the cross-
entropy loss

Eal e
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5 Simulation Study

The section provides the benchmarking results of our proposed REMPI-DNN model
and the previous detection model on WIDER FACE dataset.

5.1 Dataset

WIDER FACE is a largest public dataset available which contains 393,703 faces
and 32,203 images in its database built on 61 event classes from Internet [13]. The
database consists of several human faces, different poses, occlusion, expression,
illumination, and low resolution. The images in the WIDER FACE dataset are divided
into three classes for training, testing and validation purposes each of them is divided
into a ratio of 50%, 10 and 40%, respectively. Depending on the edge box each
subset is defined into three difficulty levels that are “Easy”, “Medium” and “Hard”.
The Hard level covers all the detections from easy and medium, meaning hard can
show effectiveness of different methods. In our simulation, the proposed RFMPI-
DNN model and the previous Detection model both uses WIDER FACE dataset
containing 16,102 images from which 196,852 annotated faces are extracted [14].

5.2 Feature Extractor

We have used Resnet-10 as backbone and caffe-model as neck to construct the feature
extractor [15]. The combination of both is used in most of detectors, so it would be
good for comparison and replication.

5.3 Training Values and Test Size

We have trained both the model using the Stochastic Gradient Decent (SGD) opti-
mizer (momentum = 0.9, decay = 0.01) having batch size = 32 on GeForce GTX
1060ti [16]. The initial learning rate is 1 x e—4 as lower the initial learning rate the
better the results. WE have used 40 EPOCS so that our training accuracy would be
higher. EPOCS are hyper parameter, i.e., it tells us about the number of times the
training algorithm will work.
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5.4 Comparison on WIDER FACE

Table 1 shows the average precision (AP) of our RFMPI-DNN model and the previous
model on WIDER FACE test and validation subset. Our model performs better in all
three segments of dataset NAD gets very promising results.

Even when both the backbone is same in the model our model outperforms the
previous model in each level in validation as well as in testing phase. The Precision
Recall curves (AP) are shown in Fig. 5. Our model achieves best AP in all level faces,
i.e., AP = 0.972(Easy), 0.965 (Medium), 0.925 (Hard).

6 Result Discussion and Analysis

The graph is plotted in pythons matplotlib Fig. 6 Precision-Recall curves obtained by
our proposed (RFMPI-DNN in red) and the previous detection model All methods
trained and tested on the same training and testing set of the WIDER FACE dataset
(a): Easy level, (b): Medium level and (c): Hard level. Library which gives us the
complete understanding why our REMPI-DNN model is showing better result than
the FACE RECOGNITION model used previously. The graph plots the time inference
of four outputs, i.e., Mask, No Mask, Face Detection, and Person Identification. The
time taken by both the model is showed as a comparison side by side.

Table 1 Average precision performance
Method Backbone |Easy | Val Hard |Easy |Test Hard
medium medium

Previous detection ResNet-10 | 0.969 |0.958 0.921 |0.965 |0.957 0.9211
model

RFMPI-DNN(OURS) |ResNet-10 |0.972 | 0.965 0.925 |0.967 |0.962 0.924

&
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Fig.5 Training diagram



Rapid Face Mask Detection and Person Identification Model Based ... 127

[
[ (& [
0.4 [k [
1 0] (%
. 04 . 04 . 04
3 H H
¢ 04 1z 0.9 2 1.9
£ £ £
=04 =~ 0.4 0.4
03 3 L&
of | — reMPLDNN.0967 od | = reveroNx 0962 o | — mAmLDNN.0s24
0 e PREV MODEL- 0.965 0. == PREV MODEL- 0.957 0. e PREV MODEL- 0.921
B 3 a7 v N v v s B o o 3
Reeall Recall Recall
(a) (b) (4]

Fig. 6 Precision-recall curves obtained by our proposed (RFMPI-DNN in red) and the previous
detection model All methods trained and tested on the same training and testing set of the WIDER
FACE dataset a: Easy level, b: Medium level and ¢: Hard level

6.1 Connectivity

The connectivity between the two models will remain same as in previous paper, i.e.,
the model first runs the face detection part to detect the face in the frame, if face is
not found it will continue until it founds one, when the face is found it will detect the
person wearing a mask or not if the person is wearing a mask it will continue detecting
other faces (if there are more faces available) or else if the no mask is detected the
system will switch to person identification model the model fetched the face ROI
from the image and compare it with the face data available in the database and gives
out notification that the person is not wearing a mask. Figure 7 Time Comparison of
Previous and Proposed Model shows the diagram of connecting two models.

Time Comparison of Proposed Model Vs. Previous Model

mmm Face Recognition Medel (Previous)
mmm RFMPI-DNN (Qurs)

Ll

Mask No Mask Face Detection Person Identification

Outputs

Time (in sec)

=4
wn

Fig. 7 Time comparison of previous and proposed model
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Fig. 8 Connection of both model

6.2 Proposed Model Accuracy Samples

The proposed detection model will tightly bound the complete face while the previous
model does not cover the complete face ROI Fig. 8§ Connection of Both Model. Shows
the proposed model and previous model facial detection accuracy (Fig. 9).

Black Represents the Old Face Recognition Module

White Represents the New Face Recognition Module

White tightly covers the whole face while black is not tightly bound and does not
cover the whole face.

6.3 Embedding Size

The old facial recognition model supports only supports dimension up to 128 means
system does not have capability to detect more persons at a time. The proposed model
has dimensions of 512 which means the system can support more people and will be
reliable even if the number of people increases. Thus, the system will scale as more
users are registered with the system. The same has been presented in a tabular form
in Table 2.
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Fig. 9 Face module
comparison

Table 2 Facial recognition

. . Old dimenstion | New dimentions
dimensions

Embedding size—facial | 128 512
recognition

6.4 Evaluation Results

The result of inference time on Face Mask, No Mask, Face Detection, and Person
Identification presented in Fig. 5 has been tabulated for better understanding of results
in Table 2: Facial Recognition Dimensions. By looking at the table, we can clearly
say that our proposed model performed significantly better than the existing model
(Table 3).

6.5 Working of Model

Figure 12 shows the Connection of Both Model the model running and successfully
detecting the person face mask and Fig. 10 shows the accuracy result around the
edges of the box (Fig. 11).
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Table 3 Inference time table Functions Old system New system
inference time inference time
Detect and predict 0.0234 0.0123
mask
Detect and predict 0.0283 0.0111
no-mask
Face recognition 0.230 0.0101
person
Identification 0.0077 0.0079

Fig. 10 Model detecting person wearing a mask

*  Output 2 o

Fig. 11 Working of person identification model

6.6 E-mail Notification

Apart from getting notified on the screen, the default individual which is not covering
his/her face with a face mask will be notified by the system by sending an email to
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Fig. 12 Person ID and mask
detection model combined

the person from the systems custom email id. This work is done using SMTP module
of python.

7 Conclusion and Future Works

7.1 Conclusion

As the pandemic is still going on and currently there is no future prediction regarding
when COVID-19 will successfully get over getting vaccinated is the option but
wearing face mask is still a need even after getting vaccinated. This proposed model
will deal efficiently even the larger groups of people and will detect and identify
person more effectively and efficiently. Faster recognition is need of an hour because
of how COVID-19 spreads. Apart from faster detection the user will get notification
on his/her email address so that they would not forget to cover their face and stick
to the terms set by the government for covering the face.

7.2 Future Work

Some of the future works can be considered are given below:

e Detection of Suspicious Person with covered face.
e Adding mobile message system for efficient and fast notification system.
e Adding alarm signal for alerting the person in the real time.
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Performing and adding new classification and detection model for getting better
workflow of the system.
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An Infrastructure-Less Communication m
Platform for Android Smartphones L
Using Wi-Fi Direct

A. Christy Jeba Malar, R. Kanmani, M. Deva Priya, G. Nivedhitha, P. Divya,
and T. S. Pavith Surya

1 Introduction

The infrastructure-less communication setup for android devices using Wi-Fi Direct
(Wi-FiDi) in a smart home environment can be employed for discovering and
advertising themselves. Contract-oriented sensor-based application platform is an
infrastructure-less data distribution platform in which sensor data is distributed
freely in a Peer-to-Peer (P2P) network. The design aspects of Direct-to-Direct (D2D)
communication are discussed by Fodor et al. [1] and Oide et al. [2]. Nowadays, most
of the smartphones are equipped with Android 4.0 operating system.
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This paper focuses on D2D communication among smartphones for device
discovery. Wi-Fi P2P technology allows devices with Wi-Fi to connect a camera
to a printer, and mouse or keyboard to a computer. Smart devices can connect to one
another or in a group. Wi-Fi users can benefit from this to share content and commu-
nicate with one another when Wi-Fi Access Points (APs) are available. Nodes cannot
communicate with each other directly. All the communications are passed through
router or AP. The AP acts as a mediator between networks. This infrastructure acts
as a Wireless Local Area Network (WLAN) for all indoor environments [3].

Wi-FiDi allows devices to communicate without using Wi-Fi routers. It facilitates
the devices of different manufacturers to connect and communicate at ease. Wi-FiDi
is a type of Wi-Fi, wherein any smartphone can connect with another without the
need for Internet or AP. There is no need for any infrastructure setting and it is like
a P2P network. It does not allow multi-hop communication like ad hoc network [4].

The smartphones have built in soft APs. It is an excellent and secure replace-
ment for Bluetooth-based communication. It works at high speed when compared
to Bluetooth though protected with WPA2 encryption. Network connectivities can
be established between smartphones and devices in a Wi-FiDi network [4, 5].

Bluetooth and Wi-Fi Direct devices support wireless communication in ad hoc
manner [6]. They do not require any infrastructure to work. In both cases, one device
act as the owner and others act as clients. Bluetooth permits only seven devices
to be connected in a piconet. It is limited to a range of 10 m approximately 33
feet, whereas Wi-FiDi can support a range upto 100 m. So Wi-FiDi is preferable
to connect more than 10 devices in a wide physical area. Complete comparative
study is performed over Bluetooth and Wi-FiDi by considering education in smart
classrooms using Mobile Ad hoc NETworks (MANETS) [7]. Table 1 shows the
comparison between Bluetooth and Wi-Fi Direct communications.

Wi-FiDi is faster than Bluetooth which makes it more attractive for sharing huge
files.

g:tl;l/zeln bcljl?:tlg:tr}isgr? 4 Wi-Fi Parameter Bluetooth 5.0 Wi-Fi direct
direct P2P sharing Yes Yes
Speed 1-3 Mbit/s >54 Mbit/s
Range 100 m 46-100 m
Energy consumption 0.01-1.0 W 220 W
Frequency 2.4 GHz 2.4 or 5.0 GHz
Service discovery Yes Yes
Supported devices Smartphones, smart TVs, and laptops
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1.1 Wi-Fi Direct Architecture

Wi-FiDi uses the Time of Flight (ToF) approach defined by Fine Time Measurement
(FTM) protocol specified in IEEE 802.11-2016. FTM calculates the accurate position
of a mobile device from an AP. Each AP in the WLAN network is configured with
its location in geospatial coordinates (latitude, longitude, and altitude) and civic
addresses. It facilitates precise localization even for multi-floor structures. It supports
high accurate localization and data services from service providers within a single
network, without the need for separate installations for beacons. One single network
within smart home environment provides Wi-Fi connectivity with high accurate
services without additional hardware, site surveys and maintenance. Smartphones
protect location data by confidential management frame exchange and authenticity
in data origin. Once a smartphone is connected with an AP in Wi-Fi network, the
location data exchange from smartphone is encrypted using WPA2TM along with
some protected management frames. Compared with other location technologies,
certain level of privacy is maintained on location data [8].

2 Fine Time Measurement (FTM) Protocol

Wi-Fi fingerprinting-based Indoor Positioning System (IPS) relies on fingerprint or
signal strength measurement. Signal strength measurements are variable due to the
noise in the environment and signal attenuation or by building structure which leads to
an inaccurate positioning system. Due to the limited accuracy of path loss model and
imperfect scalability of Received Signal Strength Indicator (RSSI) fingerprint-based
positioning systems, industry vendors are in search of techniques which yield better
accuracy. Wi-Fi Time of Flight (ToF) is a time-based range management protocol
used for getting accurate positioning information [9]. Fine Time Measurement (FTM)
protocol along with Angle of Arrival (AoA) is used to determine client positioning
with distance and angle [10]. Wi-Fi RTT-based measurements make use of finger-
printing and range-based techniques to get optimum accuracy in indoor positioning
[11, 12]. In the early release of IEEE 802.11TM, it included techniques for time
delay measurement. The measurement was in microseconds (jus), too coarse for
any indoor application. Hence, several hardware design modifications were recom-
mended for improving the timing resolution from s to nanoseconds (ns). The
solution given by IEEE 802.11TM involves a time delay in ns. This time delay
measurement is done by FTM protocol [13] which is a P2P single user protocol
enabling exchange of messages between the initiating station and the responding
device. Wi-Fi signals travel in the speed of light. The speed of radio waves is used
instead of signal strength. Wi-FiDi localization is rooted on the FTM protocol in
IEEE 802.11-2016.

Distance = time of flight x speed of light (1)
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The time between transmissions are converted to distance by multiplying with
speed of light as given in Eq. 1. For accurate location determination, it is important
to synchronize two devices in communication to the same clock reference within
an ns. This is done by making a RTT measurement. When a mobile device sends a
Wi-Fi frame, the RTT measurement starts and the time is recorded.

When device 1 receives response from device 2, it notes the arrival time. RTT is the
difference between device timestamps referred in the same clock. The RTT includes
the time taken between sending a frame and receiving its response from the other
side. The mobile device can record accurate timestamps to measure the RTT in several
ns as illustrated in Fig. 1. The protocol allows many timestamps to be transmitted
among mobile devices within the Wi-Fi range and timestamps are collected in one
device to measure the RTT. When more than two devices are connected to one mobile
device, it should send the measurement to one device, while the other is involved
in calculation. Table 2 shows the comparison between time measurement and FTM
protocol.

FTM protocol allows a mobile device to request either in scheduled measurement
or in immediate measurement mode. In scheduled measurement mode, there is no

Tl n
Turn Around Time

Q¢ @

T4 T3

Mobile Device 1 Mobile Device 2

Fig.1 Round Trip measurement to synchronize time clock

Table 2 Comparison between FTM and time measurement protocol

Parameter Timing measurement FTM

Standard Established with IEEE Established with IEEE 802.11-
802.11-2012 2016

Frame Class 3 frame Class 1 frame

Timestamp resolution

In ns (10 ns)

In picoseconds (ps)

‘When frame sent

No indication of when TM frame
will be sent

First frame should be sent at 10 ms
after the receipt of initial request

Burst

No concept of burst

Scheduling and operational
parameters of an FTM session are
formulated

Frame spacing

No control on spacing between two
consecutive frames

Min delta FTM
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necessity to start an FTM session. The operational parameters of the session are
scheduled based on the availability of resources. As Soon As Possible (ASAP), the
value is taken as zero (ASAP = 0). In an immediate measurement mode, there is
an urgent need to receive location information. The initiating mobile device can
request another mobile device to start FTM session ASAP (ASAP = 1).The device
captures the timestamps associated with initial frame and sends in the next frame. It
involves less overhead but involves more complexity and resources. Figure 2 shows
session management in immediate mode. FTM parameter contains a number of fields
that are used in FTM session management. FTM frame is helpful in supporting FTM
communication to report Time of Arrival (ToA) and time difference of arrival. The
first burst instance begins at the time recorded in a partial timer specified in FTM
frame format, regardless of ASAP field value. When ASAP value is set to zero by
the responding station, the partial time value is set to less than 10 ms. The RTT is
computed as shown in Eq. 2.

RTT = [(4 — t]) — (3 — 12)] 2)

The distance is calculated by using the speed of light and various timestamps.
Timing offset is calculated as

ToF = RTT/2 3)

Range = C*ToF ()

where ‘C’ represents the speed of light.

2.1 Wi-Fi Direct Simulator

A Wi-Fi Direct simulator WiDiSi is an open source simulator for implementing Wi-
FiDi networks. WiDiSi is based on Peersim large-scale simulator for P2P networks.
It provides a dynamic large scale environment for Wi-FiDi network, where Android
applications can be tested for some scenarios. A configuration test file is available
for creating and modifying network parameters. Wi-FiDi Application Programming
Interface (API) is similar to Wi-Fi P2P API in Android. Wi-FiDi-enabled smart
devices are grouped and one device acts as Group Owner (GO) and plays the role of
soft AP. In the discovery phase, device scanning for APs is the same as in traditional
Wi-Fi. It also searches for application services available in the higher layer. Devices
send probe request frames to establish communication. The GOs stay in the listening
state to send response to the response frame.

Devices continuously move around, search and listen between 100 an 300 ms to
establish connection. Following the discovery phase, a device can query about higher
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Fig. 2 FTM session management in scheduled mode

level application services. Currently, android supports Domain Name Service (DNS)-
based service discovery to exchange higher level services. Based on the intended
value in each device, it can negotiate to act as a GO. Intended value is determined
based on the remaining battery and computational power decided by the application.
The GO invites other unconnected devices to join the group, or unconnected devices
can send request to the GO to establish a connection. Multiple smart devices are
considered as nodes in the simulator. The nodes run in the node container which is
responsible for including permanent nodes. Each node is capable of executing certain
applications and represents the behavior of android devices. Each node includes Wi-
FiDi interface that acts as P2P protocol in Android devices. Figure 3 shows the
architecture of WiDiSi which is a single threaded simulator used for constructing
Wi-Fi Direct infrastructure. Node Initializer is responsible for initializing nodes in
environment when it is included. Proximal elements are defined by the proximity
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Fig. 3 WiDiSi architecture

manager. Network dynamism is responsible for node mobility, as Wi-FiDi devices
are in motion in the network. Message exchange among nodes is handled by node
communication manager. The logging component monitors the network behavior
with the help of runtime information while the scheduler drives the simulation engine.

The behavior of P2P communication in Wi-FiDi devices are modeled through
delays.

e Switching delay occurs while switching the channels in the discovery phase. It is
the average time taken by two devices to find a common channel.

e Channel delay denotes the time needed for physical propagation of signals. It is
the amount of time taken to exchange a frame from one device to another.

¢ Authentication delay is dependent on user authentication. It is the time taken for
approving the authentication and moving on to the provisioning phase.
Power management delay denotes the idle state time of a device.
Internal processing delay is the time taken for processing a basic request.

2.2 Wi-Fi Direct Interface

Wi-FiDi interface has classes that replicate the behavior of Android’s
Wi-FiDi implementation. They are WifiP2pManager, NodeP2pinfo, and
EventListener. WifiP2pManager replicates the behavior of Android’s
android.net.wifi.p2p.WifiP2pManager. This class is helpful for managing Wi-
Fi P2P connectivity. The application can discover and setup peers and query
services. WiDiSi is a single threaded simulator where all internal components are
synchronized around Peersim. Android APIs are multi-threaded. To overcome this,
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Peersim can be used in hybrid mode. The following APIs are supported in Wi-Fi
Direct interface.

e WifiP2pManager.ConnectionInfoListener - It is similar to that of
android.net.wifi.p2p class and is used when connection information is available

e WifiP2pManager.DnsSdServiceResponseListener - It is used when connection
information is available

e WifiP2pManager.DnsSdTxtRecordListener - It is used when Bonjour TXT
record is received

e WifiP2pManager.GrouplInfoListener - It listens to group information

e WifiP2pManager.PeerListListener - It is used when peer lists are updated

2.3 Proximity Manager

To keep the network updated, nodes are to be added and removed over time. Node
mobility is not possible in Peersim. Node movement is possible in WiDiSi using the
following functionalities. The geolocation of each node is kept in the instance of
INET coordinate protocol and it is represented as (X, y) coordinates. INET-Initializer
is responsible for maintaining the location of each node when it is included in peer
group. The node movement control component is responsible for node mobility based
on the scenario. It updates the proximity list of each node based on the new location.
The proximity list is maintained by the neighbor list linkable protocol installed in
each node. The proximity observer checks the neighbor list linkable protocol for
changes. If any changes occur in mobility of the node, it is informed to the event
listener for further actions.

3 Results and Discussion

Nodes represent smart devices in real Wi-Fi Direct network. The geo-position of each
node is maintained as INET coordinates. The proximity controller is responsible for
maintaining the node movement. The simulation environment covers an area of 500 m
with an average for 100 nodes. All the devices move around within the network range.
They move at a speed of 0—15 m/s. The signal strength reduces when the distance
between the nodes increases. It is given by

PathLoss = 20log,(d) + 201og,o(f) + 32.44 — Gy — Gy (5)

where
f - Channel frequency (MHz)
G - Gain in the transmitter
G« - Gain in receiver
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Fig. 4 Node representation and P2P group formation

Figure 4 shows the node representation and peer group formation. GOs in each
group are represented in green. Clients are represented as blue color nodes. Nodes
are grouped either in standard, autonomous or persistent mode. The nodes can iden-
tify nodes positioned at proximity by using APIs running on the node. Each node
represents an Android smart device.

3.1 Positioning of a Mobile Device with Wi-Fi RTT

The Android P introduces some new features to measure RTT from APs or other
peer group devices. Figure 5a shows the Wi-Fi scan phase in a RTT tool to discover
whether the missed smart device is available in the scan list. It lists all the nearby
devices in the Wi-Fi Direct range.

The range taken is around 500 m. When a person misplaces his mobile somewhere
in a smart home environment, it can be scanned and identified from another smart
device by forming a peer group. The device need not connect to an AP to measure
RTT. The AP does not maintain user information of mobile devices, and hence,
the privacy of users will not be affected. Figure 5b shows the place of a mobile
device in an indoor building. It shows the navigation for the mobile device from
the search place. If the device’s RTT is measured from three different APs, the
technique is called multi-lateration where the average positioning accuracy is found
to be 1-2 m. With these APIs provided in Android P, new user experiences like
indoor navigation, advertisement on offer products and providing fine-grained indoor
location services can be created.
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Fig. 5 a Wi-Fi scan phase and b Navigation of a mobile device from search location

4 Conclusion

Positioning of a smart device in an indoor environment is possible with the help of
FTM protocol and RTT measurement in a smart building. D2D communication is
possible by forming peer groups in a Wi-FiDi network. In a Wi-FiDi network, each
device acts as an AP for connecting with other devices. Neighbouring devices can
be discovered and communication can be established at higher speeds than other
wireless technologies. The speed of RTT distance measurement is 0.02 s, and the
range is also extended to 1 km covering the entire smart building. In the future, this
work can be extended to provide location-based services about offers and navigation
to target locations to customers in shopping malls.
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Prioritization in Data Warehouse )
Requirements—Incorporating Agility i

Hanu Bhardwaj and Jyoti Pruthi

1 Introduction

New possibilities and markets, dynamic economic conditions, and the creation of rival
products and services all require organizations to respond. Software systems have
been the backbone of most corporate operations in recent years. A data warehouse
is an integrated environment in which data from many systems are combined and
presented in a logical manner. Data warehouses contain a variety of components,
including data in various formats from various sources, a database, extract, transform,
and load (ETL) operations, dashboards, and so on [1].

The most time-consuming and expensive task in establishing a data warehouse is
data integration utilizing ETL from heterogeneous sources, which accounts for more
than half of the project price [2]. Furthermore, business customer’s requirements
in data warehouse projects are constantly changing, making the typical waterfall
approach difficult to follow [3].

Project management by using data warehouse is distinct from most other types
of software project management; actually, a data warehouse is never going to finish
truly. Every phase of a data warehouse project has a start and end date; however,
the data warehouse will never reach its completion point. Traditional assignment of
roles and duties appears to result in excessive rework, and the waterfall methodology
does not appear to function for project control.
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Projects involving data warehouses are always evolving and dynamic [4]. These
qualities make data warehouse project management difficult and distinctive; they are
also a major reason why agile methodologies are appropriate.

1.1 Agility Principle in Software Development

All the twelve principles of Agile Software Development (ASD) are an umbrella title
for a group of concepts/activities which are based on the principles and ideas, and
it is mentioned in the ASD’s Manifesto as well. It can be said to be a perfect idea
to apply the said principles and values and to use them to figure out what to do in a
particular scenario [5].

Agile is different from conventional software development methodology as it lays
emphasis on the people doing the job and their collaboration. Cross-functional and
self-organizing teams collaborate so as to lead to best solutions.

Cooperation and the self-organizing team are highly valued in the ASD commu-
nity. People from several departments make up teams. Those teams don’t need to have
separate occupations; instead, they should make sure they have all of the appropriate
skill sets when they get together [6].

1.1.1 Prioritization Strategies

Prioritization holds an important place in ASD. Rather than waiting for the whole
project to be delivered, it is better to make the most important functionality available
to the stakeholder at the earliest [4]. This can be achieved by applying prioritization
on the requirements efficiently.

Backlog prioritizing is necessary to categorize the product backlog items (User
Stories, defects, spikes, etc.) in order to determine the development and deployment
sequence. During sprint planning, the scrum team follows the sequence to identify
product backlog items. The influence factors may be as follows [7]:

1. Customer satisfaction: It is one of the contributing variables for prioritizing
product backlog items. We constantly prioritize stories with the factor of customer
satisfaction in mind, allocating a high priority to functionality (backlog item)
that has a high possibility of increasing customer satisfaction. Customers may
get unsatisfied if those functions are not prioritized first.

2. Economic Value: Prioritizing functionality requires a thorough understanding
of the company’s strategy and goals. As a result, the best person to prioritize
product backlog items is the product owner or the business analyst. Prioritize the
product backlog item by determining which feature will bring the most value to
satisfy the business goal.

3. Complicatedness: Functionality that is sophisticated or tough should be started
early in the project. Because the team is new, it is easy to assign talented and
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experienced members. In addition, if it takes longer than expected, the team gets
more flexibility in adjusting the extra time.

Opportunity and Risk: Prioritizing high-risk functionality at the top of the list
helps to maximize early mitigation. When high-risk functionality is postponed
until later in the project, the overall risk of implementation rises.

Price: High costs do not always imply poor priority; we must consider the cost
and ROI of each service logically. Less cost—-more return will undoubtedly be a
top priority, while more cost-less return may be a low priority. However, when
other criteria of prioritizing are taken into account, less cost-more return should
also be at the top of the list. Cost isn’t the sole consideration; we must also
consider the functionality’s return when prioritizing.

1.1.2 Techniques to Prioritize

There are multiple ways or strategies for prioritization that are mentioned below [8]:

a.

Affinity Analysis: In the method, the user stories are divided into categories such
as high, low, medium, and medium, and select backlog items to plan or construct.
This is a set of basketing approaches for prioritizing items of product backlog
into groups [7, 8].

Kano Analysis: By using this technique, the backlog items or functions are being
organized, keeping the customer pleasure element in mind. Different aspects of
customer satisfaction are shown on the Kano Analysis chart, and we put or arrange
the backlog items in particular areas, prioritizing them as per the same [7, 8].
MoSCoW Method: Another way to prioritize work items in product develop-
ment is to use MoSCoW. The term comes from the initial letter of each of the four
priority categories. Another method of analysis of affinity is to divide the product
backlog into 4 category [7]. As the names of each & every category suggest, the
teams prioritize must have the list of functionality first, followed by should have,
could have & would like to have, in order to maximize the return on investment
and avoid losing high-value functionality due to time or money constraints.
Ranking: A rank value (1,2,3,4,5...) is another means of ranking stack of backlog
items. We use this strategy to stack our backlog items one on top of the other.
The priority of Rank 1 is higher than that of Rank 2. The higher rank (lower
value) or high priority displays above the low rank in our backlog (high value).
We prioritize grooming, planning, and constructing the highest-ranking product
backlog item before moving on to the lower-ranking items [8].

Determining how to prioritize new functionality and features is one of the

most difficult aspects of agile software development. When creating development
roadmaps, even the most experienced product owners and project managers may
find it challenging to prioritize what to work on first. Prioritization is an important
component of product strategy that should be examined and improved on a regular
basis [4].
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1.2 Agility in Data Warehouse

An agile data warehouse enable a company to progress from reporting and historical
analysis to more advanced, predictive analytics. It also encourages the incorporation
of new data types and structures into complicated behavioral models, resulting in a
level of comprehension previously unattainable. Data warehouses contain a variety
of components, including data in various formats from various sources, a database,
extract, transform, and load (ETL) operations, dashboards, and so on [1].

The most time-consuming and expensive task in establishing a data warehouse is
data integration utilizing ETL from heterogeneous sources, which accounts for more
than half of the project price. Furthermore, business customer’s requirements in data
warehouse projects are constantly changing, making the typical waterfall approach
difficult to follow [9].

The goal of agile data warehousing is to reduce time to value. To begin with a
specific source or area of data and work on it from that point itself, from the input of
the data to visualization, enables the organization to look or get visible output and
achieve the desired goals.

With an agile data warehouse, introducing complete new datasets from new data
sources, which typically take weeks or months to effectively integrate into the data
warehouse and overall analytics workflow using traditional methods, can be done in
days or even hours [9]. By supporting open-ended data discovery and self-service
analytics, an agile data warehousing system puts data and analysis in the hands
of people who need it. The teams can obtain more flexibility in addressing new
requirements while also improving the quality and response time to new requirements
when they use agile methodology for data warehousing initiatives. Agile provides
value to businesses on a regular basis and aids in project management, particularly
for data warehouse projects, which are typically vast and complicated [10].

1.3 Prioritization Strategies

As mentioned in the above section, there are many prioritization techniques available
in software development but no such fixed techniques or strategies available for
prioritization in data warehousing. In the proposed model, we are trying to build
a mechanism to prioritize the input that can go in the data warehouse and enable
the decision-making process faster and effective. As the agile approach is used in
the proposed work that will make the delivery of the work starting from the very
beginning rather than waiting for the entire data warehouse to be in place, this will
be readily available inputs.
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2 Overview of Previous Work

Customer’S desire to purchase software systems is determined by how well the
product satisfies their demands. Prioritization provides prospects for good results
and client satisfaction [11, 12]. Prioritization of needs is defined as the process of
identifying and ordering critical system requirements based on their relevance [13,
14]. Releases or iterations are then used to develop the requirements. The concept is
that the most important demand should be implemented first, followed by the others
[15, 16].

Several stakeholders decide which requirements should be executed as releases
during the requirements prioritization process [16, 17]. Developers are the most
powerful stakeholders in the needs prioritization process since they are skilled indi-
viduals. Customers with authority over the system, on the other hand, are the best
judges of requirements priority. Customers and developers must agree on which
requirements should be prioritized [18]. This procedure is challenging, especially
when it involves several parties who must achieve an agreement in a frantic and
often disoriented environment [15].

The needs are chosen using a specific requirements prioritization technique that
must first be determined. The end result is a prioritized project backlog, which is a
collection of critical requirements for the project [16, 18]. The most typical criterion
for prioritizing needs is commercial value; however, other factors like complexity,
stability, and reciprocal interdependencies are also taken into account [19].

Aside from the project, the type of the requirements has an impact on the process
of prioritization. Dependencies of requirements increase the complexity of the same,
making it more difficult to choose a specific iteration [18]. There are two types of
dependencies: chronological and architectural. It is possible that a condition that
is deemed complex and hazardous will not be executed [20]. The relevance and
an urgent need of the gathering of requirements also have a role, which is heavily
influenced by the stakeholder’s perspectives [20]. Most important requirements are
functions that are required at the early stage of the process and provide the organiza-
tion with strategic business value [21, 22]. Along with it, the volatility and stability
of needs should be considered, as ever changing requirements have an impact on a
project’s cost and schedule [23].

3 Proposed Algorithm

In the previous work [24], we have elicited indicators for finalizing requirements
of the data warehouse. Once indicators have been elicited, an algorithm is being
proposed for choosing indicators, from indicator hierarchy for every sprint, so as to
develop data warehouse in incremental phases.

We assume that information regarding reporting hierarchy, informs hierarchy,
indicator hierarchy, indicator-position pair (consumer/producer) are available with
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us [24]. Also, information regarding the deadline and frequency of every indicator
has been elicited.

Do until sprint capacity is full
A. For each indicator present at leaf level (Left to Right direction)
B. Find the level of position for which indicator is being produced
C. Pick the indicator with highest level/position (indicator hierarchy)
D. In case of tie amongst the indicators at highest level (least distance), check the number of nodes of the tree
of indicator hierarchy to which indicator belongs as leaves.
E. Pick the indicator with least number of nodes
F. In case of tie amongst the indicators on account of the same number of nodes, find the number of
contributing indicators for each of them, which will go in computing the next level indicator. (Find the
siblings of indicator)
G. Choose the sibling set with larger cardinality
H. If cardinalities are the same, check the number of positions that each indicator in the sibling
set is being consumed by.
I. Pick the indicator sibling set being used by highest number of positions
J. In case of tie, check the deadline for each indicator
K. Pick the indicator with least deadline period
L. In case of tie, check the frequency of delivering indicator

M. Pick the indicator with highest frequency
N. In case of tie, the choice of choosing indicator is done by product owner,
after consulting concerned positions, based on urgency etc.

3.1 Prioritization Strategy in Proposed Algorithm

We have considered following parameters while framing the algorithm for priori-
tizing and selecting indicators. k and k’ represent indicators identified in indicator
hierarchy.

1. Given an indicator hierarchy, indicators at leaves must be given priority over the
one which is higher in the hierarchy.

2. If the distance of propagation of k is smaller than that of k’, then k is preferred.

3. If the number of indicators contributing to compute k is smaller than that for
computing k’, then k is preferred.

4. If the deadline for delivering k is closer than delivering k’, then ki is preferred.

5. If frequency of delivering k is higher than that of k’, k is preferred

6. If k is being produced for a position at a higher level than that of the position
receiving k’, then prefer k.

7. If k being produced is consumed/used by more number of positions than that of
k’, the k is preferred

8. Product owner to break ties at last.
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3.2 Explanation and Example

In our previous work [24], we explored to elicit indicators by exploring reports
hierarchy which is obtained from the organization chart. Further from ‘Reports Hier-
archy’ which conveys formal relationship in an organization, ‘Informs Hierarchy’
was explored which conveys informal relationship other than organization chart but
relevant for indicator exchange. From reports and informs hierarchy, we elicited indi-
cators and finally constructed indicator hierarchies which describe the computation
structure of every indicator. We also elicit the information regarding the deadline
and frequency of each indicator as this information shall help us in prioritizing the
indicators.

So, for implementing the proposed algorithm, we start traversing the indicator
hierarchies (trees) from leaf level from left to right. Assume that the indicators at
leaf level are 11, 12, 13, 14, 15, and 16. We need to check the position for which these
indicators are being produced, assume I1 is being produced for P3, and similarly the
indicator-consumer position elicited are 11-P3, 12-P4, 13-P4, 14-P4, 15-P4 and 16-P2.
Assuming that P4 is the highest level, we observe that there is a tie in 12, I3, 14 & I5
as they are being produced by the highest and same level of positions. So, to break
the tie, as per point D in the algorithm, we check the total number of nodes of the
tree to which each of these indicators belong.

Assume that 12 belongs to a tree (hierarchy) with 10 nodes, and similarly, 12-10,
13-10, 14-10, and I5-20 information is checked. Here, we again see that 12 and 14
qualify for the next step as they belong to the tree with the least and same number of
nodes. Next as per step F of the proposed algorithm, to break the tie between 12, 13, &
14, we check the count of their siblings which contribute with them to calculate the
next-level indicator. Assuming that 12 has 5 siblings, and similarly, 12-5, I3-5, and 14-
3 information regarding the sibling set is fetched which leads to another tie between
12 and I3 as they have the maximum and same number of sibling indicators. To break
the tie at this level, as per point H, we need to check the number of positions which
are consuming the siblings. Assuming that siblings of both 12 and I3 are consumed
by 10 positions each, we again need to break the tie as per point J. Here, we shall
check the deadline of indicators I2 & 13, assuming that both have the same deadline
and have to be completed by the same time, we continue having a tie between them.
Therefore, we proceed further to point L to break the tie based on the frequency
(Daily/weekly/Monthly/Quarterly and so on..) of I2 and I3. Assuming that both have
the frequency of usage as weekly, we are not able to break the tie and ultimately the
decision to choose between 12 & I3 lies in the hands of the product owner, based on
factors like urgency or business needs.

In the above example, we explored till the last step, i.e., N to choose the indicator
that should be decided for getting included in the ongoing sprint. The above steps
are repeated recursively till a point is reached where sprint capacity is exhausted.
Thus, the output of the above algorithm is a set of indicators that need to be handled
for phase-wise data warehouse design. This way, as per the various factors used for
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prioritization, data warehouses are constructed in an iterative manner (Phase-wise)
to avoid delay in decision-making.

4 Conclusion

In the proposed algorithm, the priority of choosing indicators has been decided on
the basis of different factors. The proposed work can be applicable in designing data
warehouse in incremental stages in any of the scenarios or industries wherein an
organizational formal or informal hierarchical structure exist, and there is exchange
of indicators/key information among the positions. This shall enable the availability
of decision-making process quick and effective as there is no need to wait for the
entire data warehouse to be in place.

References

1. Taylor D (2021) ETL (Extract, Transform, and Load) process in data warehouse, October 2021.
https://www.guru99.com/etl-extract-load-process.html
2. McKnight W (2014) Data warehouses and appliances, information management. Strategies for
Gaining a Competitive Advan with Data 2014:52-66. https://doi.org/10.1016/B978-0-12-408
056-0.00006-0
3. Borhan NH, Zulzalil H, Mohd Ali N, Hassan S (2019) Requirements prioritization techniques
focusing on agile software development: a systematic literature review. Int J Scientif Technol
Res 8(11):2118—-2125
4. Olaronke I, Ikono R, Gambo I (2018) An appraisal of software requirement prioritization
techniques. Asian J Res Comput Sci 1(1):1-16. Article no. AJRCOS.40763. https://doi.org/
10.9734/ajrcos/2018/v1i124717
5. Morlion P (2021) The 12 Agile principles: what are they and do they still matter? June 2021.
https://www.plutora.com/blog/12-agile-principles
6. Maarit L, Simild JK, Abrahamsson P (2013) Definitions of Agile software development and
agility, communications in computer and information science. In: Conference: 20th European
conference, EuroSPI 2013, June 25—27, vol 364. https://doi.org/10.1007/978-3-642-39179-
822
7. Mahapatra N (2017) Backlog prioritization in Agile software development. https://agiledigest.
com/agile-digest-tutorial-2/backlog-prioritization/
8. Omeyer A (2020) 5 Best ways to prioritize your product Backlog, April 20. https://medium.
com/agileinsider/5-best-ways-to-prioritise-your-product-backlog-a761fadc8862
9. Herschel RT, Rahman N, Rutz D, Akhter S (2013) Agile development in data warehousing,
principles and applications of business intelligence research, Jan pp 286-300. https://doi.org/
10.4018/978-1-4666-2650-8.ch020
10. Tobias K, Sebastian O (2015) The impact of in-memory technology on the agility of data
warehouse-based business intelligence systems—a preliminary study among experts. In:
Wirtschaftsinformatik proceedings 2015. vol 44. https://aisel.aisnet.org/wi2015/44
11. Mulla N, Girase S (2012) Comparison of various elicitation techniques and requirement
prioritization techniques. Int J Eng Res Technol (IJERT) 1(3). ISSN 2278-0181
12. Wiegers K (1999) First things first: prioritizing requirements, Software Development, Process
Impact. www.processimpact.com


https://www.guru99.com/etl-extract-load-process.html
https://doi.org/10.1016/B978-0-12-408056-0.00006-0
https://doi.org/10.9734/ajrcos/2018/v1i124717
https://www.plutora.com/blog/12-agile-principles
https://doi.org/10.1007/978-3-642-39179-8_22
https://agiledigest.com/agile-digest-tutorial-2/backlog-prioritization/
https://medium.com/agileinsider/5-best-ways-to-prioritise-your-product-backlog-a761fadc8862
https://doi.org/10.4018/978-1-4666-2650-8.ch020
https://aisel.aisnet.org/wi2015/44
http://www.processimpact.com

Prioritization in Data Warehouse Requirements—Incorporating Agility 155

13.

14.

15.

16.

17.

19.

20.

21.

22.

23.

24.

Bebensee T, van de Weerd I, Brinkkemper S (2010) Binary priority list for prioritizing software
requirements. In: Requirements engineering: foundation for software quality, pp 67-78. https://
doi.org/10.1007/978-3-642-14192-8_8

Karlsson J, Wohlin C, Regnell B (1998) An evaluation of methods for prioritizing software
requirements. Inf Softw Technol 39(14):939-947

Paetsch F, Eberlein A, Maurer F (2003) Requirements engineering and agile software develop-
ment, WET ICE 2003. In: Proceedings. Twelfth IEEE international workshops on enabling tech-
nologies: infrastructure for collaborative enterprises 2003. https://doi.org/10.1109/ENABL.
2003.1231428

Razali R, Anwar F (2011) Selecting the right stakeholder for requirements elicitation: a
systematic approach. J Theor Appl Inf Technol 33(2):250-257

Svensson RB, Gorschek T, Regnell B, Torkar R, Shahrokni A, Feldt R etal (2011) Prioritization
of quality requirements: State of practice in eleven companies. In: IEEE 19th international
requirements engineering conference 2011. https://doi.org/10.1109/RE.2011.6051652

. Bakalova Z, Daneva M, Herrmann A, Wieringa R (2011) Agile requirements prioritization:

what happens in practice and what is described in literature. In: Requirements engineering:
foundation for software quality, pp 181-195. https://doi.org/10.1007/978-3-642-19858-8_18
Jarzgbowicz A, Sitko N (2020) Agile requirements prioritization in practice: results of an
industrial survey. Proc Comput Sci 176:3446—3455. https://doi.org/10.1016/j.procs.2020.
09.052

Wohlin C, Aurum A (2005) What is important when deciding to include a software requirement
in a project or release?. In: International symposium on empirical software engineering. https://
doi.org/10.1109/ISESE.2005.1541833

Lehtola L, Kauppinen M, Kujala S (2004) Requirements prioritization challenges in practice.
In: Product focused software process improvement, pp 497-508. https://doi.org/10.1007/978-
3-540-24659-6_36

Lutowski R (2005) In: Software requirements: encapsulation, quality, and reuse: CRC Press.
ISBN 9780849328480

Lauesen S (2002) In: Software requirements: styles and techniques: Addison-Wesley Profes-
sional. ISBN-13: 978-0201745702

Bhardwaj H, Prakash N (2016) Eliciting and structuring business indicators in data warehouse
requirements engineering. J Expert Syst 33(4):405-413. Wiley Publishing Ltd. https://doi.org/
10.1111/exsy.12165


https://doi.org/10.1007/978-3-642-14192-8_8
https://doi.org/10.1109/ENABL.2003.1231428
https://doi.org/10.1109/RE.2011.6051652
https://doi.org/10.1007/978-3-642-19858-8_18
https://doi.org/10.1016/j.procs.2020.09.052
https://doi.org/10.1109/ISESE.2005.1541833
https://doi.org/10.1007/978-3-540-24659-6_36
https://doi.org/10.1111/exsy.12165

Module Allocation Model in Distributed )
Computing System by Implementing e
Fuzzy C-means Clustering Technique

Shipra Singh and Deepa Gupta

1 Introduction

With the advancements within the era dispensed processing structures poses new
challenges every day which captivates the attention of many researchers to paintings
on this domain. If the proper gain of available resources and heterogeneous processing
talents is taken into consideration, then in DCS the overall reaction time of any soft-
ware can be minimized by way of distributing it over several available computing
modules. Module allocation in allotted processing system reveals an extended soft-
ware in environments where a huge amount of information has to be processed
in a quick time or wherein actual-time computations are required. DCS is used to
explain a system each time multiple computers are interacting in order that a group
of tasks runs on a machine with a couple of processing units. DCS allows speedy
calculation that ease the equally aligned execution of application tasks. Partitioning
programs into obligations and their assignments are two cornerstone steps in DCS
design. Accomplishment of these steps must be achieved effectively, a growth in
the tally of processors inside the device may additionally virtually bring about a
decrease inside the overall fee because of the saturation effect due to excessive
communique among the processors. DCS performance may be near to gold standard
best if the disbursed duties and processing modules are mapped well. As an end
result, a properly-prepared assignment allocation strategy is needed to properly use
processing devices and decrease inter-processor communication when interacting
duties are living on distinctive processors. To avail the maximum output with the
available assets, it’s miles obligatory to reduce the reaction time by using mapping
the strategies to the processing modules in step with the inter-module verbal exchange
fee, as a way to limit the communique among the modules with the aid of plotting
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the clusters as in step with maximally speaking techniques mapped onto the same
processing module. DCS lets in allocation of obligations the usage of any of the two
techniques: Dynamic allocation and Static allocation. Static allocation does not allow
reassignment of the responsibilities over processors in the course of execution, while
dynamic allocation allows reassignment of the duties over processors throughout
execution.

The graph-theoretic method has been applied by means of several researchers to
the module allocation trouble with the goal of minimizing general execution and
conversation costs which includes Bokhari [1], Shen and Tsai [2]. Tindell et al.
[3] defined a technique to solving the static module allocation trouble using a way
referred to as simulated annealing. Peng et al. [4] have derived premier module
assignments to reduce the sum of module execution and conversation charges by
way of the usage of the branch and sure method. Attiya and Hamam [5] discuss
the trouble of module allocation in a heterogeneous distributed gadget with the aim
of maximizing the system reliability then gift a heuristic algorithm derived from a
well-known simulated annealing (SA) technique to solve the problem.

Yadav et al. [6] provided an green module scheduling version in a distributed
processing device the use of ANN. Martinez et al. [7] taken into consideration the
trouble of allocating fixed-priority fork-be a part of allotted real-time modules onto
allotted multi-middle nodes linked thru a flexible time-brought on switched Ethernet
network. Kumar et al. [8] gift a dynamic module scheduling algorithm for distributed
computing systems beneath a fuzzy surroundings. Akbari and Rashidi [9] proposed a
set of rules based on a multi-goal scheduling cuckoo optimization algorithm to lessen
execution time at the same time as permitting for maximum parallelization. Crespo
et al. [10] gift a method to generate a static time table for a multi-core partitioned
machine through considering numerous troubles: partitions with specific tiers of
severely, hierarchical agenda, allocation of partitions to cores and era of the global
agenda. Kumar et al. [11] labeled a brand new heuristic model for the allocation
of modules to more than one processors following to obtain most desirable price
and highest quality reliability of the gadget. When the comparable data objects are
measured via features in ways then it is partitioned into multiple organizations called
clusters. The algorithms of clustering have been evolved to remedy a specific problem
in a particularized subject. Clustering techniques are categorized into hard clustering
(each information belongs to simplest one cluster) and soft or fuzzy clustering (each
information belongs to each cluster in keeping with their membership grade). Many
researchers have been utilizing the approach of clustering using fuzzy technique.
Yadav et al. [12] developed fuzzy membership features for making the clusters of
modules with the limitations to maximize the throughput and minimize the parallel
execution time of the system. Commutable fault spotting and prognosis based on
an evolutionary fuzzy classifier are given via Lemos et al. [13]. Then, Velmurugan
et al. [14] have started a performance-based totally analysis among okay-manner
and algorithms for C-means clustering for connection-intended telecommunication
statistics. Zhou et al. [15] proposed a collaborative fuzzy clustering set of rules in
dispensed network environments. Nayak [16] has evolved a fuzzy good judgment-
based clustering set of rules for Wi-Fi sensor networks to increase the community
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lifetime. Kumar et al. [11] designed a model based on mathematical implementation
to allocate the modules onto the processors, their effort is to gain best reliability and
ideal value of the devices. This paper states a venture undertaking problem and has
numerous objectives: minimizing the reaction time, minimizing the machine fee and
that too with least number of assumptions.

The stated model utilizes C-means clustering based on fuzzy approach for
mapping the cluster of modules to lessen inter-modules verbal exchange value. To
estimate the effectiveness of the algorithm said in the paper, the model has been
carried out the usage of R Programming and the clusters of tasks has been plotted.
This system is impartial of the number of processors and obligations therefore may
be applied for any quantity of processing devices and processes. The shape of the
paper is as follows: The obligations task trouble is stated in the first location observed
by using proposed set of rules structure. And later the effects of the implementation
are stated together with the evaluation with other proposed models and subsequently
the paper then concludes.

2 Problem Statement and Definitions

Considered a distributed program consisting of a set P = {Py, P»,..., P,) of ‘n’
heterogeneous processors and a set M = {M, M»,....M,,} of ‘m’ tasks with some
inter-tasks communication cost, these tasks will be grouped into clusters for execution
on these processors. The assignment procedure is executed with the help of function
A from the cluster of tasks in set M to the processors in set P:

A: M — P, where A(i) = k if module M; is assigned to processor Py, 1 <i < m,
1<k<n

Aim of the above function A is to achieve AOQ, i.e., optimal allocation, AO must
reduce the response time of the entire system with the help of systematic mapping of
processors and tasks. DCS will make the best out of resources available by spreading
out the load on all the available processors such that the maximally communicating
tasks can be assigned to the same processing unit.

2.1 Definitions

2.1.1 Fuzzy Execution Cost (EC)

The fuzzy execution cost ¢;; is the amount of data required for the execution for
module M; on the processor Py. The execution cost for all the tasks on each processor
are fuzzy triangular numbers and the values are considered as matrix of fuzzy execu-
tion cost, FECM = [Aéi.k] of order m x n. For the allocation on each processor the
fuzzy execution cost A, is calculated as:
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FEC(Kk)= Y @ aw):

1<i<m
ieM Sy

where MS, = {i: A() =k, k=1,2...n}

2.1.2 Fuzzy Inter-Module Communication Cost (FIMCC)

The transferable quantity of data needed from module M; to module M; is denoted
by d; ;. The matrix DT = [d; ;] signifies the communication of data among the tasks
while the execution. Matrix DTR = [7; ;] of size n x nis used to store the data transfer
rate among the processors. The FIMCC between modules M; and M; is defined by:

dij g .
Cfivi= DTR,lfl #*J
- 0, ifi = j

where DTR, is the average transfer rate among the processors in the processor’s
domain. The communication between the modules are taken in form of fuzzy inter-
module communication cost matrix, FIMCCM = [¢ ;] of order m x m. The fuzzy
inter-module communication cost for each processor for a given allocation A is
obtained as:

FIMCCk) = Y @

1<i<m
i+1<j<m

AG) Ak

2.1.3 Response Time of System

The response time of the system is a function of calculating the amount to be
performed by each processor and calculation time. This function is defined by consid-
ering the processor with the calculation load and communication heavier aggregate.

The system response time for a given assignment A is establish as:

RT(A) = max {PEC(K) + IPCC(k)}

2.2 Assumptions

These assumptions have been made to designing the algorithm.
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1. Any task may take variable execution instances to execute on exclusive processors
and the conversation cost among the tasks can also vary. Also the overall value
of the machine is computed the use of the execution and conversation costs. And
the execution price of any undertaking is taken as endless in case that venture
cannot be executed on a certain processor.

2. Assume that when the processing of an undertaking is completed, the output is
stored in the nearby storage by way of the processing unit. And if some other task
on the equal processor desires that output, it may be accessed from the nearby
memory. Consequently, the communique fee is taken into consideration zero in
among the responsibilities from the identical cluster.

3 Proposed Model

In this section, we have proposed a heuristic algorithm for solving modules allocation
problem. The model developed in this paper addressed the multiple objectives such
as:

i. Balanced Load assigned on all processors.
ii. Response time of the system must be minimized.
iii. Total communication cost must be minimized.

The developed model has following major steps:

i. To calculate the fuzzy execution costs.

ii. To calculate the fuzzy inter-module communication costs.
iii. To design the clusters of tasks.

iv. To schedule the clusters of tasks to the processors.

Let ‘m’ be the total number of modules and the sizes of the modules are defined
by vector MS = [sy, 52, ..., sm]T. Let n be the number of processors and ér; (in
bites/ second) is the execution rate of the k-th processor. The execution rate ér; are
considered as a triangular fuzzy numbers.

Let ér, = (ax, by, ci) represents the fuzzy execution rate of the k-th processor as
triangular fuzzy number. The execution rate ér; of the k-th processor is defined by
the following membership function as:

X—dady
o Gk =X < by
~ 1, X = bk
ery = (ar, b, cx) = | g b -
b’ k< X = Ck
0, otherwise

The execution cost for the i-th module M; to the k-th processor P, will be a
triangular fuzzy cost and it is calculated as:

P Si S S
ik =\—>— —
o b ax
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The matrix DT = [d;, ;] of order m x min this paper represents the communication
of data among the interacting tasks during the processing, where d; ; is the notation
of transferable quantity of data from M; to M;. . The data transfer rate (in bps) in
between the processors is stored in the form of a matrix DTR = [#¢] of size n x n
and the data transfer rates 7 are considered as a fuzzy triangular number.

Let /i, = (lk_l, M1, nk_l) is the representation of the data transfer rate between
the processors Py and P is also in triangular form. The data transfer rate r; between
the processors P, and P, is defined by the following membership function as:

x—lk_,

Ly < x <my

mi—lr’

~ 1, X = My

Fer = (e M net) = 3 reex '
e Mkl < X = gy
0, otherwise

The inter-module communication costs between module M; and M is calculated
as:

dij s .
Cﬂivi _ | 5% .lfl #“J
- 0, ifi =j

Algorithm

Step 1. Input: MS, ER = [er], DT = [d;;], DTR = [r 1.
Step 2. Compute

~

(a) Fuzzy Execution Cost Matrix, FECM = [¢; ;]
> X T
(b) Average Data Transfer Rate, DT R = == ==

(¢c) Compute FIMCCM = [¢; ;] '

Step 3. Transform the FIMCCM into IMCCM = [¢; ;], by using average defuzzifi-
cation method.

Step4. Compute NITCCM = [E,-, j], the new inter-modules communication
matrix, where

maxmaxc;; — Cij, ifi #J
Ei]-z ! J

0

Step 5. Apply fuzzy C-mean clustering:

(a) Update t = 0, and designate membership section to each module M;
P
in each and every cluster kth such that uf’,l = 1, also t is denoted
k=1
as the count of iterations.
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(b) Compute the centers of the clusters with the formula

q m ..

Do Uj g Xi
q m
i=1 Y%k

Cy =

(c) Update membership grade according to the formula

1
(t+1) _
Ui - 2

p X; 7Ck m—1
n=1\ x;—C,

(d) If uf ) —uf)| <e
Step 6.

(a) Modify NECM = [e;;] (new execution cost matrix)by appending
rows as per the tasks residing in the cluster Cly = {My, M, - -}.

(b) If the cluster Clghas the minimum execution cost on processor Pjthen
Clwill be assigned onto P.

(¢) Eradicate the k-th row and 1-th column from NECM.

(d) If each processor is mapped with a cluster

then jump to step 7
else go to step 6 (b).
Step 7. Compute.

(a) TCOST(k) = FEC(k) + FIMCC(k)
(b) RT(A)= max (FEC (k) + FIMCC (k)

4 Implementation of the Model

Let us consider a distributed program made up of nine modules {M1, M2,..., M9} to
be divided into clusters and those clusters are executed onto the processor’s set {P1,
P2, P3}. The various inputs which are in matrices form are described in Tables 1,
2,3,4,5 and 6. Sizes of the modules are given in Table 1. These modules are to
be executed on three processors and the execution rate of these three processors
given in Table 2. The data transfer rates between the processors are given in Table
3. Table 4 contains the fuzzy execution cost for each module on each processor and
also summarized in Fig. 1. Table 5 represents the data communications between the
modules and the fuzzy inter-module communication cost is given in Table 6, also
depicted by Fig. 2.

Here DTR = (2.7, 4.7, 7.3) and the fuzzy inter-module communication cost
between modules are as follows:
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Table 1 Sizes of the tasks MS — M1 240

M2 300

M3 190

M4 301

M5 225

M6 255

M7 232

M8 245

M9 280
Ti)bclzsforljxecution rate of Processor (Py) Execution rate (ery)
P P1 [1.002, 1.709, 1.920]
P2 [0.950, 1.245, 1.565]
P3 [1.525, 1.700, 1.890]

Table 3 Data transfer rates between the processors

P1 P2 P3
DTR[Fi] = P1 (0,0,0) (1,2,3) (1,2,4)
P2 (1,2,3) (0,0,0) (2,3.4)
P3 (1,2,4) (2,34) (0,0,0)

After the defuzzification of fuzzy inter-module communication cost between
modules, the following crisp costs are obtained (Table 7).

After a few iterations of fuzzy C-mean clustering approach the following partition
matrix is obtained:

Figure 3, states the base scatter plot for the Inter-Module Communication Cost,
on further execution of C-means Clustering following results are obtained.

In Fig. 4 Scatter Plot using the R psych package is represented for the considered
data values, the lower diagonal contains Bivariate Scatter Plot, over the diagonal this
plot shows histograms and above diagonal values are the Pearson Correlation.

From the Fig. 5, the clusters of modules are formed as:

CL1 = {M2, M3}
Cl_2 = {M4, M5, M6}
CL3 = (M1, M7, M8, M9}

Table 9 states the minimized costs of the procedure for the optimal allocation of
tasks clusters onto the processing units, where Cl_1 — P2, C1_2 — P1 and Cl_3
— P3. The optimal complexity and time of response for the system are (1247.38,
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Table 4 The fuzzy execution cost for each task on each processor

Modules/ P1 P2 P3
Processors
FECM = M1 (125.00, (153.35,192.77,252.63) (126.98, 141.18,
140.43, 157.38)
239.52)
M2 (156.25, (191.69,240.96,315.79) (158.73,
175.54, 176.47,196.72)
299.40)
M3 (98.96, (121.41,152.61,200.00) (100.53,
111.18, 111.76,124.59)
189.62)
M4 (156.77, (192.33,241.77,316.84) (159.26, 177.06,
176.13, 197.38)
300.40)
M5 (117.19, (143.77, 180.72,236.84) (119.05, 132.35,
131.66, 147.21)
224.55)
M6 (132.81, (162.94, 204.82,268.42) (134.92,
149.21, 150.00,167.21)
254.49)
M7 (120.83, (148.24,186.35,244.21) (122.75, 136.47,
135.75, 152.13)
231.54)
M8 (127.60, (156.55, 196.79,257.89) (129.63, 144.12,
143.36, 160.66)
244.51)
M9 (145.83, (178.91,224.90,294.74) (148.15,
163.84, 164.71,183.61)
279.44)
Table 5 Inter-task communication cost of data
Modules | - |[Ml |M2 |M3 (M4 |M5 (M6 |M7 |M8 | M9
DT =[d;;] |Ml 0 10 21 14 23 16 17 9 9
M2 10 0 8 11 21 13 16 18 23
M3 21 8 0 6 10 15 19 21
M4 14 11 0 9 6 10 3
M5 23 21 9 8 0 12 13 8 7
M6 16 13 10 9 12 0 11 9 6
M7 17 16 15 6 13 11 0 8 7
M8 9 18 19 10 8 9 0 5
M9 9 23 21 3 7 6 7 5 0




S. Singh and D. Gupta

166

(61881 | (926S°T “v68%'1 | (TTTTT ‘99LT'T (ITITT ‘€8€9°0 | (8LLL'L“189FF | (S8IS'8 ‘9E68'Y (gecee
(0°0°0) | ‘8€9°T ‘6¥89°0) ‘6856°0) ‘6178°0) | (T6S'TY68F 1°6856°0) ‘011+°0) ‘L9L8°T) ‘LOST'E) | ‘6¥16'T°62€T D) | 6N
(61581 (0£96'C ‘TTOL'T | (€€€€°€ ‘6¥16T (LEOL'E ‘LLT1T | (OLEOL ‘9TH0Y | (£999'9 ‘86T8°E (gecee
‘8€9°T ‘6¥789°0) 000 ‘6560°1) ‘62€TD) | (£96'T°TTOL'T°6560°T) ‘669¢°T) ‘L209°T) ‘8690 | ‘6vI6'T°62ET D) | SN
(0£96°C “T120L'1 (I¥L0'Y ‘PO¥ET (22T 99LT 1 | (9SSS°S ‘SI61°€E (65T6'S (€967°9
(T6STT681"1°6856°0) ‘6560°1) 000 ‘890S°1) | (F18'%°099L°C°808L 1) ‘6128°0) ‘8YS0T) | ‘€HOP'EBI61°T) | ‘OLIE88TET) | LN
(gecee ‘6vi6’T | (IPLOY “POPET (€ecee ‘6vI6°T | (LEOL'E “LLTI'T | (8%18'F ‘099LT (6526°'S
(TTTT99LT1°6128°0) ‘62€T’T) ‘8905°1) (0°0°0) | (' +'CESSTREYY'T) ‘6C€T’T) ‘669¢°T) ‘808L'D) | ‘€FO¥'E8I61T) | 9N
(0€96'C ‘TTOL'T | (8718'% “099L°C | (b1t “TESST (0£96°C “TTOL'T | (€€€€°€ ‘6V16°T | (8LLL'L “189%F (68158
(T6S'T681'1°6856°0) 6560°1) ‘808L°1) ‘8EY9°1) 0°0°0) ‘6560 1) ‘62€T 1) ‘L9L8T) | ‘9€68 1 LOST'E) | SN
(LEOL'E ‘LLTI'T | (TTTTT 99LT'T | (EEEE°€E ‘6¥16'T (teeTTo9Le'T | (I7LOY “POVET (Ts8r1°s
(11T T°€8€9°0°011#°0) ‘669¢°1) ‘6128°0) 62€T’1) | (€96°T1TOL1°6560°T) 0°0°0) ‘6178°0) ‘8905 1) | “L8LETSLIGD) | ¥
(0LEO'L ‘9THO'¥ | (9SSS°S “STOI'E | (LEOL'E “LLTT'T (TTTTT99LT 1 (0£96°T°120L'1 (8LLL'L
(LLL'L'T89Y+°L9L8T) L209°7) ‘8%50°C) 669¢°1) | (€€€°€6Y161°62€T°T) ‘6128°0) (000 ‘6S60°T) | ‘189 F°LIL8T) | €N
(L9999 ‘8678°¢ (65T6°S | (87181 “099LT (I¥L0Y POPET | (0£96'TTTOLT (LgoLe
(815°8°9€68'+°L0ST'€) ‘8S9OY'T) | ‘PO E'BI6T'T) ‘808L°D) | (LLL'L‘T89%'¥°LIL8'T) ‘890S°T) ‘6560 1) (0°0°0) | “LLTIT'669€'D) | T
(gecee (€962°9 (65T6°S (Ts8r1's 8LLL'L (LeoL'e
(ECECEGYI6T6TETT) | “6PI6T6CETT) | “OLIOE8RTET) | “CHOV EBI6TT) | (8TS89E68 ' LOST E) | ‘L8LETBLIG'T) | ‘189K H'LILY'T) | ‘LLTT T'669€T) 000 | TN
6N SN LN 9N SN YN SN N IN| <1

1S0O UOTEOTUNIILIOD SB)-IAUI J0f san[eA Je[nduern £zzn] 9 d[qeL,



Module Allocation Model in Distributed Computing System ...

Fig. 2 Fuzzy triangular inter-module communication cost among tasks
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Table 7 Crisp value of inter-module communication cost among tasks

Modules | M1 M2 M3 M4 M5 M6 M7 M8 M9
M1 0 2.4004 |5.0409 |3.3606 |5.5209 |3.8407 |4.0807 |2.1604 |2.1604
M2 24004 |0 1.9203 |2.6404 |5.0409 |3.1205 |3.8407 |4.3207 |5.5209
M3 5.0409 |1.9203 |0 1.4402 |2.1604 |2.4004 |3.6006 |4.5608 |5.0409
M4 3.3606 |2.6404 |1.4402 |0 1.9203 |2.1604 | 1.4402 |2.4004 |0.7201
M5 5.5209 |5.0409 |2.1604 |1.9203 |0 2.8805 |3.1205 |1.9203 |1.6803
M6 3.8407 |3.1205 |2.4004 |2.1604 |2.8805 |0 2.6404 |2.1604 |1.4402
M7 4.0807 |3.8407 |3.6006 |1.4402 |3.1205 |2.6404 |0 1.9203 | 1.6803
M8 2.1604 |4.3207 |4.5608 |2.4004 |1.9203 |2.1604 |1.9203 |0 1.2002
M9 2.1604 |5.5209 |5.0409 |0.7201 |1.6803 |1.4402 |1.6803 |1.2002 |0

Fig. 3 Scatter plot as per R R Graphics: Device 2 (ACTV ===
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1437.05, 1949.01) and (561.9, 639.89, 746.78), respectively. These allocations are
made on the basis of Fig. 5 and Table 8.

5 Conclusion

The effective mission of modules to processors is a critical segment in acquiring
DCS’s great performance. This manuscript, is a numerical version using R Program-
ming for the project of modules in DCS has been developed via using the C-means
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Fig. 4 Scatter plot as per ‘R R Graphics: Device 2 (ACTIVE)
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diffuse clustering technique. This version tries to optimize the charge of the device
and the reaction time of the gadget. In this version, the wide variety of responsi-
bilities in each cluster is limited with the aid of the inter-module communication
cost. This model unearths that the quantity of task groups ‘k’ is same to the sort
of processing units to set up one-to-one correlation among mission businesses and
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Table 8 Optimal costs of the program

Processors | Modules FEC(k) FIMCC(k) TCOST(k)
(1) (2) MH+@

P1 M4, M5, M6 (406.77,457.0,779.44) (25.48,39.59, | (432.25,496.59,
71.12) 850.56)

P2 M2, M3 (313.1,393.57,515.79) (25.35,39.38, | (338.45,432.95,
68.52) 584.31)

P3 M1, M7, M8, |(527.51,586.48,653.78) | (34.39,53.41, |(561.9,639.89,

M9 93.0) 746.78)

Table 9 Comparison of the results obtained by proposed model with other existing models

Size of the | Reference Technique System time Response time
model model applied Reference Present Reference Present
(m, n) model model model model
4.4) Shatz et al. Heuristic 33 19 32 17
[20] algorithm
(6,4) Attiya and Simulated 145 51 141 49
Hamam [5] | annealing
approach
5,2) Daoud and List-based 134 86 132 86
Kharma [17] | scheduling
algorithm
(8,3) Akbari and | Genetic 170 111 164 88
Rashidi [9] algorithm
(10,3) Topcuoglu List-based 230 172 220 129
etal. [21] scheduling
algorithm
(7,3) Kopidakis Heuristic 285 205 275 198
etal. [18] algorithm

processing units that improves computing overall performance via the proper use of
each processor. To assess the functioning of the put forward model has been exam-
ined with the answer of the amazing current fashions which have been quoted from
numerous papers. The effects of this look at were in evaluation with the opportu-
nity contemporary models [1, 2, 5, 9, 15, 18] which is probably advanced through
using the awesome techniques. It suggests that the put forward model offers even
better answers than the other alive models employed to decrease the device cost and
reaction time. Figure 6 and seven shows graphical comparison of device charges and
reaction instances of the proposed version with special modern fashions are verified,
respectively. Graphical outcome displays that the outcomes obtained by the usage
of the existing version are higher than existing fashions in respects of each desires,
so with the concluding assertion we will use that the proposed version is a terrific
healthy for arbitrary finite variety of obligations and processors with fuzzy expenses
(Fig. 7 and Table 9).
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Comparison of system cost of the proposed model with
reference model
1 1
—8— Present Model
= ]
—o— Reference Model
[
—
[ 4
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L]
Shatz et al. Attiya & Daoud & Akbari & Topcuoglu et Kopidakis et
(1992) Hamam (2006) Kharma (2008) Rashidi (2016)  al. (2002) al. (1997)
Fig. 6 Comparison of system cost of the proposed model with reference model
Comparison of Responce cost of the proposed model with
reference model
i i =
—@— Present Model
Reference Model =
Shatz et al. Attiya & Daoud & Akbari & Topcuoglu et Kopidakis et
(1992) Hamam (2006) Kharma (2008) Rashidi (2016) al. (2002) al. (1997)

Fig. 7 Comparison of response cost of the proposed model with reference model
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1 Introduction

According to latest censuses, the transport sector is dominated by the use of fuels
such as petrol, diesel, CNG, and LPG. The problem with these fuels is that they
are exhaustible in nature and due to an increased concern for the greenhouse gasses
emissions in recent decades paved the way for finding the new alternatives, and one
of them is electric vehicle. A vehicle that is powered totally or partially by electricity
is known as an electric car. E-cars, contrast traditional vehicles that rely entirely on
fossil fuels, use an electric motor powered by a fuel cell or batteries. These terms
“e-vehicle” and “EV” are also acceptable. The term is frequently used to refer to both
BEVs and PHEVs. The initials BEV and PHEV stand for battery electric vehicles
and plug-in hybrid electric vehicles, respectively. According to electric vehicle news,
an e-vehicle is “A vehicle which uses one or more electric motors for propulsion.”
Depending on the type of vehicle, motion may be provided by wheels or propellers
driven by rotary motors, or in the case of tracked vehicles, by linear motors. “Electric
cars, electric trains, electrical trucks, electrical lorries, electrical airplanes, electrical
boats, electrical motorcycles and scooters, and electric spaceships are all examples
of electric vehicles.”

Electric vehicles are self-contained and run purely on electricity. It derives its
power from an internal battery and to replenish the car’s battery, you’ll need to
link it to a charging point with an EV charging cable. After that, the batteries are
recharged for the remaining of the journey. A BEV does not have a gasoline or
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diesel engine. Furthermore, such vehicles have a greater range of electric driving
than plug-in hybrid electric automobiles. There isn’t even a tailpipe on it. Even if
the car does not contaminate the environment directly, the electricity it produces has
the capacity to do so. When electricity is generated using renewable energy sources
like sun, wind, or hydroelectricity, there is no pollution. Solar power, often known
as solar energy, converts the Sun’s energy into electricity. Wind power is the process
of capturing and converting the energy contained in flowing air into electricity. The
Union of Concerned Scientists recommends using electricity instead of fossil fuels:
“Not using gasoline or diesel also means that battery electric cars are significantly
cheaper to fuel than conventional vehicles. Exact comparisons depend on the vehicle
model and fuel prices, but driving a BEV can save drivers over $1000 annually in
gasoline money.” A plug-in hybrid electric vehicle is a vehicle that runs across both
electricity and gasoline. Even before combustion engine comes in, the car’s electric
motor drives it for a part of the journey. If the journey was not too lengthy, it might
just depend on power. A plug-in hybrid electric vehicle (PHEV) isn’t just about a
hybrid electric vehicle (HEV). The HEV charges its own batteries with the petrol
engine when moving. Unlike a PHEV, you don’t have to plug it in. In this paper,
different intelligent techniques are used for assessing the comparative performance
analysis of charging and discharging of electric vehicles.

2 Intelligent Methods of Charging and Discharging

The following intelligent methods were used for charging assessment of electric
vehicle as follows.

2.1 Machine Learning Technique

To enable DWC in EV, a hybrid technique based on machine learning is being devel-
oped (s). To link all of the participant EVs in the proposed solution, we use the
augmented routing protocol in the network topological architecture. EV, CSE, and
embedded wireless nodes were also used to analyze the present status of charging,
position, vehicle-ID, and distance for each participant. The CSE monitors an EV’s
charging state in real time and broadcasts the data via a built-in wireless node.
Additionally, the administrator can build the collaborating EV(s) remotely. In elec-
tric vehicle, a generator was also used to create a magnetic field. Magnetic coupling
occurs whenever the magnetic fields of two electric cars (EVs) collide. The connected
EV(s) can deliver electricity wirelessly thanks to the magnetic connection interface.
The performance of proposed model was verified during single-position charge trans-
fers and up to 5 km/hr movement, which was determined to be extremely significant.
The effectiveness of charge transmission between linked EV(s) in a predetermined
manner of 1.5 m distance was only around 89%, with moderate MF strength. To
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confirm the effectiveness, the distance measurements were changed from 60 to 40 cm
and then to 25 cm. The power transmission rate was discovered to be 85 and 82% at
distances of 40 and 25 cm, respectively, so when distance between both the connected
EV(s) was altered. The enhanced routing algorithm was evaluated for performance,
latency, and packet loss ratio during hop count communication and BS connectivity.
Latency, packet loss ratio, and end-to-end delay were all key communication factors
that provided meaningful findings. Our suggested architecture also has the unique
feature of being the first to allow each EV in the network to transmit electricity to
another EV. In comparison with the existing method, the proposed approach is less
expensive to adopt and maintain and produces superior results [1-4]. Topology is
shown in Fig. 1.

2.2 Multi-Variant Deep Learning Approach

Two LSTM algorithms were used to predict vehicle speed in this study. The accu-
racy of the multimodal and basic models was demonstrated. The simulation results
demonstrate that the multivariate model greatly outperforms the univariate model
due to relative velocity with nonlinear elements that are contained in the dataset used
during multivariate model definition. In terms of process, it is preferred to use the
multivariate LSTM algorithm in a real-world situation that considers driver behavior
as well as weather conditions [5—7]. Experiments in real-sitting scenarios will be
conducted using predicting algorithms that have been trained. The efficiency (i.e.,
execution time) and accuracy of the LSTM algorithm will then be evaluated. Speed
prediction has a wide range of applications in the control systems of intelligent
transportation systems, particularly in the areas of safety and road efficiency. It is the
most dynamic factor in the realm of electro-mobility for optimal online in-vehicle
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energy management [8—10]. Vehicle speed forecasting, on the other hand, is a diffi-
cult assignment since it is dependent on a variety of parameters, which can be divided
into two categories: endogenous and exogenous features [11]. The realization of gate
is shown in Fig. 2.

2.3 Dynamic Game Method

How to enable electric vehicles (EVs) perform a full role in shifting the power
grid peak load via demand response regulation has become an urgent problem to
solve (DR) [12-14]. Game theory is frequently employed in the development of
innovative approaches to solving interdecisional problems. The differential game,
as users participate, may show actual changes in moment electricity pricing (TOU
price) on the electricity network and recharge power on electric vehicle [15]. The
structure of differential game model is shown in Fig. 3.

2.4 Artificial Neuro-Fuzzy Control

The paper proposes a smart energy management strategy for a piston hybrid vehicle
in order to minimize total energy consumption. When trying to limit an expended
energy function, which is linked to the amount of electrical energy given by the
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batteries and utilized fuel, it is suggested that you first measure the vehicle’s entire
energy consumption.

In specifically, this research presents an intelligent controller that proves its
capacity to increase total vehicle energy efficiency and, as a result, lower total energy
consumption. The proposed technique includes a third-level advanced supervisory
controller that corresponds to a fuzzy system that determines the system’s most
optimal operating mode. On the second level, a neuro-fuzzy logic-based intelligent
optimal control technique is devised. Local fuzzy controllers are then used at the first
level to adjust vehicle subsystem set points in order to achieve the greatest operational
performance. The following is a summary of the benefits of the proposed strategy:
It is a web-based solution that minimizes total energy consumption when compared
to many traditional approaches [16]. The developed structure is shown in Fig. 4.
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2.5 Bi-Level Event-Based Optimization Method

Connecting renewable energy generation’s fluctuating supply with the flexible
charging needs of electric vehicles (EVs) can increase renewable energy penetra-
tion while reducing load on the state electric power grid. Dimensionality’s load, the
multiple decision-making steps that must be completed, and the unpredictability on
both the supply and demand sides are all concerns that must be handled. EBO is a
new method for solving large-scale Markov decision processes [17-21].

2.6 An MPC Method

The hybrid electric storage system is a potential power source for electric vehicles
(EVs) that could help them last longer. Battery longevity is influenced by the amount
and diversity of power profiles. Unexpectedly increasing power usage during vehicle
operation may cause battery degradation, and the super capacitor (SC) in the HESS
should be used to compensate. However, due to SCs’ limited capacity, the HESS
benefit is limited. As a consequence, one of its most significant and challenging
duties for a HESS is to properly control the power split between battery and SCs in
effort to match the vehicle’s driving demand while also reducing battery deterioration
rates [22-27].

They evaluate short-term vehicle velocity using a time series forecasting method
and estimate future power demand based on the results of the projection. The T-S
fuzzy model technique is used to predict system nonlinearity and construct a modeling
approach due to the HESS’s nonlinear dynamics. Finally, a power management issue
is resolved using model predictive control (MPC). To enhance organizational robust-
ness, forecast errors are factored in MPC formulation. When compared with existing
methodologies, simulation analysis based on driving profile testing shows that the
magnitude and variability of battery voltage are both decreased, and battery life is
prolonged by 17.81% [28]. The structure of power management is shown in Fig. 5.
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3

Conclusion

This article gives a comprehensive overview and analysis of intelligent electric car
monitoring utilizing various soft computing techniques. It all starts with electric car
modeling. Following that, many soft computing strategies were developed in order
to obtain the best results for EV performance, with machine learning of charging
yielding the best results when compared to other ways, for battery charging and
discharging in a shorter amount of time while maintaining proper quality.
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A Review About the Design Methodology = q,
and Optimization Techniques of CMOS Oneckior
Using Low Power VLSI

Usha Kumari and Rekha Yadav

1 Introduction

Due to increase, the use of portable systems need of low power consumption is
necessary. The low power VLSI techniques are used in portable devices for many
applications for decreasing power dissipation and enhancing throughput of circuits
such as personal digital assistant, notebook computers, handheld devices or some
other communication (portable) devices.

The need for low power design is also becoming a major issue in high perfor-
mance digital systems, such as microprocessor, digital signal processors and other
applications. The power dissipation will increase with the temperature and clock fre-
quency. To remove the difficulties effectively, the temperature of chip should be kept
at acceptable level and cooling system is used, so heat dissipation will decrease. The
power consumption is reduced by using proper selection of algorithms, proper data
processing and by reducing the switching events. Recently, the techniques are used
that are based on the constant voltage scaling and field scaling. Some techniques are
as VTCMOS, dual threshold CMOS, MTCMOS, dynamic threshold CMOS, glitch
reduction and reduction of switching events.

In CMOS, there are three types of power dissipation generally such as

— Dynamic or switching power consumption

Short circuit power consumption
Static or leakage power consumption.
1.1 Dynamic/Switching Power Consumption

The power dissipation occurs in the switching period that power consumption is
called switching/dynamic power consumption. In CMOS circuit, switching period
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occurs during charging and discharging phase. In charging phase, the capacitor will
charge from 0 to Vdd through PMOS, and in discharging phase, the capacitor will
discharge from Vdd to 0 through NMOS as shown in Fig. 1.

The total capacitive load at the output of circuit is

— Gate output node capacitance itself

Total interconnect connected to capacitance
Driven gate input capacitance.

The energy required in switching period for charging the output node from 0 to
Vdd and discharge up to Vdd to ground level is

1 Vout r Vout
Pavg = . / Vout. —Cloadd.ﬂ) + / .(Vdd — Vout). ( Cloadd. ~—=
T |Jo dr T dr

2

r
2

(1)
The average dynamic power in CMOS logic circuit is
Pavg = %.Cload.Vddz 2)
Pavg = Cload.Vdd?.fclk (3)
Pavg = o.T.Cload.Vdd? fclk 4)

The mathematical calculation shows that average power dissipation also depends
on « that shows switching activities of circuit, so the average power dissipation is
shown in Eq. 4.

For diminishing the switching power consumption,

— The Vdd of circuit will reduce.

Fig.1 Dynamic power vdd

dissipation [1]
Q1 E
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EEEs | Cload
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Voltage swing at all nodes should reduce.
Switching activities should reduce.
Load capacitance should reduce.

But there are some other issues that affect the system performance such as delay,
as reduction in power supply leads to enhancing in delay parameter.

Switching activities are reduced due to logic optimization, using gated clock signal
and also by preventing the hazards. The load capacitance is brought down by using
proper design of circuit and using proper sizing transistor.

1.2 Short Circuit Power Dissipation

In switching, power dissipation does not depend on input signal rise time or fall
time. In case of CMOS inverter when input is given, voltage waveform should have
finite rise time and fall time. During switching time, both P and NMOS conduct
simultaneously for very short time, so a direct path between ground and power
supply is shown in Fig.2. The power dissipation occurs due to direct path between
Vdd and Vss that is called short circuit current. In case of CMOS inverter, PMOS
and NMOS are identical/ symmetric, and then rise time and fall time are also equal.
In that case, the Kn=Kp=K, [VTn| = |[VTp| = VT and also t.rise = 7.fall =7 having
a small capacitive load, so the short circuit current and power consumption are

1 Kt .fclk 3
Tlavg(S.C) = T Vdd .(Vdd — 2VT) &)

The S.C power dissipation is

1

Pavg(S.C) = B [(Kt.fclk) . (Vdd — 2VT)*] (6)
Fig. 2 Static power vdd
dissipation [1] B B
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From these equations, it shows that input signal (rise time and fall time) is pro-
portional to the power dissipation and also proportional to transconductance of the
transistor.

1.3 Leakage Power Dissipation

In CMOS, the P and NMOS both are present, they generally have nonzero subthresh-
old or leakage current. The current flows even when the transistor is not in switching
mode. The main source of leakage is drain, and bulk terminals are in reverse bios.
In CMOS inverter circuit when PMOS is off there is a reverse potential between of
VDD between drain and n-well cause a diode leakage through the drain junction. So,
another source of leakage current is n-well junction as in Fig. 3. The leakage current
of PN junction is

Ireverse = A.Js (eq\llf;is — 1) @)

Vbios is reverse bios voltage. Js is current density. A refers to junction area. The
reverse saturation current increases with temperature, and the leakage current exits
even in standby mode. Another leakage current in CMOS is subthreshold leakage
current. By carrier diffusion at source and drain terminal, it causes an existence of
weak inversion region. The subthreshold leakage current is

¢(A.Vgs+BVds)
KT

qDnWxcNd  gor
—— e

ID(Subthreshold) = 1B KT e

3
To avoid the subthreshold current, the threshold leakage current should not be
low. The total power dissipation in CMOS is

Ptotal = .7.Cload.Vdd*fclk + Vdd(Is.c + Ileakage + Istatic) ©))

Fig. 3 Reverse leakage
current path in CMOS nMOS is ON * pMOS is OFF
inverter [1]
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I s.c shows average short circuit current, o is used for switching activities, I
leakage shows the subthreshold and reverse leakage current, and I static shows the
DC component from the supply. When the chip contains the conventional CMOS
gates, a direct path becomes existing in between input supply and ground, and then
a power dissipation occurs that is called the static power dissipation. Static power
consumption sources are as follows:

— Leakage current or reverse current

Gate-induced drain leakage (IGIDL)
Subthreshold leakage or weak inversion current (Isub).

Sections first and second show the introduction part about the power dissipation
of CMOS circuit. Third section shows literature survey. In this section, the different
paper discusses various technologies for reduction of power dissipation. Fourth and
fifth sections show mathematical modeling and various optimized technologies which
are used in VLSI. The last section shows the comparison between the different
technologies and their characteristics.

2 Literature Survey

See Table 1.

3 Techniques of Low Power Design Through Voltage
Scaling

To enhance the performance of CMOS circuit, the power consumption decreases by
the reduction of input supply voltage.

3.1 Effects of Voltage Scaling on Power and Delay

In scaling techniques, two types of scaling are used that are as follows:

1. Constant voltage scaling
2. Constant field scaling.

In case of constant voltage scaling by reducing Vdd, the dynamic power will be
reduced, but it increases the delay. When scaling power is supplied, then the other
parameters are kept constant. The speed of circuit also depends on power supply and
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Table 1 Literature survey of low power VLSI techniques

S.Noand | Author Year Technique used Advantages
Ref. no. name
112, 3] Ligiong 2000 Multiple threshold voltage | Low leakage current, high
Wei scaling performance
2 [4] X. Hao 2011 Power gating technique Reduces in subthreshold
leakage current
31[5] A. Jahangir | 2012 Transistor stuck technique | Leakage current reduces in
in standby mode standby mode
416, 7] K. Raghava | 2016 Glitch reduction Reduces power
technique/pipeline consumption, enhances the
technique circuit Performance as
well as speed
58] G. Sravya 2016 Data encoding technique | Transition time decreases
69, 10] R.Prathiba | 2016 Power suppression Increases performance of
technique circuit

Increases performance of
circuit, compact in size
Low power consumption
7[11,12] | Dr.B.T. 2017 Lector method and stack | Decreases complexity in
Geeta approach circuit

Decreases complexity in
circuit, reduces power
dissipation

also affects the dynamic power of circuit. When circuit is operating in its maximum
speed, then switching events will drop and propagation delay becomes increase.

In the second case constant field scaling, the dimensions such as doping densities
channel length and gate oxide thickness are scaled down by the same factor and kept
constant for both device parameters and load capacitance. But in case of low voltage,
it causes the leakage of subthreshold current in standby mode.

3.2 Variable Threshold CMOS (VITCMOS) Circuit

This case uses variable threshold voltage. This is another way to avoid the sub-
threshold leakage current by varying bios voltage of substrate in standby mode. In
VTCMOS circuit, mosfet body biasing is control with help of substrate bios circuit
shown in Fig.4. In standby mode, reverse bios is applied, so threshold is high and
leakage current is reduced. But in active mode, threshold voltage is less, so current
is increased. The substrate biasing generally reduces the short channel effects and
increases the circuit speed. This technique is effective that automatically controls
the threshold voltages and reduces the leakage current, so this approach is known as
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Fig. 4 VTCMOS inverter Vdd
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self-adjustable threshold voltage scheme (SATS). But it also has some disadvantages
such as it requires triple or twin well CMOS fabrication technology for applying var-
ious substrate bios voltage to different circuit parts. The second is to also require an
extra substrate bios control circuitry that leads to increase in the circuit area.

3.3 Multiple Threshold CMOS (MTCMOS) Circuit

In this MTCMOS technique reduce leakage current in stand by mode use two tran-
sistors with different threshold voltage. Low threshold transistors are use to design
logic gate where switching speed is essential. High threshold transistor is used for
presentation of leakage power consumption. The MTCMOS structure is shown in
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Fig. 6 Dual VT CMOS \
circuit [5] ; J—
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Fig.5 It is an effective power management technique. In active mode, high thresh-
old voltages transistors are on, and logic operates with the help of low VT. So the
switching power dissipation is reduced, and propagation delay becomes small. But in
standby mode, the high threshold voltages transistors are off, so there is no conduc-
tion path and no leakage current. This technology has benefit over VITCMOS such
as it not requires any twin or triple well CMOS technology and also not requires
any extra circuitry such as substrate bios control circuit. But it is also having some
disadvantages such as due to extra P and NMOS, structure increases the area of the
circuit, increases delay and also increases parasitic capacitance. The VTCMOS and
MTCMOS technology are effective for the low-voltage and low power logic gates,
but for designing low power CMOS circuits, it is not a universal solution (Fig. 6).

3.4 Dual Threshold CMOS Circuits

According to this technique, some higher threshold voltage transistors are designed
which are in non-critical path for minimizing the leakage current in sequence of
critical path, the transistors have low VT, and circuit performance is determined by
those low VT transistors as shown below. The technique is effective for both in active
and standby mode. By increasing the threshold voltage of critical path transistors,
complexity of circuit will increase and delay will be also increased, by using proper
algorithms such as gate level or transistor level for low VT transistor circuits.

3.5 Dynamic Threshold CMOS Circuits

In this technique, a high VT is used in standby mode, so leakage current is low;
during ohmic region or in active region, the VT is low, so higher current will flow in
the active region. This dynamic CMOS circuit is obtained by attaching the gate and
body terminal of transistor. The schematic of DTCMOS is shown in Fig.7. DTC-
MOS develops by bulk silicon using triple well technology. To reduce the parasitic
capacitance, components need doping mechanism. But it also has advantage like it
has good oscillation performance. The supply input voltage control with diode is
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Fig. 7 Circuit diagram of
DTCMOS inverter [1]
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Fig. 8 Cluster voltage dual Vdd scheme [5]

built in potential (source and body in reverse bios). This technique satisfies only for
the low-voltage circuits (0.6 or below).

3.6 Multiple Vdd CMOS Design Technique

The proposed circuit design technique is used only for the low voltage. The high
voltage is given to gate for critical path, while some other gates are connected to the
low voltage (which are in non-critical path). In these two types of circuit clusters
(i) high Vdd and (ii) low Vdd, the high Vdd circuit is placed in front of low Vdd
circuit for avoiding leakage current. These techniques (dual Vth or Vdd) are used for
reducing the leakage power and dynamic power as shown in Fig. 8.

3.7 Standby Leakage Control Using Transistor Stacks

In this technique, the transistors are placed in series connection for leakage current
reduction. The leakage current also diminishes by increasing source voltage Vs which
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Fig. 9 Sleep transistor and
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causes (1) Vgs to become negative, (2) Vth to increase due to body effect, and (3) by
decreasing Vds also Vth increases. For reducing the leakage current, a generic-based
algorithm and heuristic search method are used. The technique is effective only for
a single threshold voltage. Stacking transistor will reduce the subthreshold leakage
current. The stacking effect occurs when two or more than two stacked transistors
are off at the same time, which results in decreasing the leakage current or power
dissipation. The stuck effect is the combination of both stuck and sleep transistor
technology. In this stuck effect, the sleep transistor is connected in parallel combi-
nation. In another sleep mode, sleep transistors remain in cutoff region and stuck
transistor decreases leakage current. In this technology, each transistor is replaced
with the three sets of logic gates as shown in Fig. 9. In this stuck transistor, the sleep
transistors at sleep mode remain in cutoff region, and one of them from the parallel
transistor with sleep transistor keeps connection with the power supply or Vdd.

3.8 Reduction of Switching Events

For the large circuits, the switching activities become a complicated problem espe-
cially for the sequential circuits and feedback loop circuits. In CMOS, the switching
activities are reduced by using optimization algorithm with the proper logic topol-
ogy or also by circuit level minimization. By reducing the switching activities, the
dynamic power is reduced. The optimization algorithm will depend on data char-
acteristics such as correlation, dynamic range and data transmission statistics. To
reduce the switching activities, proper vector quantization algorithm is also used.
Instead of using full search algorithm, it uses differential tree search algorithm and
reduces the switching events 30 times. Instead of using simple binary codes, it uses



A Review About the Design Methodology ... 191

gray code technique. Also in place of two’s complement, it uses the sign magnitude
representation.

3.9 Glitch Reduction

Switching events are based on delay and also on glitches. By glitch reduction and
delay balancing, switching events can be reduced. If the signals at the gate terminal
change simultaneously, then no glitch occurs, but when signal changes at different
times at the input of circuit, glitch occurs. It is also called the dynamic hazard. In
this case, the node voltage not takes fully transition between Vdd and ground voltage
terminals. Due to the occurring of glitches and dynamic hazard, it causes the dynamic
power dissipation. The glitch occurs due to imbalancing or mismatching in the path
length. In this case as shown in Fig. 10, the glitch occurs in the circuit because all
inputs do not reach at the same time. For reducing glitch problem the circuit should
redesign with balance delay using tree structure. Due to the tree structure, propagation
delay will decrease and also the glitches will decrease in circuit. Each signal gave
same transition in the tree structure as shown in Fig. 11.

Fig. 10 Signal glitch
occurring in multilevel
CMOS circuit [1]

Fig. 11 Tree structure for
reducing the glitch transition
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Fig. 12 Lector CMOS gate
[11]
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Fig. 13 Power gating circuit
(in ground gating case) [4]
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3.10 Modified Lector Technique

In this lector procedure, the leakage current of circuit will control by the stacking of
transistors successfully from Vdd to ground as shown in Fig. 12. In this method, more
than one transistor becomes off, so it reduces the power consumption. The leakage
transistors are controlled by the wellspring of other transistors. So it is also known as
self-controlled stacked circuits. Therefore, no outside circuit is necessary to control
them. The leakage control transistors (LCT) control the leakage current because there
exists a resistance in path (from ground to Vdd), and also the subthreshold leakage
and static current will diminish.
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3.11 Power Gating Technique

The power gating technique is used for diminishing the effect of subthreshold leakage
current. It will work only in transition mode and also provide an effective as well
as efficient estimation of power design minimization. Power gating is implemented
with the help of supply gating and ground gating as shown in Fig. 13. For practice, the
ground gating is widely used. In this, a high Vth (single or multiple) NMOS transistor
is placed in between the Vdd and ground terminals. The point in between Vdd and
ground is called virtual ground. The working mechanism is when the ground gating is
applied, the subthreshold leakage current starts to rise or charge up the internal node of
circuit. So voltage becomes decreased at the node. The subthreshold leakage current
will also reduce due to smaller Vds of every transistor of circuit. When leakage of
circuit becomes equal to the ground and footer, then charging process stops. In case
of the power gating, the dynamic characteristic has been ignored during transition
mode.

4 CMOS Circuit Characteristics in Low Power VLSI

In the development of high-speed and latest technology circuits, the power and cost
are also most important factors. The CMOS technology fulfills all the circuit design
techniques and characteristics. In comparison with CMOS technology and other
semiconductor devices on the basis of gate length down scaling, the performance
of circuit depends on bandwidth, signal-to-noise ratio, dynamic range data rate and
inverse power. The clock is a basic unit of circuit which is used for the proper
regulation of device. The main aim of the clock cycle in circuit maintains regula-
tion, instructions and the cycle timing. The benefits of CMOS clocks are low power
consumption of circuit and also less expensive. The CMOS clock enhances jitter
performance as well as phase noise. In the year 2008, CMOS achieves an operating
frequency that is between 20 and 30 GHz. The relation between ideal performance
and the clock frequency is shown in Fig. 14. In CMOS, another important parameter
is gate length, and the relation between the transistor gate length in icons (90-65-45
nm) and years of production is shown in Fig. 15. The trend of high operating speed
in CMOS and the production year during the year 2000-2008 is presented in Fig. 16.
In CMOS circuits as the technology is developed, (90-65-45 nm) power dissipation
will increase. In advance process at 65 nm technology, the CMOS circuit I/O achieves
power consumption 10 mW. Due to leakage effect (in reverse bios) in CMOS, it is
difficult to minimize the power. The relation between the technology and power con-
sumption is represented in Fig. 17. By gate length shrinkage, two approaches come
out first: one for the high-speed applications and second is for low power consump-
tion. The graph shown between the production year and the speed is represented in
Fig. 18. In this graph shown, the highest operating frequency is 24 GS/s. The CMOS
circuit having main advantages is very low production cost, high reliability as well
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Fig. 14 Comparison
between the performance
and clock frequency for
high-speed IC [11]
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as low power dissipation. The CMOS circuit fabrication is based on silicon wafer,
so it is used for production in system on chip, DSP logic circuits and also suitable
for VLSI circuits.

CMOS circuits also have some limitations such as low driving force devices and
weak frequency response.
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Fig. 17 Graph between the
technology and power
consumption [14]

Fig. 18 Graph between the
operating speed and
production year [14]
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Table 2 Comparison table with different technologies

U. Kumari and R. Yadav

S. No. | Technique used Advantages Disadvantages
1 Voltage scaling a. Power dissipation reduce | a. Delay increases
2 VTCMOS a. Reduces overall power a. Needs extra circuit (area
dissipation increase)
b. Increases the speed or b. Requires twin or triple
performance well CMOS technology
3 MTCMOS a. Prevents leakage power | a. Extra transistors are
dissipation added to increase the overall
circuit area
b. Not requires twin or triple | b. Delay increases
well CMOS technology
4 Dual threshold CMOS a. Leakage current will a. Complexity of circuit will
reduce increase
b. By increasing, the VT of
critical path delay increases
5 Dynamic threshold CMOS | a. Leakage will reduce a. Needs triple well CMOS
technology
b. Needs doping mechanism
c. Only used for the low
power applications
6 Stuck at transistor a. Reduces subthreshold a. Only effective for the
leakage current, so overall | single threshold voltage
power dissipation reduces | technology
7 Power gating a. Diminishes the a. It will work only in

subthreshold current effect

transition mode

5 Comparison Table with Different Techniques

See Table 2.

6 Conclusion

This paper describes the various technologies for reducing power consumption and
also describes briefly the static dynamic and short circuit power. These also show
that the leakage power is the main source of static power dissipation in circuit.
Reducing of static power consumption is an important concern for the low power
VLSI circuits. For reducing this power dissipation, different technologies are used in
VLSI design which is described along with their advantages and their limitations. In
these technologies, two approaches such as low threshold and high threshold voltages
with suitable critical path are used. The circuit design with any technology is used
according to their gain performance and their power consumption. It shows a brief
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description about multiple Vth and also multiple Vdd technologies for controlling
the power dissipation and also for increasing the performance of the circuit.

References

. Kang SM, Leblebici Y (2003) CMOS digital integrated circuits. Tata McGraw-Hill Education

2. Shikata T, Kondou S, Nose R, Kuniyasu Y, Naitoh M, Suzuki H (1998) Proceedings of the

10.

11.

12.

13.

IEEE 1998 custom integrated circuits conference (Cat. No. 98CH36143). IEEE, pp 123-126

. Wei L, Roy K, De VK (2000) VLSI Design 2000. Wireless and digital imaging in the millen-

nium. Proceedings of 13th international conference on VLSI design. IEEE, pp 24-29

. XuH, Vemuri R, Jone WB (2009) IEEE Trans Very Large Scale Integrat (VLSI) Syst 19(2):237
. Chowdhury AJ, Rizwan MS, Nibir SJ, Siddique MRA (2012) 2012 2nd international conference

on power, control and embedded systems. IEEE, pp 14

. Ramirez-Angulo J, Carvajal RG, Lopez-Martin A (2009) 2009 22nd international conference

on VLSI design. IEEE, pp 26-27

. Katreepalli R, Chemanchula H, Haniotakis T, Tsiatouhas Y (2016) 2016 IEEE computer society

annual symposium on VLSI (ISVLSI). IEEE, pp 367-372

. Prathiba R, Sandhya P, Varun R (2016) 2016 international conference on electrical, electronics,

and optimization techniques (ICEEOT). IEEE, pp 794-798

. Jalaja S, Prakash AV (2016) 2016 international conference on microelectronics, computing and

communications (MicroCom). IEEE, pp 1-6

Sravya G, Sailaja M (2016) 2016 international conference on signal processing, communica-
tion, power and embedded system (SCOPES). IEEE, pp 1683-1687

Geetha B, Padmavathi B, Perumal V (2017) 2017 IEEE international conference on power,
control, signals and instrumentation engineering (ICPCSI). IEEE, pp 1759-1763

Zhang Z, Mertens K, Tiebout M, Marsili S, Matveev D, Sandner C (2008) 2008 IEEE interna-
tional conference on ultra-wideband, vol 2. IEEE, pp 69-72

Chen W, Hwang W, Kudva R, Gristede G, Kosonocky S, Joshi RV (2001) ISLPED’01: pro-
ceedings of the 2001 international symposium on low power electronics and design (IEEE Cat.
No. 01TH8581). IEEE, pp 263-266

. Ikeuchi T, Cheung T, Onaka H (2008) 2008 international symposium on applications and the

internet, IEEE, pp 397400



Characterization of SPEC2006 )
Benchmarks Under Multicore Platform L
to Identify Critical Architectural Aspects

Surendra Kumar Shukla and Bhaskar Pant

1 Introduction

With increasing demand for energy constraining small gadgets, multicore systems
have covered almost all embedded markets [1]. To support the growth, various
attempts in terms of experiments under distinct microarchitectures were carried outin
the past to find out and mitigate various performance issues, like energy consumption
[2]. Such analysis becomes vital as multicore computing devices exist with a higher
diversity [3]. The diversity becomes more critical in case of inter core communication
and load balancing aspects.

To address the diversity, compiler-based constructs have been explored, and latent
aspects were identified [4]. The analysis is not limited to the performance but is
growing toward the energy consumption aspects [5]. To understand such systems
behavior, some noteworthy attempts have been made toward the interference analysis
for Mi-bench benchmark suite [6]. Additionally, a list of parameters related to distinct
benchmarks has also been identified, and their correlation has been established [7].
These studies and investigations are useful, however are limited to the Mi-bench
benchmark suite and related architecture considered during the simulation.

In this research, an attempt has been made to characterize the SPEC2006 bench-
mark for the multicore systems [8]. The analysis of these benchmarks was carried
out for distinct parameters such as IPC, CPI, cache hit rate, and time taken to execute
the benchmark [9, 10]. The noteworthy contribution of this research work is that

e The correlation of the parameters has been established for relatively less number
of instructions.
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Table 1 Configuration for simulation

CPU type Atomic simple CPU | Host architecture
L1-I D cache size 128 KB Dual core-Intel(R) Pentium(R) CPU N3710 @
L2 Cache size 1 MB 1.60 GHz

L1 i cache associativity |2

L2 cache associativity |1

Cache line size 64

e Utilizing the experimental data for devising a new architecture for upcoming
state-of-the-art applications.

e Establishing the parameter tuning and trade-off aspects in the presence of powerful
application sets.

Rest of the paper is organized as—Sect. 2 includes the system configuration and
methodology used for the simulation; Sect. 3 details the simulation results further
analysis. Lastly, the paper has been concluded.

2 System Configuration and Methodology

To perform the analysis of SPEC benchmarks, a fixed reference architecture has been
selected. The benchmarks were executed under the said architecture, and the results
were produced. System configuration used for the simulation is detailed in Table 1.
The cache parameters taken for the simulation range from 128 k to 1 MB whereas
host architecture is Intel Quad core system. Additionally, gem5 simulator has been
executed in the Ubuntu-16.04 operating system. The script for the execution has been
prepared in Python and executed in system emulation mode (se.py mode).

3 Simulation Results

Simulation results obtained are detailed in Table 2. It could be noted in the table
that, total number of instructions taken for the simulations are 50,000,000, and L2
cache size has been varied from 1 to 2 MB. Total time taken for the simulation is also
detailed. It is found that, among all the benchmarks, MFC benchmark has taken the
highest time for the simulation. And could be interpreted as that, MFC is a complex
benchmark which is essentially a program used for the intelligent parking of the
USA. Additionally, most of the instructions of MFC are memory sensitive.
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Fig. 1 Execution time analysis of SPEC2006 Benchmark (Multicore Arch.)

4 Result Analysis

4.1 Total Time for Execution

After the simulations, it is identified that among all the benchmarks selected from
the SPEC2006, benchmark suite, Hmmer has taken less time for the execution, and
MCEF had taken large time.

Total time taken during the execution is depicted in Fig. 1.

4.2 CPI Analysis

In Fig. 2, CPI of the benchmark was illustrated. CPI value is essentially the total
number of cycles required to execute each instruction [11]. The CPI value here is
higher for Sjeng and MFC benchmarks whereas Hmmer benchmark enjoys the less
number of cycles incurred for the execution. The reason for such behavior is that
if the benchmarks have higher memory-sensitive instructions, they consume more
cycles, and further, cycles count increases. Small CPI value is a pointer toward better
performance whereas the large CPI value indicates higher execution time [12]. In
Fig. 2, the Sjeng benchmark has a higher CPI value (Fig. 3).

The CPI value and execution time parameters are analyzed in Fig. 4 (Figs. 5 and
6).
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Fig. 2 CPI analysis of SPEC2006 benchmark under multicore arch
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Fig. 3 Overall miss analysis of SPEC2006 benchmark under multicore arch

5 Conclusion

Multicore systems are becoming the backbone of modern computing devices. Anal-
ysis of such systems is a mandatory research aspect to understand the latent behavior.
Understanding the architectural parameters of these systems for available bench-
marks could provide the better architectures. In this study, a detailed analysis of
distinct parameters of SPEC2006 benchmarks was achieved, and the correlation
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Fig. 4 CPI and execution time analysis of SPEC2006 benchmark under multicore arch

Cache miss rate vs CPI
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Fig. 5 Miss rate and CPI analysis of SPEC2006 benchmark under multicore arch

among the parameters was established. After the simulation, it is identified that
benchmarks which involve higher memory-sensitive characteristics are prone for the
performance degradation. Additionally, state-of-the-art devices are coming with a
lot of memory operations. Tuning the related design time parameters like cache size
could mitigate the performance degradation; however, such steps must be adaptive
one and to be taken at the runtime for tuning the performance. The study has used a
limited number of instructions for the analysis, which could be extended for the full
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Fig. 6 CPI and IPC analysis of SPEC2006 benchmark under multicore arch

simulation in near future. In future, an innovative adaptive mechanism to tune such
parameters could be identified for the performance improvement.
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Design of Buck Converter with Modified )
P&O Algorithm-Based Fuzzy Logic L
Controller for Solar Charge Controller

for Efficient MPPT

Prashant, Abhinav Saxena, Jay Singh, Amit Kumar Sharma,
and Nitin Kumar Pal

1 Introduction

Photovoltaic power systems have recently become one of the quickest adopting
renewable source due to the benefits they offer over all other options: reliability, ease,
availability, environmental friendliness, and renewable energy [1]. PV systems, on
the other hand, have two key disadvantages: a high initial cost and nonlinear features
that are dependent on climatic circumstances [2]. MPPT is crucial in PV systems [3].
Many ways have been proposed to boost the output power of the solar module. They
have advantages and disadvantages that the others lack [4]. All of these improve-
ments will be incorporated in the DC/DC converter and MPPT control algorithm
proposed in this study, with the goal of creating a solar PV system that is highly
efficient, low-cost, and reliable [5]. It would be prudent if we could devise some
circuits that would allow us to harvest the maximum amount of power from them.
As a result, regardless of the climatic circumstances, a DC-DC converter regulated
by the MPPT mechanism is required to transmit the maximum power from the PV
module to the DC-DC load [6]. A fuzzy logic control system is capable to transform
difficult information of panel into control signals of the converter [7]. An FLC works
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on the error and change in error as inputs in the controller. The design is complex for
FLC as of its rule base is difficult to build and proper fuzzification and defuzzification
is required [8]. In this regard, we have implemented three techniques in this work
for the best results. First, we have implemented the conventional P&O technique,
secondly, we have gone for modified P&O, and last technique used in this work is
fuzzy logic controller. All the techniques used will have same basic configuration
parameters. Our proposed and implemented modified P&O is found better working
with the conventional P&O method. The rest of the work describes as the working
of photovoltaic system on different temperature and irradiances and calculation of
buck converter presented in Sect. 2. In Sect. 3, the different MPPT techniques were
discussed and the simulation model has been demonstrated and noted the results
getting from the simulation. The obtained results have been discussed and explained
in the Sect. 4, and the conclusion of this research paper is presented in Sect. 5.

2 Photovoltaic System Electrical Configuration

This methodology is based on a photovoltaic system, as shown in Fig. 1. PV panel,
buck converter regulated by MPPT mechanism, and DC/DC load are the three primary
components [9].

2.1 PV Panel Model

To investigate the impact of various photovoltaic cell variables, many mathematical
models have been devised, but the simplest basic implemented is a single diode and
its equivalent for the PV cell, as shown in Fig. 1. The I,y equation can be determined
using the Kirchhoff law.

q(va + Rsipv):| B 1)

IPV = I’lplph — npls <6Xp|: KTA

Fig. 1 PV cell electric Ip,
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The cell shunt and series resistances are Rsh and Rs, respectively. The cell satura-
tion current and light-generated current, respectively, are Is and Iph. The Boltzmann
constant and cell temperature are represented by k and 7', respectively. The ideal
factor, electron charge, and number of parallel PV cells are depicted as A, g, and np,
respectively [10-12].

The electrical (PV and IV) properties under varied irradiation are shown in Fig. 2.
Itis obvious that these features are influenced by variations in solar radiation. Figure 3
shows the electrical properties as a function of temperature. We can see that when
the temperature rises, the voltage and power drops.

2.2 Buck Converter

The buck converter is a switched mode power supply with a linear output voltage
response that may be regulated digitally by PWM of a switch [13-15]. A buck
converter has two switches, a diode, and transistors, as well as an inductor to keep
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Fig. 4 Circuit diagram for Switch L

buck converter [1] % m

the output capacitor at a constant voltage. It is typically utilised when the input
voltage is too high and needs to be decreased to acceptable limits. A buck converter
is similar to a step down converter in that it produces an output voltage with lower
average values than the DC input voltage Vs (Fig. 4).

Voul ( Vin - Voul)

= @)
Fsw x Itipp * Viy

— G)
8 % Fyy * Viipp
where
L—inductance value of buck converter
C—capacitance value of buck converter
V ou—output voltage
Vin—input voltage
F ow—switching frequency
Iipp—10% of Imax
Viipp—1% of Vout

3 Maximum Power Point Algorithm

Varied PV panels have different maximum power points, much like in the photo-
voltaic model. The maximum power point algorithm is a method for computing
the duty ratio in order to place the system in the maximum power point area. The
duty ratio gives operating time to the MOSFET and maintain the required output by
changing the duty ratio as per changing conditions of PV panel. Here, we imple-
ment some of the MPPT techniques like conventional P&O method, modified P&O
method, and fuzzy logic controller and simulation has been done and the given
outputs has been discussed.
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3.1 Conventional P&O Algorithm

The P&O method is often used in MPPT because it is simple to construct and
has fewer measured parameters. Tracking the MPP under the impact of weather
changes includes perturbing the system by reducing or boosting the output voltage
and measuring the effect on the output power, as illustrated in Fig. 5. If the PV output
Py, grows, the output V,, is controlled in the same manner as in the previous cycle,
as shown in Figure. The output V/p, is affected in the inversion direction as the output
Py, drops. The output V,, will revolve around the maximum operation voltage after
the MPP is found. The given power and voltage values will decide the duty ratio by
the algorithm and send it to the PWM converter which has fixed switching frequency.
The output of the PWM converter sends the signal to the MOSFET of buck converter.
The buck converter is connected to a controller which controls the overcharging of
the battery and also controls the required nominal voltage condition to charge the
battery. The Simulink models of the buck converter and the MPPT controller have
been implemented, respectively. The duty cycle of the gating signal for the MOSFET
switch of the buck converter is adjusted by the MPPT Algorithm, in such a way that
impedance on both the load and source sides are matched and maximum output
power is obtained (Fig. 6).

Based on Fig. 4, we have designed the code for the MATLAB function block
which is been used in Fig. 5 which is the Simulink model for the conventional P&O
technique. In this method, by generating a maximum power point, we tracked the
time for battery charging. Keeping the initial SOC of lead acid battery to be 40, it
takes 13.2 s to charge the battery to 40.1. This method was charging the battery quiet
slow so we shifted to new MPPT method.

Fig. 5 Flowchart for
conventional P&O technique
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Fig. 6 Simulink model for conventional P&O [2]

3.2 Modified P&O Technique

The fundamental P&O method was devised to improve tracking speed and eliminate
oscillations in the vicinity of MPP. To address the shortcomings of the traditional P&O
approach, a new P&O methodology is provided to minimise oscillations around MPP
on the one hand and enhance tracking speed on the other. Based on a comparison of
dP/dV with a given error, the algorithm decides the next suitable step; if the real point
is far from the maximum power point, the software offers a large step value. Aside
from that, the technique returns a little step value. A little step reduces the number
of modifications surrounding the MPP, but a large step accelerates the process of
reaching the MPP. Figure 7 shows the flowchart of the improved P&O method.

Based on flowchart illustrated Fig. 7, we have designed the code for MATLAB
function block which is been used in Fig. 8 for the Simulink model of modified P&O
technique. The code will include the condition of the current also for accurration. In
this method, by generating a maximum power point, we tracked the time for battery
charging. Keeping the initial SOC of lead acid battery to be 40, we charged the battery
and it takes around 3.82 s to charge till 40.1.

In this method, we find that the battery is charging fast as compared to the
conventional method. Thus, the modified P&O method is better than conventional
method.

3.3 Fuzzy Logic Controller

The three phases of fuzzy logic control are fuzzification, rule basis lookup table,
and defuzzification. Fuzzification converts numerical input variables to language
variables using a membership function. An error E and a change in error E are
generally the two inputs to an MPPT fuzzy logic controller. The user has complete
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Fig. 7 Flowchart for Ieabratan
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Fig. 8 Simulink model for modified P&O method

freedom in calculating £ and E in whatever way he or she thinks suitable. The
fuzzy logic controller output is changed from a linguistic fuzzy logic-based MPPT
controller variable to a numerical variable using a membership function during the
defuzzification stage. The MPP, which regulates the power converter, will receive
an analogue signal. The capacity to operate with imprecise inputs, the absence of a
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Table 1 Rule base for fuzzy logic controller

S NB NS zZ PS PB
APpy

NB PB PS z NS NB
NS PB PS zZ NS NB
zZ PS PS zZ NS NS
PS PB PS z NS NB
PB PB PS z NS NB

perfect mathematical model, and the ability to manage nonlinearity are all positives of
fuzzy logic controllers, but the primary downside is the high cost of implementation.
This approach has the benefit of making determining whether the working point is
on the right or left of the MPP straightforward, enabling the converter’s duty cycle
to be raised or lowered. PPV can also be used to detect changes in radiation and
accelerate tracking for low radiation levels. APpy and AV may be described using
equations, respectively.

_ Ava(n) _ Ipv(n)-vpv(n) - pv(n - 1).va(}’l - 1)

S(n) o AVpV(n) B va(”) - va(n - 1)

4)

Ava(”) = va(n)_va(n -1 (5

The specific criteria for tracking the maximum power point by adjusting the duty
cycle must be specified in order to develop the fuzzy logic controller. The guidelines
we have established are for voltage and power. The fuzzy logic controller’s rule base
is listed in Table. 1.

The two inputs, one being a change in voltage and the other being a change
in power, and specified the duty cycles based on the conditions. The membership
functions of fuzzy logic control were created with the use of a rule basis. The range
and features of input and output are defined by membership functions. We must
export the FIS file in the fuzzy control block after defining the function. The duty
cycle is delivered to the PWM generator as a result of the fuzzy logic’s output. The
duty cycle of the MOSFET pulses will be changed by the PWM generator.

Figure 9 shows the result of implementing fuzzy logic control for maximum power
point tracking in the supplied Simulink model. The charging time, i.e. time taken to
charge the battery has been noted. The starting state of charge (SOC) of the battery
will be 40%, and the time taken to reach that level will be 40 min (Fig. 10).
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Fig. 10 Simulink model for fuzzy logic technique [4]

4 Discussion and Results

The different MPPT techniques have been simulated successfully. The modelling has
been done as taking PV array from the Simulink and takes parameters of the array
as discussed above. Then, we take constant block for giving constant irradiance and
temperature to the array. The buck converter has been connected as shown in the
simulation figure and parameters have been given as mentioned. The bus selector
has been connected with the m output of the PV array, and then, the different outputs
of bus selector are connected to the display and the measure the generated voltage
and current. Then, product block is used to measure the power getting from PV
array by giving the input as current and voltage in the block. The AND gate is also
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Table 2 Comparison . .
between different methods for %SOC Charging time of battery (in seconds)
MPPT tracking Conventional Modified Fuzzy logic
P&O P&O
40.02 1.50 0.58 0.56
40.04 3.50 1.39 1.24
40.06 5.80 2.13 2.02
40.08 8.50 2.98 2.79
40.10 11.32 3.82 3.48

used in the simulation as to overcome the overcharging of the battery and to give
minimum required voltage for charging of the battery. If battery is charging at low
voltage or overcharging takes place, then it decreases the lifetime of the battery and
requirement of changing of the battery takes place which increases the expenses
on the renewable energy source of photovoltaic model. From here, different MPPT
techniques have been used and illustrated above. The MATLAB function block is
designed by using the flowchart in which algorithm has been given and duty ratio
has been calculated. In the fuzzy logic controller system, the memory block is used
which gives the previous value in the subtraction block and the fuzzy logic block is
used in which the fuzzification and defuzzification takes place to calculate the duty
ratio. The battery has been connected with the buck converter, and a bus selector
is connected with the battery output to record the changes and to note the state of
charge, voltage, and current getting from the simulation. The simulation has been
run for different time in the different techniques to get proper results and outputs to
compare the different techniques we used. The results have been obtained by keeping
all the conditions same and varying the MPPT techniques we have found that the
proposed MPPT method is giving comparable results to the fuzzy logic controller.
The state of charge of battery is taken 40—40.1 and the time taken to charge the battery
by different techniques has been shown in Table 2.

Based on the above methods by comparing all the technique, the results are
presented in Table 2.

5 Conclusion

In this research, MPPT is utilised to capture maximum output from a photovoltaic
panel using a suggested P&O method. The power slope of the PV panel curve is used
as an input, and the change in the new P&O step size is outputted by the proposed
control approach. For maximum power point tracking, the devised algorithm and
fuzzy logic controller resulted in faster and more efficient maximum power tracking
and higher voltage. The use of the fuzzy controller’s duty ratio output signal to trigger
the value of the estimated reference maximum power improved power tracking and
increased the maximum power range.
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From the results, it can be analysed that the fuzzy logic controller with buck

converter performs significantly better than the conventional P&O MPPT approach.
Fuzzy logic is also quite close to the modified P&O MPPT approach for charging
batteries. The fuzzy logic control is favoured above all other approaches since it is
simple to implement.
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DDoS Attack Detection Using Artificial )
Neural Network on IoT Devices e
in a Simulated Environment

Ankit Khatri® and Ravi Khatri

1 Introduction

IoT is a technology which has found applications in a variety of areas [1] and has
transformed industries too. It has revolutionized the industries such as food produc-
tion, health, manufacturing, etc., and deeply influencing our lives too. Apart from
these industries, it has also become a crucial part of what we call the critical infras-
tructure of a country. Due to its such vast applications, it has also attracted the threat
of attacks which immensely impact the socio-economic security of the nation and
also intrude the privacy of its citizens.

IoT basically consists of a network of devices interconnected with each other,
the cloud servers and the internal system. These devices collect data which are then
sent further for various analysis. With the rise of the Internet, the count of such
interconnected devices over the network is also on a high and thus becoming an
influential part of our daily lives. According to some reports [2], the count of such
devices is increasing continuously and expected to rise by a significant amount in
coming years. As the [oT devices use batteries as their source of power [3], they have
low processing capabilities. It leads to a lack of security and the required defense
against cyber-attacks. The number of attacks on IoT has increased immensely in the
recent past. The attackers generally prefer IoT for performing the assault for a variety
of reasons which puts him/her in a position of advantage.

The attacker may have different motives. It may be performed for personal gains,
state sponsored assault, business rivalry, etc. The attackers may belong to the same
network which is being compromised or may belong to an external network. The
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difference being, the internal ones [4] have the access and privileges to easily carry
out such an attack, whereas the external ones [4] usually carry out the attacks by
exploiting the system using malware. There are a variety of attacks that can be
performed on IoT devices which can paralyze the functioning of critical sectors of
a nation and can even lead to a war among the conflicting parties. However, these
attacks can be detected using a variety of means [5]. The assaults on such devices
[6] can be user privacy infringement, malware attacks such as Mirai, DoS attacks,
physical tampering, ransomware attacks, etc. In this paper, we tackle the menace
caused by DDoS attacks which are targeted upon the IoT equipment by providing an
IDS centered on the use of ML. In DDoS attacks, the attacker floods the target host
with a massive amount of traffic [7] with an aim to restrict its access for the legitimate
users. Various DDoS attacks have occurred in the recent past which have immensely
impacted various big MNC'’s [8]. For example, the GitHub attack of 2015 [9], Dyn
attack [10], the attack on University of Minnesota [11], websites getting crashed
during an uprising in Turkey [12], attack on the White House website [13], etc. To
detect and mitigate such attacks, IDS are deployed. These systems have existed since
the late twentieth century and perform their intended task of monitoring the networks
for such attacks using various methodologies that evolve continuously with time such
as ML-based IDS as proposed by [14].

We have discussed an ANN-based IDS in this paper. Our proposed algorithm
sniffs the incoming traffic packets which is then sent to the trained model of ANN
for classification of these packets into safe or hostile.

In this paper, we have discussed various concepts and terminologies in Sect. 2.
In Sect. 3, we have mentioned the related works. Our proposed methodology is
discussed in Sect. 4, followed by the observations and results in Sect. 5. Finally, we
have concluded this paper is Sect. 6.

2 Basic Concepts and Terminologies

2.1 Artificial Neural Networks

In ANN [15], we try to replicate the working of a real human brain. A real human
brain contains a huge network of neurons which are interconnected to each other.
These neurons are responsible for transferring the impulses from the brain to different
parts of the body and vice-versa. In ANN, we replicate this process with the use of
several layers like an input layer, one or many hidden layers, and at the end there is an
output layer. The first layer, i.e., input is responsible for taking the inputs either from
the user or the environment and passing these inputs onto the next layer. The hidden
layers are responsible for performing a mathematical computation of the inputs and
the weights associated with the inputs. Then, the weighted inputs are passed to an
activation function which basically transforms the output as per the function and
also tells which node would fire and which node would not fire. Finally, we get the
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desired output through the output layer. ANNs can be used for various problems
like regression, classification, image recognition, etc. We have several advantages
of using an ANN, like it can perform multiple tasks simultaneously, node failure
does not result in failure of the whole network, whole of the data is stored within the
network, they have the ability of giving the results even with incomplete information,
etc.

2.2 Intrusion Detection System

Intrusion to any system refers to gaining unauthorized access to it by a perpetrator
with a motive to intrude on the privacy of the network. There may be various types
of such intruders which are broadly categorized into three classes. First one is the
masqueraders who do not have any privileges to access a particular system but gain
access by illegitimate means. Second, the misfeasors, who may be some internal
user who misuse the privileges and gains unauthorized access. Third ones are the
clandestine users who use the credentials of the privileged access people of the same
network to steal confidential information [16].
IDS [5] can be categorized into two categories.

e Host-based IDS (HIDS)—The host system is equipped with software-based tools
that can analyze and observe all the activities in the system and also for possible
intruders.

e Network-based IDS (NIDS)—The traffic flow is monitored on the complete
network to check for possible malicious users trying to intrude in the network
by illegitimate means.

The comparison of these IDS based on certain performance measures is shown
in Table 1. These systems can detect potential threats by identifying patterns which
are based on misuse and anomalous intrusion. Various methodologies are known for
intrusion detection. Few most widely used ones are based on statistical analysis [4],
rule-based detection [17], ANN, protocol verification [ 18], etc. In this paper, we have
proposed an ANN-based IDS which is trained to effectively classify safe and hostile
packets based on the patterns detected in flooding attacks.

As the IoT devices have limited capacity in terms of storage and computational
power, standard IDS may not be suitable for them which are otherwise suitable
for highly complex environments. Recent works on the dataset used in the KDD
competition have shown the potential of using ML for intrusion detection.

2.3 DDoS Attack

In such an attack, numerous systems are utilized to carry out the attack on the
target host. It is faster than the DoS attack and difficult to block and trace due to
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Table 1 Comparison of performance of HIDS and NIDS [19]

Host-based IDS Network-based IDS

Performs well at analyzing the traffic to perceive | Performs well at analyzing the traffic to
possible threats perceive possible threats

It performs better for the detection of internal It performs better for the detection of
perpetrators external perpetrators

Performs good in analyzing the magnitude of the | Performs poorly in analyzing the magnitude
damage of the damage

Poor reaction to real-time threats, but works Strong reaction to real-time threats

better for persistent ones

its distributed nature, i.e., packets are coming simultaneously from multiple devices
and from different geographical locations. The volume of such attacks is also huge
when compared to DoS attacks. These attacks can be classified as application layer,
protocol-based and volumetric-based attacks. Some of the most common DDoS
attacks are SYN flood, DNS amplification, UTP flood, etc.

3 Literature Review

The term IoT was coined by Kevin Ashton of MIT in 1999. However, it is yet to
reach its maturity level. Still, there is a high risk of attacks that can be performed on
IoT devices due to its vulnerabilities. To detect and mitigate such attacks, numerous
researches have already been done. A few of the literature surveys are as follows.

Kasinathan et al. [20], in his work, explored flooding attacks in an IoT environ-
ment. They have proposed a scheme which uses an IDS to detect the attacks. In their
paper, they have focused on detecting the UDP flood attacks in the IoT environment.
The solution which they proposed was implemented for creating a network-based
IDS. They designed a network manager which detected hostile packets based on the
parameters defined.

Misra et al. [21] developed a learning automata-based solution to detect DDoS
attacks on IoT networks. They developed an architecture that was service-oriented
to shape their solution. The framework was defined to automatically select the best
choice. The drawback of this solution was that no real implementation was done.

Hodo et al. [22] in their study about threat analysis of IoT networks using ANN-
based IDS have shown how ANN could be used in IDS. The model showed a signif-
icant accuracy of 99.4%. It demonstrated that the ANN could successfully be used
in IDS. However, it lacked any insight on how to prevent such an attack if detected.

Tseung et al. [23] proposed a solution which used the power of ML along with an
auto-learning Bloom filter (BF) to identify and mitigate the DDoS attacks targeted on
anetwork. They have used multiple feature selection and extraction algorithms of ML
like linear SVM, ANOVA to assess the incoming data packets and extract important
features from them. Then, the extracted features are kept in a customized feature list.
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The input data packets and the extracted information associated with them are given
to the auto-learning BF which identifies and classifies the incoming data packets
as malicious or not. In this way, both ML and BF are used to identify such attacks
and defend them. There is an issue associated with their approach, i.e., the solution
proposed by them is not cost-efficient because the feature selection approach used is
computationally expensive, hence may not be suitable for an IoT environment.

Zekri et al. [24] have proposed a ML-based solution to identify DDoS attacks in
a cloud computing environment. They have used the C4.5 algorithm to design an
IDS to identify the attack on a cloud-based environment. They have also used the
combination of C4.5 algorithm with signature identification methods for efficient
identification of signatures attacks. A decision tree is generated to automatically and
effectively detect such attacks targeted on the cloud environment.

A SVM-based detection methodology was proposed by Liao et al. [25]. Their
proposed scheme focuses on the similarity among the devices that are a part of the
zombie network carrying out the attack. The request patterns of users are stored and
analyzed to detect similarities.

A KNN-based DDoS attack detection framework was proposed by Xiao et al.
[26]. Their methodology is based on the assumption that similar bots and softwares
will generate identical traffic. But, one restriction of their study is that non-identical
traffic flows can also be generated by similar bots.

ANN is used for detection of DDoS attacks in the study conducted by Jie-Hao
et al. [27]. They have compared its performance with various other ML models. The
user traffic is checked for aberrations by the neural network.

The detection methodology proposed by [28] is based on the analysis of traffic by
radial basis function neural networks. It categorizes the traffic into safe or hostile.
The source IP addresses of the hostile traffic are then sent to a different module
for filtering. A FCM cluster algorithm-based methodology is proposed by [29]. A
decision tree-based solution is put forward by [30], which observes the traffic flow to
classify safe and hostile packets. Moreover, it also describes the packet flow pattern.

An intrusion prevention system is developed by Li et al. [31], which uses SVM
in addition with SNORT so that the accuracy of the overall system is improved.

A different type of neural network is used by Liu et al. [32] which finds applications
in areas such as classification, data compression, pattern identification, etc. Here, the
data is fed to the neural network in numeral form which then classifies the packets as
safe or malicious and takes further actions. The information about the protocols that
are present in the packets are analyzed by a data mining algorithm in the detection
scheme proposed by [33].

4 Proposed Methodology

We shall emulate the scenario shown in Fig. 1 where IoT devices are connected. A
bot shall be created to carry out DDoS attack on these devices. The server device
shall be equipped with network IDS to detect the DDoS attacks. The IDS would be
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based on ANN, a multilayer perceptron. Our discussed approach uses a simple ANN,
the structure of which is depicted in detail below. The server will keep on analyzing
the incoming traffic. The ANN will receive the input data through Wireshark with
different parameters (highest layer, transport layer, source IP address, destination
IP, source port, destination port and packet length, target). Once the attack has been
carried out on the device, the input data will be analyzed by the trained model of
ANN. The input data packets will be analyzed and classified as hostile or normal
packets that will define whether the traffic is DDoS traffic or normal traffic. The
parameters have been fine-tuned multiple times to achieve a better accuracy. Further,
details are discussed in the implementation section.

4.1 Detailed Configuration of Our Model

A regular perceptron is being used by us which is developed using TensorFlow. We
have increased the width of our model to achieve better results. Our proposed model
has a configuration which contains, layer (hidden 1): [50 neurons] fully connected
layer, layer (hidden 2): [50 neurons] fully connected, layer (hidden 3): [50 neurons]
fully connected, output layer: [2 neurons] one hot encoding layer, initialization of
the weights: random/normal. The activation functions used are ReLU (hidden layers)
and Softmax (output layer).
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4.2 Workflow and Algorithms of Our Proposed Methodology

The workflow of our proposed system includes the following parts: sniffing the
incoming traffic, collecting the data (real time), training the ANN, viewing the data,
analyzing the real-time traffic and graphical presentation of our model’s architecture.
We have trained our model in 30 epochs of 15,000 iterations each. Our proposed
system includes the following phases.

e Sniffing the Incoming Traffic: This model captures the packets in real time and
shows detailed information about each of them. We have included the necessary
details that needs to be displayed in order to analyze the traffic. The algorithm for
that is depicted in Fig. 2.

e Neural Network Trainer: This algorithm deals with collecting the data at real time
and then using that data to train our neural network. Data collected is saved in

Algorithm 1: Capturing Packets (Sniffing)

## This model captures the packets in real-time and shows detailed information about each of them.

Start

1.For pkts in capture

2. If (pkts.TopLayer = 'ARP"):

3 ip_add = None

4, ip_layer_name = get_ip_layer_name(pkt)
5. If (ip_layer_name == 4):

6. ip_add = pkts.ip_add

7. End If

8. Else If (ip_layer_name == 6):

9. ip_add = pkts.ipvbaddr

10.  Display the details about each packet captured
11. pkt. Top_Layer

12. packet.trsprt_layer_name

13. Time Taken

14. Layers

15. Source IP

16. Destination IP

17. Length of the Packet

18.  Try displaying Source and Destination Port

19. Source Port

20. Destination Port

21.  Except AttnibuteError
22 Source Port

23, Destination Port
24, End If

25. Else

26. ARP = pkt.arp
27. Display the packet information
28. End Else

Stop

Fig. 2 Algorithm for packet sniffing
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a file named data.csv on which the ANN gets trained. The algorithm for that is

depicted in Fig. 3.

Real-Time Prediction: This algorithm reads the live data.csv file and classifies
the traffic as malicious (DDoS) or normal based on our already trained model.
This model then prints the results/observations using a confusion matrix and

classification report. The algorithm for that is depicted in Fig. 4.

Algorithm 2: Data collector

## This trains our Artificial Neural Network(ANN).

Input: [Already Saved model, if user wishes to load existing model]

Start
1.User inputs name of Saved Model file
2.Ask user if they want to train a saved algorithm, if no, the new model is created and trained
3If(load _model=="Y"):
4. train= Load_model_saved()
5. EndIf
6.Else
7. Imports the Neural Network Class from Sci-kit learn
8. train= Classifier(size_of_hidden_layer.activation_function,iter_max, verbose tol)
# Setting the parameters of our classifier
#size_of hidden_layer = layers that are hidden in the neural net, (6) = single layer 6, (6,6) = Two layers,
each having 6 nodes
#activation_fumction = activation function, logistic’ is equivalent of the sigmoid activation function
#iter_max = maximum amount of iterations that the model will do
#Verbose = whether the model prints the iteration and loss function per iteration
#tol = the decimal place the user wants the loss function to reach
9 Read CSV

#Neural Net Training

12X =Input (Independent Variables)
13.Y = Dependent Variable

14.Train the model

15.Display predictions

16.malicious = 0, secure =0

17.For c in predicted_results:

18. If(c == 1)

19. increment malicious packets

20. End If

21 Else:

. increment secure packets

23 End Else;

24Display secure Packets and malicious Packets
25 Display confusion matrix

27.Store model?

28.If true: then Store Model

Stop

Fig. 3 Data collection and training of the neural network



DDoS Attack Detection Using Artificial Neural Network on IoT ... 229

Algorithm 3:Real Time Prediction

#This model is used for classifying the traffic as DDoS or normal traffic. This is not used for training
purposes.

Input: [Already Saved model, if user wishes to load existing model]

Start

1.User inputs name of the Data File.

2.Process the Data (Live Label Encoding)

3.Print the data for viewing

4.Load model and model coefficients

5.predicted_result = model. predict(Input Data)

6.malicious,secure = 0

7.For ¢ in predicted_results :

8. If c == 1: # replace it as zero so that DDoS attack can be forced

9. increment malicious packets
10. Else:

1L increment secure packets
12. End If

13. print secure and malicious packets

14.  If No.of malicious Packets > Sum of Both/2 :
15.  print Attack Detected

16. Else:

17. print Normal Activity Detected

18. End If

19. print Confusion Matrix

20. print Classification Report

Stop

Fig. 4 Real-time prediction of DDoS attack by an ANN

4.3 The Process of DDoS Attack Classification by the ANN
Model

Our proposed algorithm first captures the incoming traffic which is used to create a
dataset for training our model. Once the model is trained it can be used to classify
DDoS attacks in real time. Real-time data is gathered which is then provided as
input to the ANN model for classification. The trained model classifies the real-time
packets as hostile or safe based on its learning on previous data. If the number of
hostile packets is greater than the average of the count of both malicious and safe
packets, then a DDoS attack is notified, otherwise normal activity is reported.
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5 Observations and Results

The study consists of two phases: First is the DDoS attack which is performed on
an IoT device in a simulated environment and second is its detection using deep
learning. The DDoS attacks that we have performed are TCP SYN, Slow Loris and
UDP flood, each attack was able to take our server down and make the services
unavailable to the user. We have achieved satisfactory results in this phase. The
confusion matrix, model evaluation, and the test results are shown in Figs. 5, 6, and
7, respectively. Figure 8 shows the data flow diagram of our proposed methodology.

Fig. 5 Confusion matrix

Fig. 6 Model evaluation Classification Accuracy 0.993665724

results
Initial Loss Value 0.049470
Final Loss Value 0.033887
Total Loss 0.015583
Precision (Safe) 0.99926
Precision (Hostile) 0.983123724
Precision (Average) 0.991191177
Recall (Safe) 0.9911159463
Recall (Hostile) 0.983123724
Recall (Average) 0.987121593
F1 Score (Safe) 0.995172405
F1 Score (Hostile) 0.983123724
F1 Score (Average) 0.989148064

Control  Normal TCP uDP Combined (TCP)  Combined (UDP)

Total Packets 0 5171 260 21963 11748 15482
Safe 0 5167 0 1 11624 6667
Hostile 0 4 260 21962 124 8815
Percentage 0 0.077354 100 99.99545 1.055498808 56.93708823
DDoS detected 0 0 1 1 0 1
DDoS in Action 0 0 1 1 1 0

Fig. 7 DDoS detection test results
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Fig. 8 Data flow diagram of our proposed methodology

6 Conclusion and Future Scope

The methodology we have proposed in this work successfully identifies DDoS attack
in a simulated environment. The ANN-based IDS accurately detects attacks such as
SYN flooding, UDP flood, etc., with 99.3% accuracy by using a criterion based on
the count of hostile and safe packets. The future plans could include modifying this
algorithm to identify other DDoS attacks. Moreover, the simulated environment can
also showcase methods to filter hostile IP addresses and redirect them to other/fake
addresses. Apart from that, mitigation strategies can be used, such as blocking the
hostile IP addresses using probabilistic data structures like Bloom filter. Although
we have detected DDoS attacks using an ANN in a simulated environment, a real
implementation can easily be extracted from this emulation and could be applied in
real scenarios. Moreover, the use of CNN and RNN for this problem can also be
explored.
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ABBDIoT: Anomaly-Based Botnet )
Detection Using Machine Learning Oneck o
Model in the Internet of Things Network

Sudhakar® and Sushil Kumar

1 Introduction

The development of new technologies and growth of internet-connected devices pro-
vides a better space for cybercriminals to launch a large scale attack including click
fraud, cryptocurrency mining, malspam campaign, DDoS (Distributed Denial-of-
Service) etc. on internet infrastructure with the help of huge bot-armies. The bots are
the internet-connected devices which has its control to its bot-master. Cybercrimi-
nals uses vulnerabilities and malicious programs to compromise and build the large
army of bots or network of bots e.g. botnet. The bot-master controls its botnet by
issuing commands using command and control servers [31, 32]. Now, everything
is connected to the internet with the emergence of IoT (Internet of Things), I[IoT
(Industrial IoT), OT (Operational Technology),' and Industry 4.0 such as refrigera-
tor, microwave oven, smart lights, smart fan, air conditioner, health devices, manu-
facturing machines, and more [16, 25]. According to the IoT business news, the
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expected growth in internet-connected devices will be 125 billion by 2030.2 IoT
devices will generate numerous amount of data which presents the challenges of
managing the data and security Further, these technologies are used to implement in
many other sectors to ease the human life like agriculture, health sector, manufactur-
ing, food supply management, pharma supply management, environment monitoring
using various sensors, surveillance, smart homes and so on [6]. Some of IoT botnet
attacks in the past are listed in the following points which shows the importance of
securing IoT networks and its devices.

e In year 2016, Mirai botnet has devastated major infrastructures and shutdown the
network such as NetFlix, Twitter, CNN, and many including one whole country
Liberia. The attacker build the botnet by exploiting the unsecured devices, devices
working on default passwords and some old vulnerabilities of security cameras.
The botnet further being used to launch DDoS attacks and illicit mining of crypto
currencies. Since, developer has open the source code of Mirai, many variants has
been coming with nefarious capabilities [2].

e Inyear2017, Reaper botnet came with more capability than Mirai using some of the
code of it but different methods of compromising the IoT devices (approximately
one million). This malware uses combination of nine vulnerabilities of IoT devices
to exploit and recruit the devices. The malware became more damaging than Mirai
due to tremendous capability and complexity. The IoT devices such as IP cameras,
routers, network attached storage devices and servers are been targeted by this
malware.

In the IoT network architecture has many layers, and each layers has its security
issues that could be exploited by the attacker to infect the devices with the malware
and further make it a part of a botnet that can be used in the large scale attacks. The
layered-wise security issues presents in the IoT devices shown in Fig. 1. It clearly
indicates that every layer is susceptible to malicious in the IoT devices which makes it
vulnerable by design. (1) Five layer loT architecture; (2) Four layer loT architecture,
and (3) Three layer IoT architecture.

The security researchers are apprehensive about the detection of IoT botnet
because 0T has diverse nature of devices which generate enormous amount of data.
The attacker has to take control of the device by compromising it with malware and
recruiting the device for the botnet. This process has to be communicated via some
channel and packet need to be exchange between command and control (C2) and
victim device. The exchange of packets leaves traces of indicator of compromise
(IoC); hence, to detect the botnet one has to detect the pattern of packet exchange
between victim and C2.

The detection of IoT botnet is broadly cover with host-based detection and
network-based detection as shown in Fig. 2. Over the time researchers has proposed
many solutions for automatic detection of IoT botnet by analyzing and extracting the
features of IoT network using machine learning and deep learning techniques. The

2 Comprehensive Guide to IoT Statistics You Need to Know in 2021 (https://www.vxchnge.com/
blog/iot-statistics/).
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Fig. 2 Taxonomy of IoT botnet detection techniques

botnet can be detected at two levels; one at the host-level and another at the network-
level. However, the IoT devices has small memory and computational power to be
able to install any security solutions for malicious event detection. Therefore, the
working behavior of the IoT devices needs to monitor for any suspicious activity in
the network. At the network level it is possible to implement a security solutions
that managed to identify the malicious behavior of the connected devices in this case
botnet. The identification of malicious traffic from benign can be refer as binary
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classification problem and in some specific type of botnet can launch multiple type
of attacks that can be concluded as multi-class classification. The machine learning
and deep learning techniques can be deployed for the classification purpose. In these
model can learn and identify the discerning network features of malicious traffic as
well as the benign traffic using varieties of classification model architectures like
RF (Random Forest) [1], SVM (Support vector machine) [22], DNN (Deep neural
network) [13], RNN (Recurrent neural network), LSTM (Long short-term memory)
[24]. The different classification algorithms can possibly classify the malicious events
by analyzing the different aspect such as DNS footprint [29], signature of an existing
malicious payload [12], anomaly based [26], and with the help of mining techniques
[3, 5, 20, 21, 33] of the network communication occur among the connected-devices
in the network. The main contributions of this research are highlighted in the follow-
ing points -

e The filter-based chi-square scoring technique is used to find relevant features.

e A technique based on over-sampling is used to balance the class distribution of
highly imbalance intrusion dataset.

e A lightweight machine learning model has been trained for the classification of
attacks in the Bot-IoT dataset.

The rest of the paper is organized as follows. Section 2 reviewed the IoT Botnet
detection related research papers based on machine learning techniques. Section 3
has the proposed model, analysis of dataset and results. In Sect. 4, we compared
the performance of our proposed model with the existing state-of-art. Finally, the
conclusions of the paper is discussed in Sect. 5.

2 Machine Learning Based IoT Botnet Detection—Related
Work

The researchers has proposed various approaches to classify and detect malicious
activities in the IoT network using different learning algorithms. The machine learn-
ing and deep learning techniques are used to construct these solutions using various
open source available datasets like Bot-IoT [14]. Odusami et al. [23] constructed a
model using LSTM for the detection of DDoS attacks launch by botnet. Popoola et
al. [24] also proposed a model using layers of RNN in the form of cascading network
for detection of botnet in the network.

Tyagi and Kumar [34] performed a comparative study with many machine learn-
ing techniques and suggested a random forest model due to it performs better than
others like k-Nearest Neighbour (kNN), Logistic Regression (LR), SVM, Multi-
Layer Perceptron (MLP) and Decision Tree (DT) models. Lo et al. [19] proposed
a model based on Edge-based Graph Sample and Aggregate (E-GraphSAGE) and
compared the performance with XGBoost and decision tree technique. Chauhan and
Atulkar [4] used a different approach and train the proposed model with LGBM. The
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performance then compared with other techniques like RF, Extra Tree (ET), Gradient
Boost (GB) and XGBoost.

Idrissi et al. [10] proposed a CNN based model and compared the results with
other techniques like RNN, LSTM and GRU. The proposed model performs better
than the other techniques.

Huong et al. [8, 9] proposed a DNN model based on edge-cloud and outperformed
the other models like kNN, DT, RF and SVM. Lee et al. [18] and Shafiq et al. [28]
employed RF, Bayes Network (BN), C4.5 DT, Naive Bayes (NB), RF and Random
Tree (RT) to identify the botnet command & control communication to classify the
attack category in the IoT network.

Sriram et al. [30] established in the article that due to not having feature engineer-
ing overhead the DL models achieves significantly better as compared to conventional
ML models. Kunang et al. [17] and Ge et al. [7] presents a model by combing Autoen-
coder (AE) and DNN structures in a cascading manner. AE for feature extraction
and DNN for classification whereas Ge et al. [7] combined the concept of transfer
learning with DNN.

Samdekar et al. [27] experimented with the feature engineering methods and
concluded that the Firefly Algorithm is performing better in feature dimensionality
reduction than the Chi-Square, ET and Principal Component Analysis when SVM
was used for classification. Also, Kumar et al. [15] has proposed the combination of
the correlation coefficient, RF mean decrease accuracy and gain ratio for selection of
the important features. Kunangetal. [17] and Injadatetal. [11] proposed the Bayesian
Optimisation Gaussian Process (BO-GP) method to optimise the hyper-parameters
of the AE-DNN and DT models, respectively.

3 Proposed Work

In this section, we analyses the dataset and its features. Further, we will present our
proposed model architecture, hyper-parameters and performance evaluation in the
subsequent section.

3.1 Description and Analysis of IoT Botnet Dataset

The dataset used in this paper is Bot-IoT [14] published by University of New South
Wales Canberra, Australia to facilitate the research community to develop an effi-
cient machine learning or deep learning model for the botnet detection or intrusion
detection or malicious traffic in the IoT environment. The network traffic is captured
by botnet attacks through internet-connected devices in the network. The network is
simulated in the real-time testbed consisting of five IoT devices; first, weather mon-
itoring devices which provide the data like temperature, humidity, and atmosphere.
Second, smart cooling refrigerator used to control and adjust the temperature of the
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Fig. 3 Type of attacks

Table 1 Label instances in the dataset

Label Instances
Attack 1 73360900
Benign 0 9543

refrigerator. Third, smart light is automatically tern on when motion is detected works
on the random signal of pseudo. Fourth, a smart door works according to the prob-
abilistic input. Fifth, intelligent thermostat which is used to control the temperature
of entire house by adjusting the temperature of air conditioner. These IoT devices
are monitored and controlled by a smartphone. In the testbed, these IoT devices are
compromised with botnet malware to generate malicious network traffic. Further,
all the extracted features are labelled with type of attacks along with the supporting
network features. The labels are in categories and subcategories that can be used for
multi-class classification problem. The distribution of dataset towards categories and
subcategories are shown in Fig. 3.

In the dataset, the attack labels are defined which is 1 for attack and O for benign.
The distribution of label values in the dataset which shows the imbalance nature in
Table 1. The model might be biased towards the majority class so we have performed
random oversampling of minority class to balance the dataset and then train our
proposed model.

3.2 Model Architecture

In this section, we present our proposed model that can efficiently classify the IoT bot-
net attacks in the network using machine learning model. We have used an optimized
lightGBM machine learning algorithm for classification. The complete architecture
can be divided in three component as presented in Fig. 4. First, the data preparation
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Fig. 4 Architecture of proposed model

Model
Training

phase, in this we will clean the dataset with unknown values. Then, normalize and
transform the dataset. Further, the important features are selected using chi-square
scoring method is used to select the most important features among all the features
as given in Eq. 1. Feature engineering process helps model to improve the accuracy
and computational overhead by reducing the dimensionality and selecting important
features. We have already discussed about the imbalance nature of dataset and how
we have addressed the problem in the previous section.

O —E)?
=y O - ) (1)

Second, the LightGBM machine learning algorithm we have used to train with
dataset. The algorithm is significantly fast for training with the dataset and uses less
memory. The hyper-parameter tuning plays an important role to further optimize
the algorithm. The hyper-parameters along with its values that we have uses to
train our model are ‘num_leaves’: 170, ‘min_data_in_leaf’: 230, ‘objective’:’binary’,
‘max_depth’: —1, ‘learning_rate’: 0.07, ‘boosting’: "gbdt", ‘feature_fraction’: 0.8,
‘bagging_freq’: 1, ‘bagging_fraction’: 0.8, ‘bagging_seed’: 1009, ‘metric’: "auc",
‘lambda_11": 0.1, ‘random_state’: 1009, ‘verbosity’: —1. Third, in this phase of the
architecture the model is tested with the test dataset and obtain the classification
results in the form of benign and attack array. This array then used to produce the
other results like confusion matrix, instances and percentage of true-negative, true-
positive, false-negative, and false-positive.



242

Table 2 Confusion matrix for botnet detection

Sudhakar and S. Kumar

Actual class Predicted class
Normal Malicious
Normal/benign True Negative (TN) False Positive (FP)
Instances Instances
Percentage Percentage
Malicious/attack False Negative (FN) True Positive (TP)
Instances Instances
Percentage Percentage
Table 3 The detailed evaluation metrics
Description Formula
The overall percentage of correctly predicted | Accuracy = %
instances
Th§ ratio of correctly predicted instances and | Recall = ﬁ
all instances
The relevant prediction among all the predicted | Precision = ﬁ
values
We can c.alculate the F-measure with the help | F-measure = %
of precision and recall

3.3 Model Training and Evaluation Metrics

The performance of the proposed model can be evaluated by analyzing the perfor-
mance metrics like confusion matrix, accuracy, precision, recall, and F-measure as

described in Tables 2 and 3.

3.4 Result Analysis

In this section, we discuss the performance of the proposed model. The model is
successfully able to classify the malicious and benign events in the network. The
malicious events are generated by the bots, receiving commands from the bot-master
viacommand and control server. The model achieves 99.99% accuracy (true-positive)
with only 0.01% true-negative. The performance of the proposed model with confu-

sion matrix is presented in Fig. 5.
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Fig. 5 Performance of the

proposed mode
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Table 4 Performance comparison with existing research
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Techniques Accuracy Precision Recall F1-score
SVM [14] 0.99 0.99 1 0.99
RNN [14] 0.97 1 0.97 0.98
LSTM [14] 0.98 1 0.98 0.99

RF [34] 0.99 0.99 0.99 0.99

RT [28] 0.99 1 1

Our model 0.9999 1 1 1

4 Comparison with Existing Results

Here, we compare the performance of our model with existing state-of-art research

available. Our results shows the dominance in all metrics as shown in Table 4.

5 Conclusion

In this paper, an anomaly-based model, ABBDIoT, was proposed to classify the
malicious events among benign in the network. The model is trained with highly
imbalance dataset. First, the dataset is prepared by cleaning the unknown and missing
values then normalize and transform the data. Second, synthetically generate minor-
ity samples to balance the dataset using SMOTE oversampling technique. Finally,
ABBDIoT model was trained and tested with the Bot-IoT dataset. The model per-
formed shows only 0.01% true-negative with 99.99% true-positive.
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A Hybrid Mechanism for Advance IoT )
Malware Detection

updates

Aijaz Khan, Gaurav Choudhary, Shishir Kumar Shandilya,
Durgesh M. Sharma, and Ashish K. Sharma

1 Introduction

IoT is the future of this planet. It works by interconnecting several devices like sen-
sors, routers, and webcams with the help of the Internet. IoT devices are helping in
transforming every individual in their daily tasks improving the interaction between
mankind and the rest of the world. The complexity of IoT devices is relatively high.
This makes it vulnerable to cyberattacks. IoT devices are extensively used in indus-
tries, offices, research laboratories, educational centers, etc. IoT devices can integrate
themselves with other devices and increase their functionality. The vast domain of
IoT devices’ usability increases the chances of cyberattack much more. In October
2016, major US DNS servers were infected with Mirai IoT malware, which directly
impacts popular online services like Google and Amazon [1].

IoT devices are majorly affected by distributed denial of service (DDoS) attacks.
The most famous and widely spread Ddos was Mirai. It was used to initiate the most
significant DDoS attack ever on IoT devices. This attack targeted the domain name
servers, and an order of 1.2 Tbps was created. Major Internet services such as Twitter,
Amazon, and Netflix were shut down since this attack targeted several categories of
IoT devices. Mirai created a botnet where several devices performed DDoS attacks,
leading to a massive downfall. This led to the rise of other samples of malware which
were a version of Mirai.
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Mirai’s source code was leaked in 2017, which created havoc since people were
now able to create anew [oT malware by using Mirai’s source code. The new malware
uses a similar technique of brute force by scanning a random IP address in search
of open Telnet port to bypass it using dictionary attacks of common credentials. The
more complex variant of Mirai uses IoT vulnerabilities for remote code execution,
phishing, and spamming. These variants of Mirai can cause network downtime for
a more extended period and may lead to substantial financial losses and leak of
confidential data. In 2017, it was reported that 100,000 devices were infected with
Mirai or similar kinds of [oT malware. Kaspersky Laboratory [2] said that there were
121,588 IoT malware samples captured in the first half of 2018.

Therefore, the security of IoT devices is an essential aspect of the current gen-
eration. The infected IoT devices are expected to remain infected for an extended
period, and the chain of infection proliferates. So the need to stop this chain of infec-
tion is necessary. Researchers have used static, dynamic, machine learning, neural
networking, opcode analysis, and image analysis for IoT malware detection [3].

In summary, the major contributions of this paper can be summarized as follows:

We present a summary of recent works done in this field of research.

We provide a background overview of IoT malware concerning two famous mal-
ware samples Mirai and Darlloz.

e We present a comprehensive discussion of current implementation with their lim-
itations.

We present a hybrid model solution to solve the limitations in the current work.

2 Related Works

Many studies have been made to classify, detect, and defend against IoT malware. Su
et al. [4] discussed converting the [oT malware image to an 8-bit binary sequence to
convertitinto the grayscale image. They used ML classifiers to classify these malware
images further. Malware files were divided into four categories: “Linux.Gafgyt.1”,
“Linux.Gayft.2”, “Trojan.Linux”, and “Mirai”. They used a neural network to auto-
mate malware classification. Wang et al. [5] analyzed two famous malware in IoT
devices: “Mirai” and “Darlloz.Mirai”. They found that this malware spreads through
brute force attacks and used a weak password policy in IoT devices. Mirai uses a
command and control server to execute its functionality. Running a defensive service
on port 48101 kills Mirai every 10 seconds. Darlloz takes advantage of CVE-2012-
1823 to exploit IoT devices. Costin and Zaddach et al. [6] analyzed 60 malware
families to find out information about their vulnerabilities, exploits, and defensive
rules. They found the CVSS score for all malware samples analyzed and computed
the mean, which came out to be 6.9. Alhanahnah et al. [7] used the technique of
static analysis and utilized string, statistical, and structural features for classifying
malware. They used IoTPOTS [14] to collect malware. Hisham et al. [8] compared
IoT and Android malware together. They extracted CFGs from samples and cre-
ated graphs based on factors like nodes, edges, betweenness, and density. Kumar
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Table 1 Existing research studies on advance IoT malware detection approaches
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Authors

Contributions

P1

P2

P3

P4

P5

Jiawei et al. [4]

Classification of
malware using
image recognition

No

No

Yes

Yes

No

Aohui et al. [5]

Study of malware
Mirai and Darlloz

No

No

No

Yes

Yes

Andrei et al. [6]

Static analysis of
60 malware
families

Yes

Yes

Yes

Mohannad
etal. [7]

Signature
generation for
malware
classification

Yes

Yes

Hisham et al. [8]

Graph-based
comparison of IoT
and Android
malware

Yes

Yes

Ayush and
Teng [9]

IoT malware
network traffic
analysis

Yes

Yes

Quoc et al. [10]

Comprehensive
study of IoT
malware detection
using static
techniques

Yes

No

No

No

No

Ahmed et al. [11]

Graph-based deep
learning model
against adversarial
machine learning
attacks

No

No

Yes

Yes

Jueun et al. [12]

Dynamic analysis
of IoT malware
using convolution
neural network
model

Yes

No

No

Yes

No

Hamid et al. [13]

Opcode-based
polymorphic IoT
malware detection

Yes

P1: machine learning, P2: network traffic, P3: neural network , P4: static analysis, P5: dynamic
analysis, P6: graph analysis

and Lim [9] used machine learning algorithms to propose a modular solution for
analyzing IoT malware traffic. Ngo et al. [10] divided the detection techniques into
two groups: “non-graph-based” and “graph-based methods”. Graph-based malware
detection seems more prominent in detecting novel malware than non-graph meth-
ods. Abusnaina et al. [11] used graph-based deep learning models against adversarial
machine learning attacks. They used control flow graph to analyze malicious binaries
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considering multiple factors such as nodes, edges, shortest path, and density. A total
of eight different adversarial techniques were used to force the model to misclassify.
Jeon et al. [12] proposed a dynamic analysis detection model of IoT malware using
neural network model. They trained the model using the CNN algorithm. The feature
data was then converted to images to reduce computation problems. A visualization
technique was used to process the data further. Darabian et al. [13] used the opcode
technique to differentiate between good and malware. They collected the dataset
and applied a sequential mining algorithm to classify polymorphic malware. This
resulted in the detection of 36 features with an F-score of 99%.

3 Market Perspective of IoT and Malware Impact

Internet of Things is a device that is connected to the Internet. Sensors and software
are embedded in IoT for connecting and exchanging data with other devices. IoT
devices are present in homes, transport, organizations, military places, etc. It is pre-
dicted that there will be 60 billion IoT devices by 2022. IoT devices typically have
eight components, i.e., external interfaces, analytics, additional tools, data visualiza-
tion, processing and action management, device management, and connectivity [15].
Malware is a piece of malicious software that is created for unethical practices. IoT
malware shares some similarities with PCs malware, but its features are infrequent.
The malware tries to open the Telnet port and use a common wordlist of passwords
for brute forcing into the device. IoT devices are vulnerable to various attacks since it
is vulnerable to attacks like zero-day attacks and remote code execution. [oT malware
takes advantage of the devices’ vulnerability and carries on their malicious process.
The IoT malware families include Mirai, Bashlite, muBOT, Hajime, PNScan2, etc.
The majority of malware is supposed to be performing DDoS attacks on IoT devices.
The Mirai and Darlloz botnet working is shown in Figs. 1 and 2.

In the case of the Mirai botnet, a device is initially compromised. It will select
a random IP address to scan. If the chosen machine has port 23 or 2323 open, the
malware attacks the device using brute force. After successful login, the device’s
data such as IP address, username, and password is transferred to the CB server. The
CB server is then responsible for downloading the bot program. Mirai disables other
functions to gain complete control of the device.

The next most common IoT malware is Darlloz malware. It is a low-level threat
and works on the CPU. This malware looks for executable and linkable format(ELF)
files and expands its reach to ARM architectures. It exploits a device and scans a
random IP address to search for port 23 to open. The request is sent in HTTP POST
format. Initially, it performs brute force on the target. If a brute force attack fails,
then it goes for CVE-2012-1823. This CVE is linked with PHP. Those devices with
older web-based versions of PHP are vulnerable to this attack. It allows an attacker
to execute arbitrary code in the query string.

Another ToT malware is Bashlite. It is used for large-scale DDoS attacks and
exploits Shellshock to gain a foothold into vulnerable devices. It does not depend
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Fig. 1 Mirai botnet working
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on any specific vulnerability. Instead, it relies on an openly available remote code
execution Metasploit module. Bashlite also has an updated version. OWASP suggests
that the top vulnerabilities found in [oT malware are buffer overflow, denial of service,
and poor encryption implementation. With increasing time, [oT malware is supposed
to be upgrading itself. Researchers fear a ransomware attack on IoT devices since
IoT devices are used widely in the military, power grid, industries, etc. Recently,
IBM Xforce found malware similar to Mirai at their enterprise IoT devices. This
malware was supposed to be dropping cryptocurrency miners and backdoors on
affected devices.

Static analysis of IoT malware is a technique where the malware is not run in
real or simulated environments for analysis purposes. In this method, the malware
file is analyzed externally. The fundamental static analysis of IoT malware can be
classified under two broad categories: non-graph-based and graph-based techniques.
The non-graph-based methods further constitute string, opcode, ELF header, and
image-based detection. The graph-based detection includes function call graph and
opcode graph-based detection.

Opcode analysis is trendy among researchers. The opcode is a single instruction
that is executed by the CPU. The opcode is used to determine the behavior of files.
The string is a fixed sequence of characters. String obtained from a malware sample
using static analysis can either be useful or gibberish. Useful string tells a lot of
information about the malware like the URL it is connecting to, IP address it is
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using, information about the command and control server, API calls it is making,
etc. An executable and linkable format (ELF) file format contains many valuable
details which can be used to detect malware. A usable file that uses the ELF file
format has the title ELF header followed by a table in the program header or header
table or both. An image-based detection is a way of converting malware files into
an image where each pixel of the created image ranges from 0 to 255. In the case
of malware detection, the binary files are converted into binary strings of 0 and 1.
These binary values are combined into 8-bit vector segments, representing hex values
ranging from 00 to FF. The obtained vector gets converted to an image with pixels
ranging from 0 to 255. O illustrates the black color, and 255 represents the white color.
Graph-based malware detection is pretty common nowadays. In malware detection,
the control flow graph is widely used. A control flow graph is a directed graph that
gives the possibility of every possible execution path taken while a program runs. It
is capable of representing the flow inside a program unit. Edges in this graph show
that control flow paths and nodes represent basic blocks. There are two designated
blocks in this graph. The first one is entry block. This block allows control to enter
the control flow graph, and the second is exit block. In this block, the control flow
leaves the exit block. A control flow graph can also encapsulate the information per
each basic block.
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4 Existing Approaches for IoT Malware Detection

IoT is the future of this planet. It works by interconnecting several devices like
sensors, routers, and webcams with the help of the Internet. IoT devices are prone
to several attacks since these devices do not receive proper updates and have weak
login credentials. Several works have been done in this field. Let us discuss each
work with its pros and cons in detail.

4.1 Machine Learning-Based Approach for Malicious
Traffic Detection

Kumar and Lim [9] used machine learning algorithms for malicious network anal-
ysis, which was run at user access gateway for detecting IoT malware based on
their scanning patterns. A database was used whose work was to store the malware
scanning patterns. A policy module was set up, which decided the further course of
action after the gateway traffic was identified as malicious. The detection mechanism
also included an optional packet subsampling module that could be implemented at
both ends, i.e., physical access and enterprise gateway. The architecture included
five modules. The first module was called ML classifier. It runs on the access gate-
way connected to an IoT device at the enterprise end. The gateway level traffic was
divided into two levels: benign and malicious. Benign refers to the type of traffic con-
sidered safe, and malicious refers to the unsafe type. Initially, training data samples
are created by filtering out traffic sessions and including only TCP packets with SYN
flags, then extracting the feature vectors, and lastly retrieving the trained classifier
from the second module ML model constructor. The following module is packet
traffic feature database, and it is responsible for storing features that are extracted
from traffic samples in the database. The next module is policy module, and it is
responsible for deciding the course of action to be taken once the traffic is identified
as malicious by the ML classifier module. The last module is Sub-Sampling Module,
which is responsible for sampling the packet traffic from IoT devices. The conclusion
was drawn on the basis of 60 traffic sessions. The result came out thoroughly mixed.
The feature one graph was distinguishable between benign and malicious samples,
whereas features 2 and 3 were not distinguishable. Thus, the machine learning algo-
rithms reduce the complexity involved in analyzing IoT malware. Researchers use
both machine learning and graph-based method to automate the whole process of IoT
malware detection. However, the extensive use of machine/deep learning techniques
in this field has comings. Attackers create malware using obfuscation to bypass nor-
mal machine learning detection, limiting this technique. The accuracy of using ML
will increase with time since the IoT malware data is scattered [16].
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4.2 Graph-Based Analysis

Ahmed et al. [11] discussed possible methods of analyzing IoT malware samples
with graph-based analysis methods. The binaries are initially disassembled to gen-
erate assembly instruction code and a rough graph. An in-depth analysis of malware
binaries is conducted using the CFG method. Parameters like number of nodes, edges,
shortest path, betweenness, closeness, and density are considered. Two approaches
are used for creating graph embedding augmentation (GEA). GEA helps in gener-
ating AEs [17] which helps in maintaining the functionality of IoT software. Eight
different adversarial learning techniques were used to force the model toward mis-
classification, and it was observed that the AEs method yielded a high misclassifica-
tion rate. The GEA method successfully preserved the original functionality of the
sample and achieved a high misclassification rate. Thus, this indicates that a more
robust IoT malware detection tool is required. The non-graph method performs well
when used against simple and non-obfuscated malware, but its efficiency decreases
while analyzing complex IoT malware. The graph-based approach is more effective
with complex malware such as the novel and obfuscated ones. The main advantage
of using a graph-based approach is that it can even predict features of novel IoT
malware up to a certain limit.

4.3 Image-Based Detection

The image-based detection [4] of IoT malware is yet another method of predicting
source code. It involves the use of the neural network technique. Initially, a dataset
of IoT malware obtained through IoTPOT is used. Each sample is converted into
a grayscale image [18]. The image is resized to 64*64 size to use as an input to a
convolutional neural network. The experiment was performed five times, and it was
found that the accuracy of this system to determine a malicious file is nearly 94%.
The effectiveness of this method alone is not enough. The main purpose of using
this method is to find out the entropy [19] of malware source code. This method also
helped in grouping malware in the same family. It gave an alternative of signature
generation using printable strings and statistical features. This detection was proved
to be less resource consuming and better against node failures.

4.4 Opcode-Based Detection

The opcode-based analysis is also a way of determining IoT malware. Hamid et
al. [13] analyzed IoT malware samples with opcode-based technique. They extracted
opcodes from the benign and malware samples. Sequential pattern mining was used
to detect maximal frequent patterns (MFP) of opcodes as the best feature for malware
classification. MFP of opcodes was used to train a range of machine learning models
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like K nearest neighbor (KNN), support vector machine (SVM), multilayer percep-
tron (MLP), AdaBoost, decision tree, and random forest classifiers for detection of
IoT malware. Machine learning approaches like True Positive (TP), True Negative
(TN), False Positive (FP), and False Negative (FN) were used for evaluating the
performance of the approach. IoT malware samples were identified after using a
sequential pattern mining algorithm with a machine learning technique. A total of
36 features were identified using the method. These features yielded an F-measure
score of 99% in detecting IoT malware from a combination of malware and benign
samples. The effectiveness of this method in detecting real-world malware samples
is moderate. It performs well with non-obfuscated malware, but when it comes to
obfuscated malware, the effectiveness decreases since the bits are modified when a
code is obfuscated.

4.5 Static Analysis

Efficient signature generation [7] is a method of clustering malware in their respective
families concerning their features for accurate IoT malware detection. The signature
detection method uses the code statistics feature for classification and includes five
steps. The malware is preprocessed for coarse-grained clustering. Fine-grain cluster-
ing method is applied next in order to merge the clusters, and finally, signatures are
generated. In malware preprocessing, the assembly level instructions are extracted
using disassemblers. In coarse-grained clustering, the statistical features are nor-
malized. A total of eight features were extracted, like several functions, instructions,
etc. K-means clustering was used in order to perform coarse-grained clustering. The
next phase is fine-grained clustering. A binary analysis tool Bindiff is used to com-
pute the similarity between malware samples. The malware samples obtained after
coarse-grained clusters are partitioned into multiple fine-grained clusters. Some of
the generated clusters might still share some features; therefore, cluster merging
method is used in this step. It helps in refining the clustering results. The perfor-
mance of this technique was quite promising. Compared with API and opcode-based
detection, this method showed better results. This printable string clustering and
detection method are valid until the IoT malware is not obfuscated or encrypted.
This method of detection will completely fail under such circumstances.

S Hybrid Solution

Much research has been done to overcome the shortcomings in IoT malware detec-
tion. The main motive of the advanced word is to solve the issue of novel IoT malware
detection. Current research works lack in detecting obfuscated and encrypted IoT
malware. Many research works are based only on ARM MIPS-based samples and do
not cover a wide range of architecture. Some research work is based on hypothetical
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malware samples. The work which seems promising lacks accuracy. Many works
which involve graphs and neural network seem to be time consuming. Therefore,
IoT malware is difficult to analyze precisely. We will discuss a hybrid solution for
IoT malware detection in this paper. We aim at the most significant issue in mal-
ware in recent times, i.e., malware obfuscation. We propose a model which tends
to solve this issue. Initially, a malware sample is disassembled to obtain all details.
Then it is preprocessed to remove irrelevant data, which would improve accuracy. An
image-based classification system is used to determine whether the malware sam-
ple is obfuscated or not. If the sample is non-obfuscated, it will go for basic static
analysis using machine learning. The non-obfuscated sample will go under the pro-
cess of clustering, where the statistical features of malware files will be extracted.
The average and standard deviation values will also be taken for every IoT malware
sample. The function and block-based matching will be performed by removing the
graph-based features to determine the incoming and outgoing edges. After clusters
creation, we need to combine some of the remaining clusters since they may share
some similarities. Thus, we generate refined signatures. These signatures can be
clubbed using YARA rules. Detection of IoT malware can be done using a database
of malware signatures, either online or offline. The proposed hybrid model of IoT
malware detection is presented in Fig. 3.
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If malware is obfuscated, then it can be verified using obfuscation detection sys-
tem. It uses image-based classification. The image obtained could give the entropy
of the source code, which helps determine whether the IoT malware was com-
pressed/encrypted. After the obfuscation is detected, the assembly code is converted
to graph. CFG feature is extracted next to analyze to find valuable data using nodes,
edges, density, betweenness, and shortest path. CFG helps determine the code’s con-
trol flow since the code is unreadable. The obtained result is trained using machine
learning algorithm for malware classification and detection. The sample is then
trained using a machine learning algorithm.

6 Research Directions

The amount of work in this IoT malware field is limited compared with other malware
studies like Windows and Android malware analysis [20]. Current work includes
an analysis of the same architecture. No work supports multiple platforms. There
is a shortage of IoT malware samples since there are fewer IoT honeypots, and
the only known Honeypot is IoTPOT [14]. The analysis of simple IoT malware
can be achieved through static analysis with excellent efficiency, but the efficiency
decreases with complicated malware. Future research should include points like time
complexity, a wide range of supported architecture, novel IoT malware detection,
and reducing the verbosity of graph-based analysis. Integration of QFD with IoT
is another area for further research as QFD leaves a broader scope being a strong
decision-making tool [21-24].

7 Conclusion

Detection of IoT malware is a challenging task for security professionals worldwide
since there are different architectures and real malware samples are significantly less
when compared with Windows malware. This paper gave a comprehensive review
of other IoT malware detection solutions. We discussed the pros and cons of each
technique with a depth overview of their detection mechanism. In summary, the
IoT malware classification can be classified as opcode-based detection, image-based
detection, static analysis, dynamic analysis, machine learning-based analysis, and
graph-based analysis. The methods of the non-graphical analysis show promising
results when dealing with simple malware, but it loses its accuracy when detecting
customized or obfuscated malware. The graph-based approach tended to analyze
the program’s control flow, which was good enough to explore a more sophisticated
malware, or we can say it can detect unseen malware. Dynamic analysis and machine
learning were better approaches to analyzing the traffic generated by IoT malware.
Based on the mechanism, detection analysis, and efficiency, we present a hybrid
model that works on the principle of image-based detection for obfuscation check
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and decides the analysis approach. If malware is unobfuscated, static analysis for
signature generation and detection is performed for higher efficiency. If the malware
is obfuscated, then a graph-based approach is used for analysis.
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A Cloud-Edge Server-Based Cypher m
Scheme for Secure Data Sharing in IoT ek
Environment

Abhishek Kumar and Vikram Singh

1 Introduction

The present-day Internet is fast transforming in to an Internet of things which will
comprise trillions of commonplace Internet-enabled gadgets. These gadgets will
produce and consume vast amounts of the data at lightning speeds. The present-day
cloud architecture and services will prove poorly insufficient and limiting mainly
because of (i) their computation and storage services being housed in a relatively
smaller number of data centres and (ii) the comparatively large distance between the
IoT gadgets and the remote data centres. To take on these challenges, edge computing
is a promising technology with a provision of computing, storage and other resources
near to the IoT devices. These transformational proposals may bring up an all-new
Internet of things network. Edge computing gives many benefits to Internet of things
assisted by cloud computing and helps fulfil the storage and computing requirements
by implementing the storage, networking and processing services on servers near to
IoT devices, i.e. at the edge of the cloud/networks. Furthermore, because of the
limited range of connectivity of the smart devices, the edge servers can mediate the
long-haul communications. Technically, edge servers can be described as computing
or network devices, personal mobile devices falling within one-hop range of the end-
user [oT device. Further, these devices work in strong collaboration with the cloud
servers too.

Edge computing allows smart gadgets to share data with higher bandwidth and
low latency. But when the smart IoT gadgets share data with other gadgets, serious
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security and privacy issues like data integrity and pilferage, and unauthorised reads
and writes on data, arise. In this situation, maintaining confidentiality, integrity,
availability (CIA) of the shared data at the edge becomes imperative. Currently, there
are some solutions to address the challenges of secure data sharing and searching
by IoT devices. Of lately and currently, crypto-mechanisms (symmetric, public and
homomorphic) are in vogue to ensure confidentiality part of CIA triad, whereas,
dynamic attributes and access control lists (ACL) are used for realising availability of
shared data. Public and symmetric key-based search-supporting encryption schemes
are used to search of shared data. What is novel here? It is the user device that
manages the encryption, decryption and access control requirements for securing,
searching and sharing of data. In the current IoT architectures, resource-scarce smart
gadgets are devoid of computation and storage capabilities required to carry out the
data security, confidentiality and access control operations.

2 Related Works

This section presents a panoramic survey on the works done by many researchers in
the domain of edge computing and cloud-assisted IoT to examine various security
and computation performance related issues, and their efforts to tackle the issues.

Cao et al. [1] have examined that the extremely dynamic nature at the edge of
the network makes the network highly vulnerable and tough to protect. Authors
have outlined that conventional data encryption and sharing techniques are no longer
applicable, because edge computing integrates various trust domains with legitimate
entities as trust centres.

Ghosh et al. [2] have evaluated that data and the corresponding network traffic can
be decreased even up to 80% without noteworthy loss of accuracy if a large sliding
window is utilised in the processing. Authors have examined that the modification
in the computation magnitude of the edge nodes would not alter the network traffic,
but it must be enough to carry out data encoding.

Nerella et al. [3] have proposed a unique middleware security architecture that
makes use of the benefits of cloud computing, fog computing and Internet of things
(IoT) to overcome security, privacy, integrity, availability and other issues into the
vehicular Internet of things (VIoT).

Hassija et al. [4] have suggested that blockchain can avoid the threat of being a
single point of failure due to its distributed architecture in nature.

Javaid et al. [5] proposed an attack resilient cloud-assisted IoT system (ARCA-
IoT) to tackle the three issues which are scalability, interoperability and trustwor-
thiness. An innate Naive Bayes approach is used to direct the ARCA-IoT in a
way that it computes the chances of the trustworthiness of the operations and then
recognise different types of attacks with aid of three proposed algorithms, named
as bad mouthing, ballot-stuffing and oscillation attack, bad mouthing algorithm is
accomplished by the service consumers.
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Santos et al. [6] proposed a lightweight data centre virtualisation approach for
edge-cloud computing architecture to deal with the resource limitations of edge
devices. Furthermore, authors have presented a data-oriented approach in which the
virtual notes are determined based on either raw data or processed data in place
of on processing cores or virtual machines. The proposed model supports the data
reutilization among various applications with similar requirements in respect of data
sources.

Mani et al. [7] have examined the cloud computing solutions depending on the
service providers, because many of the international organisations are devoted to
developing their specifications of giving a common framework of software and
networks. Authors have focused on service providers and operators’ problems due
to lack of definite specification to follow. Hence, authors have considered the edge
computing has potential to tackle the challenges such as data protection, data privacy,
bandwidth cost and battery power consumption.

A flexible edge computing (FEC) architecture has been proposed by Sureddy et al.
[8] as a flexible structure to perform edge computing. It has been demonstrated that
the collaboration of flexible edge computing and deep learning significantly enhances
the performance of the system and optimises the task scheduling between the cloud
layer and edge layer.

Porambage et al. [9] surveyed on multi-access edge computing (MEC) which
aims at enhancing cloud computing abilities to the edge of the radio access network
(RAN), consequently providing real time, high bandwidth, low latency access to the
radio network resources. Because of leveraging on radio access networks, MEC will
increase extensively on bandwidth utilisation and latency, making it simple for both
content providers and application developers to get network services. MEC empowers
small-scale IoT devices with noteworthy additional computational abilities through
computation offloading.

Pravallika et al. [10] proposed an idea based on the potential of the edge nodes to
carry out sensing and locally decide through prediction whether to circulate contex-
tual data in the edge company network or to natively reconstruct not delivered contex-
tual data in the light of reducing the required communication interconnection at the
cost of precise analytics tasks.

Yu et al. [11] also recognised an issue because of the decentralised management
of the edge networks, which cannot provide adequate security and management
facilities. For solving this challenge, authors have focused on a service-based solution
to secure the network edge, which is called Securebox.

Hussein et al. [12] examined a major challenge around the mobility revolution
which is lack of appropriate policies for handling security and privacy in cloud-
assisted Internet of things framework. Authors have discussed that the implementa-
tion of security with digital encryption standards and dual attestation systems with
Internet protocol authentication will enhance the safety and security to operate the
systems.

Pan et al. [13] suggested that by the use of network function virtualisation and
software defined networking in edge-cloud computing, a small-scale cloud operating
platform can be established to direct computing, networking resources and storage
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to the edge and enable future Internet of things applications. By the use of network
function virtualisation at the cloud edge, computing, network control and data storage
resources become available and edge gadgets in the vicinity generate ample data and
needs to be visible. Software defined networks, on the other hand, reduce the cost
and enhances the flexibility and programmability of the virtual network functions
in the edge cloud due to the separation of control from data forwarding, usage of
centralised network control and configuration.

Abbas et al. [14] have surveyed the emergence of mobile edge computing as an
architectural alternative to cloud computing wherein utilities are centrifuged towards
the network edge to leverage mobile base stations. However, this architecture is facing
major issues, such as security vulnerability, high latency, low coverage and logged
data transmission. Authors have examined that the infrastructure where mobile edge
computing is nearby integrated with radio access networks, provides a better analysis
of network traffic, radio network status and the device location utilities.

Gritti et al. [15] proposed a server-aided, reliable policy-based access control
scheme, named cloud-assisted access control for the Internet of things (CHARIOT)
that allows an Internet of things platform to verify testimonials of various gadgets
requesting access to the data stored within it. CHARIOT allows Internet of things
gadgets to authorise themselves to the platform without compromising their privacy
by the use of attribute-based signatures. The proposed mechanism permits secure
delegation of expensive computational operations to a cloud server, consequently to
relieve the workload at the side of IoT devices.

Ni et al. [16] have examined that fog computing is more secure than cloud
computing due to some reasons, for example the collected data is briefly managed
and analysed on the local fog node nearby data sources, which reduces the depen-
dency on the Internet connections. Local data storage, analysis and exchange make
it hard for hackers to obtain access to the data of users. The other reason authors
have forwarded is, the exchange of information between the gadgets and the cloud
no longer occurs in real time, therefore it is tough for eavesdroppers to catch the
sensitive information on a particular user.

Laaroussi et al. [17] investigated the effects of cloud-based and edge-based util-
ities to provision in vehicular networks. Authors have designed and implemented
a testbed, which authorises them to devotedly reproduce a vehicular communica-
tion system, by following the recommendations made by foremost standardisation
entities.

Abbasi et al. [18] proposed a data management framework to handle the extensive
amount of data securely that is being generated by IoT enabled gadgets. Authors have
proposed a security layer as a background layer because all remaining layers shall
ensure security and privacy of the data. Authors have indicated that current solutions
for data management in the Internet of things addresses only limited aspects of the
cloud centric Internet of things environment with particular focus on sensor networks,
which is only a subgroup of the global Internet of things space.

Kumar et al. [19] suggested the transport layer security (TLS) should be enabled
over protocol stacks other than TCP/IP to better suit the needs of things in respect of
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complexity and resources requirements. Authors have examined that accurately iden-
tification of things and to determine the relevant cloud utilities or tenant applications
is an actual concern. Authors have suggested that cloud deployed policy enforcement
components should be able to dynamically switch between them to allow context
aware coordination, for example, to adjust security levels depending on a perceived
risk.

Shi et al. [20] considered that edge computing is interchangeable with fog
computing, but edge computing focuses more towards the things side, while fog
computing focuses more towards the infrastructure side. Authors have evaluated that
the energy consumption can be decreased by 30—40 per cent by cloudlet offloading.
Authors have surveyed that data can be collected and processed depending on
geographic location without being transmitted to the cloud in edge computing.

Botta et al. [21] claimed that the actual issue towards cloud IoT is the lack of
standards. Authors have outlined that most things are associated with the cloud
through web-based interfaces which are able to decrease the complexity to develop
such applications. However, they are not clearly designed for well organised machine-
to-machine communication and establish overhead in respect of network load, data
processing and delay.

Sharma et al. [22] designed a privacy preserving data aggregation scheme for
mobile edge computing that assists Internet of things applications dependent on the
homomorphic property of Boneh-Goh-Nissim cryptosystem. Authors have claimed
that the introduced scheme can protect privacy and give source authentication and
integrity. In the proposed scheme, there are three participants, for example, edge
server, terminal device and public cloud centre. The terminal devices generate the
data in encrypted format, and then, data is transmitted to the edge server. After
receiving the data, the edge server aggregates the data and submits the aggregate
data to the public cloud centre.

Wen et al. [23] discussed that the cloud mobile media paradigm would autho-
rise the network operators and service providers to give media services to ever
increasing mobile users with much enhanced efficiency. This suggested that lever-
aging omnipresent clouds could enhance the performance for mobile media networks
notably.

3 The Proposed Cypher Scheme for Secure Data Sharing

This section discusses the proposed cypher scheme—a delicate cryptographic
scheme for sharing and searching the desired data by legitimate users at the edge
of cloud-assisted Internet of things where in entirely security-oriented operations
are offloaded to the within reach edge servers. Furthermore, we added the cache
memory concept, whenever a user issues a query, then the cloud server executes a
search operation on the stored data and sends the result back to the user. If a user
issues the same query again, then the cloud server executes the same operation each
time, resulting in huge computation cost and waste of resources. To handle this issue,
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a cache memory module is attached to maintain all previous searches. Whenever the
user issues the same query, the cloud server gets results from cache memory instead
of frequently searching computation. This technique contributes to save computa-
tion cost and wastage of resources. The advanced encryption standard (AES) is used
for secret key encryption, and Rivest-Shamir-Adleman (RSA) algorithm is used for
public key encryption. SHA-256 algorithm has been to implement the hash func-
tion. All security-oriented operations of smart gadgets are processed at a nearby
edge server. The proposed scheme, user registration with the edge servers is required
to search, share and retrieve the available data. The proposed scheme consists of
following four parts:

3.1 Key Generation

In the proposed scheme, on behalf of the owner of the IoT gadgets, two categories
of keys are generated by the edge servers. The first category is a randomly created
256-bit key and the second category comprises two types of security keys that are
used in searching and sharing of data. The edge server creates both these secret keys
uniquely and differently for all the IoT gadgets.

3.2 Data and Keyword Uploading

For uploading the sharable data and the search keywords, firstly, the data owner is
required to log into an edge server using an IoT gadget. Thereafter, the data owner can
upload the data to connected edge servers. Data owner, additionally, has to upload the
search key terms that could be searched by an authentic user who is further authorised
to access the search items. A cypher transformation is applied to the data and related
search key terms prior to their transmission takes place between the edge server and
the cloud storage. Lastly, the encrypted data are digitally signed to validate the data
integrity at receiving end. Edge server carries out following steps once it receives
the list of IoT gadgets, the data to be shared and the search key terms:

e Encryption of data using a secret transmission key.

e Encryption of search key terms using a searchable secret key. Encryption of secret
key using the legitimate recipient’s public key to establish a secure link with
authorised IoT gadgets.

e Evaluation of hash value of encrypted data using collision resistant hash function
to ensure the integrity of the data and then signs the hash value with the private
key of the data owner (digital signature).

e Uploading the encrypted data, encrypted keywords, encrypted secret key, signed
hash value and digital certificate to the edge storage.

e Verification of the digital certificate and placing the data on cloud storage.
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3.3 Data Downloading and Sharing

When an authentic IoT device wants to access the data it is authorised to, it logs
in to a nearby edge server using the valid credentials and places its request there.
The edge server loads and stores the encrypted data, encrypted secret key, encrypted
keywords, signed hash value and digital certificate under the data owner’s username
from cloud storage or edge server, wherever available. The edge server validates
the data owner’s digital certificate. If digital certificate is found valid, then the edge
server decrypts the secret key, otherwise the process abandons. Once the secret key
is decoded successfully, the edge server decodes and retrieves the data. This follows
the hash value computation for the data and decryption of the digitally signed hash
value. If the both hash values match, then the data integrity test is passed. Thereafter,
the data are transmitted to the authentic and authorised recipient.

3.4 Data Search and Retrieval

To search the required data from the encrypted data on edge server or cloud storage,
the user, authorised to access the data items, sends the keyword(s) to the edge server
after login. Edge server generates a trapdoor using the secret key of the requesting
legitimate user. The trapdoor is sent to the storage server with a search request. The
request is taken up against the encrypted keyword(s) and the user’s name mentioned
in the trapdoor. If the keyword is found, then the encrypted data, encrypted keyword,
signed hash value, encrypted secret key and digital certificate are handed over to
the edge server, which, after verification of the digital certificate, decrypts the secret
key. If the requesting user is legitimate, then the edge server decrypts the data and
computes the hash value of the data. Edge server also decrypts the digitally signed
hash value. If both hash values match, then data integrity stands verified and the data
are sent to the requesting legitimate user.

4 Experimental Results

Figure 1 shows that user; and user; are registered and secret keys are generated for
them.

Figure 2 shows that txtl.txt and txt2.txt files uploaded and shared at the cloud
storage. Figure also shows that file has been fetched from cache memory due to
repetition of the same query.

Figure 3 shows all the operations were executed on the edge server such as logging
in by the authorised users, registration by the new users, execution of the search
queries, files uploading and sharing, respectively.
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Figure 4 shows that there is a huge difference between the ordinary search time
and cache search time while repeating the same query again.

5 Conclusion and Future Scope

In this paper, a scheme has been proposed to search and share the data among smart
IoT devices’ users with high security at the edge of cloud. The proposed scheme
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enables the smart IoT gadgets to safely search for some data inside one’s own or
shared storage. The advanced encryption standard mechanism is used for security
that makes the sharing of data more reliable. This scheme not only permits users
to perform conjunctive keyword searches over the encrypted data, but also enables
encrypted data to be transmitted quickly and many times among several users without
needing the “download-decrypt-encrypt” cycle. For reducing the search time, a soft-
ware cache module has been developed which results in less time than the normal
search time and makes the scheme faster. It is hoped that the proposed data sharing and
searching scheme is practical and extends a step towards the research in edge-oriented
security for cloud-assisted IoT applications. Owing to the limited scope of work and
paucity of time, authentication and access control challenges remained to be taken
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up. Further, the researcher has experimented on only text files, but the system can
be enhanced to process PDF, audio, video and other file formats for secure, efficient
and faster-search methods. Because of the fact that the future edge-cloud architec-
ture could entail multiple technologies such as network function virtualisation and
software defined networks, etc., security issues will be manifold.
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Attack Detection Based on Machine m
Learning Techniques to Safe and Secure oo
for CPS—A Review

Durgesh M. Sharma® and Shishir Kumar Shandilya

1 Introduction

In today’s smart world, cyber-physical systems (CPS) connects intelligent control
systems and physical components that interact with each other to deliver extensive
services including electricity, transportation, building automation, health care, etc.
[1]. These interconnected services are designed to enhance the standard of living
and to promote technological advances in various domains [2]. System automation
brings productivity, controllability, and correctness [3]. Digital and computational
technologies play a crucial role in several physical devices and structures. Numerous
technological advancements are creating various opportunities in the development of
CPS. As aresult, the demand for CPS is increasing day-by-day. CPS can be consid-
ered as the exploitation of discrete and logical characteristics of computers to oversee
and control the continuous and rapidly changing characteristics of physical systems.
Controlling unpredictable physical circumstances using existing methods is quite
difficult. Thus for handling such circumstances, necessity of advanced technologies
arises that are adaptable to dynamic situations and are capable of monitoring real-
time status within lesser duration and higher precision. CPS is capable of satisfying
these objectives to a wide level. CPS consists of heterogeneous devices linked via
several communicational infrastructures. Though CPS still lacks a proper definition,
itis substantially considered to be the future generation system that combines control,
communication, and computation to attain high performance, efficiency, stability, and
robustness. As progressing research emphasizes on achieving these objectives, secu-
rity within CPS is highly ignored. Compromising security in critical infrastructures
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may result in catastrophic consequences. Insufficient countermeasures and lack of
security breaches will have disastrous impact [4] on system. Moreover, interconnec-
tions between CPS and information systems have led to security vulnerabilities owing
to legacy of poor information security. Consequently, CPS is subject to numerous
threats from cyber-physical attackers like denial of service (DoS) attacks and data
integrity threats. The implications of these threats extend beyond data loss.

CPS is distributed across vast geographical regions and typically gather enormous
information for decision making and data analysis. The significance of decision
making has been reported by [5—-7]. Data collection aids in decision making through
advanced ML algorithms. Breaches in the data gathering process lead to leakage
of sensitive data [8]. Breaches may occur in distinct stages such as data collection,
transmission, operation, and storage. In the majority of the existing CPS design
systems, data protection is not taken into account. This paper discusses the various
aspects of CPS security, ML techniques, and existing challenges.

1.1 Security Objectives of CPS

CPS is basically the integration of several components. Although there exist several
numbers data security systems like encryption, firewalls, data erasure, etc., there
are some limitations as well [9]. Therefore, safety and security of CPS is quite
challenging. The confidentiality, authenticity, integrity, and availability are the basic
security objectives of CPS. Confidentiality refers to the capability of CPS to avoid
disclosure of sensitive information to unauthorized systems or personnel. Integrity
refers to the resources or information that cannot be altered without authorization.
Availability of CPS aims to provide service by avoiding control, computation, and
communication corruptions as a result of hardware failures, power outages, and
system upgrades. Authenticity refers to secure information transmission and commu-
nication. For designing a better CPS model, these security objectives need to be
considered. In [10], the security objectives, CPS challenges were discussed. In [11],
a framework for CPS security was proposed in addition to the discussion of CPS
security objectives.

2 Reliability and Security of CPS

Generally, CPSs are deployed in extensive geographical areas wherein they
frequently collaborate with continuously varying physical environments. Due to the
software implementation or system faults, indiscriminate failures occur in the system.
These random failures and uncertainties result in an unreliable system. Furthermore,
more security threats are encountered in CPS compared to networked systems due to
its widespread heterogeneity. Analogous to the other networks, security threats orig-
inate both internally and externally in CPS initiating attacks with reference to every
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system layer. Numerous fault-tolerance methods derived from intelligent control
systems can be applied to CPS. Majority of them work on the basis of inserting
duplicate records or redundancy into the systems that are capable of only recov-
ering the indemnities rather than abandoning the damages. The reliability require-
ment is to guarantee the stability of functional objectives in CPS. Specifically, these
functional objectives comprise safety, optimization of function, liveness, and closed-
loop stability. The security requirement emphasizes on protecting CPS from being
breached by cyber vulnerabilities. The crucial security requirements include better
understanding of information availability, security, integrity, and confidentiality [12].
Integrity is concerned with credibility of resources or information. Therefore, to
maintain the integrity of the system, the system should be capable of surviving
threats with reference to the data received and transmitted by the sensors, actuators,
and control units. Availability signifies the system accessibility and its usability upon
requisition. DoS is a specific attack occurring due to the insufficient amount of avail-
ability. Confidentiality indicates the potential of maintaining privacy of information
from illegitimate users [13]. As a whole, confidentiality ensured CPS will efficiently
protect against the anomalous behaviors trying to tap the data streams between the
layers. Although the confidentiality provision is not the solution to every attack,
rather prevention methods are very useful in this context.

In [14], a framework for attack detection in CPS was proposed and performance
parameters like privacy, security, and reliability were evaluated whereas an Android-
based Pan-Tompkins algorithm application has been proposed to improve cardio-
vascular strain and to detect the heartbeat anomalies to find out the variations in the
normal patient’s. In [15], the improvement of a circulatory strain and detection and
notice apparatus as that permits quick discovery of any variations from the norm in
a patient’s fundamental dependent on the and reports it to the pertinent emergency
clinic or clinical staff.

In [16], an approach for CPS threat modeling was proposed that helped in under-
standing the nature of an attack and its effects on CPS. Krotofil et al. [17] discussed
the significance of time in CPS security attacks. In this work, an attacker framework
was presented with false data injection and denial of service (DoS) attacks. The
discussion was specific for power grid systems. In [18], a study on distinct attacker
profiles and models for CPS was presented. In this work, distinct attacker profiles
like terrorist, insiders, cybercriminals, hackers, and basic users were studied.

3 Design Challenges for Security Measures of CPS

Some of the design challenges arising due to the security threats and vulnerabilities
include security by adaptivity, heterogeneity, design, real-timeliness, safe integration,
and confidentiality [19, 20].



276 D. M. Sharma and S. K. Shandilya

e Adaptivity: Conventional CPS systems are adaptable to only specific environ-
ments. This drawback limits the applicability of CPS systems in dynamic envi-
ronments. Therefore, CPS systems should be designed such that they are flexible
to changing environments.

e Heterogeneity: CPS comprises various components. These components require
interfacing, distinct computation models, and interoperability over multiple plat-
forms. Hence, heterogeneity is considered to be one of the crucial design
challenges for CPS.

e Distributed: Present CPS components are generally networked. They can be
isolated temporally and/or physically. Majority of applications prefer distributed
CPS models. Therefore, CPS should be designed as per the application require-
ments.

e Security by Design: Malicious or natural disasters resulting in physical attacks
lead to severe design concerns. The prime issue is to resolve the challenge of
embedding the physical security measures in the CPS design phase.

e Real-timeliness: The CPS testing and realization for the vulnerabilities is
performed at the design phase or at the post fabrication testing level. As various
intentional and unforeseen vulnerabilities emerge during the runtime, it is essential
to incorporate a runtime detection system in the CPS.

e Confidentiality: Majority of the measured CPSs and privacy information are
sensed through the sensors, communication of this information to various devices
through multiple transmission channels results in security challenges pertaining
to confidentiality. The prime issue is to resolve the challenge of maintaining
confidentiality during the communication in CPS.

e Safe Integration: Most often, the CPSs are highly complex and include various
stakeholders, particularly, in the integration of inhomogeneous CPS components.
This inhomogeneity complicates the integration of diversified CPS devices in a
secure way. Hence, the significant task is to guarantee the safe integration of
various heterogeneous CPS components in order to model the secure CPS.

4 Literature Review

In this section, the various attack detection models employed for CPS, application
of ML in CPS security, design challenges of CPS have been surveyed.

4.1 Attack Detection Models

In [21], a unified system framework with uncertainties for CPS security control
was formulated by analyzing the procedure of multi-sources cyber-attacks of infor-
mation disclosure, DoS, replay attack, and stealthy attack. Powerful control theory
was applied for designing the control scenarios in order to prevent cyber-attacks.
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Utilizing the information technology, security requirements were derived for cyber-
attack identification and detection. However, the effectiveness of the framework in
detecting complex attacks was not discussed.

In [22], an approach was presented for detecting and evaluating cyber-attacks on
control application namely automatic generation control (AGC). The impact of cyber-
attacks on AGC and the effects of control-based and measurement-based attacks on
system load and frequency were analyzed. Through this study, it was found that
these attacks caused redundant load shedding. Although the robustness of approach
for detecting stealthy attacks and other sophisticated attacks was not evaluated. In
[23], a framework was developed for securing railway CPS. This framework imple-
mented a smart reasoning procedure for configuring and controlling the system
during runtime. The privacy, dependability, and security metrics were embodied
with semantic information pertaining to the safety conditions of setting. At runtime,
system was configured to counter attacks and control safety-related actions.

Physics-based intrusion detection framework was proposed by Agrawal et al. [24]
for detecting internal threats. This work exploited the system dynamics and detected
intrusions using physics of process. However, the effectiveness of this approach needs
to be validated in complex CPS. A framework for detecting false data injection (FDI)
attacks was proposed by Li et al. [25] in smart grid CPS. In this work, a rule dependent
majority voting method was employed for detecting falsely measured values inserted
by compromised measurement units. However, this work discussed detection of FDI
attacks only.

In [26], a study on attack models and generalized attackers for CPS was presented.
The several types of intrusions were discussed in detail. However, in the majority of
the attack models, the complexity of designing and initiating an attack was not consid-
ered. In [27], an attack detecting scheme was proposed for detecting cyber-attacks
on additive manufacturing CPS. In this work, the system behavior was modeled by
statistically evaluating functions that determine the relation between cyber related
data and corresponding analog emissions. However, this scheme failed to detect
complex attacks.

In all the aforementioned works, intrusion detection frameworks were designed to
handle specific attacks and were inefficient to deal with complex/multiple attacks in
CPS. However, with the evolution of technology, advanced techniques like ML, DL
are introduced. Use of ML techniques in attack detection frameworks has simplified
the complex attack detection process in CPS to a broad extent.

4.2 MLin CPS

ML has been transformed to mainstream in various domains. ML can be used to
address challenges such as networking, control, and computing in CPS. Various
prerequisites are required for developing an efficient ML model. It is essential to
balance the high detection abilities with resource consumption. Furthermore, it is
crucial to deliver suitable and timely data to ML models so as to achieve better
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outcomes. Additionally, supply of input continuously enables real-time detection,
however, timely verification is complicated. ML has the feasibility to be used in a
variety of domains for an extensive range of applications such as smart transportation,
wireless networks, smart grids, etc. Typically, ML techniques can enhance attack
detection by training on intrusion datasets. Similarly in CPS, ML techniques not
only enhance the system security but also automate the system [28].

An intrusion detection approach in aerospace CPS using ML techniques was
proposed by Maleh [29]. In this study, IoT nodes were exposed to several intru-
sion threats. The detection model using different ML techniques was developed
and trained for detecting routing attacks like sinkhole attack, wormhole attack, and
hello-flood attack. Though this approach exhibited better performance with respect
to attack detection, the need for extending this work for detecting more attacks in
CPS was suggested.

A framework for detecting anomalies in CPS was proposed by Liu et al. [30]
using an unsupervised graphical modeling scheme. In this work, for identifying
and representing interactions between subsystems of CPS, a spatiotemporal feature
extraction technique was employed. The spatiotemporal features thus extracted were
utilized to study the system-wide behavior through a restricted Boltzmann machine.
This framework detected anomalies by identifying low-probability events. However,
the proposed method was inefficient to capture complicated anomaly patterns and
identification of multiple faults simultaneously.

A CPS attack detection framework was proposed by Valdes et al. [31] for detecting
attacks in the cyber plane and host audit logs using unsupervised ML methods. The
effects of attacks in measurements obtained from distinct components, deployed in
multiple locations were discussed. Furthermore, the physical constraints induced by
current and voltages in electric grids, leveraging distributed algorithms in order to
detect the abnormal conditions was accomplished by coding the physical constraints
into a composite CPS attack detection framework. The proposed detection method
predominantly improved the adversary potential to effectuate a successful, unrecog-
nized injection attack. Additionally, an alternative method for identifying normal,
attack, and fault positions in an intelligent distribution substation CPS using ML was
presented. However, further research for identifying the label patterns for specific
anomalies needs to be investigated.

A technique was proposed by Wang et al. [32] for detecting attacks pertinent to
the time synchronization (TS) in CPS using ML techniques. The proposed technique
was used to detect the unknown attacks. This technique exhibited better performance
compared to existing schemes by effectively identifying TS attacks. Although further
research related to the cost analysis and runtime behavior of ML detectors in real-time
scenarios needs to be studied.

A falsification framework was proposed by Dreossi et al. [33] wherein a ML
analyzer and temporal logic falsifier was employed to determine the falsifying execu-
tions. The efficiency of this framework was demonstrated on an intelligent emergency
braking device with a perception element dependent on deep neural networks (DNN).
The feature spaces were abstracted using ML classifier and misclassified sets of
feature vectors required for the falsification process were provided by ML classifier.
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However, to control industrial production systems, the proposed framework must be
improved further through cloud computing. Moreover, techniques for applying this
method in non-cyber-physical processes need to be explored.

In [34], ML approach was employed for performing safety assessment of water
CPS. This approach was used for calculating the time to being unsafe (TTBU) of
water CPS. The approach was fast, robust to disturbances, and scalable. Moreover,
the proposed model could be updated easily to match the varying behavior of the
environment and the system. However, further research needs to be carried out for
enhancing the attack detection performance.

In [35], unsupervised ML approach was employed for anomaly detection in
CPS. In this work, the performance of unsupervised ML techniques like DNN and
SVM were evaluated under 36 distinct attack scenarios. It was found that DNN
generated less false positives compared to SVM. Performance evaluation of the
proposed approach indicated that DNN outperformed SVM in terms of precision
and f-measure. However, DNN utilized more training time and attack detection time.
Additionally, it involved higher computation cost. Moreover, the experimentation
was performed using a single dataset, and hence, the results cannot be generalized
to other CPSs.

In [36], supervised ML technique was employed for classifying abnormalities in
network into attacks and faults in IoT-CPS. In this work, a differentiation operator
was proposed for distinguishing attacks and faults in the system. The abnormalities
analyzed in this work were generated by network attacks and fault components. The
attack and faulty classes were classified with greater accuracy using ML technique.
However, the need for further enhancing the classification accuracy and investi-
gating ML techniques for detecting complex attacks in IoT-CPS environments was
suggested.

An individual ML model alone will not be suitable for all the tasks in all situ-
ations as CPS are diverse, thus generalizing a single ML model for every situation
is unacceptable. Furthermore, dynamically adjusting various parameters in NNs is
complicated, as data in CPS is generated in real time that in turn need to be analyzed,
stored, validated, and trained by learning models. ML models have definite require-
ments for sizes, input data types, and shapes. Data in CPS is collected continuously
by a diverse range of sensors and thus handling the raw data is challenging. The rapid
evolution and variety of malicious code and malware enhance the identification prob-
lems making the detection more challenging. Hence, through continuous updation
and use of well-trained ML models can enhance the intrusion detection capability in
CPS.

5 Analysis of Prior Works

In [37], an attack identification and detection approach based on smart sensor was
proposed for automotive systems. In this work, deep neural networks (DNNs) were
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used for detecting attacks. This work addressed the issue of intrusion detection when-
ever multiple sensors are attacked in a smart CPS. The sequential data with real-time
information was utilized for detection. However, the need for developing online
sensor intrusion detection and resilient system for determining complex driving
conditions and complex attacks were recommended. In [38], a DL-based Internet of
Things (IoT) security framework was proposed for [oT-CPS. The proposed approach
not only detected physical attacks but also cyber threats and attacks. The detection of
anomalies was achieved by prediction errors capable of tracking both physical and
cyber anomalous behaviors. However, this work used only energy consumption infor-
mation for detecting attacks. In [39], various challenges and solutions for distinct
system layers were discussed for enhancing the security of CPS-IoT systems that are
exposed to several security and reliability threats. This work depicted how systems
should be protected from such threats whenever ML subsystems are used in IoT/CPS.
Furthermore, the need for developing advanced ML techniques for further security
enhancement was suggested. In [40], a cyber-attack detection model was proposed
for detecting attacks on water distribution systems. In this study, ML methods like
extreme learning machine (ELM), KNN, and artificial neural network (ANN) were
employed for attack detection. Comparison of ML methods in terms of various perfor-
mance metrics pertaining to attack detection indicated that ELM exhibited better
performance. Although, a high false positive detection ratio was achieved.

5.1 Analysis Based on Publication years

In this subsection, the analysis conducted depending on publication years of attack
detection techniques considered in Table 1 is being presented. The number of tech-
nical papers published from 2016 to 2020 is being depicted in Fig. 1. Among the
25 papers reviewed, more number of studies, i.e., nine technical papers pertaining to
attack detection based on ML for securing CPS were surveyed from papers published
in 2017 and 2020. Among the papers published in 2016 and 2018, only one technical
paper was considered for analysis and among the papers published 2019, only five
technical papers were surveyed.

5.2 Analysis Based on Performance Measures

In this subsection, the analysis conducted depending on distinct performance
measures considered in Table 1 is being presented. The various performance metrics
used are being depicted in Fig. 2. From Fig. 2, it could be observed that accuracy
metric is largely used, followed by precision, other metrics and then recall, f-measure,
ROC, AUC, kappa value, specificity, TPR, sensitivity, FPR, PPV, and MSE.
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Table 1 Analysis table based on attack detection techniques

Ref. No | Year | Performance measures Techniques

[29] 2020 | Accuracy, energy consumption, Random forest (RF), K-nearest
memory overhead, precision, recall neighbors (KNN), support vector

machines (SVM), multilayer
perceptron (MLP), Naive Bayes (NB)

[30] 2016 | - Restricted Boltzmann machine
(RBM)

[32] 2017 | Overall accuracy, secured precision, Artificial neural network (ANN),
attacked precision, secured recall, SVM, KNN, NB, decision tree (DT)
attacked recall

[33] 2019 | Region of uncertainty (ROU) Deep neural network (DNN)

[35] 2017 | Recall, precision, F-measure DNN, SVM

[36] 2020 | Accuracy, kappa value DT, MLP, NB, ANN

[40] 2020 | Accuracy, true positive rate (TPR), Extreme learning machine (ELM),
true negative rate (TNR), F-measure, | DNN, ANN
positive predictor value (PPV), time to
detection, score of time to detection,
total performance score

[41] 2018 | AUC (area under curve) and Extreme learning machine (ELM)
ROC (receiver operating
characteristic)

[42] 2017 | AUC, accuracy, TPR, false positive SVM, NB, RF, J48
rate (FPR)

[43] 2019 | MSE (mean squared error) CNN

[43] 2017 | Error rate and loss ANN

[44] 2020 | Accuracy, sensitivity, precision, SVM
specificity

[45] 2017 | First rank, median rank, last rank, KNN
standard deviation

[46] 2017 | Accuracy SVM, ANN

[47] 2020 | Recall, precision, F-measure NB, RF

[48] 2020 | Recall, precision, F-measure, AUC, DT, NB, RF, KNN, J48, MLP, long
ROC short-term memory (LSTM)

[49] 2017 | Accuracy Naive Baye’s (NB)

[50] 2020 | Accuracy, recall, F-measure, precision | Stacked autoencoder (SAE), DT,

DNN, RF, Adaboost (ADA)

[51] 2020 | Recall, F-measure, precision Decision tree (DT)

[52] 2019 | Accuracy, kappa value NB, J48, multi-layer perceptron
(MLP), multinomial logistic
regression (MLR)

[53] 2020 | Recall, F-measure, precision RF, SVM, NB

[54] 2019 | Precision, accuracy DNN
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5.3 Analysis Based on Attack Detection Techniques

In this subsection, the analysis conducted depending on distinct attack detection
techniques considered in Table 1 is being presented. The various attack detection
techniques are being depicted in Fig. 3. From Fig. 3, it could be observed that NB
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and SVM were used in nine papers, RF in seven papers, KNN, ANN, DT, and DNN
in five papers, MLP in four papers, J48 in three papers, SAE and ELM in two papers,
RBM, CNN, PCA, LSTM, ADA, MLR, DBN, and SMR in one paper.

6 Conclusion

CPSs are considered to be emerging technologies in the forthcoming generations. In
CPS, control, communication, and computation are combined together for achieving
high performance, efficiency, stability, and robustness, although security within CPS
is highly ignored. Compromising security in CPS might result in catastrophic conse-
quences. In ensuring CPS security against various threats, attack models and ML tech-
niques play a vital role. In this review work, major design challenges for CPS secu-
rity measures are discussed and reliability and security requirements are explored.
The diverse attack detection models utilized in existing research works are investi-
gated. The distinct ML approaches exploited in literary studies for detecting attacks
on CPS are reviewed. Moreover, related studies are analyzed based on publication
years, performance measures, and attack detection techniques. Though existing ML
methods ensure efficacy they are not fully reliable. Moreover, exploitation of merely
traditional ML techniques detected only specific attack patterns, showing inefficiency
toward detecting complex attacks. Despite the employed attack detection methods in
many works detected attacks on CPS, they lacked the potency and accuracy of identi-
fying sophisticated CPS attacks. The vital findings discovered from reviewed studies
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suggest further research toward devising better and optimized ML techniques for
superior attack detection, guaranteeing accuracy, and reducing the false attack detec-
tion rates. Future developments include designing efficient and powerful security
frameworks using advanced ML techniques toward detecting diverse attacks more
precisely or utilization of deep learning frameworks for further security optimiza-
tion of CPS or hybrid framework comprising multiple ML techniques considering
various security parameters and performance metrics for enhancing attack detection
performance in CPS and for optimizing its security. The potential shown by ML and
artificial intelligence, elucidates that a novel framework could be designed, which is
more robust than existing attack detection frameworks.
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Om Prakash and Rajeev Kumar

1 Introduction

Online Social Networks (OSNs) are an integral part of the modern Internet that
came into existence with Web 2.0 in the early 2000s, and in a short period, they
became popular worldwide due to their social aspects. Facebook and Twitter are
the largest online social networking sites globally with more than 2.85 billion and
397 million monthly active users, respectively [1]. This popularity made OSNs a
viably powerful tool for communication, especially during a national and an inter-
national crisis or events like sports, political events, natural calamities, epidemics,
etc. This kind of popularity and public demand lead to the flourishing and mush-
rooming of many other social networking sites like YouTube, Instagram, WhatsApp,
LinkedIn, Pinterest, Researchgate, Quora, Reddit, etc. To use these facilitating plat-
forms, users need to create accounts by providing some personal pieces of informa-
tion, whereas some users publicly store their personal and professional information
on these networks. Hence, these OSNs prove to be a ground-breaking source of
a massive amount of information, which attracts social analysts, researchers, and
cybercriminals.

Fake accounts are anomalies on social media platforms and a baseline for cyber-
criminals to perform malicious or illegal activities. Cybercriminals create different
types of fake accounts by feeding wrong credentials or bypassing social platform
restrictions [2]. Verifying these false credentials is critical from security and pri-
vacy points of view. Our politicians commonly use fake accounts to gain political
mileage by manipulating public opinions in recent trends. They use different bots
that constantly post fake or manipulated content to control or manage these fake
accounts. Common people like and share these adulterated beliefs and manipulated
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facts without verifying with reliable sources. As a result, fake contents traverse more
distance than the actual news and damage the image and credibility of a person or
an organization.

Not everyone creates a fake account for misleading or malicious activities; some-
times, people create fake accounts to hide their details or for entertainment, but mostly
cybercrime is done by fake accounts. Hence, it is critical to find all fake accounts
on social media. Therefore, to maintain social networks integrity, we considered
fake accounts as severe anomalies for social platforms in this paper. To deal with
such hazards, we have proposed a supervised machine learning-based fake account
detection model to identify fake accounts that can be useful in limiting the spread of
online social crime.

The rest of the paper is organized as follows. Section 2 includes the literature
survey. Section 3 demonstrates the proposed model and pre-processing. In Sect.
4, we exhibited results and analysis. Finally, we conclude the paper and include
directions for future work in Sect. 5.

2 Related Work

A fake profile represents a person, organization, or enterprise that does not exist
in reality. This section has explored the previous researcher’s contribution dealing
with fake accounts. Manuel Egele et al. [2] has built a statistical model to detect
high-profile compromised accounts by characterizing users’ social behavior. Authors
created behavioral profile of users by observing historical information as daily time
and duration spent by users on the social network, text language, source of the
message (third party application), link (URL) in a message, direct interaction between
users, and proximity of user in the network. They extract these features from past
messages and build a statistical model. Similarly, Rahman et al. [3] have proposed an
efficient hybrid system called DT-SVMNB by cascading several supervised machine-
learning classifiers like Decision Tree (DT-C5.0), Support Vector Machine (SVM),
and Naive Bayesian Classifier (NBC) for anomaly detection from social networks.
They used two different types of datasets extracted from users’ profiles and contents
and detected the depression level of the user that is suicidal or not. At the first
stage, they used DT to filter out all the anomalous entities, then SVM to filter out
disappointed users, and finally, the NBC classifier was used to filter out suicidal
users.

Torkey et al. [4] proposed a Fake Profile Recognizer (FPR) based on regular
expression and Deterministic Finite Automata (DFA) with the assumption that all
account is represented by DFA uniquely, where the fake account is unique kinds
of cloned profile that are from the user friends list. The author tested and verified
three datasets of Facebook, Twitter, and Google+. Jia et al. [5S] have proposed a
new random walk-based method called SybilWalk to detect Sybils (massive fake
accounts) from online social networks. Ilias et al. [6] have emphasized the early
detection of malicious activities from the social networking sites like Twitter. They
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have proposed two different models to identify fake accounts as (bots) from Twitter.
In the first model, they have used five different supervised classifiers, whereas, in
another model, they have proposed deep learning architecture with Bidirectional
LSTM, including attention mechanism. Both proposed models are based on textual
features, including account and tweets levels. They extracted 71 essential features
from the existing dataset and applied them to oversample and undersampling due to
imbalanced datasets. The dataset used in this paper contains 3474 genuine accounts
and 8,377,522 tweets, and a set of 4912 social spambots and 3,457,344 tweets. To
differentiate tweets between legitimate users and bots, they used another dataset
containing 19,276 legitimate users and 22,223 fake accounts with 3,259,693 tweets
and 2,353,473 tweets. The result is compared based on Precision, Recall, F-Measure,
Accuracy, AUROC. In the first model, they got 99% accuracy as well as AURROC,
whereas, in the second model, they had 82% Accuracy and 88% AUROC score.

Akyon et al. [7] have created an Instagram dataset and used various machine
learning techniques such as naive Bayes, logistic regression, support vector machines,
and neural networks to detect automated accounts. They manually created 1002
real and 201 fake accounts and used over-sampling and under-sampling to balance
collected data. Finally, they generated 700 real and 700 automated accounts and
selected features as the Total number of media, Follower, Following, Taggedphoto,
highlight reel, and Profile picture of accounts. They used Precision, Recall, and
F1-Score for performance comparison and found that SVM works better with 91%
precision, 86% F1-score, whereas NB (Gaussian dist) has 98% highest score among
all classifiers.

Breuer et al. [8] have introduced the SybilEdge algorithm, which aggregates over
the choice of friend request targets and respective reaction as accept/reject to detect
whether a new user is a fake account on Facebook social networks. SybilEdge is
similarly robust to noise datasets and delivers excellent performance utilizing a
graph-based method, according to the inventor. Kai Shu et al. [9] has described
the importance of users’ profile attributes to deal with fake accounts. The author
includes implicit or explicit features of accounts. In another paper, Kai Shu et al.
[10] used two real-world publically available benchmark datasets to claim that most
of the fake content gets spread by fake accounts like bots or newly created accounts.
The author found that fake users have low personalities than real users on social plat-
forms. Van-Der et al. [11] have used three classifiers like SVM, RF, and AdaBoost
to differentiate bots or human accounts from online social platforms.

Wanda et al. [12] have proposed a “Deep-Profile” CNN model to detect fake
accounts from dynamic social networks. Instead of using a predefined standard max-
pooling pooling layer in NN, they proposed their own pooling layer to improve
performance. The author collected only textual features of high-profile accounts of
OSNSs such as user name, No of friends, followers, email-id, messages stream, loca-
tion, URLS, and languages used by them. After collecting 1500 legitimate users and
1500 fake accounts, they manually labeled the dataset. They tested the dataset on dif-
ferent hyperparameter tunning and performed a comparison of the proposed model
on Precision, Recall, F1-Score, and ROC-AUC. The output of ROC-AUC is 0.95%.
Fazil etal. [13] have proposed a hybrid machine learning model to detect Social spam-
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Fig. 1 Framework of the ML based Twitter fake account detector

mers from Twitter. They used community-based features, including metadata, con-
tents, and interaction-based features. Nineteen different features are extracted, and
three different classifiers are used as Random Forest, Decision Tree, and Bayesian
networks to identify spammers. The author uses a benchmark dataset containing
11,000 labeled users, including 10,000 benign users with 12,09,522 tweets and 1000
spammers with 1,45,096 users. Newly legitimate users have no followers and follow-
ings initially; hence, only 128 benign users and 1000 spammers are taking, and 872
instances are generated using SMOTE oversampling techniques. The output of the
proposed model is evaluated based on standard evaluation metrics as DR, FPR, and
F-Score, and further 10-fold cross-validation is used to cross-examine the output.

3 The Proposed Method

A fake profile can be detected using various machine learning models from the social
network platform. We have proposed a machine learning-based fake profile detector
framework to detect a fake account. A pictorial representation of the framework is
shown in Fig. 1. The process of fake account detectors has been divided into five
blocks. The first block is the data collection part; we have collected the Twitter dataset
using Twitter APIs. The second block is pre-processing, where we filter out raw data
and make it suitable for machine learning, which increases the model’s efficiency and
accuracy. The third block is the features selection part; we select the important feature
and drop the redundant features to speed the learning and generalization process. In
the fourth block, we have selected five different machine learning algorithms as K-
Nearest Neighbor (KNN), Decision Tree (DT), Random Forests (RF), Multinomial
Naive Bayes (MNB), and Support Vector Machine (SVM)), for classification. Then
we have fine-tuned the hyperparameters for optimum results. Finally, the last block
is the model’s output, which produces a binary format, whether an account is fake
or legitimate.

At first, we have considered the MNB classifier because it is straightforward to
deal with textual data using Natural Language Processing (NLP), But accuracy is low
compared to other algorithms. Second, we have selected Decision Tree because it is
a non-parametric supervised learning algorithm, which does not require normalized
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data, and there is no effect on building a decision tree if there is some missing
value. In parameter tuning, we used ‘entropy’ for criterion and set min_sample_leaf
value 50. Third, We have selected kNN algorithm because it is faster than other
algorithms as it stores datasets in the training phase and learns in the testing phase
while making a real-time prediction. We set k_neighbors values 5 and random state
101 for the dataset. Fourth, We have taken SVM because It works more effectively
when there is a clear margin of separation between classes or high-dimensional
spaces. Here we used ‘linear’ kernel for the SVM and set random state value 42 for
dataset. Finally, we have taken Random Forest classifier because It uses bagging and
features randomness when building individual trees. It automates missing values in
the dataset and is flexible for classification and regression problems. In parameter
tuning, we set n_estimator 7, max_depth 7, and min_sample_split 5.

3.1 Data Collection

There are very few benchmark datasets available in the public domain due to data
privacy and other social media norms. Therefore, we are using a self-collected Twit-
ter dataset, and pre-processed ICC benchmark dataset [14] to validate the proposed
model’s efficiency. We collected 11,118 legitimate users and 5,394 fake accounts,
including 21 attributes. We added some implicit features and removed redundant
attributes. In another, ICC dataset contains 600 million tweets metadata; after opti-
mizing, the author got 30 million labeled tweets, in which they found 6.5 million spam
tweets. Thirteen different features are extracted and categorized into two subcate-
gories as user profile-based and tweet content-based features. Profile-based features
as the age of the account, the total number of followers, following, favorites received,
total number of tweets done by users, whereas tweets-based contains information of
particular tweets as number of a retweet or liked by others users, number of Hash-
tags, Characters, Digits, URLs, and Mentions in a particular tweet. Finally, the last
column indicates the account as a fake (spammer) or legitimate (non-spammer). Both
datasets contain user credentials and tweets-based features.

3.2 Preprocessing and Feature Selection

We have collected our own Twitter dataset using Twitter API. Firstly, we selected the
verified account (with a blue tick) of a tweeter and collected their 20 friend lists and
30 tweets from each friend. Here we selected 20 different verified accounts of India’s
metropolitan or state police account and their friend to assume that they are not a
spammer. After collecting metadata, we extract valuable attributes for classification,
such as the number of URLSs in tweets, number of Mentions, total number of hashtags,
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and many more other attributes. Similarly, we extracted different spammer metadata
reported by some other users with the hypothesis that there are high chances of a
fake account later analyzed.

After merging both legitimate and spammer user’s data, we checked NaN values
using heatmap and counted a specific word as vulgar words. In user’s tweets with
the hypothesis that legitimate users used very little as compared to a spammer. We
removed all user’s details having zero or less than 30 tweets, including repeated
tweets, in the database because it will not contribute more to classification. To cal-
culate average Hashtag, avg URL, avg Mention, and avg Favour for each user, we
divide the total count of these attributes by 30. We also added a new column as Spam-
merOrNot by filling 0 (Zero) indicating Legitimate user and 1 (One) as Fake account,
and finally Converted datatype from object to float. We also added an average rep-
utation feature using Retweets and User Followers Counts to show the legitimacy
of users. We also added other features such as AgeofAccount, TweetPerDay, Tweet-
PerFollower, AgeByFollowing. Then, we divide the dataset into train and test by
splitting 7:3 ratio and give input to the classification algorithms.

4 Results and Analysis

We have conducted a series of experiments using the proposed model on the Twitter
dataset with various hyperparameter tuning and assessed these classification tech-
niques on numerous metrics. This experiment aimed to classify legitimate and fake
accounts accurately and efficiently. We have compared these classifier performances
on Precision, Recall, F1 Score matrices of both fake and legitimate accounts demon-
strated in Table 1. Training and testing AUC-ROC curve of these classifiers is also
shown in Fig. 2 for comparative analysis. Finally, We have performed Ten-Fold
Cross-validation and taken average accuracy to compare the overall performance of
selected algorithms. The bold numerical values in Table 1 indicate the high perfor-
mance achieved by classifiers.

We can observe from Table 1, that Multinomial Naive Bayes (MNB) classifier
has only 58% accuracy. It has 97% Recall for the fake account and 97% precision

Table 1 Classifiers’ performance on Twitter dataset

Method Accuracy Fake accounts (1) Legitimate accounts (0)
Precision | Recall F1 Score | Precision | Recall F1 Score

MNB 0.58 0.40 0.97 0.56 0.97 0.44 0.60

DT 0.88 0.88 0.68 0.76 0.88 0.96 0.92

KNN 0.90 0.75 0.84 0.79 0.95 0.92 0.93

SVM 0.93 0.93 0.81 0.86 0.93 0.97 0.95

RF 0.95 0.96 0.88 0.92 0.95 0.98 0.96
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Fig. 2 Training and testing AUC-ROC curve on Twitter dataset

for legitimate accounts detection, which is the highest among all classifiers. Training
and testing AUR-ROC of MNB classifier is 70% and 68% respectively as shown in
Fig. 2. After performing ten-fold cross-validation on the same data and getting 59%
accuracy, which is more than 1% of actual output.

The performance of the Decision Tree (DT) classifier is much better than MNB,
as we observe from Table 1. The accuracy of DT is 88%, which is 30% better than
MNB classifiers. Figure 2 also indicates that training and testing AUC-ROC of DT
is 94% and 93% respectively, which is much better than the MNB algorithm. When
we performed ten-fold cross-validation, we got 88% accuracy, which is the same as
the predicted value.

Similarly, the performance of the k-Nearest Neighbor(kNN) classifier increased
by 2% than DT algorithm. For training data, the AUC-ROC is increased by 3%, but
for testing the AUC-ROC remains constant at 93% as we can observe from Fig. 2. For
this classifier, the performance of ten-fold cross-validation is 88% that is less than
2% of the actual prediction. In the same way, the SVM classifier has 93% accuracy,
which is 3% more than the kNN. For training, the AUC is decreased by 3%.

Finally, for the Random Forest (RF), we got 95% accuracy that is the highest
among all classifiers used in this model, as shown in Table 1. The F1 score of fake and
legitimate accounts is higher among all classifiers with 92% and 96%, respectively.
The precision of fake accounts is also highest among all classifiers with 96%, whereas
Recall of legitimate accounts is 98% which is highest among all. The training and
testing of the AUC-ROC:s are also highest among all classifiers with 99% and 96%
as shown in Fig. 2. In ten-fold cross-validation, the accuracy is 88%, which is 7%
less than predicted values.

In another experiment, we used the same model on ICC benchmark dataset to
check the model’s accuracy. Here, we selected only three classifiers as k-Nearest
Neighbor, Decision Tree, and Random Forest. We exclude the SVM because it takes
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Table 2 Classifiers performance report on ICC dataset

Method Accuracy Fake accounts (1) Legitimate accounts (0)
Precision | Recall F1 Score | Precision | Recall F1 Score
kNN 0.95 0.52 0.13 0.21 0.96 0.99 0.97
DT 1.00 1.00 1.00 1.00 1.00 1.00 1.00
RF 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Training Set AUR-ROC Curve Test Set AUC-ROC Curve
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Fig. 3 Training and testing AUC-ROC curve on ICC dataset

much time, and the multinomial naive Bayes classifier had low accuracy. Table 2
demonstrates the performance of these three classifiers in terms of Accuracy, Pre-
cision, Recall, and F1 Score. By observing Table 2, We can say that DT and RF
perform well with 100% accuracy, whereas k-Nearest Neighbor has 95% accuracy.
kNN has a very low precision, Recall, and F1 score for fake accounts detection com-
pared to Random Forest and Decision Tree. For training and testing, the AUC-ROCs
of these classifiers are shown in Fig. 3, from where we can observe that for training,
the AUC-ROC of KNN is 95%, But its testing is only 67%. Training and testing of
DT and RF are outstanding with 100%, which is quite effective on the ICC dataset.

5 Conclusion

With the rise of digitization and social media, it is challenging to identify fake
accounts because it has similar characteristics as legitimate accounts. Hence, we have
proposed a fake accounts detector using supervised machine learning algorithms to
deal with fake accounts. We used the five most popular supervised machine learning
algorithms for classification. We used publicly available Twitter and ICC datasets
to train and test the proposed model. We performed 10-fold cross-validation for
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validation, where we got similar results as classifiers did. Among these classifiers,
Random Forest worked well with 95% accuracy on the Twitter dataset, whereas
Random Forest and Decision Tree performed outstandingly with 100% accuracy on
the ICC dataset. We also approximated AUC-ROC for the sensitivity of the results.
As future work, we are exploring more effective attributes of social network accounts,
including images features in tweets.
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and Lipika Gupta

1 Introduction

Over the past 15 years, cybersecurity attacks have increased dramatically [1]. Hard-
ware security is sub branch of cyber security which comprises 14% of attacks as
shown in Fig. 1. These attacks are also known as physical attacks/hardware attacks.
Hardware security is a field which deals with such types of attacks. It is a field,
which challenges a hardware designer to build an efficient design and protect it
against attacks known as physical attacks. It has been observed that security of cryp-
tographic devices is threatened by these attacks, which further leaks secret informa-
tion through leakages such as power consumption of embedded device, temperature,
electromagnetic (EM) emanation, etc., which are known as side-channel leakages.
Physical attacks/hardware attacks have become a worry since most recent couple of
years and brought about serious examination exertion to create appropriate counter-
measures that can at any rate make attacks more troublesome and tedious to perform
[2-4]. Hardware attacks can be categorized as of two types: side-channel attacks
and fault injection attacks. Side-channel attacks can be defined as attacks where the
security of cryptographic devices is threatened by these attacks, which further leaks
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Fig. 1 Major sources of cyber-physical attacks

secret information through leakages known as side-channel leakage such as power
consumption of device, temperature, electromagnetic emanation, etc. Second cate-
gory of hardware attacks known as fault injection attacks proves to be more damaging
than the first one. It is known as fault injection attacks. Fault injection attacks are
extremely dangerous in breaking security of various cryptosystems [5]. It is a known
fact that every embedded device is vulnerable to such attacks.

In contrast to the side-channel attacks, fault injection attacks actively attack a
device and its operation by modifying physical/environmental parameters. Thus, it
is possible to enforce faulty behavior or wrong conditions in the attacked device.
As a consequence, induced faults typically result in erroneous calculations. This
enables an attacker to gain details about the implementation or to even extract secret
information [6]. Fault injection is a kind of active attack method which requires
expertise to conduct it [7-12]. The main idea behind this attack is to produce faulty
behavior and that behavior may lead to some erroneous changes in embedded device.
Fault is produced either by tampering clock signal, power supply line, or optical
injection as shown in the figure. These tampering of external signal may produce
some glitch, and if the adversary is successful to produce glitch at the location he
intends to, then he may be successful in obtaining the secret key [13, 14].

Categories of fault injection attacks: There are various fault injection techniques
discussed in literature, viz: voltage glitching, tampering with clock pin, EM distur-
bances, laser attacks as depicted in Fig. 2. All these techniques aim at producing
corrupted output. The approach we have used for generation of fault injection attacks
is voltage glitching/supply glitching.

Variations in supply voltage: Voltage glitching/power supply glitching is one the
most exploited factors to induce faults. The power is either underfed or overfed which
further affects the gate delays. Gate delays create the setup and hold time violation,
and faults are induced [15].

Hardware/Software/Simulation-based approaches for detection of attacks:
Approach utilized by “hardware-controlled strategies™ is it uses external equipment
to inject fault deep within the hardware so that fault may propagate to the sufferer
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Fig. 2 Injection attacks’
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software program. Related mechanism is discovered via different platforms (software
program platform) that is flowing at the hardware tool [16].

On the contrary, “software-managed” strategy utilizes a unsafe/adverse program-
ming (i.e., shortcoming infusion and control programming), which runs on a compa-
rable device stage because the goal programming does. It furthers hampers the
external situations of the embedded hardware to supply defective output.

Another category is “simulation-based totally method.” This paper makes use
of simulation-based totally approach because of its several advantages: no need
of prototype, less complicated, less expensive. Lastly, it lets in early analysis of
detection of facet channel assaults. This trait of this method makes it one of the
satisfactory options for doing early analysis of attacks in order to construct suitable
countermeasures in a well-timed manner.

In this research work, we have presented simulation-based detection approach that
successfully detects negative spike and positive spike fault injection attacks. Existing
detection approaches either detect positive or negative fault injection attacks. Less
literature is given on detection circuits that detect both types of attacks. Through this
study, we tried to fill the existing research gaps. This experimental study will give
upcoming engineers a platform to evaluate and analyze detection methods deeply
so that suitable countermeasures can be built against them in an efficient and timely
manner.

2 Contributions

e Analysis of the challenges associated with voltage glitch as recently emerged fault
injection attack which further affects the safety of embedded devices.

e Implementation of detector circuit that detects positive as well as negative voltage
glitch attacks which is less studied in existing literature.

e Simulation-based detection approach is used in this paper because of its several
advantages: no need of prototype, much less complicated, less pricey. It further
permits early analysis of detection of assaults. This trait of this approach makes
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it one of the options for doing early evaluation of attacks in an effort to build
suitable countermeasures in a well-timed manner.

3 Related Work

Various authors have either worked on software-based techniques or hardware-
based techniques as discussed below. Limited authors worked on simulation-based
approach which proves to be best approaches in doing prior evaluation. Through
this study, we are the first one to investigate practical simulation-based approach on
timing attacks against embedded devices. An effort has been made to distinguish
between numerous strategies based on factors such as: price, overall performance,
complexity, threat of harm, controllability, portability. Based on this information,
hardware engineers can decide which technique to experiment with in order to get
suitable countermeasures against side-channel attacks.

Gomina et al. in [17] stated that supply voltage variation poses a serious threat
to embedded devices. Attacker uses this approach since it requires less expertise to
perform it. Authors in this paper have analyzed various mechanisms associated with
such kinds of attacks. They also characterized various detection techniques such
as critical path replica (CPR), tunable replica circuit (TRC), path delay detection
techniques. It concluded that the properties related to timing of gates are very sensitive
to these attacks. Among the three detection techniques, CRC approach was the best
in terms of area and complexity.

Raychowdhury et al. in [16] discussed about error detection and correction
methods in microprocessor core. Authors focused on effects of voltage droop, i.e.,
sudden variation in power supply since it is very difficult to mitigate its effects.
Techniques and algorithms are designed to study effects of voltage droop. Tunable
replica circuit (TRC) is designed to study effects of fast and sudden variation in
power supply line. The methods used in this paper require calibration which is quite
complex process, and it furthers increases the processing time.

Bowman et al. in [18] presented both error detection and correction techniques
against voltage drop. Voltage droops are fast/sudden change in voltage signal which
are difficult to mitigate. To do analysis, two circuits are designed: TRC and error
detection sequential (EDS) circuits. Detection circuits designed detect both kind
of variations, i.e., fast and slow variations. Drawback of these detection circuits is
that they require post-silicon calibration which further increases its time. Comparison
between two techniques is given in terms of area overhead, power overhead, minimum
buffer delay insertion overhead, error detection, and accumulation area overhead.
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4 Glitch Detector Circuit

Glitch detector circuit: Glitch detector is a device that detects glitch in a signal.
Glitch consumes lot of power consumption; hence, they are necessary to detect and
then removed from the signal in order to get uninterrupted output [19]. We have
designed a circuit that detects glitch successfully.

4.1 Simulated Response of Glitch Detector Circuit

Figures 3 and 5 represent circuit diagrams of glitch detector circuit. This detector
circuit comprises two parts. The first part is defined as glitch generation circuit
which is responsible for generation of glitches so that they can further be detected.
Next stage/part comprises the circuit known as glitch detection circuit which plays
a very important role in designing of embedded circuits. This part is responsible for
detection of glitches so that these glitches further may not harm the circuit or produce
erroneous outputs. Here in our circuit, we have shown that first part generates glitch
in stable power rail. As shown in Fig. 4, the first line shows some spikes. It represents
that these are positive as well as negative glitches in stable power rail which should
be removed once detected. After this, detection part is responsible for detecting them.
Simulated results shown in Figs. 4 and 6 represent detection of glitch in power rail.

In this research article, we have designed op-amp-based glitch detector circuits
which detect glitches in the stable power rail as already represented in the figures
below. Second line shown in Figs. 4 and 6 shows detection of glitch. Designed circuits
detect both types of glitches, viz: positive spike glitch and negative spike glitch.
Existing detector circuit detects negative glitch attack successfully. Less literature
was given on detector circuits which detects both types of attacks. It is desirable to

1
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Fig. 3 Fault injection detector circuit 1
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Fig. 6 Simulated response of detector circuit 2

detect negative as well as positive glitch attacks. Through this research article, we
have tried to fill the existing gap that detects either positive or negative glitches. Our
circuit detects both types of glitches: positive as well as negative.

Proposed detector is designed using op-amp which works as peak detector. The
values of capacitor C = 1 uF and resistor R = 10 2. Glitch generator circuit gener-
ates glitches/spikes using N-channel metal-oxide—semiconductor field-effect tran-
sistor (MOSFET) depicted as Q; in Fig. 3. We need to generate narrow glitches
so this experimental study used low-power MOSFET with the specifications as:
N-channel enhancement-mode vertical CMOS FET 0.2 A; 60 V; 5 Q. If broader
glitches are required, then high-power MOSFET may be required. Since our experi-
mental analysis required generation of narrow glitches/spikes, so we used low-power
MOSFET. Second part of the proposed circuit is glitch detection circuit. Op-amp as
peak detector acting as glitch detector circuit has been used. Whenever there is a
peak in input power rail line, it will be detected by peak detecting circuit.

5 Conclusion

Simulation-based approach of generation of glitches to analyze performance of
proposed glitch detector circuit is presented. Simulation-based methods prove to
be quit economical, and they prove to be one of the best strategies for doing early
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analysis of attacks so that well-timed countermeasures may be built in the future.
In this paper, we have built combined circuit that generates glitches first and then it
further detects them. Detection of glitches plays a very important role in designing
of embedded circuits. Once detected, only then they can be removed successfully or
some suitable countermeasures can be built against them. Op-amp as peak detector
acting as glitch detector circuit has been used. Also, strive has been made in providing
deep perception into the new and rising subject of fault injection assaults which
impacts the security of embedded devices.

6 Future Work

Future work would be to build suitable countermeasures against glitches which are
already detected so that they may not produce erroneous outputs/faulty outputs.
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An Intuitionistic Fuzzy Approach )
to Analysis Financial Risk Tolerance e
with MATLAB in Business

Vinesh Kumar, Sandeep Kumar Gupta@®, Rohit Kaushik,
Subhask Kumar Verma, and Olena Sakovska

1 Introduction

The concept of fuzzy sets was introduced by Zadeh [1] in 1965. Later in 1983,
Atanassov [2] introduced the concept of intuitionistic fuzzy sets as a generalization
of fuzzy sets. There are so many applications of intuitionistic fuzzy sets in different
fields. In this paper, we consider the risk tolerance capacity in business [3]. Risk
tolerance relates to the amount of market risk such as volatility, market ups and
downs which can be tolerated by an investor. The financial service institutions aim
to help the financial planner build a portfolio of investment that the investor will
be comfortable with over a long period. Every investor needs to measure their risk
tolerance (RT) before choosing their investment.

In this research paper, we present a model of an investor’s risk tolerance capacity
which depends on his/her current income (CI) and total net worth (TNW).
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2 Preliminaries

In this section, we review some elementary concepts related to this paper.

Definition 2.1 [1] Let X be a non-empty set. A fuzzy set A drawn from X is defined
as

A={{x, nz):x € X}, (2.1)

where 7 (x) : X — [0, 1] is a membership function of the fuzzy set A

Definition 2.2 [2] An Intuitionistic fuzzy set Al on X is given by
Al = {<x, Ui (x), v (x)) 1x € X}, (2.2)

where pnzi(x) : X — [0,1] and vz (x) : X — [0,1] such that 0 < pgi(x) +
vii(x) < 1,Vx € X.

The value of i (x) is a lover bond on the degree of membership of x derived
from the evidence for x, and v; (x) is a lower bond on the negation of x derived from
the evidence x.

Wecallwsi(x) = 1—pz(x) —vii(x), x € X to be hesitation or the intuitionistic
index of x in A’. This index indicates the lack of knowledge to fact whether the
element belongs to the set or not.

For two intuitionistic fuzzy sets, Al and A in X it hold that

. A:’ N E’ = {{x, min(pz (x), ug (x)), max(vz (x), vz (x))) : x € X}
° é’ U B~"= {(x, max(,u;,» x), ngi (x)), min(vg,» (x), vgi (x))) 1X € X}
o A'C B'iffVx € X, (,u;,- (x)) < (ugi (x)) and (vg,- (x)) > (vg, (x))

Definition 2.3 [4] An intuitionistic fuzzy set is said to be an intuitionistic fuzzy
number if it has the following properties:

1. Ttis an intuitionistic fuzzy subset of the real line.
2. Itis normal that is, there is some xy € R such that ;3 (xg) = 1 and v (x9) = 0.
3. Itis convex for the membership function 1 3 (x) that is

i (Axy 4 (1 — Axp)) = min(mz (x1), wzi (x2))¥xi, x2 € R, A € [0, 1]

4. Ttis concave for non-membership function vy (x) that is

vi(Ax; + (1 —Axp)) < max(vg, (x1), vz (xz))‘v’xl,xz € R, A €[0,1]

Definition 2.4 [5] Triangular intuitionistic fuzzy number (TIFN) A’ is denoted by

Al = <(a1, as, 03)(01 » a2, aé))
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such that a} < a; < a, < az < aj, where the membership function

U fora; <x <ap
ar—da, - -

wii(x) = :33%;2 fora, < x <as 2.3)

0 otherwise

and non-membership function

ar—Xx
a—ay

vy (x) = ‘Z__”;Zz fora, < x <dj 24

foraj <x <a

1 otherwise

3 Components of the Proposed Intuitionistic Fuzzy
Inference System (IFIS)

The basic components of the proposed intuitionistic fuzzy inference system are shown
in Fig. 1.

In this intuitionistic fuzzy inference system (IFIS), we consider two input vari-
ables as current income (CI), total net worth (TN'W) and one output variable as risk
tolerance (RT) level. In this problem, we consider five linguistic variables as VL:
very low, L: low, M: medium, H: high, and VH: very high. All linguistic variables
are taken as triangular intuitionistic fuzzy numbers.

Current income (CI) = {VL, L, M, H, VH}
Total net worth (TNW) = {VL, L, M, H, VH}
Risk tolerance (RT) = {VL, L, M, H, VH}

The range of input and output variables taken as [3]

Intuitionistic
Defuzzifier

Intuitionistic | p Inference
Fuzzifier Engine

Real Problem Intuitionistic Fuzzy
Crisp Inputs Rule Base

Fig. 1 Intuitionistic fuzzy inference system
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CI={x+10°:0 < x <100}, TNW = {y % 10° : 0 < y < 100},

RT = {z : 0 < z < 100},

)

where x, y are real numbers in $ and z represent the risk % between 0 and 100.

4 Fuzzification of Input and Output Variables

The membership and non-membership functions of input variable current income

(CI) are represented as

12—x x—0
for0 <x <12 Z—s for0 <x <15
pvp(x) =4 1270 - wyL(x) ={ 0 -7
0 otherwise, 1 otherwise,
#10 for 10 < x <20 L for8 <x <20
HL(x) = | 225 for 20 < x < 40 VL(x) = | A4 for 20 < x < 42
0 otherwise, 1 otherwise,
230 for 30 < x < 50 202 for 28 < x < 50
pm(x) = 1 F=% for 50 < x <70 wm(x) = 1 2220 for 50 < x <73
0 otherwise, 1 otherwise,
200 for 60 < x < 75 2% for58 <x <75
mu(x) = | $=% for 75 < x <85 v(x) = | &5 for 75 < x < 87
0 otherwise, 1 otherwise,
x—80 100—x
220~ for 80 < x < 100 o= for 78 < x < 100
wva(x) = 100—-80 -0 wH(x) = 100-78 -0
0 otherwise, 1 otherwise.

The membership and non-membership functions of input variable current income
(CI) represented using MATLAB are such as Figs. 2 and 3.
The membership and non-membership functions of the another input variable

total net worth (TN'W) are represented as

15—

for0<x <15

20 for0<x <17

pyL(x) = § 1370 wyL(x) =4 1770
0 otherwise, 1 otherwise,
25 for8 <x <25 2= for8 <x <25
nL(x) = 2% for25 <x <35 vL(x) = £ for 25 < x <36
0 otherwise, 1 otherwise,

(continued)
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(continued)
30 for30 < x <45 5 for28 <x <45
M) = | £=% fords < x <65 wM(X) = | =2 fordS < x <67
0 otherwise, 1 otherwise,
230 for 50 < x <70 J=x for48 <x <70
mu(x) = 1 $=% for 70 < x < 80 vH(x) = | & for 70 < x < 82
0 otherwise, 1 otherwise,
x—75 100—x
== for 75 < x < 100 —==X for 73 < x < 100
wvH(x) = 10075 ) wH(x) = 100-73 )
0 otherwise, 1 otherwise.

The membership and non-membership functions of the output variable risk
tolerance (RT) are represented as

20—x x—0
for0 <x <20 forO <x <22
pyL(x) = § 200 T wyL(x) = { 2270 -
0 otherwise, 1 otherwise,
=13 for 15 <x <30 =& for 13 <x <30
pL(x) = 1 3855 for 30 < x <40 VLX) = | 523 for 30 < x <42
0 otherwise, 1 otherwise,
A3 for35 <x <45 5 for32 <x <45
pumx) = 1 S for45 < x <60 WmM(x) = | &= ford5 <x <63
0 otherwise, 1 otherwise,
30 for 50 < x <70 J0=x for48 <x <70
ma(x) = 1 Sk for 70 < x < 80 v(x) = 1 &2 for 70 < x < 85
0 otherwise, 1 otherwise,
x—75 100—x
2= for 75 < x < 100 == for 72 < x < 100
wva(x) = 100-75 -0 vwH(x) = 100—-72 -0
0 otherwise, 1 otherwise.

5 Intuitionistic Fuzzy Inference Rules

In this model, we consider two inputs heaving five linguistic variables each. There
are total twenty five, if and then rules that are used for intuitionistic fuzzy inference
shown in the table below
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Fig. 2 Input variable “CI”
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Rule (1): If (CI'is VL) and (TNW is VL), then (RT is VL)
Rule (2): If (CIis VL) and (TNW is L), then (RT is VL)

Rule (25): (CIis VH) and (TNW is VH), then (RT is VH).

6 Defuzzification Using Centroid Method (COA)

To execute our intuitionistic fuzzy inference model, we are choosing the value of
input variables randomly. Let current income (CI) = 40 and total net worth (TNW)
=70 (Fig. 4).

Using if and then rules we get the result risk tolerance (RT) is 46.9 for membership
function and 50.4 for non-membership function (Fig. 5).

7 Conclusion

An intuitionistic fuzzy control system provides a flexible model to elaborate
the uncertainty and vagueness involved in real-world problems. In this paper,
we proposed to develop the non-membership function and defuzzification using
MATLAB and applied it in a business model to calculate the risk tolerance based
on current income and total net worth. In this paper, we choose a random value of
current income (CI) as 40 and total net worth (TNW) as70 of a businessman. We
find that acceptance of risk tolerance (RT) is 46.9% and non-acceptance of risk toler-
ance is 50.4%.The remaining 2.7% is doubtful it may be not maybe acceptance of
risk tolerance. We observed that the non-membership functions may improve the
performance of an intuitionistic fuzzy control system.
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File Edit View Options
Cl=40 TNW =T0 RT=46.9

WO~ EWR -

0 400 1}

100 e
Inpat:. [40;70] | IPB points: 101 ”“‘W _tet | right| down| _up | I
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Fig. 4 a Risk tolerance for membership function. b Risk tolerance for non-membership function
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File Edit View Options

Fig. 5 a Risk tolerance for membership function. b Risk tolerance for non-membership function
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Deep Learning for Self-learning in Yoga )
and Fitness: A Literature Review oo

Dhananjay Sharma, Harshil Panwar, Harshit Goel, and Rahul Katarya

1 Introduction

Yoga, calisthenics, sports and minor gym exercises have slowly started finding their
way into everyone’s daily routines due to their numerous benefits and minimal prereq-
uisites. One major factor that determines the effectiveness of the aforementioned
exercises is posture correctness. The correct posture will not only allow the user
to reap maximum benefits but it will also prove to be instrumental in preventing
injuries. Unfortunately, professional instructors and institutes providing such guid-
ance to beginners are often very expensive and have a very tight schedule due to their
popular nature. This paper aims to summarize the role and scope of deep learning
in building assistive technology to provide efficient and inexpensive alternatives for
the same.

Pose estimation [1] in deep learning is the subdomain associated with analyzing
and approximating various key points on a human being in order to estimate the
pose. It broadly follows two approaches: the bottom-up approach where each joint
is estimated and then connected to form a pose and the top-down approach where
a human’s bounding box is estimated and then joints are approximated within the
region. Pose estimation today forms the base for many other research fields such
as human activity recognition, pedestrian analysis for self-driving cars. This paper
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analyzes the use of various pose estimation techniques in building posture correction
technology for the various forms of exercise mentioned above.

Nowadays, most end-to-end models in the domain use libraries/hardware such
as OpenPose [2], Kinect, along with convolutional neural networks (CNNs) [3] to
detect key points on a human being. These pose analysis libraries are often paired
with LSTMs [4] and/or CNNSs to classify the exact pose being performed (““asana” in
the case of yoga). In the case of video input, the combination of both proves to work
the best as LSTMs help record the temporal relation between the frames, while CNNs
record the spatial data in every frame, thus combining to produce fast and accurate
real time results. Once the pose has been classified and the joint locations have
been estimated using key points, various mathematical and trigonometric models are
employed to perform a comparison between the obtained joint locations and ideal
joint locations for a particular pose. These data are then used to generate feedback
reports allowing users to fix their posture in real time.

Thus, by utilizing deep learning techniques, many assistive solutions have been
and can be developed to tackle the problem of ensuring posture correctness during
exercises. These solutions are not only accurate but also they provide real-time feed-
back and are affordable enough to provide a better alternative to posh institutes and
personal trainers.

2 Methodology

The general approach that has been adopted by most researchers in the domain
comprises two major steps. Firstly, a pose detection algorithm is employed to detect
key points on a human being. A pose detection network first localizes human body
joints and then groups them into valid pose configuration (Figs. 1 and 2).

2.1 Backbone Architecture

The backbone architecture used in these networks primarily ranges from AlexNet
[5], to the recently developed ones such as fast R-CNN [6], mask R-CNN [7] and
feature pyramid networks (FPN) [8]. However, VGG [9] and ResNet [10] remain the
popular choice.

| POSE POSE |
il | ESTIMATION CORRECTION | AEEORAk

Fig. 1 General yoga self-learning pipeline
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Fig. 2 Detected joint
coordinates

2.2 Loss Functions

Loss functions are at the core of any machine-learning or deep learning model to
learn from the dataset. In case of human pose estimation models, cross-entropy loss,
mean absolute error (MAE) and mean-squared error (MSE) are mostly used loss
functions.

MAE or L, loss function is measured as mean of absolute error between prediction
and true values. Being outlier insensitive, this loss function is more robust.

Ly=1/n) lyi— f(x)] ()
i=1

MSE or L, loss function is mean of squared sum of errors between true and
predicted values. This loss function penalizes outliers in a dataset.

Ly=1/nY) (yi— f(x)) )
i=1

For a classification model with probability of output between 0 and 1, cross-entropy
loss is used for measuring performance. Similar to other loss function, cross-entropy
loss increases for increasing deviation from true value.

Logse = —(yi log(f (xi)) + (1 — yi) log(l — f(x:))) 3)
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2.3 Evaluation Metrics

For performance comparison of human pose estimation models, several custom
evaluation metrics have been developed.

Percentage of Correct Parts (PCPs)

It focuses on correct prediction of limbs. A body limb is identified, if distance between
two joint positions is less than half in comparison to true value between these key
points. Hence due to scaling issues, it penalizes for shorter limbs.

Percentage of Detected Joints (PDJs)
This metric is based on distance between true and predicted joints within a threshold
of torso diameter, thus achieving localization precision over former metric.

Percentage of Correct Key Points (PCKs)

It measures if true joint and predicted key point are within a certain threshold. Due
to smaller head bone connections and torsos, it overcomes the shorter body limb
problem.

The estimated body joint key point data or the frame itself is then passed through
a classifier network that identifies the yoga pose or exercise being performed.

In the second step, the joint body key points are then used to compute the joint
angles using various trigonometric functions. These angle values are then compared
to the angle values obtained from the instructor (the ideal values, in this scenario).
This comparison helps generate a feedback score and detect flaws in the user’s
posture, if any (Fig. 3).

m = (y2 — y1)/(x2 — x1) 4

angle = |tan_' m| 5)

This feedback score is then utilized to generate a report to help users learn by
themselves. These approaches are summarized in Table 1.

Fig. 3 Estimated angle In [47]: diff_matrix[1
differences = ——

out[47]: [2.3509990606347797,

9.782407031807287,

6.314564091110093,

12.329753344666454,

33.92254327774141,

14,.272830843813622,

20.16585144175515,

3.465795525230117,

3.?8338523653391?]
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::Sbelg ;n Sg(g)lrénfi ;Eg;gz;n Angle difference Score
observed <10 10
<15 9
<20 8
<25 7
=25 Make a better attempt

Further, we have also analyzed recent advancements in the field of pose detection.
DeepPose [30] approaches the problem as a CNN-based regression problem. It refines
roughly estimated pose using stream of regressors, and images are cropped around
predicted joints and fed to next stage, thus allowing feature learning for finer scales.
Convolutional pose machines (CPMs) consist of series of convolutional networks
which yield belief maps for each predicted key point. Hence, feature representation
and implicit spatial information are learned at the same time, with supervision at each
stage to solve the problem of vanishing gradients. Unlike conventional technique,
i.e., down sampling high-resolution feature maps and then recovering it later, high-
resolution Net (HRNet) [31] maintains a high-resolution representation throughout,
thus comprising parallel high low-resolution networks with information exchange
across multiple resolution networks.

These cutting-edge algorithms, while exceptional in analyzing the human pose,
have not yet been utilized for self-learning and posture correction in the field of
exercise. The new state of the art pipelines would be able to detect humans and poses
more accurately and efficiently, thus generating a much more relevant feedback
report than their predecessors. These new algorithms and networks are summarized
in Table 3.

3 Result and Discussion

In Table 2, the paper employing a novel IOT method in order to reduce privacy
related issues associated with the use of Kinect and other camera devices makes
stellar progress in the self-learning and posture correction domain. It averages an
F| score of 0.93 along all axes and an accuracy of 99.45%. The paper conducting
a comparison study between OpenPose and mask-R-CNN as pose analysis modules
also achieves excellent results. OpenPose as the pose module gives an accuracy of
99.91%, whereas the mask-R-CNN algorithm surpasses that result and achieves a
99.96% accuracy on the test dataset. The paper employing the convolutional pose
machine and faster R-CNN also achieved a mean accuracy precision value of 99.9%.
Lastly, the paper using regional-based networks also improves upon its predecessor
on the same dataset by achieving an F'; score of 0.71. As other papers have not
proposed a classification algorithm, accuracy metrics are not available for them.
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For each recent human pose estimation model, parameters such as backbone
architecture, loss function have been weighed as shown in Table 3. The majority of
models opt for ResNet as the backbone architecture due to its ability to negate the
vanishing gradient problem, hence providing a deeper model with greater accuracy.
Apart from average precision (AP) and mean average precision (mAP), many of the
models prefer PCKh@0.5 as a good evaluation metric since it directly deals with
human images. For training purposes, apart from the standard cross-entropy loss,
most models are shifting toward least square errors (L,) even though it is sensitive

Table 2 Analysis of existing posture correction pipelines

Authors

Pose estimation
techniques

Correction techniques

Pose classification
accuracy

J. Palanimeera, K.
Ponmozhi [11]

KNNs [12], SVMs
[13], logistic
regression [14] and
Naive Bayes [15] are
used on dataset of 12
joints obtained from
17 detected key points

Only pose
classification
approaches mentioned

0.9902 (KNN), 0.9817
(SVM), 0.7347 (NB),
0.8461 (LR)

Munkhjargal Gochoo,
Tan-Hsu Tan,
Shih-Chia Huang,
Tsedevdorj Batjargal,
Jun-Wei Hsieh, Fady
S. Alnajjar, Yung-Fu
Chen [16]

Introduces an
IOT-based approach
using a very deep
CNN along with a
low-resolution
infrared sensor. This
infrared sensor is
based a wireless
sensor network
(WSN). WSN is used
on the client side to
scan the user’s
movements and then
employ a deep CNN to
detect the yoga poses

Only pose
classification
approaches mentioned

0.9945 (mean all axes)

Maybel Chan Thar,
Khine Zar Ne Winn,
Nobuo Funabiki [17]

OpenPose is used
along with a CNN to
detect yoga poses
accurately

Tan-inverse formula is
used to estimate the
joint angles using joint
key points. These
angles are compared
to ideal joint angle
values of a particular
pose. The output pose
is displayed using a
greed-red gradient to
display degree of
correctness in posture

0.9777

(continued)
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Table 2 (continued)
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Authors

Pose estimation

Correction techniques

Pose classification

techniques accuracy
Fazil Rishan, Binali | OpenPose and Only pose 0.9991 (OpenPose),
De Silva, Sasmini mask-R-CNN are used | classification 0.9996 (mask-R-CNN)

Alawathugoda,
Shakeel Nijabdeen,
Lakmal Rupasinghe,
Chethana
Liyanapathirana [18]

as key point estimators
in video frames.
Time-distributed
CNNs are used to
capture spatial
features. An LSTM is
then used to capture
temporal and spatial
changes based on the
features. A Softmax
layer then uses these
changes to display
final pose probabilities

approaches mentioned

Manisha Verma,
Sudhakar Kumawat,
Yuta Nakashima,
Shanmuganathan
Raman [19]

A novel fine-grained
hierarchical
classification method
based on visual
similarity of poses is
used. Many famous
CNN architectures
along with a modified
dense net 201 with
hierarchical
connections are
proposed. Increased
classification accuracy
and exemplar
performance are
observed on an
82-pose dataset

Only pose
classification
approaches mentioned

0.9347 (Var 1 on L3)

Rehnhao Huang,
Jiging Wang, Haowei
Lou, Haodang Lu,
Bofei Wang [20]

Kinect combined with
OpenPose is used to
improve upon
previous results

Joint angles are
calculated by finding
the tan inverse of the
value of the vector
difference between the
two vectors joining to
make a joint. These
angles are used for
comparison with ideal
values

None

(continued)
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Authors

Pose estimation
techniques

Correction techniques

Pose classification
accuracy

Ian Gregory, Samuel
Mahatmaputra
Tedjojuwono [21]

OpenPose is used to
detect 18 key points
from multiple angles

Cosine-distance
formula is used to
obtain joint angles.
The difference
between the user’s
joint angles and
instructor’s joint
angles is then used to
provide a feedback
score

None

Edwin W. Trejo,
Peijiang Yuan [22]

Kinect v2 is paired
with the AdaBoost
algorithm to
implement a yoga
pose classifier for six
poses for up to six
people. AdaBoost
selects the final
dataset for training in
order to obtain
maximum accuracy

Uses joint angle
comparisons based on
joint coordinates
obtained with the help
of Kinect v2

0.9478 (DB-3 mean)

Grandel Dsouza, CNN trained on Comparison of None
Deepak Maurya, different body part shoulder and joint
Anoop Patel [23] images is used angles with that of an
athlete’s is displayed
on a graph over time
Yuxin Hou, Hongxun | Convolutional pose An action-guided None
Yao, Haoran Li, machine [25] and network is used to rate
Xiaoshuai Sun [24] faster R-CNN [26] are | how accurately a pose
used to detect a person | is being performed
and map their position
Amit Nagarkoti, Real-time For comparison, None

Revant Teotia, Amith
K. Mahale, Pankaj K.
Das [27]

two-dimensional
multiperson pose
estimation is
performed. The
proposed approach is
based on Part Affinity
Fields

dynamic time warping
(DTW) between each
frame of the user and
trainer is done. For
output, feedback used
affine transformations
to solve camera
problems

(continued)
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Authors Pose estimation Correction techniques | Pose classification
techniques accuracy
Jianbo Wang, Kai Region-based Based on the features | None
Qiu, Houwen Peng, networks are used to obtained, a classifier
Jianlong Fu and detect humans in an identifies all bad poses
Jianke Zhu [28] image and isolate so athletes can work
them. A custom single | on their posture
person tracking
algorithm based off of
Siamese tracking [29]
is used. A custom pose
estimation algorithm
is built to analyze both
spatial and temporal
key points
Table 3 Comparison of pose estimation algorithms
Model Year | Backbone Approach | Loss function | Evaluation | Training
architecture metrics datasets
DeepPose 2014 | AlexNet Top-down | L, PDJ, PCP LSP, FLIC
DeeperCut [32] | 2016 | ResNet Bottom-up | L1, AP, mAP, MPII,
cross-entropy | AUC, COCO,
PCKh@0.5 |LSP
Convolutional |2016 | VGG Top-down | L; PCKh@0.1, | FLIC, LSP,
pose machines PCKh@0.2, | MPII
PCKh@0.5
RMPE: 2017 | VGG, ResNet | Top-down | L mAP MPII,
Regional COCO
multiperson
pose estimation
[33]
DensePose [34] | 2018 | FCN, Bottom-up | Cross-entropy | AP, PCP, COCO
mask-R-CNN GPS
High-resolution | 2019 | ResNet Bottom-up | L, AP, mAP, MPII,
network PCKh@0.5 | COCO
(HRNet)
Human pose 2019 | ResNet Top-down | L; AP, OKS CrowdPose,
estimation for JTA
real-world
crowded
scenarios [35]
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toward outliers. Last but not the least, in these recent works, COCO and MPII have
been, by far, default choices of dataset with richer training data.

4 Future Work

There is potential for the introduction of numerous improvements and improvisations
along every step of the pipeline. Firstly, a novel IOT method was proposed to capture
user input in the place of a traditional camera or a Kinect to tackle privacy issues
that their predecessors were not even aware of. Further improving this approach or
finding better and safer methods is one track future authors could research along.

Pose detection networks still have to overcome many challenges. To this day,
multiperson pose detection and dynamic activity tracking have not yet reached their
saturation points. Thus, improving upon this part of the pipeline is also a track
researchers could entertain.

Moreover, the aforementioned pose analysis networks have successfully surpassed
their predecessors in terms of accuracy, efficiency and raw speed. Still, these networks
have not yet been tested in the domain of self-learning and posture correction for exer-
cise and fitness. Thus, by utilizing the potential of these models, future researchers
could help make accurate and truly real-time posture classification and analysis
possible.

Lastly, by using natural language processing (NLP), rather than tree-based hard-
coded correction output mechanisms, the pipeline could be perfected in a more
end-to-end manner. The use of NLP could allow the model to give a personalized
and more relevant feedback instead of relying on a few pre-coded statements. This
will help create impactful products that the end-users could truly benefit from.

5 Conclusion

Thus, this study manages to showcase the increasing importance of yoga, calisthenics,
gyms and general fitness in the daily life of an average worker. Furthermore, the
paper neatly summarizes the relevant works and benchmarks that have been set by
past researchers aiming to develop an end-to-end pipeline capable of identifying the
pose being performed by a user and suggesting corrective measures accordingly. The
paper also mentions the algorithms, networks and devices required for the same.

Moreover, the paper also manages to summarize all the cutting-edge pose detec-
tion networks that have been created in the past few years. These networks, while
much better than their predecessors, have not yet been applied in the field of posture
correction and self-learning and posture correction in exercise and fitness.

Lastly, the paper also breaks down the pipeline in a systematic format and manages
to point out the scope for improvement and improvisation along each step of the
pipeline for future researchers to pick up on.
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Cardio Vascular Disease Prediction Using )
Ensemble Machine Learning Techniques ..«

updates

Shivangi Diwan and Mridu Sahu

1 Introduction and Background

Cardiovascular diseases are major cause of death among the Asian population and
worldwide. The annual number of deaths from cardiovascular disease (CVD) in India
has increased to 2 times in the past 30 years. In 2020, the number was found to be 4.77
million [1]. A timed diagnosis is extremely important to save lives. As medical data
interpretation is quite tough and human mistakes make it more challenging because
of their complex nature. The efficiency and accuracy of diagnosis can be improved
effectively using artificial intelligence. Machine learning techniques are deployed in
this study for the prediction of cardiac arrest. The comprehensive database repository
with 11 features is used [2]. ECG is the electrical signal generated due to contraction
(depolarization) and relaxation (repolarization) of the heart. The ECG wave pattern
is as depicted in Fig. 1. It comprises P, QRS, T, and U waves [3].

ECG waveform conveys important information regarding the heart condition and
health of the patient in terms of the interval, amplitude, and shape of the particu-
lar wave, where the QRS complex shows depolarization of ventricles, the P wave
reflects atrioventricular depolarization, and the T wave denotes repolarization of
ventricles and U wave because of smaller size may not be observed and represents
repolarization of the Purkinje fibers. Every depolarization is followed by repolariza-
tion, so arterial repolarization lies within the QRS complex. As the QRS complex
is tall and strong it masks arterial repolarization, it exists but can’t be seen [4]. For
heart disease prediction, Ghosh et al. used feature selection techniques like least
absolute shrinkage and selection operator (LASSO) and relief and opted ensem-
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Fig. 1 ECG signal and its
components

ble method of machine learning to get hybrid classifiers like decision tree bagging
method (DTBM), random forest bagging method (RFBM), K-nearest neighbors bag-
ging method (KNNBM), AdaBoost boosting method (ABBM), and GradientBoost-
ing boosting method (GBBM) [5] for training and testing process, and the comparison
resulted in the highest increase in accuracy for AdaBoost and GBBM. Mohan et al.
proposed a novel method for finding the most appropriate features and classification
using machine algorithms and hence improved the prediction accuracy to 88.7%
using hybrid random forest with a linear model (HRFLM) [6]. Li et al. suggested
four standard feature selection algorithms including relief, MRMR, LASSO, LLBFS,
and proposed a novel feature selection algorithm fast conditional mutual informa-
tion (FCMIM). For the best hyperparameters selection, the LOSO cross-validation
method is used in the system. Dataset used was the Cleveland heart disease dataset.
The result showed ANN with relief is the best predictive system for detection. And
the most suitable features are chest pain and exercise-induced angina [7]. Bharti et
al. deployed logistic regression, K-neighbors classifier, random forest classifier for
the prediction of heart diseases [8, 9]. Data from patients with cardiovascular illness
has been subjected to a variety of methodologies. Simple data mining techniques
are used for cleaning and preparation of data by removing the outliers [10], features
are normalized, and cross-validation is performed to find the better base models.
Optimal feature selection is one of the targets of this paper. The ensemble method is
used to combine various models [11], therefore, giving better prediction results.

2 Methodology

Models predicting the most appropriate and concise features without compromising
the accuracy is the main target of the paper which is accomplished by ML algorithms
and data mining techniques. The baseline models built are-

1. Soft Voting-A voting classifier is effective for leveling out the flaws of a group
of models that are all doing well. The concept is to combine conceptually diverse
machine learning classifiers and predict class labels using a majority vote (hard
vote) or the average predicted probability (soft vote). Sherazi et al suggested
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“Based on probability values of individual decisions of the combination of clas-
sifiers is termed as soft voting ensemble classifier. Depending on importance of a
particular classifier, predictions are being weighted and then combined to find the
weighted probabilities”. The highest sum of these weighted probabilities target
is finally chosen. To give more importance to any particular model to find the
weighted average, customized weights can also be used [11, 12].

Random Forest Classifiers-An ensemble algorithm random forest (RF) classifier
is made up of multiple algorithms. It usually consists of numerous decision trees,
and thus, RF creates a full forest out of a collection of trees. Forests with infused
randomness produce decision trees with dissociated prediction errors; upon aver-
aging, the estimates error is minimized. By merging distinct trees, random forests
reduce volatility, sometimes at the expense of a modest increase in bias. Individ-
ual decision trees usually have a lot of diversity and are prone to overfitting [10,
12, 13].

Extra Tree classifier-It fits several randomized decision trees to various sub-
samples of the dataset, and to prevent and control overfitting and boost the accu-
racy, averaging is used [12, 14].

XGBoost-It is the implementation of gradient boosting. Because of a block struc-
ture in its system design, XGBoost may utilize several cores on the CPU, allowing
for faster learning through parallel and distributed computing, as well as effective
memory utilization [12, 14].

The flow of the work is -

Import dataset and perform data cleaning and preprocessing—Build different

baseline models and perform tenfold cross-validation—Test models and evaluate
them—Feature selection (minimization)—Apply soft voting—Evaluate the model—
Compare individual models metrics with soft voting model—Evaluate the results.

2.1 Dataset

This dataset is the largest openly available dataset with 1190 records and 11 features
which is being obtained from the 5 popular heart disease datasets, which are-

BAEE i S

Cleveland dataset
Statlog dataset
Hungarian dataset
Switzerland

Long Beach VA.

Alizadehsani et al. [2] have presented this dataset, and the description is briefly shown
in Table 1.

Target variable: 1-heart disease, O-normal.
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Table 1 Dataset: features with datatype

Feature Description Datatype

Age Patients age in years Numeric

Sex Gender, Male-1, Female-0 Nominal

Chest pain Type 1-typical, 2-typical angina, 3-non-anginal pain, | Nominal
4-asymptomatic

Resting bps Blood pressure at resting mode in mm/HG Numeric

Cholesterol Serum cholestrol in mg/dl Numeric

Fasting blood sugar 1: True, O: False, Condition: greater than 120 mg/dl Nominal

ECG at rest Left ventricular hypertrophy-2, Abnormality in ST-T | Nominal
wave-1, Normal-0

Max heart rate highest heart rate Numeric

Exercise angina 0 depicting No, 1 depicting Yes Nominal

Oldpeak In comparison to, while you’re at rest, ST depression | Numeric
because of exercise

ST slope 0: Normal, 1: Upsloping, 2: Flat, 3: Downsloping Nominal

Percentage of Heart disease patients in Dataset

No. of Heart disease patients in Dataset

100 200 100 400

500

Fig. 2 From the dataset, the figure shows the percentage of CVD patients and normal

2.2 Preprocessing

In this comprehensive dataset first, the name of columns is changed; then, the features
are encoded into categorical variables, and null values are dropped. There was no
missing value found in the dataset. The distribution of heart disease(target variable)
is shown in Fig. 2; the dataset is balanced with normal patients 561 and heart disease
patients 629 [13]. The various distributions of features are depicted in Figs.2, 3, 4,
5,6,7,8,9,and 10.

The gender and age-wise distribution clearly shows that the male percentage is

more than female and the patients average age is 55.
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Fig. 4 Age and gender distribution of normal patient

AGE DISTRIBUTION OF HEART DISEASE PATIENTS GENDER DISTRIBUTION OF HEART DISEASE PATIENTS
006
500
005
00
004
z o
- 5 20
& om 8
002 0
001 100
000 g - . - ‘ [
» 0 ] @ ™ 0
age

Fig. 5 Age and gender distribution of heart patient
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CHEST PAIN OF NORMAL PATIENTS CHEST PAIN OF HEART PATIENTS
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atypical angina  non-anginal pain  typical angina asymplomatic non-anginal pain  asymptomatic  atypécal angina  typical angina

chest_pain_type chest_pain_type
Fig. 6 Type of chest pain seen in normal and heart patients

REST ECG OF NORMAL PATIENTS REST ECG OF HEART PATIENTS
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Fig. 7 Distribution of rest ECG of normal and heart patients
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Fig. 8 ST-S lope of normal and heart patients
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The mean age of heart patients is approx 58—60 years. Male patients suffer more
from heart disease than females. Asymptomatic heart attacks also termed silent
myocardial infarction (SMI) [4] results in 45-50% of morbidities due to CVD in
our country. And the chest pain of CVD patients is 76% asymptomatic.

For outlier removal, the z-score with a threshold value is used to ensure proper
filtering. After the segregation of features and target variables, correlation with the
response variable class is computed.

2.3 Model Building

Train and test the data with 80% train data and 20% test data, further feature normal-
ization has been performed using MinMax Scalar [12]. To select and find the best
performing baseline models, this paper developed multiple baseline models, and ten-
fold cross-validation has been performed, and the ensemble method has been used.
This paper uses XGBoost classifier, random forest classifier, extra trees classifier,
and further ensemble learning is deployed using soft voting. Chi-selector, random
forest selector [12], etc., are used, and the optimal features selected are brought down
to 7. The 7 features gave an acceptable accuracy value.

2.4 Performance Metrics

Geometric mean, sensitivity, specificity, precision, F1-score, MCC, and ROC AUC
curve are the most relevant assessment criteria for this problem area. These are
described as follows:

1. Mathew Correlation coefficient (MCC): MCC'’s best value is +1 and worst is
—1. Only, if the forecast gives better results in all the areas (TP, FN, TN, FP) does
the statistical rate result in a high score [15].

MCC = (TP.TN — FPFN)//((TP 4 FP).(TP + EN).(TN + FP).(TN + FN))
1
2. Log loss: The performance of a classification model having a probability value
between 0 and 1 as a prediction input is tested using logarithmic loss. The goal of
our ML algorithm is to drop the value to the minimum possible level. In a perfect
model, the log loss would be zero [12, 15].
F1 Score: F1-Score = 2(Recall Precision) / (Recall + Precision) [13]
4. ROC: The receiver operator characteristic (ROC) curve shows TPR against FPR
and is used to evaluate binary classification problems [12, 15]
5. AUC: Todiscriminate among the classes, AUC is a summary of ROC and evaluates
a classifier’s capacity. [14]
6. Precision: The fraction of true positives among all the recovered examples is
called precision (positive predictive value) [13]. Precision= TP/(TP + FP)

w
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Fig. 11 ROC curve for random forest, extra tree, XGBoost classifiers before and after soft voting
and precision-recall curve for random forest, extra tree, XGBoost classifiers before and after soft
voting

7. Recall: Recall or sensitivity can be mathematically expressed as
TP/(TP+FN) [13] .
Accuracy = (TP + TN)/(TP + FN + TN + FP)
9. Specificity= TN/(TN + FP) [13]
10. Confusion Matrix: It is an NxN matrix (say A) that aids in the evaluation of
a machine learning model’s performance in a classification problem. A11 = TP,
Al12=FP, A21 =FN, 22 =TN [13, 14].

o

3 Results and Discussions

The anticipated probabilities for class labels are added together after soft voting as
in a soft voting ensemble, and prediction is of the maximum sum class label. The
performance of various models and the metrics are all depicted in the results as shown
in Fig. 11, and the ROC and precision-recall values verify that the model with soft
voting out performed all individual models. Figure 12 shows important features for
disease prediction.
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Fig. 12 Feature importance for heart disease prediction

Table 2 Performance metrics of different models

Model Accuracy Precision Sensitivity Specificity
Soft voting 0.906383 0.878788 0.943089 0.785714
RF entropy 0.902128 0.878788 0.943089 0.857143
Extra tree classifier 0.902128 0.884615 0.934959 0.866071
XGB 0.897872 0.872180 0.943089 0.848214

Table 3 Performance metrics of different models

Model F1-score ROC Log loss MCC

Soft voting 0.909804 0.899717 3.380449 0.806549
RF entropy 0.909804 0.823751 3.380445 0.805512
Extra tree classifier 0.909091 0.900515 3.380442 0.804719
XGB 0.906250 0.895652 3.527422 0.797405

Table 4 Comparative analysis

Parameters Katarya et al. [16] | This paper

Best performing algorithm | Random forest Soft voting and random forest
Accuracy 95.60% RF =90.63%, Soft voting = 90.21%
Precision 0.5528 RF = 0.878788, Soft voting = 0.878788
Recall 0.9768 RF = 0.943089, Soft voting = 0.943089

Tables 2 and 3 shows the performance of the model accuracy, precision, sensitivity,
specificity, Fl-score, ROC, log loss, and MCC values. The results from Katarya et
al. [16] are compared with this paper, and the results are shown in Table 4.
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4 Conclusion and Future Work

This paper presents the ensemble machine learning methods for heart disease predic-
tion and achieves better performance through the stacked ensemble (after applying
soft voting) in comparison to other ML models. Chi-selector, random forest selector
are used for optimal feature selection, and the best-contributed features found in
this dataset for prediction are as follows: (1) Max heart Rate (2) Cholesterol (3) ST
depression (4) Age (5) Exercise-induced angina. The future plan is to implement
deep learning algorithm on the dataset to further improve its performance in disease
prediction and classification.
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Deep Learning Approach for Breast )
Cancer Detection oo

Prashant Ahlawat, Manoj Kumar Sharma, Hitesh Kumar Sharma,
and Mukul Gupta

1 Introduction

Any type of cancer arises when cells grow abnormally in specific part of body.
When abnormally grown cells comes in contact with the healthy ones to make them
infectious. One of the most frequently occurring cancers is the breast cancer. Different
parts of the breast can be affected by the cancer. Women breast has three main parts
in breast: ducts, lobules, and connective tissue. The glands which are responsible for
producing milk are lobules. The ducts are tubes that are responsible for carrying milk
to nipple. And the connective tissue (mainly consists of fat and fibrous) neighbored
and clench everything all together. It (cancer) can be present in any of these parts
but mostly breast cancers starts in the ducts and (or) lobules. There are different
approach which are used for the classification of breast image for cancer detection
and segmentation but the most relying among them is machine learning and artificial
intelligence. It has been observed and studied in literature that for achieving high
grade of accuracy for the study of histopathology images of breast cancer concepts
of machine learning and deep learning are used. During research, these concepts
are implemented for detection, segmentation, and classification of cell nuclei with
machine learning concepts (especially deep learning concepts).

Human body comprises different types of nuclei; out of them only two types are
of more interest in experimental studies: lymphocyte nuclei and epithelial nuclei.
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Each of the nuclei can look different because of factors like nuclei type, metastatic
tumor of disease, and life period of nuclei. First, lymphocyte is a class from white
blood cells which plays an important part in the defense mechanism of human body.
Lymphocyte nuclei (LN) are inflaming nucleus which has structured appearance and
small in structure as compared to the (EN) epithelial nuclei (Fig. 1a). No patholog-
ical epithelial nucleus has almost consistent chromosome spread location with even
borderlines (in Fig. 1b). In lofty class cancerous tissue, epithelial nuclei are bigger in
shape as compared to others, certainly possess some diverse chromatin arrangement,
non-uniform borderline, introduce to as nuclear polymorphism, and distinctly seen
nuclei in contrast to usual EN (in Fig. 1c).

The automation in nuclei segmentation is nowadays a favorite topic of interest
in recent research, for that an enormous number of techniques and methods are
highlighted in the previous study and many new approach pursue to look over.

The DSC, i.e., detect, segment, and classify cell nuclei in normally dyed
histopathological images give rise to a complex computerized vision issue because
of major irregularity in pictures due to many factors comprising of different ways in
preparing slide for microscopic analysis (dye absorption, smoothness of the tissue
cut, having some unknown antiquity or some destruction in tissue specimen, and
so on) and picture acquisition (antiquity found due to compaction of the picture,
specific features of the slide scanner, presence of digital noise, etc.). Besides this,

‘. / (b)(. BN i o

Fig. 1 Structure of cell nucleus. a Lymphocyte nucleus. b Epithelial nucleus. ¢ Epithelial nucleus
(Cancer)

Fig. 2 Examples of nuclei which are hard to segment and detect. a Blur nuclei. b Over-lapped
nuclei. ¢ Heterogeneous nuclei
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nuclei are sometimes arranged in overlay (Fig. 2). Diagrammatic examples of testing
nuclei for detection and segmentation: (a) blur, (b) overlaps, and (c) heterogeneity.
Above problems (shown in Fig. 2) force the nuclei classification, segmentation, and
detection of a difficult task. A victorious picture preparing plan will have to get the
better of these problems in strong way in such to keep a high standard (quality) and
precision in every circumstances [9].

2 Literature Review

Many researchers have proposed various models and algorithms for detection and
diagnosis of breast cancer using medical images or featured data from medical
images. In [1] author, after forming, the PMaps post processing is done on PMaps
which was discovered to have big role to identify clarity of a nuclei. And two networks
architectonic was acknowledged which enhances detection standard or the run time
of the system. In [2], authors developed a computerized approach for computable
image investigation method of BCH pictures is presented. Top Bottom Transform
is used for segmentation, decomposition wavelet technique used for ROI, and space
scale curvature for splitting cells. This paper [3] proposes use of Hematoxylin and
Eosin (H&E) dyed histopathology pictures of breast for detecting individual nuclei
using novel segmentation algorithm. This detection framework estimates boundary
using a Propagation Loopy Back algorithm. This technique is executed and applied
on all whole-slide pictures and framework of histopathology pictures of breast cancer
for accuracy. In this paper [4], automatic system is suggested and proposed for identi-
fying or segment nucleus with cancer indication. In distinction, this system identifies
diseased nucleus having asymmetric dimensions or size, borderline, and compactness
in greater scores. In this paper [5], the pathological research is conducted on many
cancer detection and grading applications and systems, comprising of prostate cancer
grading, brain, cervix, breast, and lungs. It also explains highlights, reviews, and
gets the main drift from the deep survey of nuclei identification, disjuncture, feature
complexity, and classify methods used in histopathology image process, especially
in H&E and chemical immune histo dyes technique. In this paper [6], study is done
to gather understanding and the acknowledgement involving the threat factors, risk
involvements, healing factors, and the safeguard guidelines to early stage identifica-
tion of cancer in breast in the females of the pure city of Varanasi in Uttar Pradesh.
This paper [7] studies and reviews early age cancer in breast which has different clinic
and biology indications which is never present in old age victims. The biology of
female chest cancer is very prominent and also connected with the critical prediction
in young females. This paper [8] briefly overviews of how surprising breast tumor
is, ways it develops inside different parts of breast, and how common this cancer is.
This paper [9] addresses and explains the kinds, causes, effects, clinic indications,
or many approaches including without medicine-like operation and rays therapy and
medicine diagnosis which consist of chemo, gene transplant therapy, etc., of breast
tumor. In this paper [10], author summarizes specific research of pathogenic, same
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genetic structure, lots of risky parameters and preventative, and precautions tech-
niques on breast tumor over the past few decades [11]. That studies help during the
exhaustive diagnosis for the breast tumor.

3 Machine Learning Algorithms Used for Classification

Atpresent many unsupervised and supervised learning algorithm [12, 13] are used for
guessing (prediction) and classification but dataset which is used here, two preferred
popular algorithms are random forest and decision tree. Highlighted features of these
two algorithms are mentioned below.

Decision Tree

For classification of cell nucleus under supervised machine learning algorithm, we
use decision tree. It this tree like structure is there, decision has to be taken at each
node to find the new or next path to ingress. Each leaf node acts as the solution to
reach [14]. At every node, a splitting basis needs to set for jumping to low level.
Splitting basis are:

Information Gain

By transforming a dataset, one can calculate the reduction in the entropy which is
known as Information Gain. In case of decision trees, we calculate information gain
for the each variable and after that we choose a variable that increases the information
gain, which in turn decreases the entropy and effectively splits the dataset.

Entropy = E(S) = X (—Pllog 2PI)
Pi is the probability of class i.
Information Gain = IG(Y, X) = E(Y) — E(Y|X)
Gini impurity
To split a decision tree when the target variable is categorical, we use a method
known as Gini Impurity.
Gini Impurity = (1) — (Gini)

That’s the likelihood of detecting a correct label for a chosen element aimlessly if it
was labeled randomly.

Gini = Z PI2
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Chi-Square

It was used for calculating the analytical important differences between parent and
child node.

Chi-Square = ((Actual — Expected)”/(Expected)) 12

Heterogeneous type of data is effectively and efficiently handled by the decision
tree algorithms.

Random Forest

The combination of many decision trees forms a random forest. Random forest is a
group approach. Prediction of model is represented by each tree in random forest,
and best prediction is taken as the prediction for whole model. The main advantage
of using this supervised algorithm in machine learning is that it can be implemented
on regression and classification issues both.

4 Dataset Description

For this study, the dataset used is from Breast Cancer Wisconsin (Diagnostic) Dataset.
This dataset contain total 569 records. It contains 32 columns which represents 32
features of cancerous/non-cancerous cell image. Fine Needle Aspirate (FNA) of a
breast mass is used for computing image features. Given 569 image records contain
357 benign and 212 malignant classification of breast tissue image.

The summary of the dataset generated by python code is displayed in Table 1. We
have displayed some limited columns out of 32 columns. Some brief statistics about
the dataset is given for a snapshot.

5 Exploratory Analysis of Dataset

The exploratory analysis of dataset helps to find insights and correlation among the
various features of the dataset. We have plotted various graphs for visualizing the
data with different prospective.

In Fig. 3, we have shown the bar plot for malignant and benign cells data. It shows
that in given dataset 357 are benign and 212 are malignant records.

In Fig. 4, we have shown the correlation graph. It shows that how much attributes
are correlated with each other. As we can see from the figure, radius_mean is more
correlated to parameter_mean.

InFig. 5, we have shown the heat map to show more accurate correlation in number
between various attributes of the dataset, as we can see that again radius_mean is
fully correlated to parameter_mean. This is more accurate visualization technique
for exploratory analysis dataset.
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6 Statistical Parameters Used for Testing the Performance
of Model

The statistical and analytical parameters which are used for evaluating the perfor-
mance of our model are as follows.

Precision: Proportion of positive recognition or identifications that was actually
correct is evaluated with precision.

P = True Positive/(True Positive + False Positive)

P = Precision

Recall (R): The proportion of actual positives that was identified correctly is evaluated
by Recall.

R = True Positive/(True Positive 4 False Negative)
R = Recall



Deep Learning Approach for Breast Cancer Detection 351

Fl1-score: The Fl-score is interpreted as a weighted average of the precision and
recall, where F1-score of value 1 is best and score of value O is worst.

Fl =2 [(R *P)/(R + P)]

Accuracy (A): Accuracy is a metric for evaluating classification models. Accuracy
gives the information about the fraction of predictions that our model got right. In
percentage,

A =100 * [(True Positive + True Negative) /(True Positive + True Negative
+False Positive + False Negative)]
A = Accuracy

Here, True Positive = TP, True Negative = TN, False Positive = FP and False
Negative = FN.TP, TN, FP, and FN are decided based on following matrix. PP =
Predicted positive, PN = Predicted Negative

AP (1) AN (0)
PP (1) TP TN
PN (0) FN FP

7 Results and Comparison

The results of the study is given in this section. The validation accuracy of two
proposed model decision tree and random forest on given dataset is given below.

(1) Decision tree training accuracy: 1.0.
(2) Random forest training accuracy: 0.9949748743718593.

The transpose matrix generated by the system for both the model is also given below.
Model 1 (decision tree)

AP (1) AN (0)
PP (1) 100 5
PN (0) 7 59

Testing accuracy = 0.9298245614035000

Model 2 (random forest)
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Actual positive (1) Actual negative (0)
PP (1) 103 2
PN (0) 7 59

Testing Accuracy = 0.9473684210526300

The testing accuracy for both the machine learning model is more than 90%. The
model classified the cancerous and non-cancerous record in accurate manner.

In Fig. 6, we have also shown training and validation accuracy and loss after
applying deep learning model on given dataset. The accuracy enhanced in each
iteration and loss decreased in each iteration. The graphs shows the satisfactory
results.

8 Conclusion

Implementing above mentioned methods and frameworks, we can expect much
high percentage increased accuracy in detection, segments of cell nucleus in
histopathology images of breast cancer. Number of researchers is currently working
on deep learning concepts to achieve higher accuracy in detection and segmen-
tation of cell nuclei. But complete accuracy is still not achieved. By the end of
this research, a better and improved method of identification and segments of cell
nucleus in histopathology pictures of breast cancer will be implemented. Using the
concepts and parameters of machine learning, a better method will be evolved in
image processing for breast cancer.

In this work, we have implemented decision tree algorithm and random forest
algorithms of machine learning for classification of benign and malignant patient
from given dataset.
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Iterated Shape-Bias Graph Cut-Based )
Segmentation for Detecting Cervical L
Cancer from Pap Smear Cells

Sengathir Janakiraman, M. Deva Priya, A. Christy Jeba Malar,
S. Padmavathi, and T. Raghunathan

1 Introduction

Pap smear test is considered to be the most potential test for diagnosing cervical
cancer. Women in the age group of 30—40 must be screened at least once with
pap smear test for reducing the risk by 28-38% [1]. Pap smear test is the most vital
screening test for diagnosing cervical cancer in women in order to detect the infection
of non-visible Human Papilloma Virus (HPV) [2]. This test refers to the sequential
procedure conducted by clinicians, during which cell samples from the cervix region
are taken using a swab or brush in order to examine them for identifying the existence
of abnormal microscopic appearances caused due to the infections of HPV [3].

The plethora of computer-assisted cervical cancer detection techniques avail-
able in literature suffer from challenges in segmenting cervical pap smear cells [4].
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The process of segmentation is considered to be more complex during the detec-
tion of abnormalities in cervical region, since the presence of irregular boundaries
makes separation of cytoplasm and nucleus more challenging [3]. The process of
segmentation is even more complex when the nucleus of the cell overlaps with one
another making it difficult to identify the overlapping boundaries, and estimate the
nucleus and cytoplasm ratio. Traditionally, the segmentation process involved in
cervical cancer detection segments the nucleus and cytoplasm, and finally detects
the nucleus and cytoplasm ratio. The segmentation schemes propounded for cervical
cancer detection initially considers pap smear slides as the input image [5]. Then,
images are pre-processed and morphological operations are performed, thus elimi-
nating unwanted noise from input image. The segmentation methods used for cervical
cancer detection are detailed below [6]. The incorporation of advanced graph cut
techniques such as Neutrosophic Graph cut, Semantic Super pixel inspired Condi-
tional Random Field-based improved Boykov Graph Cut and Hybrid linear clus-
tering, and Bayesian Classification-based Grab cut have wide opened the way for
detecting abnormalities in a cervical cell derived through pap smear test. Thus, the
main scope of this research concentrates on enhancement of segmentation process
by incorporating graph cuts for detecting accurate boundaries of abnormal nuclei
and cytoplasm derived from cervical cell used for examination in pap smear test.
This research focuses on improvement in the automated reading of cervical cytology
for facilitating superior sensitivity during segmentation of abnormal nuclei and
cytoplasm of smear cells.

In this paper, Iterated Shape-Bias Graph Cut-based Segmentation (ISBGCS)
method is proposed for initially focusing on the development of nucleus pre-
segmenting process that defines the size and coarse of the nucleus in order to construct
a graph by the process of image unfolding. It adopts an image unfolding process
in the graph cut-segmentation scheme that aids in mapping the ellipse-like border
presented in Cartesian coordinate system to the lines in the polar coordinate system.
The cost function estimated through the inclusion of this ISBGCS-based graph cut-
segmentation scheme combines the characteristics of nucleus region and border. In
addition, the proposed ISBGCS concentrates on the feasibility of estimating global
optimal path from the constructed graph through the inclusion of iterative dynamic
programming, which facilitates formation of optimal closed contour. This aids in esti-
mating the precise boundaries of cytoplasm and nucleus for detecting abnormalities
in the cervical cells taken for examination.

2 Related Works

The graph cut segmentation-based cervical cancer detection was first introduced
by Boykov and Jolly in the year 2001 [7]. This detection scheme supports interac-
tive segmentation by using white and black stokes for representing the white and
black brushes. This scheme uses max-flow algorithm for segmenting the object,
considers stokes as seeds and identifies background using seeds. However, this



Iterated Shape-Bias Graph Cut-Based Segmentation for Detecting ... 357

scheme is only a semi-automatic segmentation method as it includes intervention
of human experts for segmenting regions in a potential manner. Zhang et al. [8]
have adaptively and locally used graph cuts for automated segmentation of healthy
and abnormal cervical cells. This scheme combines intensity, boundary, texture
and region information. Concave point-based schemes are combined to divide the
touching nuclei. Further, a graph cut segmentation-based cervical cancer detection
approach based on nuclei and cytoplast contour detector is contributed for auto-
mated segmentation of cytoplasm and nuclei from cervical smear image considered
for examination [9]. This graph cut scheme uses a thresholding approach for differen-
tiating the cytoplast from the background, since they can be potentially distinguished
based on their gray level intensities. Unfortunately, Otsu’s method of thresholding is
not able to achieve potential threshold when the number of data and standard devi-
ations in different classes exhibit variation. Another, graph cut segmentation-based
cervical cancer detection approach is contributed using Adaptable Threshold Detec-
tion (ATD) for automated segmentation of cytoplasm and nuclei from the cervical
smear images [ 10]. This ATD-based graph cut segmentation scheme considers quan-
tity of data, standard deviation and group interval as decision parameters for deter-
mining optimal thresholds that are adopted in cervical cell segmentation process.
This graph cut technique is a suitable method for resolving the issues of Otsu’s
method of thresholding, since they are highly suitable for deriving the cytoplast
contour in a predominant way. Then, an integrated local and global graph cut-based
segmentation scheme is proposed for effective segmentation of cervical cells in order
to effectively differentiate normal cervical cells from cancerous cervical cells [11].
This graph cut scheme significantly extracts cytoplasm boundaries by the applica-
tion of A* channel algorithm and global multi-way graph cut technique when the
image histograms of cervical cell images are distributed in non-bimodal nature. This
graph cut scheme integrates texture, intensity, region and boundary information for
segmenting abnormal nucleus. This graph cut scheme also integrates two concave
approaches for splitting the touching nuclei in a predominant manner. This graph
cut scheme offers 88.4% of F-measure and 93% of accuracy for segmentation of
cytoplasm and nuclei boundaries derived from the abnormal nuclei. Furthermore, a
graph cut segmentation scheme using local graph cuts based on Poisson distribu-
tion is proposed for modeling the background of cytoplasm and nuclei for cervical
cancer detection [12]. This local graph cut-based segmentation scheme is used for
improving the segmentation degree for the task of detecting cancerous cell from
normal healthy cervical cells. It improves sensitivity and specificity involved in
detecting cervical cancer, since it explores the structure of cytoplasm and nuclei
based on the multi-dimensional constraints that helps in potential detection of
pre-cancerous and cancerous cells in an effective manner.
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3 Proposed Iterated Shape-Bias Graph Cut-Based
Segmentation (ISBGCS) Method

In this section, the basics of graph cut and the process of establishing graphs from
input image which undergoes graph cut segmentation process are detailed.

Let an undirected graph be represented as a collection of vertices and edges
denoted by G = (V, E) with ‘V’ and ‘E’ representing the series of vertices and
edges which connect the neighboring vertices. The set of vertices consists of two
categories of nodes, in which first class of nodes pertains to the neighborhood nodes
associated with each pixel image and the second class named terminal nodes represent
the source (object) and sink (background). Thus, this type of graph is termed as s-t
graph with ‘s’ and ‘¢#” highlighting the object and its associated background. Further,
there are two types of edges labeled as n-link and t-link in these kinds of graphs. The
n-links refer to the first category of edges which connects each neighboring pixel
within the image and t-link relates to the second category of edges which connects
neighborhood nodes with terminal nodes. In this type of graphs, every individual
edge is assigned a cost (non-negative weight). At this juncture, a cut ‘C’ is defined
as the edges subset (E) with C € E. In this context, the cost of the graph cut |G|
is determined based on the sum of the cost associated with each edge of the cut as
presented in Eq. (1).

Gel =) Weages (1)

cee

Further, minimum cut termed as min-cut is the cut that possess minimum cost,
and it is estimated by determining the maximum flow. The min-cut is considered to
be equivalent to the max-flow, since the min-cut or max flow algorithm contributed
by Boykov and Kolmogorov can be utilized for estimating the minimum cut for the
s-t graph. Thus, the graph is partitioned by this cut, and the vertices are divided into
two mutually exclusive subsets.

In general, the process of graph cut-based segmentation [13] is a pixel labeling
problem. This pixel labeling process includes source node (objects) and terminal
nodes (background set to 1 and O respectively). Further, the process of graph cut-
based segmentation is facilitated by reducing the energy function by employing
minimum graph cut. This minimum graph cut originates at the boundary between
the object and background in order to make segmentation reasonable. However, the
energy or cut must be minimized at the boundaries of the object. At this juncture,
the energy function defined in Eq. (2) can be minimized by incorporating min cut
over the s-t graph.

Ey(I) = aR,(I) + Bi(I) (@)

where R,(I) and B,(I) correspond to the regional term and boundary term that
represent the regional term and boundary term incorporating regional information
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and boundary constraint in the process of segmentation. ‘«’ is the factor of relative
importance. If the value of ‘a’ is assigned ‘0’, then the boundary alone is considered
in energy minimization of the pixel under investigation. Further, the regional term
related to energy function in Eq. (2) is defined in Eq. (3).

R(I) = Rip(Ip) 3)
p=0

where ‘a’ and ‘b’ are the neighborhood pixels, and §(1,, 1) is defined as

Lif I, = I,

4
0,if I, # I @)

8(](17 Ib) = {

It is proved that the labels need to be assigned for each neighboring pixel corre-
sponding to the regional constraint. In addition, if the value of penalty is ‘0’, then
the regional term is the sum of penalty used at the boundary of segmentation. It is
defined as a non-decreasing function of |1, — I,| as shown in Eq. (5)

(Ja — lb)2>

B,(a,b) = exp( 757

(&)

where ‘o’ is the degree of noise in each pixel taken for investigation. The penalty is
considered to be very high when the intensity of the neighboring pixels is similar in
characteristics. In contrast, in case the intensity of neighboring pixels are non-similar,
then penalty is not considered. Hence, it is evident that the energy function is capable
of achieving minimum value only at the object boundaries. Moreover, Boykov
and Jolly have proved that min-cut through max-flow can impactfully minimize the
energy of pixels. Hence, the problem to minimise energy is handled using graph
cut strategy for attaining good segmentation output. Moreover, cost assignment in
s-t graph is essential. Hence, the weight of the s-t graph is defined as,

B;(a, b)[p, q] € Neigborhood_pixel
cost = { &Ry, (0)for Edge I, S (6)
aR;p(1)for Edge I, S

From Eq. (6), it is evident that the cut is present more likely at the edges with less
degree of weight, when pixel intensity is related to the object [14].

Algorithm Proposed Iterated Shape-Bias Graph Cut [15]-based Segmentation
(ISBGCS) Method

Input: Cervical Pap Smear Cell Image (1), Prior shape model (PS;;) comprising of
silhouettes of interested objects to be derived during segmentation process defined

through PSy, = {FM(i)}lislMl'



360 S. Janakiraman et al.

Output: Optimal segmented cytoplasm and nuclei portion (OSCNp,) of input
Cervical Pap Smear Cell Image ({y).

Initialization: Assign relative weights of pixel derived from input image as
Hpsmy(x) and Hroou (x) respectively.

Process of Iterative Segmentation

Step 1: Partition the Image Gradient edge related to the Cervical Pap Smear Cell
Image (1)) into smooth fragments SFy = {Ep ;) }ES:FlMl
Step 2: Utilize shape model PS), for evaluating the edge fragment and determining

its associated confidence score based on Eq. (7)

SF,
(SE)C = {Varar. Enar )y @

Step 3: Use the edge confidence score to determine the edge item of the specific
shape bias based on Eq. (8)

®)

—(V,,!x,- €E,— Vq|xj € Ep)2
22

EW(x,-,xj) =4 exp(

Step 4: Determine the global shape (Gsn(.)) of the object using the boundary
(&(r)) estimated through the current process of segmentation (Csp(r)).

Step 5: Use the global shape (Gsh(r)) to refine the region item determined from
the specific shape bias as presented in Egs. (9) and (10)

R.(x) = Max{(Gr)(x) — g, (x)) * E(Gsue), £)). 0} 9

Ry (x) = Max{(Gr()(x)¢ + w: (x)) * E(Gsur), &), 0} (10)
Step 6: Use the process of min-cut and estimate the segmentation using Eq. (11)

Csp(z+1) = Argmin E(Csp(r), R.(x), Ew (x;, x;)) (11)

Csp(r)

and pixels’ t-link weights.

Step 7: Until convergence, repeat the steps from 4 to 6.

Step 8: Return Optimal segmented cytoplasm and nuclei portion (OSCNp,,) based
on GSH(r) and Csp(f).
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4 Experimental Results and Discussion

The experiments of the proposed ISBGCS method are conducted using MATLAB
R2016a with respect to the Herlev Dataset for considering different cervical cancer
images for investigation. Figure 1 presents the results of the systematic steps included
during the implementation of the proposed ISBGCS method.

Comparative investigations of the proposed ISBGCS-based graph cut
segmentation-based cervical cancer detection schemes are conducted and presented
for identifying the predominant among them in terms of precision, recall, F-measure
and overlap. In this comparative analysis, the proposed ISBGCS-based graph cut
segmentation scheme and the baseline schemes are evaluated and studied based on
percentage in precision, recall, F-Measure, and overlap for increasing number of mild
dysplasia cancer cells derived from the Herlev dataset.

Figures 2 and 3 highlight the results of comparative investigation conducted based
on percentage increase in precision and recall of the proposed ISBGCS and the
benchmarked schemes for increasing number of mild dysplasia cancer cells. The
percentage increase in the precision and recall of the proposed ISBGCS for increasing
number of mild dysplasia cancer cells is determined to be superior in contrast to
LGCSS and ATDGCSS schemes, since it incorporates the potential of pixel-level
forecasting method that uses conditional random fields for improving the degree
of semantic-based segmentation accuracy. The percentage increase in the precision

N

Fig. 1 Output derived from individual steps of the proposed ISBGCS method
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Fig. 2 Comparative investigation of proposed graph cut segmentation schemes—Precision for
increasing number of mild dysplasia cancer cells
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Fig. 3 Comparative investigation of proposed graph cut segmentation schemes—Recall for
increasing number of mild dysplasia cancer cells

of the proposed ISBGCS on an average is confirmed to be 6% and 9% excellent
when compared to LGCSS and ATDGCSS schemes for increasing number of mild
dysplasia cancer cells. Similarly, the percentage increase in the recall of the proposed
ISBGCS on an average is confirmed to be 5% and 7% excellent in contrast to LGCSS
and ATDGCSS schemes for increasing number of mild dysplasia cancer cells.
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Figures 4 and 5 demonstrate the results of the comparative investigation conducted
using percentage increase in F-measure and overlap of the proposed ISBGCS and
the benchmarked LGCSS and ATDGCSS schemes for increasing number of mild
dysplasia cancer cells. The percentage increase in the F-measure and overlap of the
proposed ISBGCS for increasing number of mild dysplasia cancer cells is determined
to be superior in contrast to the compared LGCSS and ATDGCSS schemes, since
it inherits the benefits of boundary adherence and superior feature extraction poten-
tial during the detection of cervical cancer. The percentage increase in F-measure
precision of the proposed ISBGCS on an average is confirmed to be 8% and 10%
excellent to the compared LGCSS and ATDGCSS schemes for increasing number
of mild dysplasia cancer cells. Similarly, the percentage increase in the overlap
of the proposed ISBGCS on an average is confirmed to be 6% and 9% excellent
when compared to LGCSS and ATDGCSS schemes for increasing number of mild
dysplasia cancer cells.
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Fig. 4 Comparative investigation of proposed graph cut segmentation schemes—F-measure for
increasing number of mild dysplasia cancer cells
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Fig. 5 Comparative investigation of proposed graph cut segmentation schemes—Overlap for
increasing number of mild dysplasia cancer cells

5 Conclusion

In this paper, ISBGCS scheme is proposed with the merits of Iterated Shape-Bias
Graph Cut-based Segmentation for accurate identification of nuclei and cytoplasmic
boundaries in the detectio of cervical cancer from pap smear cells. It also focuses on
the process of quantifying the potential of the proposed graph cut-based segmen-
tation techniques based on evaluation metrics of classification accuracy, precision,
recall and mean processing time for varying number of rounds involved in segmen-
tation. It is proposed as a rapid graph cut approach which is efficient in appropri-
ately segmenting the object. The interactive graph cuts are determined to be highly
suitable and applicable for detecting cervical cancer that completely relies on a pure
automatic segmentation approach. It is also considered to be suitable for detecting
abnormalities in the cervical images, as they require maximum degree of cytoplasm
and nuclei segmentation. It further focuses on identifying the predominant scheme
among the three proposed schemes by investigating them for different kinds of
cervical pap smear cells during the detection of cervical cancer.
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1 Introduction

The degree of danger of pneumonia is massive all through the world, particularly
in the developing nations where still billions of individuals face vitality neediness
and at last depend on the dirtying types of the vitality. As per the WHO, more than
4 million [1, 2] unexpected losses everywhere throughout the world happen yearly
from the illnesses identified with family unit air contamination including pneumonia.
As per estimation, on a yearly basis, more than 150 million of individuals [3] get
contaminated with pneumonia which particularly incorporates youngsters younger
than 5 years. In these sorts of locales, the issue can additionally increment because
of the absence of clinical assets and clinical staff. For instance, as indicated by infor-
mation, there is a whole of 2.4 million [4, 5] specialists and attendants in Africa’s
57 countries. Here, exact and quick finding of this sickness means the world for this
tremendous populace. This can offer access to treatment on opportune time to those
individuals who are now encountering destitution and can spare their truly neces-
sary time and cash. The deep neural system models have been planned traditionally,
and human specialists performed probes in a standard experimentation technique.
To overcome from this issue, a novel [6, 7] yet basic model is set up to conse-
quently utilize the deep neural system design and play out the ideal characterization
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errands. So as to pneumonia picture grouping task, the neural system engineering
was uncommonly planned. The proposed method here depends on the convolutional
neural system calculation, using the arrangement of neurons so as to convolve on
a given picture and afterward remove the important highlights from the picture. In
this investigation, characterization of chest X-beam pictures into a specific class
of typical or pneumonia case will be engaged. One of the important things in this
research is the classification of lung images into one of the categories among normal
and pneumonia cases.

e To collect a large chest X-ray image dataset [8] containing both normal and
pneumonia cases.
To perform preprocessing, in order to extract the features from the images.
To design and build a deep neural network model for performing the classification
task successfully.

e To train the proposed model, using the available training dataset and to learn from
them.

e To test the proposed model on the available test dataset in order to achieve the
classification of images into normal or pneumonia cases.

e To work on the model architecture to achieve high validation accuracy for more
accurate results.

In the ongoing occasions, calculations inspired by CNN profound learning [9] have
become the most wanted decision with the end goal of picture order in the clinical
field in spite of the fact that the cutting-edge CNN-based arrangement methods have
comparatively focused neural system engineering of experimentation-based frame-
work that have been their structuring standard. Here, SegNet, U-Net, and ResNet are
a portion of the norm and unmistakable model designs with the end goal of clinical
picture characterization.

To plan these kinds of models, the applicable experts have an enormous number
of choices for settling on the structure choices, and the instinct here aids the manual
inquiry process. The models like reinforcement learning (RL) and transformative-
based models have been proposed to find or identify the ideal system hyperparameters
during the way toward preparing. Nonetheless, these kinds of strategies are compu-
tationally over the top expensive, which requires a tremendous measure of preparing
power. For alternate option, this research proposes a network model which is simple
and efficient for handling pneumonia classification. CNNs are better than DNNs as
they pose a visual scheme for processing which is similar to that of the human beings
and their structure is also highly optimized for the purpose of handling the images in
2D and 3D shapes; also, they have the power to detect the two-dimensional features
by process of learning. Here, in CNN, gradient-based learning algorithm is used
for training the complete network which directly decreases the error criterion, and
ultimately highly accurate and optimized weights can be produced by CNNs. Thus,
CNN model architectures can be used for the task of image examination purpose in
the medical field. The motivation behind this attempt was to explore the efficiency
of existing medical image examination models and to build a deep neural network
from scratch for the purpose of classification of X-ray pictures of lungs into normal
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or pneumonia category. In this paper, an attempt has been made to propose a model
which takes chest X-ray images as input and gives output by classifying that whether
the image belongs to normal or pneumonia-infected person.

The rest of the paper is organized as follows: In Sect. 2, we present the related
literature to pneumonia research. Section 3 describes the proposed methodology,
Sect. 4 gives the materials and methods, Sect. 5 explains the results and discussion
and finally the Sect. 6 gives the conclusion and future scope of the research work.

2 Literature Survey

The previous studies have significantly contributed to the research [10] but have been
unable to present a highly accurate result. It is thus essential to improve or come up
with better deep learning model architectures for medical image examination which
ultimately improves the disease diagnosing process in medical field.

Pneumoniais included among the top [11] diseases all over the world which causes
most of deaths of people. It can be caused by bacteria, virus, fungi, etc. However, it
is very difficult to identify it just by having look at the chest X-ray images. In order
to save lives from pneumonia, its early detection is a much-needed condition which
can be carried out through the use of deep learning-based neural network models.

Previous research has demonstrated that deep neural network models have been
designed conventionally, and human specialists performed experiments on them in
a regular trial and error method, but these models were not automatic in operational
mode; and thus, they used to take a lot of time for the image examination process.

Afterward, calculations persuaded by CNN [12] profound learning have become
the most standard decision with the end goal of picture assessment in the clinical
field despite the fact that the cutting-edge CNN-based grouping procedures have
comparable focused neural system engineering of experimentation framework which
we can say have been their planning guideline. Here, U-Net, SegNet, and CardiacNet
are a portion of the conspicuous model structures for the errand of clinical picture
assessment. To plan these kinds of models, the expert’s workforce has countless
choices for settling on the structure choices, and the instinct here aids the manual
inquiry process.

Most recent changes and upgrades in the [13] profound learning models and
furthermore the accessibility of enormous datasets have helped models beat the
workforce in clinical field if there should arise an occurrence of various clinical
imaging undertakings, for example, discharge distinguishing proof, arrangement of
skin malignant growth, diabetic retinopathy identification, and arrhythmia location.
With time, the intrigue is developed in mechanized conclusion which is empowered
by chest radiographs. The presentation of numerous convolutional models on assort-
ment of variations from the norm depending on accessible open dataset found that
equivalent convolutional organization does not perform respectable over all irregu-
larities, the outfit models to a great extent improved the exactness for order when
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compared to the single model, and lastly, profound learning models or strategies
improved the precision when compared with rule-based models.

The models like transformative-based calculations and reinforcement learning
(RL) have been proposed to identify ideal system hyperparameters during the way
toward preparing. Notwithstanding, these methods are computationally over the top
expensive and requires a lot of computational force.

CNNs have an edge over DNNGs as they contain a visual plan for preparing which
is undoubtedly identical to that of the people, and their structure is additionally
exceptionally advanced for the undertaking of dealing with the pictures in two-
dimensional (2D) and three-dimensional (3D) shapes, just as they can remove the
two-dimensional highlights through learning.

In these profound neural systems, the maximum pooling layer in the convolutional
neural system is viable fit as a fiddle ingestion, and it additionally represents the
inadequate associations related to the related tied loads. At the point when comparison
is finished with completely associated layer systems of the identical size, CNNs have
more modest number of parameters. One of the most significant elements is that
CNNss utilize the inclination-based learning calculations during the preparation on
the grounds as they are less inclined to the diminishing angle issue.

Since, in CNNss, the inclination-based calculation is for the most part liable to
prepare the entire system with the goal that it straightforwardly diminishes a mistake
measure, lastly profoundly upgraded loads can be accomplished by CCNs. Subse-
quently, profound learning models perform well in precision in comparison to manage
based models.

Deep learning model in today’s time can reach up to accuracy of human level in
segmenting and analyzing an image. As the medical field is one of the most important
industries, deep learning concepts can play a prominent role, especially when it is
about imaging. All new techniques and advancement in deep learning are important
part of the medical industry. Deep learning can be used in large variety of areas
like the detection of tumors in medical images, analysis of electronic data related
to health, computer-aided treatment, and the planning of drug intake and treatment,
which aims at coming with the decision support for the examination of person’s
health. Here, key factor of success of deep learning is because of the capability of
the neural networks in order to learn high-level abstraction from raw input data and
images through a general learning procedure. TB diagnosis from patient’s X-ray
is implemented through a computer-sided detection [14]. In this paper, the authors
improves the diagnosis of TB via CNN and deep learning models. Transfer learning
model is used for classifying TB normal and abnormal cases [15] through pre-trained
weights. Similarly, CNN-based diagnostic tool is used [16] to detect the COVID-19
patients by analyzing the features of scanned images. In [17], assist the radiologists
in detecting the disease. It even evaluates and validates the generalization of errors.

In this approach, several deep learning models were introduced for the purpose
of analyzing and examination of medical images. Exploration of these existing deep
learning models is done here in order to know about their working methodology and
architecture as follows:
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2.1 LeNet-5

LeNet-5 was utilized for huge scope to consequently [18] classify manually written
digits on bank checks in the USA. Then, neural system architecture for written by
hand and machine-printed character acknowledgment in the 1990’s was proposed
which they called LeNet-5. This system is a convolutional neural system (CNN).
CNNs are the establishment of current best in class profound learning-based [19]
computer vision. These systems are based upon three principle thoughts: receptive
fields, spatial subsampling, and shared weights. Receptive fields with shared weights
are the substance of the convolutional layer, and most structures portrayed underneath
use convolutional layers in different forms.

Another motivation behind why LeNet is a significant [3] design is that before
it was imagined, character acknowledgment had been done generally by hand engi-
neering, trailed by an Al model to figure out how to arrange hand-built features as
shown in Fig. 1. LeNet made hand designing features excess, on the grounds that the
system learns best inside representation from raw pictures naturally.

The LeNet-5 architecture comprises of two arrangements of convolutional and
normal pooling layers, trailed by 3 layers of convolutional and two layers of pooling
followed by a Softmax classifier.

C3:1. maps 16@10x10

NPUT gégﬂge maps 84:1. maps 16@5¢5
R $2:1. maps

6@14x14

Fullconnection | Gaussian connections
Convolutions Subsampling  Convolutions  Subsampling Full connection

Fig. 1 LeNet architecture (taken from [20])
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2.1.1 AlexNet

A couple of years back, we despite everything utilized little [3] datasets like CIFAR
and NORB comprising a ten of thousands of numbers of pictures. The ongoing acces-
sibility of enormous datasets like ImageNet, which comprises many thousands to a
million number of labeled pictures, has pushed the requirement for a very compe-
tent deep learning model. At that point came AlexNet. AlexNet is a staggeringly
ground-breaking model equipped for accomplishing high accuracy on exceptionally
challenging datasets.

AlexNet shown in Fig. 2 is a main design [18] for any object identification task
and may have gigantic applications in the computer vision segment of artificial
intelligence issues. The design comprises eight layers: five convolutional layers and
three fully associated layers. In any case, this is not what makes AlexNet exceptional;

these are a portion of features utilized that are new ways to deal with convolutional
neural networks:

e ReLU nonlinearity: AlexNet utilizes rectified linear units (ReLUs) rather than
the tanh work, which was standard at that point. ReLU’s preferred position is in
training time; a CNN utilizing ReLU had the option to arrive at a 25% error on
the image dataset multiple times quicker than a CNN utilizing tanh.

Multiple GPUs: This was particularly awful on the grounds that the training set
had 1.2 million pictures. AlexNet considers multi-GPU preparing by putting half
of the model’s neurons on one GPU and the other half on another GPU.
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Fig. 2 AlexNet architecture (taken from [21])
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e Overlapping pooling: CNNs customarily “pool” outputs of neighboring gather-
ings of neurons with no covering or overlapping. Nonetheless, when the creators
presented overlap, they saw a decrease in error by about 0.5% and found that
models with covering pooling for the most part think that it is harder to overfit.

e The overfitting problem is reduced by use of two factors as follows:

(a) Data augmentation
(b) Dropout.

2.1.2 VGGNet

Karen Simonyan and Andrew Zisserman introduced the VGG model architecture as
shown in Fig. 3. They investigated about the effect on accuracy of the convolutional
network depth in case of large-scale image examination and recognition task. They
enhanced the depth of their network [18] architecture to 16 and 19 layers with the use
of small 3 x 3 convolution filters, whereas previous networks of AlexNet emphasized
on smaller strides and window sizes in first convolutional layer. The other important
aspect that VGG addresses is the depth of CNNs.

Differences that separate VGG from the other existing models are:

e In place of employing huge receptive fields such as of AlexNet (11 x 11 including
stride of 4), VGG employs small receptive fields (3 x 3 with just a stride of 1)
as shown in Table 3. Because there present only 3 ReLUs in place of just 1, the
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Fig. 3 VGG configuration (taken from [22])
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decision function nature is more discriminative. There exist fewer parameters in
VGG (27 times the number of channels in place of 49 channels of AlexNet).

e VGG employs (1 x 1) convolutional layers in order to make decision function
highly nonlinear without making change in the network’s receptive fields. The
smaller size of convolution filters enhances VGG to employ a large number of
weight layers that ultimately would lead to enhanced or improved performance.

Two major drawbacks with VGGNet are:

(a) Itis very slow to train.
(b) The weights in the network architecture are very large (in terms of bandwidth).

2.1.3 ResNet

After the triumphant presentation of AlexNet at the LSVRC2012 picture order chal-
lenge, profound learning residual network was the most earth-shattering model in the
field of computer vision or in profound learning community in most recent couple
of years. ResNet architecture made it conceivable [23] to prepare up to hundreds
or thousands of layers which still accomplishes high compelling execution [18] as
shown in Fig. 4. The presentation of numerous computer vision applications other
than picture grouping has been supported as a result of its solid illustrative capacity
like face acknowledgment and item identification.

The authors brought up a hyperparameter known as cardinality which represents
the number of independent paths, to provide a fresh method of adjusting the network
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capacity. Experiments’ result shows that the accuracy can be enhanced more effi-
ciently by raising the cardinality than by going wider or deeper. The authors estimate
that in comparison with inception, this unique architecture is more easier to adapt to
fresh datasets or tasks, as it has a simple and straight forward paradigm; and, only
one of its hyperparameters needs to be adjusted, whereas in case of inception, many
hyperparameters (like for each path, the kernel size of convolutional layer) needs to
be tuned.

The most noteworthy adjustment to know is the “Skip Connection” and the char-
acter mapping. Here, the character mapping is just to include the yield of the past
layer to the following layer, and it does not have any parameters moreover. The
skip connection present between layers includes the yields of past layers to yields
of straightaway or stacked layers. These outcomes are eventually in the capacity to
prepare more profound systems than what was before conceivable.

Advantages of ResNet:

(a) To increase the speed of the training process of the deep networks.

(b) Inplace of widening the network, increasing or enhancing network depth results
in minimum extra parameters.

(c) Vanishing gradient problem effect is also reduced.

(d) Higher accuracy in network working performance can be achieved, especially
in task of image classification.

2.1.4 Inception Network

The inception network is a very heavy engineered and complex deep learning model.
It employs a lot of tricks to increase the performance in both terms, i.e., accuracy
and [18] speed. Its regular evolution leads to the introduction of various versions of
the network. Each version of the network is an improved and enhanced form of the
previous version. Its architecture is shown in Fig. 5.

Inception V1

This version was the starting point of the inception network. It is 22 layers deep (27,
when pooling layers are included). It uses global average pooling in its last inception
module. This is indeed a very deep classifier. It also aims at vanishing the gradient
problem.

Inception V2

It included the upgrades which decreased the computational complexity and
increased the accuracy. Other upgrades to this version are:

(a) Itemployed the factorization of 5 x 5 convolution into two (3 x 3) convolution
operations to increase the computational speed.

(b) To remove the representational congestion, the filter banks in the network
module were expanded. There would be large reduction in dimensions in case
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Fig. 5 Inception network architecture (taken from [24])

the module was made deeper and ultimately loss of information would have
taken place.

Inception V3

Inception v3 included all above upgrades and changes stated for inception v2, and
in addition to those upgrades, used the following:

(a) RMSProp optimizer.

(b) Factorized 7 x 7 convolutions.

(c) Label smoothing: It prevents the network from becoming too much confident
about a particular class.

Advantages of inception network:

(a) In employs multilevel extraction of features. For example, it extracts the
common (5 x 5) and local (1 x 1) features simultaneously.

(b) Use of multiple features’ extraction from multiple filters improves the overall
performance of network.

(c) The inception block is employing cross-channel correlations through
performing the 1 x 1 convolution. Here, the spatial dimensions are ignored.

3 Proposed Model and Implementation

One of the most important requirements needed by transfer learning is the existence
of models which perform quiet well on different source tasks. Luckily, the deep
learning world believes in sharing. Many of the deep learning models are openly
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Fig. 6 Proposed model for disease identification

shared by their respective developers publicly, and these also include the two most
important fields, i.e., computer vision and NLP of deep learning applications.

While sharing the pre-trained models, they also contain millions of weights and
parameters gained while training them to a stable state. Existing pre-trained models
are openly available for public use through various means. Python library like Keras
provides a platform for downloading some existing popular models. The pre-trained
model that we are implementing here is Inception v3 (Fig. 6).

The goals of the project include:

e Identifying and collecting a large chest X-ray image dataset containing both
normal and pneumonia cases.

Preprocessing of the dataset to detect the features from the images.

Proposing a deep learning model for performing the characterization purpose.
Training the proposed model on the available training dataset to learn from them.
Testing proposed model on the available test dataset in order to achieve the task
of classification of images into normal or pneumonia cases with high validation
accuracy rate.

Inception v3 with transfer learning implementation

Human beings have an inherited ability of transferring knowledge among different
tasks. Knowledge acquired during learning about one particular task can be used to
solve similar or related tasks. The more similarity in the tasks makes the knowledge
transfer process easier. Conventional machine learning algorithms were previously
designed for working in isolation. These types of algorithms are trained to solve
particular or specific tasks. Transfer learning is a prominent idea to overcome from
isolated learning methodology and for employing the knowledge gained from one
task to solve similar tasks. The main motivation in context of deep learning is the
factor that almost all models that solve complex problems need huge amount of data
and acquiring that huge amounts of labeled data for deep learning models can be
difficult, considering time required for labeling the data points.
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In transfer learning, you can use knowledge (weights, features, etc.) gained from
earlier trained models for purpose of training upcoming/newer models, and it can
also handle problems like having smaller dataset for newer task. For computer vision
field, several low-level features like corners, shapes, edges, and intensity can be
used across different tasks which makes enable knowledge transfer possible among
different tasks. In place of training a deep neural network from scratch for your
problem:

e Take and use a network that is earlier trained on a different datasets for a different
tasks.
e Employ it to your dataset and your target problem/task (Fig. 7).

Working Methodology

The main idea here is to employ the weighted layers of pre-trained model to extract
features but not to modify the weights of layers of model during training with different
datasets for the new task (Fig. 8).
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Fig. 7 Transfer learning ideas (taken from [25])

m -
H Sralon canafer e § SN
softmax
2 = = features
convd convd
o2 | TRANSFER o2
convl convl
Outa ot Do (0 § Imageher Targer 202 o aen

Fig. 8 Pre-trained model as feature extractor with transfer learning (taken from [25])
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4 Materials and Methods

‘We present the point-by-point usage and assessment steps did for our proposed model
to test its adequacy. Our examinations were done on a dataset containing X-beam
picture of chest that is demonstrated as follows. We conveyed Keras which is a
Python open-source library for profound learning system and utilized TensorFlow
in backend for building and preparing motivation behind the convolutional neural
system model. All tests identified with our venture were run on a PC.

e Dataset

The original dataset contains three key folders (training, testing, and validation) and
two subfolders in each of them containing chest X-ray images of normal (N) and
pneumonia (P) cases. A sum of 5840 X-ray pictures of lungs were taken from a
repository available at Kaggle platform. This entire collection was made possible
because of efforts of a number of medical personnel.

To distribute the available dataset [8, 26] into a balanced way into the training and
testing folder, we modified the original data category. We rearranged a sum of 5216
images from the dataset into the training folder and the remaining 624 images in the
testing folder for purpose of final testing of the model (Fig. 9).

e Preprocessing and Augmentation

We utilized different information increase techniques so as to falsely upgrade the
quality and size of the accessible dataset. These stunts help in expelling overfitting-
related issues and expands the model’s speculation capacity during preparing process.
The rescale activity is done for reason for picture amplification or decreases during
the procedure of expansion.

The revolution extend tells about the range, in which the dataset pictures were
haphazardly pivoted during the way toward preparing. Width move is utilized for
even interpretation of the dataset pictures by 0.2%, and the tallness move means the
vertical interpretation of the dataset pictures by 0.2%. Likewise, the shear go means
a 0.2% of progress in picture points a standard counterclockwise way. The zoom go

Normal Person Chest x-ray image Pneumoma infected person chest x-ray image

Fig. 9 Chest X-ray of the normal and pneumonia-infected person
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is utilized for zooming the dataset pictures to the proportion of 0.2%, and finally, the
pictures were evenly flipped.

5 Results and Discussions

The complete design of the proposed convolutional neural system model comprises
two fundamental parts that are the component extractor’s part and a classifier part
(sigmoid enactment work). Each layer in the element extraction process takes its
past layer’s yield as its information, and comparably, the yield created by this
layer is passed as a contribution to the following upcoming layers: LeNet archi-
tecture, AlexNet architecture, and VGG architecture as depicted in Tables 1, 2, and
3, respectively.

The proposed engineering appeared in underneath comprises various layers, for
example, convolution, max pooling, and characterization layers consolidated one
after one. The element extractors comprise conv3 x 3, 32; conv3 x 3, 32; conv3 X
3, 64; max pooling layer of size 2 x 2; and a ReLU activator between these layers.

Here, outputs of convolution and max pooling layer operations are combined into
form of feature maps. For the convolution operations and the pooling operations,
sizes of feature maps are 34 x 34 x 128 and 17 x 17 x 64, respectively, whereas the
input image is of size 150 x 150 x 3 as shown in table below. Here, point of notice
is that each plane of a particular layer in network was produced by joining one or
more than one planes of previous layers.

The classifier work is put toward the finish of the proposed CNN model. It is
commonly alluded as a thick layer. This classifier takes a shot at singular highlights
(vectors) to do computations like some other classifiers. The yield got by the element
extractor part is then changed over into a one- dimensional (1D) highlight vector for
the classifiers. This procedure is called as “straightening” where the convolution
activity yield is smoothed to deliver single protracted component vector for usage
by the thick layer in its last grouping task.

Table 1 Summary of LeNet architecture

Layer Feature map | Size Kernel size | Stride | Activation
Input Image 1 32 x 32

1 Convolution 6 28 x28 |5%x5 1 tanh

2 Average pooling | 6 14x14 |2x2 2 tanh

3 Convolution 16 10x 10 |5x5 1 tanh

4 Average pooling | 16 5x5 2x2 2 tanh

5 Convolution 120 1x1 5x5 1 tanh

6 FC 84 Tanh
Output | FC 10 Softmax
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Table 2 AlexNet architecture summary

Layer Feature map | Size Kernel size | Stride | Activation

Input Image 1 227 x 227 x 3

1 Convolution |96 55 x 55 x 96 11 x 11 4 ReLU
Max pooling | 96 27 x 27 x 96 3x3 2 ReLU

2 Convolution | 256 27 x 27 x256 |5x%x5 1 ReLU
Max pooling | 256 13 x13x25 |[3x3 2 ReLU
Convolution | 384 13 x13x384 |3x3 1 ReLU

4 Convolution | 384 13 x 13 x384 |3x3 1 ReLU

5 Convolution | 256 13 x 13 x25 |3 x3 1 ReLU
Max pooling | 256 6 x 6 x 256 3x3 2 ReLU

6 FC 9216 ReLU

7 FC 4096 ReLU

8 FC 4096 ReLU

Output | FC 1000 Softmax

Table 3 Summary of VGG architecture

Layer Feature map | Size Kernel size | Stride | Activation

Input Image 1 224 x 224 x 3

1 2xConvolution |64 224 x 224 x 64 |3 x 3 1 ReLU
Max pooling 64 112 x 112 x 64 |3 x 3 2 ReLU

3 2xConvolution | 128 112 x 112 x 128 |5 x 5 1 ReLU
Max pooling 128 56 x 56 x 128 3x3 2 ReLU

5 2xConvolution | 256 56 x 56 x 256 3x3 1 ReLU
Max pooling 256 28 x 28 x 256 3x3 2 ReLU

7 3xConvolution | 512 28 x 28 x 512 3x3 1 ReLU
Max pooling 512 14 x 14 x 512 3x3 2 ReLU

10 3xConvolution |512 14 x 14 x 512 3x3 1 ReLU
Max pooling 512 7 x7x 512 3x3 2 ReLU

13 FC 25,088 ReLU

14 FC 4096 ReLU

15 FC 4096 ReLU

Output | FC 1000 Softmax

The classification layer consists of a flattened layer with a dropout size of 0.5 and
then two dense layers of size 64 and 2, respectively, and at the end, a sigmoid classifier
function performs the task of classification of input images. To approve and look at
the adequacy of the proposed model, we completed trials for different number of
times for a considerable length of time. Parameter alongside hyperparameters were
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exceptionally tuned to build the general execution of the model. Various outcomes
were accomplished during each test yet we spared the most exact outcomes that
we got at definite run starting at now. So as to help the little dataset into profound
learning convolutional neural system model design 2 techniques that is learning rate
variety and information growth were utilized in the model.

The implementation of pre-trained inception v3 model with help of transfer
learning on our domain dataset and target task gives approximately 85% of valida-
tion accuracy for the purpose of classification of chest X-ray images into a particular
category of normal or pneumonia-infected case. Plots representing the model accu-
racy and model loss for both training and testing processes are shown in Figs. 10 and
11.

The final results achieved are training loss of 0.5521, training accuracy of 0.7492,
validation loss of 0.5247, and validation accuracy of 0.7500 (This state of model

Fig. 10 Representation of model accuracy

model accuracy 100 1

et
095 1
090 1

08s 4

accuracy

080 4
0751

070 4
epoch

Fig. 11 Representation of i model loss

model loss vain
201 wit

15 4

10 1

loss

051

00 {



Evaluation of Deep Learning Approaches for Lung Pneumonia ... 383

is saved finally.). Lesser validation accuracy is achieved due to large size of trans-
formed images, whereas validation accuracy shows improvement in case of small-
size images. However, the little changes in validation accuracy do not make large
impact on proposed model’s overall classification performance. The computation
cost and training time required by larger images are also high. Finally, we proposed
150 x 150 x 3 model because it achieved better validation accuracy of 75% with a
training loss of 0.5521.

6 Conclusion and Future Work

As discussed, the strategy is to complete the order of pneumonia and typical cases
through our proposed model from an assortment of chest X-beam pictures. Our
proposed model is worked without any preparation that separates it from different
models that depend to a great extent on move learning approach. Our findings during
this work support the belief that deep learning methods can be employed in purpose
of diseases’ management and for simplify the process of diagnosis of a disease.
Commonly, the pneumonia diagnosis cases are confirmed or detected by a single
doctor, and this process allows error possibility at this state, but the use of deep
learning models can be seen as a method of two-way confirmation system.

In this case, the proposed model which is based on chest X-ray images can
provide a system that helps in making decision during diagnosis process, and later,
the attending physician can confirm the case which ultimately decreases the error
possibility by human and computer to a great extent. Our experiment results support
the notion that use of deep learning models can enhance the treatment quality as it
can better diagnose a diseases comparison to traditional methods. When compared
with earlier traditional methods, our proposed model can effectively detect normal
cases or pneumonia-infected cases in chest X-ray images. Later on, this work can be
stretched out for motivation behind distinguishing and grouping of X-beam pictures
comprising lung disease and pneumonia. As of late, the issue of qualification between
X-beam pictures that contain pneumonia and lung disease has come out in this way;
in the future, our work can likewise be stretched out to this tackle this issue.
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Comparative Analysis to Classify Human | M)
Brain Anomalies for Brain Tumour Becit

Nitu Singh and Jitendra Agrawal

1 Introduction

It is challenging to detect and treat brain tumour disease in the skull for different
reasons. Early diagnosis makes treatment more accessible. The rapid growth of the
brain tumour in a limited area such as the skull makes early diagnosis systems even
more critical [3]. Brain tumour causes different symptoms in the patient depending
on its location, type, and size. Most patients with brain tumours complain of headache
[2]. However, for detecting this disease, it is necessary to have a brain MRI and can
be examined by healthcare personnel and diagnosis.

In the field of computer vision and image processing, many scientific studies
have been conducted on tumour detection in MR images. For example, in 2017, two
different studies conducted by Harshavardhan et al. [6] and Raj et al. [15] exam-
ined the scientific studies conducted to detect brain tumours with MRI images until
that year. Especially in the research conducted by the Bauer team, tumour types
and types of reflections in two- and three-dimensional images were examined and
determined how the clinical decision support system should detect these types. New
developments have been included in feature selection, segmentation, and classifica-
tion methods to be used in tumour detection. In addition, they stated that the texture
properties in multimode images are advantageous compared to the others according
to density or shape properties. Studies in this area have been classified in both studies,
and the differences between them have been revealed. In addition, there is scientific
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knowledge about the accuracy of the results obtained in tumour detection. The criteria
used in the studies are listed.

Various studies have been conducted on the detection of a brain tumour in the liter-
ature. Tumour detection from MR images was performed using image segmentation
methods and semi-supervised and supervised learning algorithms [7]. In a study
conducted by Wulandari et al. [17], many segmentation methods were analysed, and
their performance was evaluated [17].

In the study presented by Papezova [14], they tried to obtain precise and automatic
information about the location, size, and margins of brain tumours from brain MRI
images. Hybrid geodesic region-based curve evolutions for image segmentation was
semi-automatically adapted to the system and demonstrated 70% success in the
obtained MRI images.

In a 2018 study conducted by Abdalla et al. [1], using artificial neural networks,
they made detection studies using a new architecture and achieved successful results.
The proposed method stated that they developed an automatic process regardless of
the shape, size, and visual features of the tumour. Some theoretical studies have been
done on optimising the segmentation technique [3].

In a study conducted by Kumar et al. [10], segmentation was desired to be
performed on high-resolution and two-dimensional MR images using firefly opti-
misation algorithms [10]. It is said that accurate segmentation is made in a shorter
time than the calculation time. In a study conducted by Dandil et al. in 2017, they
surveyed to detect cancer cells in brain cells with the Otsu’s algorithm [5]. Otsu’s
thresholding value and watershed segmentation method were applied on computed
tomography (CT) images for image decomposition in this study. The primary purpose
of this paper is to apply brain nodule segmentation and feature extraction using digital
image processing to reduce the percentage distribution of cancer and classify disease
stages.

The Kittler’s method, also called the minimum error thresholding, basically works
on the grey colour puck. However, current threshold algorithms are known not to work
efficiently for noisy greyscale images. Three-dimensional minimum error thresh-
olding (3D-MET) method was proposed by Jagan et al. in 2018 for dividing 3D
photos, and it is claimed to be more successful in grey scales [8]. The proposed
3D-MET approach is applied with an optimal threshold separation based on the rela-
tive entropy theory and 3D histogram. A histogram consists of the grey distribution
information of pixels and related information of neighbouring pixels in an image.
Also, a fast recursive method is proposed to reduce the time complexity of 3D-MET,;
grey levels are involved here. Experimental results show that the proposed approach
can provide superior segmentation performance compared to other methods for grey
image fragmentation.

Bhandari et al. performed multilevel segmentation (CS) operation with Cuckoo
search algorithm and wind-driven optimisation (WDO) method in 2014 using
Kapur’s entropy method [5]. In this study, the best solution as a fitness function
has been obtained by using the CS and WDO algorithm and Kapur’s optimum multi-
level thresholding entropy. A new CS and WDO algorithm approach was used for
the selection of the most suitable threshold value. In this technique, the correlation
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function is used to obtain the best solution or best fit value from the first random
threshold values. They stated that they achieved successful results by applying their
method to a series of satellite images.

In recent years, the MRF technique, a successful segmentation algorithm, has
been used in different health fields. The imaged white lesions (dead brain cells)
were segmented using the MRF technique with contrast enhancement [12]. It has
been proven that the method used in the comparisons gives more successful results
than other methods. In another study conducted in recent years, the segmentation of
neuron interactions from MR images was again obtained using the MRF technique.
In this study, graph-based methods that make automatic decomposition are also used.
Likewise, in another study, ultrasound images’ Tessellation of similar structures has
also been successfully performed using the MRF technique [11].

This paper aimed to gives an review to detect brain tumour present in MR images
with four different image separation algorithms such as MRF, Kapur, Kittler, and
Otsu.

There are three more sections in the remainder of the article. In the second section
that follows, the explanation of the methods used in the study, and the discussions
and results are shown in the last section.

2 Segmentation Methods and Performance Criteria

In the study, the method for tumour detection consists of four main stages:

1. The first step is to prepare the image for use (image preprocessing). At this stage,
unnecessary parts are trimmed. It is ensured to be in a specific contrast range,
the density is normalised, and the areas that create noise are cleaned.

2. The second stage is a segmentation of brain tumours (segmentation of brain
tumour images). The features used for segmentation depend primarily on the
tumour type and class, as different tumour types and levels can differ significantly
in appearance (e.g. contrast uptake, shape, regularity, location, etc.). In addition,
feature selection will also depend on the lower compartment of tumour to be
segmented. The most common property used for brain tumour disruption is image
density. This is based on the assumption that different textures have different
levels of grey. The same method was used in this study.

3. The third stage is the implementation of segmentation algorithms. There are two
different methods in the segmentation process. These are region- and edge-based
tumour analysis methods. Various algorithms can be preferred in the field of
classification and clustering in segmentation operations. Region-based methods
were selected in this study.

4. The last stage is to determine the accuracy of the tumour detection algorithms.
Segmentation algorithms are also used here for tumour detection purposes.
Normally, the segmentation process is used to analyse regions of different densi-
ties to decide whether the tumour is present and extract the tumour location.
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Image segmentation is frequently used in pattern recognition, machine learning,
and medical image processing. Image decomposition techniques generally use
the greyscale histogram information of MR images. Colour MR images in RGB
format are used by converting them to greyscale (Grey Scale) in the range of [0,
255].

Generally, the tumour region found in MR images has a minimal ratio compared
to the background. This situation makes the detection of the tumour difficult. For
this purpose, the probable tumour region was taken into a convex area with region
of interest (ROI). In applications, the multigene region that is not more concave than
rectangular is determined manually. In this way, higher success will be achieved
since the region outside the ROI region will be ignored [4]. Descriptions of the four
different image separation techniques are given below.

2.1 Otsu

Nobuyuki Otsu first proposed it in 1979 [13]. The Otsu’s algorithm, a histogram-
based thresholding method, is used to find the most suitable location on the histogram
to be thresholded. In the Otsu’s method, the variance between classes is taken as a
basis. Itis a cluster-based thresholding method. The herbaceous method assumes that
the digital image consists of two objects, foreground and background. Calculates
the variance value of each class. The optimum grey threshold value is found by
minimising the weighted interclass variance value of the objects in the image. This
method is very successful if the pixel numbers of the objects are close to each other
[18]. The weighted interclass variance is found as follows:

_ PO = (] [Yirow (1) = puci(r)]
PP (1) + [1 = (1) ()]

Variance u is the square root of the standard deviation. Here, the y on and the
¥ back Show the variance value between the classes of the front and back object in the
picture, respectively. o fon and opacx Show only the variance values of the front and
back objects in the picture. “r” is a randomly chosen threshold value in the [0, 255]
grey colour range. p(r) indicates the probability of the corresponding grey level in

the picture.

2.2 Kapur

The Kapur’s method is based on the entropy of the greylevel histogram. The most
appropriate threshold value is determined by considering the entropy values between
classes. Itis an entropy-based image thresholding method [16]. Kapur’s method treats
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the digital image as two objects as foreground and background. It takes the entropy
of the objects and calculates the sum for each grey level, where 0 is black and 255 is
white. The grey level at which the total entropy of both objects reaches the maximum
point is called the Kapur’s threshold value. The image can be decomposed into two
different objects from the Kapur’s threshold value found. The total entropy (E'ront +
Epack) 1s found as:

C

—~  p()/
E=-Y —~ __ _ p(c)/p(r)logp(c)/p(r)
; p(r)log 29 ;l

Here, c is the grey level in the range of [0, 255], and C is the maximum value of grey
level in the image.

2.3 Kittler

It is a cluster-based thresholding method developed by Kittler and Illingworth [9].
Unlike most thresholding methods in the literature, Kittler acknowledged that two
objects of a digital image can have very different standard deviation and variance
values and stated that they should be considered Gaussian curves. Therefore, he
transformed the thresholding problem into a Gaussian fitting problem.

q
pe(r) =Y j(©)
c=p

b
() =1/pi(r) Y c.j(©)

c=a

q
ot (r) = 1/pi(r) Y ¢ — i (r)*.j(©)
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Classification rule has determined the threshold value with a Bayesian function
developed by it. Here, p and g are:
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2.4 Markov Random Field (MRF)

The probability-based MRF algorithm labels the pixels in the image according to
their dispersion functions. In an S matrix of M O N, the pixels are indexed, and the
target region is determined. The neighbour system defined for § is defined such that

N = {N;|Vi € S}

Clique c € Cis the set of adjacent points. Horizontal, vertical, and diagonal cliques
are used in the application. In the M x N matrix, all pixels are tagged to the object
they belong to. Assuming L = 1, 2, ..., k as the object, then k = 2 in this scenario
(0 represents the image; 1 represents the background). If the random variable X is
taken while labelling S, the formula XS € L gives the energy value of the X in the
S pixel. According to the Hammersley—Clifford theorem, the energy density of X is
given by the following Gibbs density (Fig. 1):

p(x) = 71 p=1/TU®)

T is the temperature coefficient to be reduced in MRF and is taken as 1 unless
otherwise specified. The energy U (x) of the pixel in the middle of the eight neighbours
is found as follows:

Ux) = (Z u(x))

¢ € C the Clique energy V(x) of the central pixel is as in the formula below and is
calculated by finding the sum of the Clique energies of eight neighbours. The sum
of two different energies can find the total energy of a pixel. The first of these is the
logarithm of the Gaussian distribution formula that contains the mean and standard
deviation of the object to which the pixel belongs. The second is the conditional
probability of eight neighbours of the central pixel.

In this way, two different energy states are calculated according to the probability
that each pixel belongs to the tumour or the background. While the MRF method is
running, the class of the relevant pixel in each cycle is changed with the larger of
the two energy mentioned above. Iterations are continued until the classes of pixels
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do not change. The final classification result distinguishes the brain tumour from the
background. In this study, both the tumour and the pixels of the brain.

3 Performance Measurement Metrics

As shown in Fig. 2, in the histogram graph obtained after the segmentation process,
the image to be separated is divided into two groups: tumour and background [22].

False-positive (FP), false-negative (FN), true-positive (TP), and true-negative
(TN) values show the success of the parsing process. For example, suppose the
tumour region is labelled as “Tumour” in the segmentation process. In that case, the
result is TP; if the tumour region is marked as “Background”, then FN; if the back-
ground is labelled as “Tumour”, then FP; and finally, if the background is labelled as
“background”, the result is TN. In cases where TP, TN, FP, and FN values indicate
the number of pixels, the success rate of the parsing process, that is, the accuracy
(Accuracy), is found with the formula number 11.

Accuracy = (t, + 1)/ (tp + ta + fo + f1)

TP, TN, FP, and FN values are transferred to a table defined as the confusion
matrix as shown in Table 1. This table contains the accuracy of the prediction results
given by a particular classifier in a specific dataset in a two class datasets.

As shown in Table 1, MRI with tumour and MRI without tumour have considered
two different types of classes. TP gives the number of MR images that are correctly
classified, that is, the actual tumour is detected.

Fig. 2 Eight pixels adjacent
tol

Background | Tumour

Table1 Confusion matrix Tumour MRI Tumour-free MRI

Tumour MRI TP FN
Tumour-free MRI FP TN
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The FN number indicates that the MR image, which is a tumour, was detected as
tumour-free. FP, on the other hand, shows that tumour-free MR images are predicted
as tumourous. Finally, the TN number shows that tumour-free MR images can be
detected accurately, that is, tumour-free.

Using the complexity table, the accuracy rate is obtained with formula number
11, true-positive rate (TPR) with formula number 12, and false-positive rate (FPR)
with formula number 13.

TPR and FPR values varying in the range of [0, 1] are used to quantify the success
of the algorithms. In addition, TPR and FPR values are also used to plot the ROC
space. If necessary, success criteria such as precision, recall, and F1-score are also
found using this table.

4 Comparative Result Analysis

Experimental results were obtained by using 23 MR images in four different algo-
rithms. Eighteen were positive (cancer), and five were negative (not cancer). In the
image separation process performed on 23 images, the relevant regions were marked
with ROI and applied to four different algorithms.

A pixel-based performance evaluation in image parsing is a challenging task. For
this reason, a performance evaluation method was preferred to determine whether
tumour and non-tumour regions were detected correctly in 23 MR images obtained in
our study. For this reason, the complexity matrix table is used. A separate complexity
matrix was obtained for each algorithm used.

In Table 2, there are experimental results obtained from 23 MR images of Otsu’s,
Kapur’s, Kittler’s, and MRF algorithms, respectively. Complexity matrix, TPR, and
FPR values were found for each technique. As is known, TPR shows the ratio of
the number of correctly labelled tumour images within the tumour-labelled images.
FPR, on the other hand, represents the ratio of MR images that are tumour but marked
as tumour-free to those marked as tumour-free.

As shown in Table 2, if the algorithms were to be ranked from the most successful
to the most unsuccessful with only the accuracy (ACC) criterion, MRF would be the
first with a success rate of 87%. Others would be Kittler with 78.2%, Kapur with
60.8%, and Otsu with 65.2%, respectively.

Table 2 Comparative analysis

True positive | False positive | True negative | False negative | TPR | FNR | Accuracy
Ostu |13 5 2 3 0.772 0.6 | 0.652
Kapur | 11 7 3 2 0.611 |04 |0.608
Kittle |15 3 3 2 0.833 |04 |0.782
MRF |16 1 4 2 0944 102 |0.87
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5 Conclusion

In this paper, a detail review was carried out on image processing technique to clas-
sify brain tumour, one of the most critical diseases. The study supports the decision
of doctors in hospitals regarding tumour detection. As it is known, the final deci-
sion in disease detection belongs to the doctors. However, in the paper, it was aimed
to minimise the margin of error of the doctors. For this reason, the study has been
detailed to obtain the best detection system by considering different anomaly situa-
tions. As a result of the study, it was observed that the MRF algorithm was found to
be better in the segmentation of medical data, and different results could be obtained
by trying new algorithms. If an algorithm finds the output inconsistent, it has been
seen that the work can be focused on the desired area with ROI. In the meantime, it
has been stated that different ways and methods can be developed for the detection of
brain tumour by imaging methods. As a result of the study, it was seen that the MRF
algorithm is better than other methods in terms of segmentation of medical images.
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Review on Customer Segmentation )
Methods Using Machine Learning L

Rishi Gupta, Tarun Jain, Aditya Sinha, and Vishwas Tanwar

1 Introduction

There are several ways a business tries to attract new customers all the while trying to
retain its current customers. A few decades back, these businesses practiced what was
known as mass marketing—in which companies tried to sell the most popular product
to all their customers or they practiced product differentiation—in this, companies
offered a variety of products to a large market.

But, as technology rapidly evolved, companies moved to a newer approach—
personalizing the products and targeting them to a specific market segment. Customer
segmentation (or market segmentation as itis widely known) is the most approachable
method for obtaining the above result. Understanding their customers and the market
has allowed businesses to service each of their customers with care and personaliza-
tion and proved the value of focusing on them. The oldest and most traditional form
of segmentation is demographic segmentation, although with recent developments
in big data, newer forms have emerged [1].

These approaches have also taken into consideration buyer attitudes, motivations,
patterns of usage, and preferences [2]. The platform that utilizes segmentation the
most is the e-commerce industry. Since the birth of e-commerce, sellers are constantly
looking for ways to expand their reach while also maintaining a stable relationship
with their frequent customers. And, in the age of booming social media, consumer
data is as readily available as daily bread. Companies like Facebook, Google sell
billions of dollars worth of consumer data to corporations which are then used as
a basis of market segmentation. These e-commerce giants like Amazon, Flipkart
target each segment with personalized promotional offers as well as personalized
advertisements driving in clicks and eventually large amounts of profits. In this
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Fig. 1 Market segmentation

MARKET
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article, we shall look at the currently available approaches to customer segmentation
and their merits and demerits [14].

2 Background

The applications of customer segmentation are irreplaceable. It has now become the
heart of product marketing and strategy in any industry. It is an indispensable tool
for organizations to understand the market, whom to target with what product, and
how to optimize the marketing strategy [13].

With the increasing popularity of social media, consumer data is readily available
for businesses to use and profile the customers, to understand them better, and to act
accordingly.

Let us say a website has a new user. The user would be asked to register an
account on the website, for which they would be offered a discount coupon. Instead
of offering every new user the same coupon, the website could—with the help of
customer segmentation—give out targeted discount coupons. This will increase the
likelihood of that user buying a product rather than window shop. It is also useful for
planning customer communications as it allows for personalized recommendations
for each group (Fig. 1).

3 Customer Segmentation

Cluster analysis or clustering is the task of grouping a set of objects in such a way
that objects in the same group (called a cluster) are more similar (in some sense) to
each other than to those in other groups (clusters) [7] (Fig. 2).
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Demographic Segmentation Geographic Segmentation
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Fig. 2 Types of customer segmentation

Domains: Customer segmentation can be applied to many domains. These
domains are defined by the type of data they are using for segmentation. The most
prominent of these are listed below.

3.1 Demographic Segmentation

The oldest and the most traditional form of market segmentation, demographic
customer segmentation, focuses on the structure of the population based on
everyone’s current living status. Age, gender, income, education, marital status, etc.
are generally considered as demographic data. Segmentation performed on such data
often yields basic groups which are the go-to for target marketing—if any other type
of data is not available.

Most frequent segments formed after demographic segmentation include:

Students—this group involves unmarried, young adults/adolescents who have
little or no income.

Parents—this group usually has married, middle-aged adults who have kids
(dependents) and have a stable income.

Women restarting their careers—these middle-aged women tend to have a low
academic background and low income.
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Demographic
segmentation

Fig. 3 Demographic customer segmentation

Senior citizens—this group includes old people who either live on a monthly
pension or rely on their children, and they tend to live alone and so on.

These segments have different spending habits which can be directly related to
their living scenario (Fig. 3).

3.2 Psychographic Segmentation

These are subjective attributes about a person that is not as easily available as other
forms of data.

In this, data cannot be directly fed into an algorithm and is expected to yield
results. The data and results must be interpreted by a psychological professional.
Just as demographic segmentation emphasizes a person’s current living situation,
psychographic segmentation utilizes a person’s real-life behavior which pertains to
things like personality traits, values, attitudes, interests, lifestyles, subconscious, and
conscious beliefs, motivations [2], etc. (Fig. 4).

3.3 Behavioral Segmentation

While demographic and psychographic segmentation focuses on who a customer
is, behavioral segmentation focuses on how the customer acts [13]. The most
widely used and most efficient form of segmentation—behavioral—relies on how the
customer acts toward the company’s services or services related to it. This involves
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Fig. 4 Psychographic
customer segmentation

Demographic Vs Psychographics

Source: CBinsights m Hurree

gathering data, performing analysis, and targeting the customers in real time. There-
fore, this type requires higher computational power than others. Purchasing habits,
spending habits, user status, and brand interactions are the main attributes companies
look toward for behavioral analysis (Fig. 5).

Fig. 5 Behavioral customer
segmentation
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Fig. 6 Geographic customer
segmentation

Population
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Geographic
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3.4 Geographic Segmentation

The simplest form of segmentation involves gathering the location of a user and
segmenting them based on it. Geographic segmentation utilizes a customer’s ZIP
code, city, country, a radius around a certain location, climate, urban, or rural [14]
attributes for segmentation.

Geographic segmentation is an effective methodology used by organizations
with large national or international markets to better understand the location-based
attributes that comprise a specific target market [11] (Fig. 6).

4 Pros and Cons

4.1 Demographic Segmentation

Pros:

e Demographic variables are quite easier to collect and measure when compared
with other segmentation techniques.

e Targeting is usually more straightforward when using demographics as a metric—
for example, you can target consumer groups, such as women or men between
the ages of 40 and 50.

e Consumer profiles are more comprehensible across the board, making it easier to
develop strategy among various departments (sales, customer service).

Cons:

e The model offers limited insight for marketers. Similar demographics among
customers do not always mean that they all have the same needs.
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e Because customers can have varying needs, a ‘one-size-fits-all’ approach to
consumers based solely on broad demographics can make your marketing message
ineffective.

e Skewed or problematic demographic data within a given region can produce
unreliable assumptions, which can reduce the accuracy of your marketing
methods.

4.2 Behavioral Segmentation

Pros:

e Marketers can build targeted consumer segments based on their responsiveness
to certain product categories, promotion types, or path-to-purchase preferences.

e Monitoring and understanding the behavior of consumers online has become
easier due to advances in data collection and tracking technologies.

Cons:

e While consumer behavior can be tracked, it is not always easy to pinpoint the
motivations behind those behaviors with segmentation models, because they can
vary greatly from person to person.

e Behavioral segmentation is often based on complex data constructs that are not
always easy to understand without the help of a large team of data scientists and
marketers.

4.3 Psychographic Segmentation

Pros:

e Marketers can get some insight into customer motivations.
e Psychographic segmentation can help brands in executing more emotive
marketing to highly responsive segments.

Cons:

e Psychographic surveys which are self-reported can be inaccurate.

e Although marketers can use predictive modeling to create statistical projections,
the accuracy of all these predictions firmly depends on the quality of the data
used.

e Marketers need clear rules about how to interpret psychographic data to ensure a
consistent approach among the individuals or departments that engage in customer
segmentation analysis.
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4.4 Geographic Segmentation

Pros:

e People in different communities have different needs. Something useful for
someone in a more rural area, like gardening supplies, may not have any appeal to
city dwellers. Separating consumers by where they live can ensure that marketers
are only targeting those that may want or need your products or services.

e Marketers can adjust advertised pricing based on the cost of living of the customers
that they are targeting.

® You can tailor products based on the local preferences of your customers. For
example, certain clothes are more popular in some Canadian regions than others.

® You can use this segmentation to target customers in new areas where you want
to grow your business.

Cons:

e This type of audience segmentation makes the assumption that people living in
the vicinity of each other have got similar needs, which is not always true. This
is true if you are targeting a wider geographic area.

5 Methodology

Although customer segmentation can be done through several methods, the structure
is similar for all.

Prerequisites: Segmentation involves processing data; though any system can run
the algorithms, larger data requires higher computational power.

5.1 Data Collection

There are many ways to collect consumer data, but since each domain requires a
different type of data, data collection methods vary between them.

Demographic data can either be directly asked from the customer through surveys
or be bought from data resources such as social media, census. Psychographic data
is the least readily available data and contains sensitive personal data; therefore,
it must be directly obtained from the users. Behavioral data is obtained through
analysis of users’ actions—be it clicks on advertisements or purchase habits, etc.
Lastly, obtaining geographic data is a one-step process since it includes only the
location.
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5.2 Data Preprocessing

The raw data collected needs to be processed before analysis and segmentation. This
involves removing outliers, null values, duplicates, and corrupted data. Principal
component analysis also needs to be performed to compute the principal compo-
nent and change the dimensionality of the data by selecting the first few principal
components and ignoring the rest.

This ensures that machine learning algorithms are not overburdened and makes
data visualization easier.

5.3 Data Analysis

In statistics, exploratory data analysis is an approach to analyzing datasets to summa-
rize their main characteristics, often using statistical graphics and other data visual-
ization methods [6]. EDA is a valuable tool that is used to analyze the data at hand
and develop a model based on which the machine learning algorithm is performed.

Mainly performed in two ways: univariate analysis—for data consisting of a single
variable—and multivariate analysis (aka relationship analysis)—for data consisting
of more than one variable.

Data visualization is a major step involved in EDA, different forms of visualization
of data include—box plots and histograms (for univariate analysis)—scatterplot, and
bar charts (for multivariate analysis) (Fig. 7).

Fig. 7 Exploratory data
analysis
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5.4 Segmentation

This is the main step in the whole process. This involves performing machine learning
algorithms to obtain the segments and various fields attributed to it. There are several
ways to perform segmentation (some do not involve machine learning), but to achieve
the highest efficiency, some are more suitable to a type of segmentation than others.

But, before segmentation is performed, we need to find the optimal number of
clusters or segments. This can be done using hyperparameter tuning and elbow
method.

Parameters that define the model architecture are referred to as hyperparameters,
and thus, this process of searching for the ideal model architecture is referred to as
hyperparameter tuning [8]. When it comes to clustering algorithms, the hyperparam-
eter in question is the number of clusters that need to be made. This is performed
with the help of the elbow method.

These methods are discussed in the next section (Fig. 8).

6 Methods Available

There are many ways to perform customer segmentation; in this article, we will
mainly focus on how machine learning algorithms compare in terms of usability and
efficiency for segmentation.

Fig. 8 Customer

segmentation process Data Collection

Data Pre-Processing

\'4

| Data Analysis '

Y
Segmentation
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Fig. 9 Rule-based segmentation

6.1 Rule-Based

Rule-based segmentation is based on criteria such as Boolean logic or thresholds and
is often two-dimensional; this is traditionally the easiest type of targeting for many
professionals, as one can do it by filtering in Excel, e.g., marketers have traditionally
segmented customers based on heuristics such as the industry, company size (in B2B)
or age, income, etc. in B2C [3]. This follows an ‘if A then B’ type of rules and forms
an algorithm (Fig. 9).

6.2 Supervised Clustering with Decision Tree

This method uses a specific target or dependent variable, and the target would predict
differences in independent variables (input). Data utilized in this method is previous
purchase patterns and customer demographic. The algorithm used is the decision
tree with the target on their nodes. According to Baer, although this method connects
the target with the other customer attributes, it shows only one aspect of customer
behavior [4]. This is used for demographic and behavioral segmentation [13, 14].
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Cost

Fig. 10 Elbow method

6.3 k-means

First, for each centroid, the algorithm finds the nearest points (in terms of distance
that is usually computed as Euclidean distance) to that centroid and assigns them to
its category. Second, for each category (represented by one centroid), the algorithm
computes the average of all the points which has been attributed to that class. The
output of this computation will be the new centroid for that class [5]. To find the
optimal number of clusters, we use the elbow method (hyperparameter tuning). The
elbow method is a heuristic used in determining the number of clusters in a dataset.
The method consists of plotting the explained variation as a function of the number
of clusters and picking the elbow of the curve as the number of clusters to use [9].
This algorithm is the best algorithm for behavioral segmentation (Figs. 10 and 11).

6.4 k-prototype

K-prototype is a clustering method based on partitioning. Its algorithm is an improved
form of the k-means and k-mode clustering algorithm to handle clustering with mixed
data types [10]. It is used for datasets that have both numerical and categorical data
types. For numerical data types, it uses the k-means algorithm and calculates the
average after each iteration. For categorical data types, it uses the k-mode algorithm
which calculates Euclidean distance from each cluster center and calculates modes
after each iteration. To find the optimal number of clusters, we use the elbow method.
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6.5 k-medoid (PAM)

A problem with the k-means and k-means++ clustering is that the final centroids are
not interpretable. The idea of k-medoids clustering is to make the final centroids of
the actual data points. This result makes the centroids interpretable [12].

The working is the same as the k-means, and the only difference comes in the
updating centroids step in between iterations. Instead of computing the mean of
points in a cluster (like in k-means), we swap the previous centroid with all other
(m—1) (if there are m-point in a cluster) points from the cluster and finalize the point
as new centroid that has a minimum loss [12] (Table 1).

7 Conclusion

We discussed several ways a company profits from customer segmentation, its
methodology, and various ways it can be performed. Even though there are many
types of and any ways to perform customer segmentation, the purpose of each remains
the same to personalize a business service and experience for its customers. For the
last two decades, market segmentation has taken over every big and small company’s
marketing scheme. Every corporate has a data analyst in its marketing department.
It is left to be seen what the future holds for artificial intelligence incorporated with
business.
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Table 1 Methods for customer segmentation

R. Gupta et al.

Method

Working

Advantage

Disadvantage

Business rule-based

Traditional targeting by
filtering in Excel

Easy to apply, use
database query

Tends to rely on
heuristics developed
over time and is slow
to adapt to changes [3]

Supervised clustering
with decision tree

Uses a dependent
variable to predict
differences in
independent variables

Classify customers
according to target

Uses one variable to
cluster

k-means clustering

Uses unlabeled data to
find a significant
number of clusters

Uses’ any number of
customers’ attributes

Speed of computation
depends on k-values

Hierarchical Initially treats each Relatively Very high time
clustering observation as a cluster, | straightforward to complexity compared
then repeatedly merges | program, no need to | to k-means
two similar clusters specify the number
of clusters required
PAM clustering Finds a sequence of Effectively deals with | Since the first
(k-medoid) objects called medoids | the noise and outliers | k-medoids are chosen

that are centrally
located in clusters, and
clusters are constructed
by assigning each
observation to the
nearest medoid

present in data

randomly, different
results may be
obtained on the same
dataset

k-prototype

Combines working of
k-means (for numerical
values) and k-modes
(for categorical values)
algorithms

Can be applied to
datasets with mixed
data types, whereas
k-means can be
applied to only
numerical data types

Unclear what weights
have to be given to
categorical variables
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Fish Species Classification Using )
Convolutional Neural Networks e

Nishat Fatima and Vrinda Yadav

1 Introduction

Seafood is popular in a variety of meals, particularly in seaside countries, due to its
flavor and nutritional value [1]. Numerous sectors depend on the ability to classify
fishes based on their traits. Environmental pressures such as global warming, marine
responses to climate change, and pollution, as well as cultural pressures such as
unregulated and overfishing, and sustainable use of marine natural resources have an
increasing impact on fish populations [2]. The ramifications of these events account
for the urgency of developing a standardized, cost-effective, and reliable system for
monitoring fishes across habitats.

Due to its importance in oceanography and marine research, fish recognition is
one of the essential underwater object detection problems. Academic scholars, ocean
scientists, and biologists can benefit from fish species recognition by conducting
various experiments, analyzing the result, and concluding their findings.

Manual methods for classifying fishes can be time-consuming, necessitating
substantial sampling efforts which are harmful to the marine environment. They
may be expensive and produce limited data, and a scarcity of fish experts could lead
to erroneous and subjective identification.

On the basis of scope, fish species classification can be classified into three
application categories [3]:

e Identifying the species of dead fish. For example, in the industry, conveyor belt
classification.
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e Recognizing fish species in an artificial habitat. For example, aquariums, water
tanks, etc.
e Recognize fish species in their natural habitat. For example, sea, ocean, etc.

Automated systems can assist in classifying fish species. For fish identification
and to improve present approaches, there has been an increasing interest in utilizing
electronic monitoring, electronic reporting, and artificial intelligence in this area of
research. These techniques are portable, non-invasive, efficient, and non-destructive
and they can produce high-resolution and high-quality images at a low cost. The
recognition of fish species is a multiclass classification problem [4].

Machine learning algorithms may be applied to target effective fish species identi-
fication and segmentation. Fish classification is critical for understanding how species
interact with one another and with the surrounding marine environment. While signif-
icant progress has been made in categorizing fish species in a controlled environment,
there is still more work to be done.

When scientists use their previous knowledge to check spoiled fishes through their
sense of sight, they frequently make subjective choices, which may result in spoiled
seafood being sold. Hence, developing an automated system to solve the problem of
spoiled fish detection while also reducing the financial strain on vendors is essential.
Before differentiating fresh from ruined fish, an automated classification of fish types
is required.

In the classification of fish species, our proposed model achieved a 99.89% accu-
racy against the mean accuracy of 98.74% for the large-scale fish dataset [1], in which
they fed the gray-level co-occurrence matrice’s (GLCMs) “contrast” and “energy”
features to a support vector machine (SVM). GLCM presents how frequent distinct
grayscale intensities of pixels appear in an image [5], whereas in our proposed model,
amodified MobileNetV2 model which is a convolutional neural network is employed.

The paper is structured as follows: Sect. 2 summarizes previous research in this
domain; Sect. 3 describes the methodology used in our work; and Sect. 4 summarizes
the experimental findings by visualizing the results. The conclusion and future work
are discussed in Sect. 5.

2 Related Work

This section describes the previous research work addressing the problem of fish
species classification.

Rathi et al. [6] used a novel technique based on convolutional neural network
(CNN), deep learning, and image processing to achieve an accuracy of 96.29% via
Otsu’s thresholding, morphological operation, pyramid mean shifting, and CNN.

Abdullah et al. [2] showed an improvement on a previously built model [6]. The
performance of their model was demonstrated with real-world data from a research
organization called The Nature Conservancy. The model achieved an accuracy of 3%
higher than that of the Rathi et al. [6].
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Vaneeda et al. [7] designed a novel training method based on realistic deep vision
simulation. Using a deep vision trawl camera system, they automated the classifi-
cation of species present in images through a deep learning neural network. On a
dataset of images acquired from a conventional fisheries survey, using a commer-
cially accessible camera system, the model was able to recognize fish species with
up to 94% accuracy.

Aminul et al. [8] presented a hybrid local binary pattern (HLBP), which is a
hybrid feature descriptor based on adaptive thresholds that extracts sign and magni-
tude from an image using a single channel. The hybrid local binary pattern (HLBP)
achieved accuracy of 94.97%. Also, they used different kernels of support vector
machines (SVMs) for classification and compared results with HLBP with well-
known feature descriptors such as local binary pattern (LBP), local gradient pattern
(LGP), noise adaptive binary pattern (NABP), CENTRIST, discriminative ternary
census transform histogram (DTCTH), and local adaptive image descriptor (LAID).

Ricardus et al. [9] proposed fish species identification by an image enhancement
model applied to the backpropagation neural network by choosing an appropriate
interpolation method and an appropriate configuration of backpropagation neural
network (BPNN), and accuracy obtained was 90.24%.

Deepetal. [10] proposed a hybrid convolutional neural network (CNN) framework
that uses CNN for feature extraction, support vector machine (SVM), and k-nearest
neighbor (k-NN) for classification. They used hybrid convolutional neural network
(deep CNN-SVM) deep CNN-KNN. The framework using deep CNN-KNN achieved
an accuracy of 98.79%.

Shubhi et al. [11] proposed a deep convolutional networks-driven classifica-
tion algorithm (DCNDCA) which incorporated the efficiency of deep convolutional
neural networks with the scalability and flexibility of other algorithms, making it a
reliable and adaptable system in various scenarios. Preprocessing inputs data by
locally linear embedding using Hessian eigenmaps. The accuracy achieved was
95.8%, with partially trained CNN models being trained on a multinomial Naive
Bayes classifier in cascade.

An improved image-set matching approach is implemented by Snigdhaa et al.
[4], in which graph-embedding discriminant analysis was used to achieve 91.66%
accuracy. Implementation was done by computing the Gram matrix, the within class
and between class graph similarity matrices. They solved the maximization problem
by eigendecomposition, and the projection matrix obtained had eigenvectors sorted
in a descending manner.

Shoaib et al. [12] attempted to compensate for the lack of labeled data by using
pre-trained deep neural network models. The purpose of their research was to use
deep learning techniques to solve fine-grained fish species classification, and they
achieved a 94.3% of overall accuracy. A cross-layer pooling technique was devised
that uses a pre-trained CNN for classification and a support vector machine for
classification (SVM). They introduced an automatic method for fish species catego-
rization in videos captured in uncontrolled underwater environments that uses current
pre-trained deep neural network models.
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The goal of Zhou et al. [13] was to investigate the object detection scheme under
real sea water through an autonomous underwater vehicle (AUV) built-in digital
camera. Their methods include data augmentation CNN, dropout algorithm for over
fitting problems, and refine loss function by YOLO. An accuracy of 99% was achieved
via their method.

The dataset used in the papers [2, 4, 6-13] is the Fish4Knowledge dataset [14],
which includes underwater images of the fishes as well as binary masks to separate
the fishes from the background. Our model and [1] were constructed on the images
taken from the dataset “A Large-Scale Fish Dataset” [1].

Table 1 exhibits the comparison between the list of papers [1, 2, 4, 6—13] explained
in this section. Table 1 is constructed against four columns consisting of serial
number, list of papers, technique used, and the accuracy achieved in each paper
and dataset used.

Table 1 Comparison with related work

S.No | List of papers Technique used Dataset used Accuracy achieved
(%)

1 Rathi et al. [6] Otsu’s thresholding, | Fish4Knowledge |96.29
morphological dataset [14]
operation, pyramid
mean shifting with
CNN

2 Abdullah et al. [2] | Convolutional neural | Fish4Knowledge |98.6
network, deep dataset [14]
learning, and image
processing

3 Vaneeda et al. [7] Deep learning neural | Fish4Knowledge |94
network dataset [14]

4 Aminul et al. [8] Hybrid local binary | Fish4Knowledge | 94.97
pattern (HLBP) dataset [14]

5 Ricardus et al. [9] | Backpropagation Fish4Knowledge |90.24
neural network dataset [14]
(BPNN)

6 Deep et al. [10] Hybrid convolutional | Fish4Knowledge | 98.79
neural network dataset [14]
(CNN)

7 Shubhi et al. [11] Deep convolutional | Fish4Knowledge | 95.8
networks-driven dataset [14]
classification
algorithm
(DCNDCA)

8 Snigdhaa et al. [4] | Graph-embedding Fish4Knowledge |91.66
discriminant analysis | dataset [14]

(continued)
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Table 1 (continued)

S.No | List of papers Technique used Dataset used Accuracy achieved
(%)
9 Shoaib et al. [12] Pre-trained deep Fish4Knowledge |94.3
neural network dataset [14]
models
10 Zhou et al. [13] Data augmentation Fish4Knowledge |99
CNN and refine loss | dataset [14]
function by YOLO
11 Ulucan et al. [1] Gray-level A large-scale fish | 98.74
co-occurrence dataset [1]

matrices (GLCMs)
“contrast” and
“energy” features to a
support vector
machine (SVM)

12 Our work Pre-trained A large-scale fish | 99.89
MobileNetV2 dataset [1]
convolutional neural
networks’ model

3 Methodology

CNNs are image processing systems based on the human visual system and the
brain’s biological structure. The main layers of a CNN include an input layer, a
convolutional layer, a non-linearity layer, a pooling layer, and a fully connected
layer. The convolutional and fully connected layers have parameters, but pooling
and non-linearity layers do not have parameters [15]; the number of layers and their
sequence are determined by the difficulty of the challenge at hand. MobileNetV?2 is
used as a pre-trained network because training an end-to-end network takes longer
duration. The epoch number is set to 25, and the size of the batch is set at 32. The
flowchart in Fig. 1 shows the steps that are followed in the research.

3.1 Dataset

The scarcity of publicly available datasets including regularly used fish image
samples is a significant barrier in fish classification investigations. Existing databases
include photos of fish captured underwater, as well as fish species that are not
commonly consumed.

Alarge-scale fish dataset [1] is a collection containing the images of eight different
fish species popular in Turkey’s Aegean Region and shrimp purchased from a super-
market’s seafood department. There are nine different types of seafood (eight types
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of fishes and shrimp) in the dataset. There are 1000 augmented images and their
pairwise augmented ground truths for each class.

The ratio of training to test data is 7:1. Figure 3 shows randomly selected images
of fishes from the dataset which includes trout, red mullet, Black Sea sprat, hourse
mackerel, gilt-head bream, sea bass, red sea bass.
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Hourse Mackerel

Black Sea Sprat

Galt-Head Bream

Sea Bass

Gilt-Head Bream

Fig. 3 Large-scale fish dataset [1]

3.2 Approach Used

The steps in Fig. 4 are explained next.
Step 1: Preprocessing the Data

The images within the dataset were pre-processed before being fed to the CNNs. The
steps were:

Load the dataset in directory and get its file path and labels in a list form. Convert
the list into series for both file path and labels, combine them into one series, and store
it under a directory. Drop the ground truth (GT) images from the dataset. Shuffle the
data frame, reset the index so as to prevent index from creating columns containing
old index entries. Show the result of the data frame through head function. Display
15 images from the dataset with their respective labels.

Step 2: Load the Images with a Generator

Loading the images with a generator, and separating the entire dataset into batches for
training, testing, and validating the data. Training set has 5085 images belonging to
nine classes, the testing set has 2725 images, and the validation set has 1271 images
belonging to nine classes. The output results in a tuple of (x, y), where x is a numpy
array containing a batch of images and y is a numpy array of corresponding labels.

Step 3: Load the Pre-trained MobileNetV2 Model

Convolutional neural networks’ features (CNNsFs) are used to extract numerous
characteristics such as edges, blobs, and microscopic details in the paper. It is centered
on an inverted residual structure, with bottleneck levels connected by residual connec-
tions. The intermediate expansion layer filters features with lightweight depthwise
convolutions as a source of non-linearity. The architecture of MobileNetV?2 consists
of a fully convolutional layer with 32 filters, followed by 19 residual bottleneck layers.
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The MobileNetV2 model as shown in Fig. 2 comprises 53 convolution layers and a
single AvgPool with a giga floating point operations per second (GFLOP) of 350. It is
made up of two primary parts: residual block inverted and residual block bottleneck.
In the MobileNetV2 used in the paper, there are two types of convolutional layers: 3
x 3 depthwise convolution and 1 x 1 convolution [16].

Each block is made up of three layers: 1 x 1 convolution (CONV2D) and depth-
wise convolution (DWCONV2D) with ReLU6 and 1 x 1 convolution without any
linearity. The model has weights trained on ImageNet with global average pooling
applied to the output layers of the last convolutional block. Freeze the convolutional
base and use it as a feature extractor, so as to prevent the weights in a given layer
from being updated during training the data.

Figure 4 explains the layers and parameters of each layer in the modified version
of MobileNetV2 pre-trained model with layers being: convolution (CONV2D),
batch normalization (BN), ReLU, depthwise convolution (DW-CONV2D), depth-
wise batch normalization (DW-BN), depthwise ReLU (DW-ReLU). The main differ-
ence between our model and the pre-trained model is the addition of two dense layers
(128 as dimensionality of the output space) with activation function “ReLLU” as shown
in Fig. 4.

Step 4: Test and Train the Model

Seventy percent of the images are randomly used for training the algorithm, while
the remaining 30% are used to test the algorithm. We train the pre-trained model with
two dense layers of 128 filters and ReLU activation function and then the final layer
with a Softmax activation function for nine classes (Black Sea sprat, trout, striped
red mullet, shrimp, gilt-head bream, sea bass, red mullet, hourse mackerel, and red
sea bream) and specify the input and output. The trained model is tested against the
30% of the randomly selected images from the dataset.

Step 5: Compile and Fit the Model

Compile the entire model with ADAM optimizer and categorical cross-entropy loss.
Fit the model with epoch as 25 with early stopping so as to avoid the overfitting
situation.

4 Results and Discussions

The test accuracy achieved by our model is 99.89% and the test loss is 0.0038%.

The loss graph and accuracy graph plotted for our model are shown in Figs. 5 and
6, respectively.

A confusion matrix is a (N * N) table, where N is number of target classes, that
is used for evaluating a classification model (or “classifier’s””) performance on a set
of test data, for which the true values are known. Figure 7 shows the confusion (9 *
9) matrix for our model for fish species classification.
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Fish species recognition is an important underwater object detection challenge due to
its importance in oceanography and marine research. The existing model to classify
fish species into nine different classes, namely trout, red mullet, Black Sea Sprat,
hourse mackerel, gilt-head bream, sea bass, red sea bass for the large-scale fish
dataset achieved an accuracy of 98.74% using a support vector machine (SVM). In
this paper, we modified MobileNetV?2 architecture by adding two dense layers (128
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as dimensionality of the output space) with activation function “ReLLU” and achieved
an accuracy of 99.89% for the large-scale fish dataset.

We are optimistic about the transferability of this model to other real-world

datasets and the potential of using it for high-level classification of fishes. In the
future, more images and classes can be added in the dataset for better accuracy.
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Disease Detection in Tomato Leaves )
Using Raspberry Pi-Based Machine oo
Learning Model

Jagdeep Rahul, Lakhan Dev Sharma, Rishav Bhardwaj,
and Ram Sewak Singh

1 Introduction

India has the second-highest population in the world, and of this, nearly 70% of
people rely on agriculture for their living, either directly or indirectly. Because of
our wide climatic variations, they grow various types of cash crops and food crops,
such as wheat, rice, and mangos [1]. Farmers have to face many difficulties, but one
major difficulty is identifying plant disease. Plant disease detection by seeing is a
more time-consuming and inaccurate process that can only be performed in specific
domains. Using an automated detection approach, on the other hand, requires less
efforts, less time, and improves accuracy. Some colour spots, early and late scorch,
and various fungal, viral, and bacterial diseases are common in plants. Artificial
intelligence-based approaches may be used to identify and classify plant diseases
automatically as method used in signal processing with AI [2-6]. Today, most plant
disease detection is done mostly by just seeing the plants and guessing the disease.
Then, they use different pesticides for that disease. Sometimes it works, but many
times it can’t guess. It leads to the wrong and unnecessary use of chemicals, and the
original disease is still present there. It results in more losses for farmers. Their crop
is damaged. They have financial losses from buying pesticides, and their crops are
also poisoned by these chemicals. We have some methods to detect diseases, but they
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are costly, take time, and one needs to go to laboratories for testing. So, we have used
image processing and machine learning method to solve this problem. We utilized
the k-nearest neighbour (KNN) algorithm with an implementation on the Raspberry
Pi using a camera.

2 Literature Review

The method proposed in [7] was developed for plat disease detection which converts
the RGB images to H, I3b, and I3a images. Method in [8] has used the k-means
clustering algorithm and the Otsu method for analysis of infection in leaves. The
extracted features such as texture and shapes from images can be used for classifica-
tion of plant diseases [9]. The Gabor filter was utilized for extracting the features and
performed classification using ANN (artificial neural network) in [10]. The method in
[11] proposed a system which works with the help of an Android phone for detection
of the diseases. In this, a person takes and collects pictures of wheat plants using their
smart phone and sends those photos to the system for disease diagnosis. Sannakki
et al. [12] has detected the disease in grape leaves which used a technique based
on feeding forward and backward engendering neural networks. Good quality grape
leaf photos were used by them for diagnosing the disease. Method in [13] proposed
a system for the detection of anthracnose and downy mildew disease in watermelon
leaves. That has used a framework based on the neural system. To establish the
proposed system’s accuracy, the real positive and negative rates were calculated.
In [14], researchers developed a technique for the automated classification of leaf
diseases using high resolution multispectral and stereo pictures. The recognition and
classification of disease on cereal plants based on visual symptoms such as colour and
texture features which are affected by fungus-based diseases were proposed in [15].
For this, they used support vector machines (SVM) and artificial neural networks
(ANN). In paper cotton leaf, disease detection was performed using pattern recogni-
tion algorithms in [16] has employed a back propagation neural network to identify
the condition. The method in [17] has investigated several divisions and emphasized
extraction methods that may be used to diagnose plant diseases using a photograph of
their leaves. The disease identification in Malus domestica was implemented using
an efficient technique such as k-mean clustering, texture, and colour analysis in [18].
It uses the texture and colour characteristics that usually appear in affected regions
to distinguish and identify distinct agriculture. Method in [19] demonstrated that
in cucumber plant leaves, two forms of fungus are found: P. cubensis and S. fulig-
inea. To describe their infection, they have used a 3-layered ANN model. The work
proposed in [20] utilized deep learning to construct a classifier for disease detection.
It also proposed the idea of localizing the regions affected by the disease and helping
to recognize the disease. The author utilizes data sets from Good Fellow, Bengio,
and other publications. For compact devices, further research is needed to minimize
the processing and size of deep models. An image processing technique was devel-
oped to identify betel vine rot disease in [21]. To diagnose and observe peripheral
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disease characteristics, they used vision-based approaches. Identification is depen-
dent on colour characteristics of the rotted leaf area disease. In this technique, authors
selected the “Bangla desi” variants of betel vine. Mokhtar et al. [22] proposes feature
extraction technique using Gabor wavelet transform techniques from tomato leaf. To
detect leaf illnesses, they used SVM. For research purposes, images of actual tomato
leaf samples were used, as well as the author’s observations of two forms of tomato
leaf disease, namely early blight and powdery mildew.

3 Proposed Methodology

Block diagram of the proposed methodology is given in Fig. 1. The image of the leaf
is taken through a webcam, which is attached to a Raspberry Pi. The image is further
processed by a Raspberry Pi-based machine learning model, and a decision is taken.
The data set used in the proposed model for comparing images is taken from [23].

Start The device

Send the image to
raspberry pi for image
processing

Compare with

Dataset
i . e If disease No Display leaf
Display the disease b healthy

End
n End

Fig. 1 Process flow diagram of the proposed model
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3.1 Image Acquisition

Image acquisition is the operation of acquiring an image from a source, often hard-
ware devices such as cameras, sensors, and so on, in image processing and machine
vision. Itis the first and most critical stage in the workflow sequence since the system
cannot process anything without a picture.

In this step, we have captured an image using a camera and large number of
different infected and healthy leaves of that particular plant to create a big data set
which has been used for training purposes. The image should be good, and there
should be ample lighting and good resolution.

3.2 Image Segmentation

In image segmentation, we removed all the background from the image and keep
only the leaf part. The numerous segmentation techniques that range from basic
thresholding to sophisticated colour image segmentation techniques can be used.
These pieces typically refer to anything that can be isolated and treated as individual
objects by humans easily. In general, the more precise the segmentation is, the more
likely it is to succeed with recognition. We have used the segmentation method of
Otsu [24] in the proposed work. Otsu’s technique, named after Nobuyuki Otsu, is used
to conduct automated picture thresholding. The algorithm returns a single intensity
threshold in the simplest form, which divides pixels into two classes: foreground and
background are shown in Fig. 2.

To eliminate noise from the image, we utilized a variety of functions. To obtain
an HSV picture, we utilized the HSV function. In this method, we used Gaussian
blur and canny edge detection [25-27].

Fig. 2 a Infected leaf (after
segmentation). b Healthy
leaf (after segmentation)

(a) (b)
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3.3 Feature Extraction

This is one of the most crucial techniques. First, we transform the RGB picture to a
greyscale image. For this technique, we employed a grey-level co-occurrence matrix
(GLCM) [23]. This matrix provides us with colour and texture characteristics for
recognition and categorization. These colour and texture features were then supplied
into the classifier for training. The GLCM consists of three key phases. The first RGB
colour image is converted to an HSI image. Secondly, GLCM is generated from the
HIS image. And lastly, texture features from GLCM are generated [28]. Following
features were used in this study.

Shape Based Features

The area of a segmented picture is the total number of pixels. The number of border
pixels on the leaf margin is referred to as the leaf perimeter. Aspect ratio refers to
the relationship between a leaf’s physiological length and physiological breadth.
Rectangularity is the resemblance of a rectangle to a leaf, where L is the length, W
is the breadth, and A is the leaf area; the formula is (L*W)/A.

Features that are dependent on texture

The angular second moment (ASM) is a metric that quantifies orderliness, or how
regular or orderly the pixel values in a window are. The sum of squares of all elements
in the GLCM is obtained by using energy. The image entropy is a metric for deter-
mining the image’s degree of uncertainty (variations) which determines the grey-level
co-occurrence matrix’s local variations. The features equations are represented from
Egs. (1) to (5).

Features Equations

N-1
Energy = Z (P,~)1>|<2 D
i,j=0
N-1
Entropy = Z ln(P; -)P," 2)
i,j=0
N-1
Contrast = »  P;(i — j)? (3)
i,j=0
N-1 Iy
Homogeniety = Z — 4)
ol =G=0
N-1 P
Correlation = —_—) 5
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i,j=0
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P;; = Element i, j of the normalized GLCM

N = Number of grey levels in the image as specified by number of levels in
under quantization

U = GLCM mean

o = Varience of all intensities.

3.4 Data Set Used

The tomato is the plant that has been considered (Solanum lycopersicum). We
collected 341 bacteria-infested leaves, 355 healthy leaves, and 269 infected leaves.
In total, we examined 965 leaves.

3.5 Hardware Implementation

Raspberry Pi: In order to connect the Raspberry Pi to a computer display or television,
a conventional keyboard and mouse are used. It’s a small, powerful computer that
lets anybody learn Scratch and Python programming. It can do everything a laptop
can do, including browsing the Internet, streaming HD video, spreadsheets, word
processing, and football. It runs on Broadcom BCM. It has many GPIO to interact
with the outer world through sensors. It has an inbuilt Wi-Fi adapter, a USB jack, and
other peripheral devices. The function of the Raspberry Pi is to do image processing
and classification. An image of the working model is shown in Fig. 3.

Fig. 3 Demonstration of working model
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3.6 Classification

K-nearest neighbour (KNN): It is one of the easiest learning algorithms for computers
based on supervised learning methods. This is a nonparametric algorithm, which
means that the underlying data [29] does not require any predictions. This is some-
times referred to as a lazy learner method, because rather than storing the information,
it learns directly from it and performs an action on it during classification [30-33].
It makes the assumption that the new case/data and the existing cases are equivalent
and assign the new case to the category that is closest to the existing categories.
This algorithm stores all the data available and, depending on the similarities, clas-
sifies a new data point. This implies that when new data becomes available, it may
be promptly sorted into a well-suited group using the KNN algorithm [34]. At the
training stage, the algorithm simply keeps the data set and then classifies the data as
it gathers new data into a group that is fairly similar to the present data.

4 Results

The algorithm and methodology used in this work were implemented using Python
on the Raspberry Pi. We took 80% of the data as training and 20% as testing data.
We tested for various K values, such as 5, 7, and 3. We got the best precision and
accuracy at K = 5. This gave precision and accuracy of the algorithm. The precision
for bacterial detection is 98%, 97% for healthy detection, and 93% for virus detection.

Table 1 shows that we collected 341, 355 samples of bacterial, healthy, and viral
infection, respectively. We achieved precision 93% on virus, 97% in healthy, and 95%
in bacterial. Recall was obtained 99% in bacterial, 97% in healthy, and 98% in virus.
F1 score was 97% in bacterial and healthy and 95% in virus. The result shows overall
Precision was 96%. The proposed method is compared with the existing models in
Table 2.

Table 1 Result using KNN-based model

Precision (%) Recall (%) F1 score (%) Support
Bacterial 95 99 97 341
Healthy 97 97 97 355
Virus 93 98 95 269
Accuracy 96
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Table 2 Comparison with existing techniques

Name of project Method Accuracy (%)

Neural Network Analysis was SPSS and MATLAB’s neural network 75
used to classify watermelon leaf | pattern recognition toolbox
diseases [13]

Quick and accurate plant disease | ANN 83
detection and classification [14]

Using colour texture features, Recognition using support vector 77.5
classification of fungal disease machines (SVM) and artificial neural
symptoms on cereals [15] networks (ANN)

Cotton leaf disease pattern Back propagation neural networks 85

recognition [16]

Our proposed system Use of KNN for disease detection 96

5 Conclusion

In this work, we proposed an image processing and k-nearest neighbours (KNN)-
based algorithms to detect plant disease with an implementation on the Raspberry
Pi. From this research, we can conclude that implementing this approach will have a
positive impact on the lives of our farmers and their families. We will save labour and
time that would have been squandered due to plant disease if we used this method.
The work done here incorporates both image processing and pattern recognition
approaches to classify crop diseases. We can also add features such as suggesting
preventive measures to stop that disease or showing pesticides for that disease.
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1 Introduction

Agriculture is the most important source of country’s livelihood and development.
According to the United Nations Food and Agriculture Organization (UNFAO)
report, the world’s population will quadruple by 2050 [1]. The developing country
like India has to increase its agricultural production to manage its rapid rise of birth
rate. To raise the productivity and efficiency and to minimize the challenges that
farmers face in agriculture, tremendous mechanical and chemical progress has been
made. One of the main causes of productivity reduction is crop diseases. The growth
of crop diseases increases in recent times due to drastic climate variations and lack
of immunity in crops. This may ultimately decrease the cultivation, cause large-scale
demolition of crops and eventually lead to financial loss of farmers. The identification
and treatment of crop diseases have become a major challenge due to hasty growth
in variety of diseases and inadequate knowledge of farmers. In traditional farming, a
huge team of experts with expensive time-consuming crop disease diagnosis process
is required owing to texture and visual similarities of plant leaves.

To reach excessive yields and healthy plants, farmers throughout the world
struggle to prevent and eliminate numerous diseases from their crops. Each crop
is susceptible to specific sicknesses which have an impact at the excellent and final
yield capacity [2]. Recent technological advancements have had a great impact in
enhancing the quality of agriculture. The Internet of Things (IoT)-based solutions
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can automatically maintain and monitor the agricultural farms with minimal human
intervention.

The synergistic evolution and application of techniques like artificial intelligence
(AI), deep learning (DL) and IoT have gathered the attention of researchers to make
predictions for agricultural applications. Healthy crops can increase the productivity
to an extent. Hence, computer vision-based models are in need to monitor the crops,
detect and predict the crop disease and to provide the way to solve this problem.

In this research work, a variety of crop diseases and various existing smart
farm techniques for identifying them are reviewed. This paper is organized into the
following sections. Section 2 discusses various crop diseases. In Sect. 3, the existing
crop disease detection techniques are reviewed and analyzed. Finally, the conclusion
and the future direction of the research work are made in Sect. 4.

2 Crop Diseases

Crop diseases are a vast yield and quality constraint for growers of crops. Crop
disorder includes any dangerous deviation or alteration from the everyday functioning
of the physiological approaches. Therefore, diseased crop suffers disturbances from
normal process and their essential capabilities. The crop diseases are grouped by the
type of causative agent as follows [3, 4].

2.1 Fungal Diseases

Fungal represents a wide variety of plant pathogens and responsible for serious
plant diseases. Most vegetable illnesses are induced with the aid of fungal. They
damage plant life via killing cells or inflicting plant stress. The sources of fungal
infections are infected seeds, soil, crop debris, nearby vegetation and weeds. Fungi
are unfolding by wind and water splash and through the motion of contaminated
soil, animals, workers, machinery, tools, seedlings and other plant materials. Various
fungal diseases, crops to be affected and the factors conducive to spread are listed in
Table 1.

2.2 Bacterial Diseases

Pathogenic bacteria which are capable of multiplying quickly can spread many
serious diseases on crops. They penetrate through the plant via insects and different
pathogens. Infection includes excessive humidity, crowding, and terrible air circula-
tion, plant stress prompted by the way of over-watering, under-watering, or irregular
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Table 1 Crop fungal diseases

Fungal disease Image Crops affected Factors conducive to
spread
Black spot Rose leaves Temperature range
(20-27 °C)
Rust Snapdragons, beans, Epidemiological factors
tomatoes and lawns
Botrytis blight Celery, lettuce, beans, | 1. Temperature range
brassicas, cucumber, (50°-60 °F)
capsicum, tomato 2. High relative
humidity
3. Dead or dying plant
tissue
Powdery mildew Cucumber, pumpkin, Low relative humidity

beetroot, potato, herbs,
peas, bitter melon,
tomato, capsicum,

cabbage

Anthracnose Lettuce, celery, beans, | Hot and humid
cucurbits, tomato, environmental
capsicum, potato conditions

watering, negative soil health, and poor or extra nutrients. The bacterial diseases,
crops to be affected and the factors conducive to spread are listed in Table 2.

2.3 Viral Diseases

Viruses are usually transmitted from one plant to another by means of living organism
referred as vector or carrier. The most sizeable vectors of plant viruses consist of
aphids, whiteflies, thrips and leafhoppers, which have piercing sucking mouth parts
that permit the bugs to access and feed on the contents of the plant cells. Virus
can also be transmitted by other insects, mites, nematodes, fungi, infected pollen
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Table 2 Crop bacterial diseases
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Bacterial disease Image Crops affected Factors conducive to
spread
Black rot Brassicas Warm and wet
conditions
Bacterial canker Tomato, capsicum, 1. Moderate
chilli temperatures

2. High humidity

Bacterial soft rot

Tomato, capsicum,
potato, sweet potato,
carrots, herbs

‘Warm and wet
conditions

Bacterial leaf
spot/bacterial spot

Lettuce, cucurbits,
tomato, capsicum

1. Overhead irrigation
2. Windy conditions

Bacterial speck Tomato 1. Humidity
2. Overhead irrigation
Bacterial brown Beans Cool, wet and windy

spot

conditions
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or vegetative propagating material, contact between plants and contaminated seeds.
The viral diseases, crops to be affected and the factors conducive to spread are listed
in Table 3.

3 Crop Disease Detection and Classification
Techniques—Review

A literature review carried out on existing crop disease detection and classification
is presented in this section. This review is grouped as:

e Crop disease detection methods with IoT
e Crop disease detection methods without IoT.

3.1 Crop Disease Detection Methods Without IoT

Various existing crop diseases’ detections without IoT techniques reviewed are
described in this section.

Bhimte and Thool [5] proposed an automatic cotton leaf disease diagnosis system
using SVM classifier. Cotton leaf images are received by digital camera. Then,
preprocessing techniques such as image cropping, resizing, color transformation,
contrast enhancement and filtering are applied to enhance the quality of images.
After preprocessing, the images are segmented by k-means clustering using color.
Texture statistical features are extracted from segmented image using gray-level co-
occurrence matrix (GLCM). Finally, the two diseases, namely bacterial blight and
magnesium deficiency, are identified using multiclass SVM classifier based on the
extracted features with 98.46% accuracy.

Das et al. [6] proposed a model to identify different types of diseases using support
vector machine (SVM) classifier. The tomato leaf images are taken from Kaggle
dataset and web. Initially, the dimension of each image is reduced and converted to
grayscale image. Then, the leaf images are segmented by masking and thresholding
techniques, and the texture features are extracted using Haralick algorithm. Finally,
three different machine learning algorithms such as logistic regression, random forest
and SVM have been used to classify the leaf images. Out of these three models, SVM
produces better result in identifying healthy leaf from an unhealthy one with 87.6%
accuracy.

Padol and Yadav [7] acquired the images using digital camera from different
regions like Pune, Nasik and some of the images are taken from internet. The noise
particles of the leaf images are removed by using Gaussian filter and resized, and
the quality of the image is increased using thresholding technique. The preprocessed
images are segmented by k-means cluster algorithm. Then, both texture and color
features are extracted, and finally, SVM classification technique is used to detect the
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Table 3 Crop viral diseases
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Viral disease

Image

Crops affected

Factors conducive
to spread

Tobacco mosaic
virus

Tomato, bitter
melon, long melon,

Direct contact of
plants

snake bean

Potato leafroll virus Potato Circulative,
persistent,
non-propagative
manner by several
aphid species

Sugarcane mosaic Sugarcane Mechanical

virus transmission and
other equipment

Pepper mild mottle Capsicum, Mechanical

virus including chillies transmission and by

contaminated seeds

Leaf curl virus

Cotton, papaya,
bhendi, chilli,
capsicum, tomato,
tobacco

Both biotic and
abiotic factors

Capsicum chlorosis
virus

Capsicum, tomato,
chillies

Thrips
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disease of the grape leaves such as downy mildew and powdery mildew with 88.89%
average accuracy.

Agarwal et al. [8] proposed a convolution neural network model to identify the
disease in corn crop. Corn crop images are acquired from PlantVillage dataset. CNN
model with three convolution and max pooling layers followed by fully connected
layers detects corn crop disease with 94% accuracy after running 1000 epochs.

Patel and Vaghela [9] proposed a system to detect crop diseases as well as pests
using deep learning techniques. This system consists of the following phases: (i)
Image acquisition: acquires the parts of infected crop images from PlantVillage
dataset and internet. (ii) Image preprocessing: images are resized. Then, the images
are augmented by random rotation, zooming, shearing and flipping approaches. (iii)
Feature extraction: Features are extracted and classified using transfer learning.

Sharath et al. [10] proposed an android application to detect the disease in plants
like orange, pomegranate, papaya, grapes, etc., using convolutional neural network.
In this system, images are captured using mobile. Next, the images are resized to
increase the quality. Then, applied GrabCut technique for image segmentation and
morphological processing are used to remove islands and small objects present in
the segmented image. Finally, the diseases are classified using CNN algorithm with
91% accuracy.

Sardogan et al. [11] proposed convolutional neural network (CNN) model and
learning vector quantization (LVQ) algorithm to detect and classify the tomato leaf
disease. The images are acquired from PlantVilliage dataset containing 500 images
of tomato leaves with four symptoms of diseases. CNN algorithm is used to extract
the features automatically. The LVQ has been fed with the output feature vector of
convolution part for training the network. The proposed method effectively recog-
nizes the healthy leaf and four different types of tomato leaf diseases such as late
blight, bacterial spot, yellow leaf curl and septoria leaf spot.

The comparative analysis of various crop diseases’ detection techniques without
IoT has been carried out and is shown in Table 4.

The limitations of the existing crop disease detection methods emphasized are
listed below:

e Monitoring large fields leads to additional labor cost.
e Images under real conditions are not used.
e Detection of unhealthy crops consumes more time that leads to productivity loss.

3.2 Crop Disease Detection Methods with IoT

Various existing IoT-based crop diseases’ detection techniques reviewed are
described in this section.

Sarangdhar and Pawar [12] proposed two Android applications: one for displaying
soil parameters and the other for presenting disease information, as well as for turning
external devices like sprinklers or motors ON/OFF and for moving the entire system
from one location to another to check soil parameters. In soil quality monitoring
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Table 4 Comparative study on different works without IoT
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References | Dataset Algorithms Crop Pros Cons
Bhimte and | Digital Segmentation: | Cotton leaf Bacterial The input
Thool [5] camera k-means blight and dataset
clustering magnesium contains only
Feature deficiency are | 130 images
extraction: identified with | Not
GLCM good accuracy | applicable for
Classification: all kind of
SVM diseases
Das et al. Kaggle Segmentation: | Tomato leaf Solve both Did not
[6] dataset and | masking and linear and classify the
web thresholding nonlinear diseases
Feature problems
extraction: using SVM
Haralick
algorithm
Classification:
SVM
Padol and Digital Segmentation: | Grape leaves Features are Only detects
Yadav [7] camera and | masking and extracted by downy
internet thresholding both texture mildew and
Feature and color powdery
extraction: features mildew
Haralick diseases, and
algorithm dataset
Classification: contains only
SVM 137 images
Agarwal PlantVillage | CNN model Corn crop Better than Accuracy of
etal. [8] dataset VGG 16 in discussed
terms of model is not
inference time | better than
and/or storage | VGG 16
space
Patel and PlantVillage | Feature Tomato crop It processes all | Only suitable
Vaghela [9] | aataset and | extraction and parts of the for tomato
internet classification: crop like upper | crop
transfer and lower
learning sides of the
techniques leaf, stem,
root, fruit
images
Sharath Mobile Segmentation: | Orange, Solutions are | Solutions are
et al. [10] GrabCut pomegranate, | provided common to all
technique and | papaya, grapes | through the farmers
morphological Android irrespective of
processing application the region
Classification:
CNN

(continued)
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References | Dataset Algorithms Crop Pros Cons

Sardogan PlantVillage | Feature Tomato leaf Recognized Not

etal. [11] extraction: the four types | applicable for
CNN of tomato leaf | all kind of
Classification: diseases diseases
LVQ

application, temperature, moisture, humidity and water sensors are employed and
interfaced with a Raspberry Pi. It shows the values of soil characteristics, as well as
the level of water in a tank. Farmers may operate the motor and sprinkler assembly
using this application by turning on and off the relay. Another application to detect
and control the five different cotton leaf diseases Bacterial Blight, Alternaria, Gray
Mildew, Cereospra, and Fusarium wilt on the Raspberry Pi using an SVM-based
regression technique was developed in Python code. Initially, the input image is
selected from database. Then, the images are resized, and median filter is applied for
preprocessing to remove noise and to increase quality of an image. Image segmenta-
tion has the following processes: First, the RGB color format image is transformed
to YCbCr color format. After color conversion, bi-level thresholding is applied to get
logical black and white image. Next, the image is converted to RGB-masked image
using bitwise operation. Then, RGB-masked image is converted to gray image. In
feature extraction step, extract the two texture features using Gabor filter with param-
eters such as frequency, angle in 16 orientations with ten different frequencies and
color features using mean and standard deviation to identify the disease. Finally,
SVM-based regression technique with nonlinear Gaussian kernel is used to classify
the diseases. The overall accuracy of cotton leaves’ disease detection is 83.26% accu-
racy. After successful detection and classification, the disease name and remedies
are displayed on the application. This method is effective in big farms for disease
identification and control.

Gupta et al. [13] developed a system based on IoT and deep learning. Images
are captured at regular intervals using drones equipped with cameras. These images
are tested with trained machine (uses CNN) and generate the appropriate prediction.
This system would be tested on datasets of bottle gourd, maize and papaya leaves that
were captured in a controlled environment and included both healthy and damaged
leaves. The system would be able to tell whether the leaves were infected or not.
And, the sensors are present in the soil capture moisture content, salinity and other
factors. If any environmental unbalance is observed, then the crop owner would be
notified through the web Al

Thora et al. [14] proposed a smart solution to detect leaf disease through various
sensors put at agricultural areas. These all sensor operations have been employed on
single controller known as the Raspberry Pi (RPI). The leaf images are captured
by camera. And, the captured images are processed using OpenCV. Then, leaf
disease state and environmental elements impacting the crop are sent to the farmers
immediately via WIFI server and RPI.
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Khan et al. [15] proposed Internet of Things (IoT) to apply automation in a
greenhouse environment. The images are acquired from greenhouse environment
to prepare dataset. The image preprocessing process is applied on acquired images
for color transformation. The color transformed images are segmented by k-means
clustering algorithm. Then, features are extracted from segmented image using color
co-occurrence method (CCM). Finally, detects the disease on plant leaf by applying
the convolutional neural network with AlexNet algorithm.

Fuke and Raut’s [16] proposed an IoT-based solution to predict some leaf diseases
such as brown and yellow spots, early scorch, late scorch and others are fungal,
viral and bacterial diseases. Deploys various sensors like color sensor, tempera-
ture—humidity sensor and camera for predicting the diseases on the plant leafs. The
proposed IoT model consists of hardware module for measuring the temperature
and humidity color of leaf image and software modules which are used to iden-
tify the affected area in leaf by the image processing. Initially, data’s are collected
from sensors and send to Arduino Uno through wired or wireless devices. Ardunio
Uno monitors and records the values of temperature, humidity, soil moisture and
sunlight of the natural environment and continuously updated. Then, RGB images
are acquired by digital camera. Apply the preprocessing method to remove distortion
and color transformation; clipping and smoothing techniques are used to enhance the
image quality. After preprocessing, images are segmented using k-means algorithm.
Finally, classifies the disease using mask and unmask pixels’ technique.

Yakkundimath et al. [17] proposed a system to determine whether the plant is
normal or diseased. This system detects the crop diseases based on sensor values
captured. The values based on temperature, humidity and color parameters are used
to identify the presence of plant disease.

Ramesh and Rajaram [1] suggested image processing techniques to cope with [oT-
based systems for early disease identification in rice crops based on visual symptoms.
Initially, the images are captured with a web camera and sent to Raspberry Pi. Then,
images are resized and enhanced, and the RGB images are converted to grayscale.
Then, compare the images with existing database by optimization techniques using
OpenCYV, and image will be sent to the cloud. Finally, cloud prediction framework
identifies the rice crop disease.

Thangadurai et al. [ 18] proposed an automated robot to detect illness in sugarcane
leaves. This system focuses on the disease-affected parts, amount of pesticide and
assessing disease seriousness using image handling procedure. Initially, the images
are taken from controlled condition. Then, images are segmented by straightforward
edge and triangle thresholding algorithms. Finally, computing the remaining injury
region and leaf territory, flaws are classified using CNN.

Yoganand et al. [19] developed a sensor-based system for crop disease monitoring.
The plant’s humidity and air temperature are measured using humidity and tempera-
ture sensors. A soil moisture sensor is also used to determine the state of the soil. The
data from the groundnut farm are received using sensors, web cameras, GSM and
controllers. The data are analyzed using machine learning models (XG boost), and
crop disease predictions are made. This method of preventing crop disease (groundnut
crop) is offered, and farmers are notified the prediction by means of SMS/email.



A Review on Crop Disease Detection Techniques 445

Thakur and Mittal [20] proposed real-time IoT application for classification of
crop diseases using machine learning in cloud environment. The images of the crops
are captured by sensor cameras. And, captured images are sent to the cloud server
via Raspberry Pi 3 model. The RGB color image was converted to graycolor using
Java histogram equation for preprocessing. Then, infected part of the image was
segmented by k-means clustering method. Features are extracted from leaf image
such as color, texture and morphology. Finally, detects and classifies the diseases by
artificial neural network (ANN).

Comparative analysis of various crop diseases’ detection techniques with IoT has
been carried out and is shown in Table 5.

The advantages of the loT-based crop disease detection methods are listed below:

Monitor large field crops with low cost and time.

Automatically detect unhealthy crops at very early stage itself.

Generate crop disease datasets using images acquired in real conditions with the
help of IoT sensors.

4 Conclusion and Suggestions

In this paper, various crop diseases and factors affecting the production of the agricul-
ture crops are discussed initially. Then, the existing crop disease detection methods
utilizing IoT sensors for capturing field data and existing datasets without using [oT
are reviewed, compared and discussed. From this review, it has four main phases

Table 5 Comparative study on different works with IoT

References IoT Algorithms Crop Pros Cons
techniques
Sarangdhar Sensors and | Classification: | Cotton Reduce the Cannot
and Pawar [12] | Raspberry Pi | SVM manual work detect all
types of
cotton leaf
diseases
Gupta et al. Sensors and | Classification: | Bottle gourd, | Observes each | Cannot
[13] web API’s CNN maize, and every process any
papaya aspect of the plant
plant images
Thora et al. Raspberry PI, | OpenCV Common Can be Sunlight is
[14] camera, WiFi successfully the main
server and interfaced with | factor which
RPI the devices affects the
using wireless | result
communication

(continued)
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References IoT Algorithms Crop Pros Cons
techniques
Khan et al. Sensors and | Segmentation: | Not It is an effective | Difficult to
[15] fixed camera | k-means mentioned method for implement
clustering greenhouse on normal
Feature environment field. It may
extraction: be a costly
GLCM
Classification:
CNN with
AlexNet
Fuke and Raut | Arduino Uno | Segmentation: | Not It also finds out | Did not
[16] and sensors k-means mentioned and informs the | classify the
clustering weather diseases
changes
Yakkundimath | Temperature, | Not available | Not To determine Result
etal. [17] color and mentioned the quality of | based on
humidity the leaves sensor
SEensors, values only
Arduino Uno,
ThingSpeak
Ramesh and | Sensors, Optimization | Rice crops It identifies rice | Not
Rajaram [1] Raspberry Pi | techniques with crop diseases applicable
OpenCV to all kind
of crops
Thangadurai | Sensors and | Segmentation: | Sugarcane Identify the Fungal
et al. [18] Arduino Uno | straightforward | leaves affected portion | disease only
edge and of the leaf zone | be detected
triangle and sore district
thresholding region
algorithms individually
Classification:
CNN
Yoganand Web camera, | XG boost for | Groundnut It also has Only
etal. [19] SEensors, data analysis irrigation consider the
Arduino, system groundnut
cloud, GSM plant
controller diseases
Thakur and Sensors, web Automatically | Not
Mittal [20] cameras, notify via the applicable
GSM and SMS/email to all kind
controllers of crops
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which are image dataset acquisition, segmentation, features extraction and classi-
fication. Most of the existing works applied the k-means clustering algorithm for
segmentation. Then, the GLCM and masking and thresholding algorithms are imple-
mented for features’ extraction. The SVM and CNN algorithms are yielding better
accuracy for crop disease classification. This review concludes that there is a need
for efficient image capturing technique to reduced human intervention compared to
existing traditional methods. Since deep learning techniques play a vital role in clas-
sification, implementation of deep neural networks utilizing real-time IoT-sensed
data to identify all possible crop diseases with more accuracy and low computation
time is considered as future research work.
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for Forecasting of Modal Price of Cod oo
Pea Using Cloud Platform
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1 Introduction

Price information plays an important role in the market arrival of agricultural
commodities. Indian farmers often reach the market completely obvious of the
prevailing prices and consequently fail to realize the best of price for their produce.
The situation is more serious in the case of perishables such as fruits and vegeta-
bles, where storage and processing facilities are limited and option to sell in distant
markets is rare.

Pea (Pisum sativum L.) is a good source of alimental protein to balance a cereal-
predicated diet, mainly for vegetarian masses in the state. It is a highly productive
crop and is grown for food, feed, and vegetables during the Rabi seasons. During
2010-11 in Sant Ravidas Nagar (a district of eastern Uttar Pradesh), field pea was
grown in 1127 ha with a total production of only 1375 q and very poor productivity
of 1220 kg/ha (Anonymous 2013). The leading cause for such meager yield in Uttar
Pradesh and mainly in Sant Ravidas Nagar is cod pea farming in marginal areas
and the adoption of enhanced agricultural techniques, minimal adoption of high-
yielding improved varieties, and an overall lack of awareness among farmers about
improved packages of practices. There is wide scope for extension machinery to
educate the farmers of eastern Uttar Pradesh for higher adoption of improved and
specific production technology of field pea by front-line demonstration. Recently,
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attempts have been initiated to apprise farmers of prevailing prices by a number of
government agencies, and ICAR sponsored projects on market intelligence [1].

In India, the area of green peas has increased continuously from 177.7 thousand
ha in 1991-92 to 272.6 thousand ha in 1999-2000. The ratio of the area under
cultivation of peas in India to the world area under cultivation of peas increased from
3.2% in 1991-92 to 4.5% in 1999-2000. Green pea production increased from 1.30
million tons in 1991-92 to 3.2 million tons in 2003-2004 [2]. However, the yield of
green peas has shown a non-uniform trend, and it has decreased from 14,326 kg/ha
in 1991-92 to 10,000 kg/ha in 1997-98 and then to 9143 kg/ha in 1999-00 [2].

The area of green peas in Uttar Pradesh was 218.55 hectare and production 2481.07
Metric Ton in 2015-16 and increased to 220.73 hectare and production 2508.36
Metric Ton in 2016-17 and again increased to 221.00 hectare and production 2511
Metric Ton in 2017-18.

The area of green peas in India was 552 ha and production 5562 MT in 2018-19
and increased to 568 ha and production 5848 MT in 2019-20 and again increased to
573 ha and production 5823 MT in 2020-21.

Cultivation of green peas is labor-intensive like all other vegetable crops [3, 4] and
requires high doses of fertilizers. The key component of the cost of growing cod peas
is followed by tractors/labor, fertilizers, human/bullock, and chemicals/pesticides.
At the same instant of time, the profits per hectare of vegetable crops were almost 4
times, compared to the revenue from pabulum crops [5]. Thus, farmers should have
the rigorous to diversify into more profitable cropping patterns such as vegetable
growing instead of traditional less profitable patterns (Singh 1995). Similar types of
results have been reported by Maurya et al. [6] and Sharma et al. [7]. However, none
of the studies has provided an in-depth examination of the economics of cod peas’
cultivation in eastern Uttar Pradesh. Therefore, this research is undertaken to

I. Estimate the economics of the production of green peas in eastern Uttar Pradesh
and

II. Study the relative importance of different factors influencing the productivity of
green peas (economics of production of green peas (Pisum sativum L.) in eastern
Uttar Pradesh).

Finally, it is concluded that the marginal and small farmers could reap the highest
profit from the cultivation of peas by following scientific procedures. A goal-oriented
training program on garden pea production is required to enhance the level of infor-
mation and adoption of farmers in the study area. Pea growers (especially, the big
ones) have been suggested to get rid of traditional methods of marketing in local
places and move to telemarket and supermarkets in neighboring towns and add value
with standard packing, etc., by forming cooperatives and farmers’ interest groups
(harnessing high pea secures livelihoods in eastern Uttar Pradesh).
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2 Methodology

The forecasted price of cod pea will facilitate farmers of eastern Uttar Pradesh,
particularly from Varanasi district, to make a decision when to harvest and produce
when to transport it to the marketplace and to which marketplace it should be sold.
With this severity, arrival and price data of cod pea were collected from Agricul-
tural Marketing Information Network (AGMARKNET) for the main marketplace
of eastern Uttar Pradesh. These markets are Varanasi, Allahabad, Jaunpur, Basti,
Faizabad, Ghazipur, Mirzapur, Mau, etc.

2.1 Autoregressive Model

A time-series model named ARIMA is used for short-term predictions. Equation (1)
given below represents the ARIMA model:

D)1 — APy = By (D)A, (D

There are two different types of ARIMA, namely stationary ARIMA and
non-stationary ARIMA. A stationary time series refers to statistical properties in
probability or time distribution within a consistent time. It is identified as follows:

(a) The estimated cost of the time series is not dependent on time.
(b) The autocovariance function is a function of k, where for each k, S,1 =

Cov(yr, Yivk)-

We have components of autoregressive (AR) and moving ARIMA (MA) in Eq. 1.
An ARIMA model can be a combination of an AR (p) model or an MA (g) model
or can be an AR model or an MA model.

The autoregressive model (p) is represented by Eq. (2) given below:

Ve =01+ oyt .+ By, + A )

A, is an error, assumed to be unrelated to each others, where E{A;} = 0 and
Var{A,} = ai. The coefficients @;,i = 1, ..., p are the factors to be calculated.

The MA model contains the “averages” of the noises of the previous time and the
current time. The MA (g) model is represented by Eq. (3).

Vi=A —0A 1 —0A— - —0,A, 3)

The coefficient §;, i = 1, p are the factors to be determined.

The ARMA (p, q) is a model holding fundamental of AR and MA. ARMA
model does not hold the constituent “i”” because it is already a stationary model.
In another word, the constituent “d” in Eq. (1) is equivalent to 0. We can represent
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Table 1 Characteristics of autoregressive (AR), moving average (MA), and autoregressive moving
average (ARMA)

AR (p) MA (¢) ARMA (p, q)
Vi =01yt +Doyio+ -+ Bpyi—p + A A
Model V= @1%71 —+ V= ! 4 tA @[A P é : e
Goyra -+ |Ar—01A-1 — TAAEL TR A T T g =g
Dpyi—p + A DrA— — - —
Dy Ar—g
PACF | Cutoff after lag | It reduces It reduces sinusoidally or/and exponentially
p sinusoidally
or/and
exponentially
ACF It reduces Cut off after lag | It reduces sinusoidally or/and exponentially
sinusoidally q
or/and
exponentially

the mathematical equation of the ARMA model by Eq. (4) given below:

yi=Wyia+Py o+ + prtfp +AA —D1A = DA o — - — @thfq
4)

The characteristics of AR, MA, and ARMA procedures are shown in Table 1.
This characteristic turns into the guide in calculating the order p and q.

2.2 Forecasting Model of Peas’ Modal Prices

The data used for price forecasting of cod peas are the average price of peas from 11
July 2011 to 10 June 2021. The time series model is used to find out the average price
of pea in the next time, i.e., autoregressive integrated moving average (ARIMA) on
the Google Cloud Platform. The movement or pattern pea price data is shown in
Table 1.

3 Result and Discussion

The arrival of a farming commodity in a marketplace refers to the demand for it
in the catchment region of a particular marketplace. Access also depends on the
ability and the infrastructure to handle the marketplace. It was also indicative of the
commodities produced in the region. These indicators must be taken into account
by farmers in production and market planning. Therefore, pea access was studied
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Table 2 Average monthly arrival of cod pea in important markets of eastern Uttar Pradesh, 2011-21

Month Important markets in eastern Uttar Pradesh

Varanasi | Jaunpur | Allahabad | Basti Faizabad | Ghazipur | Mirzapur | Mau
November | 292.75 |N.A 8 42.75 2389 |95 N.A 17.6
December | 1799.3 | 385.78 |71.6 1,381.00 | 1029.85 | 632.6 63.41 209.83
January 1612.625 | 1434 N.A N.A 4338.5 |466.9 169.63 169.45
February |1257.5 | 666 517 N.A 3292.25 | 343 466.58 |212.5
March 623.75 |604.37 |419.6 N.A 627.95 |224.6 52 94.03

Note N.A is stand for data not available

by compiling monthly data for the main market for the period from August 2011 to
August 2021 and is presented in Table 2.

It has been observed that Faizabad (28,110.3 tons) received the biggest volume of
pea among the nine markets of eastern Uttar Pradesh and was followed by Varanasi
(20,467.5 tons), Basti (7125.1 tons), etc. Hence, it has been stated that the farmers
of eastern Uttar Pradesh can take the products in the regional markets like Varanasi,
Faizabad, and Allahabad. However, the option of moving products to further markets
such as Basti, Deoria, Ghazipur, and Jaunpur can also be explored depending on the
price competitiveness.

Seasonal analysis of pea access to key markets in eastern Uttar Pradesh of India
revealed that in the Allahabad and Basti market, arrivals of peas were low. It can be
said that these are the periods, during which pea must be transported from another
district of Eastern UP, especially from Varanasi market to the other market of eastern
UP. Allahabad, Siddharthnagar, and Mirzapur markets revealed a low level of supply
of pea.

Pea price analysis in eastern Uttar Pradesh markets revealed that the highest price
prevails in the Basti market (Table 3). The average price of a pea at Siddharthnagar and
Varanasi is comparatively lower than Ghazipur and Jaunpur in the month of January
and February and in another month at Basti and Faizabad. Thus, the Siddharthnagar
and Varanasi farmers looking for better markets in terms of better prices they should
look for Basti, Faizabad, Ghazipur, and Jaunpur markets.

Price behavior based on seasonal indicators revealed that the highest price of pea
is in the Basti market in the month of November. The lowest price will prevail in all
months in the Siddharthnagar market. And so, it was exposed that Basti market despite
getting a low volume of pea compared to Varanasi and Faizabad markets provided
a chance to take benefit of the best value existing there. However, far away product
markets offered to challenges in terms of low volumes and associated marketing
risks faced by farmers. The farmers need to be empowered to collect production
to exploit economies of scale and take advantage of recent institutional changes in
agriculture marketing. It was possible through the formation of self-help groups,
farmers—producers organizations, and the use of the internet e-NAM marketing and
connectivity platforms [8].



S. Kumar et al.

454

d[qe[IeAR JOU BIRp IOJ SPURIS Y'N 210N

91 S'0681 8C°6¢¢€C L8'10¢C 9576861 65179¢¢ 69°LEVC Srelee Iaquissag
V'N cCeLlIe ST 1€0s V'N V'N 091¢ 0S6L 000€ 1oquILAON
V'N V'N V'N V'N V'N V'N V'N V'N 1290150
V'N V'N V'N 00SY V'N 0009 V'N V'N Amg
V'N V'N V'N 020s V'N V'N V'N V'N aung

SLOY V'N V'N ovLy V'N 000L V'N V'N KeN
V'N V'N 99°1661 V'N V'N €e9lvy 0298 V'N [udy

SI'TILL 61°LI8I L8°S691 960961 L061 §T88IC 8E'CLIT §Tr0T YareN
ELYYIL 148244! [4%24! 9 1091 LOT6ST LO'SYST 80°€9¢1 9GS yiel Areniqoq
arecel 618991 V'LLOT 99 LLLT 609t STTrLl 69°0011 (440! Arenuef

Ie3euy)reyppIs ISBUBIBA nep mdunep andizeyn peqezre nseq peqeye[y
ysopeld Je() uIdlsed jo josrews juepodwr ur ead pod Jo ooud (YoreN—1oquuaod) AJyjuowr oeIoAe ], IUOIAL

12-110T ‘ysepeld ey uId)ses jo syorew jueprodur ur ead jo 9oud Ayyuowt o5e1oay ¢ JqeL,



Energy-Efficient Model (ARIMA) for Forecasting of Modal Price ... 455

Weekly modal prices from pea major markets in eastern Uttar Pradesh of India,
we used to forecast prices with the help of autoregressive integrated moving average
model as described in the methodology. Using various values for p and ¢, a set
of ARMA and ARIMA models installed for the right choice models. Appropriate
models were selected based on the basis of a suitable selection criterion, for example,
Schwarz—Bayesian information criteria (SBICs) and Akaike information criteria
(AICs). It was observed that:

S. No District Best ARIMA model Total fit time (s)
1 Ghazipur ARIMA (2, 0, 0)(0, 0, 0) [0] intercept 1.510
2 Faizabad ARIMA (2, 1, 1)(0, 0, 0) [0] 5.573
3 Siddharthnagar ARIMA (1, 0, 0)(0, 0, 0) [0] intercept 2.226
4 Basti ARIMA (2, 1, 1)(0, 0, 0) [0] 5.711
5 Jaunpur ARIMA (1, 0, 1)(0, 0, 0) [0] intercept 4.979
6 Allahabad ARIMA (0, 2, 1)(0, 0, 0) [0] 0.656
7 Mirzapur ARIMA (1, 0, 0)(0, 0, 0) [0] intercept 2.240
8 Varanasi ARIMA (1, 2, 0)(0, 0, 0) [0] 0.508
9 Mau ARIMA (0, 1, 1)(0, 0, 0) [0] 2.134

These are found to be the best fitting models. They had the lowest Bayesian
information criteria (BICs) and Akaike information criteria (AICs) values. So, a
unique model does not apply to different markets of a cod pea. The parameters
were estimated through an iterative process by the least square technique which
gave the best model as shown in Table 3. The coefficient is found to be statistically
considerable; hence, the chosen models were considered highly appropriate and were
used for a price forecast. Using the specific model and forecasting prices of cod pea
were made for the nine major markets of 2020-21 and compared to actual prices of
the same period. Moreover, forecast for the period from December 2021 to March
2022. The cod pea price is developed, and the forecast price was compared to actual
market price data for the period from December 20 to February 2021 (Table 4). It was
observed the expected price of the main sample. The market was very close to the
actual value. The precision of the models has been experimentally verified with the
help of concept such as mean and root mean square error (RMSE). The RMSE value
ranged from 158.78 for the Allahabad market to 1924.72 for the Varanasi market.

Mean values range from 941.66 for the Mirzapur market to 2265.83 for the Mau
market, thus inferring that the chosen ARIMA models were the most appropriate to
explain the prices of the cod pea in the respective study markets. These values were
in an suitable range.

Different markets were correct and acceptable to a reasonable level. Sankaran
[9] and Shukla and Jharkharia [10] note the mean absolute error rate (MAPE) to
range from 14 to 20%. Studies have reported that the observed error is acceptable
for a new market production where demand and prices are volatile. The study used
prediction models that were reached different Pringal markets to predict the future



456 S. Kumar et al.

Table 4 Comparison of forecasted (F) and actual (A) prices of pea for major markets of eastern
Uttar Pradesh

Date Mirzapur Varanasi Allahabad Mau

A F A F A F A F

22 December 2020 | 900 | 902.74 | 1900 | 1801 1900 |1950.99 |2050 |2643.52
29 December 2020 | 1500 |902.03 | 1900 |1817.80 |1900 |2333.10 | 2060 |2574.03
4 January 2021 1400 |902.97 | 1580 |1784.98 | 1750 |2215.42 |2000 |2569.40
12 January 2021 800 1903.23 |1280 | 1507 1350 |1950.99 | 1375 |2578.66
19 January 2021 600 |903.30 | 1150 |1393 1200 |2273.41 | 1180 |2574.03
26 January 2021 800 |901.57 | 1120 |1768.66 | 1150 |2273.41 |1100 |2574.03
2 February 2021 700  902.74 | 1200 | 1621.87 | 1100 |2215.42 |1160 |2574.03
9 February 2021 900 190297 |1320 |1719.72 |1300 |2273.41 |1225 |2574.03
23 February 2021 | 800 | 903.31 | 1600 |1703.41 |1450 |2727.15 | 1500 |2606.46

1 March 2021 800 903.30 | 1750 |1703.41 | 1600 |2457.62 | 1880 |2569.40
Accuracy test

Mean 941.66 1277.83 1436.16 2265.83

RMSE 327.87 1924.72 158.78 1453.21

prices of the period from April 29 to July 21, 2020, which is presented in Table 5. The
projected prices revealed that the cod pea price was expected to be significantly high
in Mau market. Thus, it makes business sense of farmers for production planning
and conservation in view of the quality preferences in the Mau market.

Table 5 Forecast price of cod pea for important market of eastern Uttar Pradesh

Date Mirzapur Mau Allahabad Varanasi
12/1/2021 900.484932 2546.238197 1101.143237 1872.311589
12/7/2021 902.2273022 2574.035422 1119.115211 1768.662198

12/14/2021 902.9712506 2606.465518 1165.189582 1654.490229
12/21/2021 903.2197392 2638.895614 1238.289852 1540.326868

12/28/2021 903.3027377 2671.325709 1338.41602 1426.163511
1/4/2022 903.3304603 2703.755805 1465.568085 982.1929453
1/11/2022 903.33972 2736.185901 1619.746049 957.7065307
1/18/2022 903.3428129 2768.615997 1800.949911 1057.102312
1/25/2022 903.343846 2801.046093 2009.179671 1280.565291
2/1/2022 903.344191 2833.476188 2244.435329 1628.093137
2/7/2022 903.3442965 2861.273413 2467.593444 2024.719677
2/14/2022 903.3443415 2893.703509 2753.040056 2602.653758
2/21/2022 903.3443565 2926.133605 3065.512565 3304.652734

2/28/2022 903.3443616 2958.563701 3405.010973 4130.716605
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4 Conclusion

ARIMA is a short-term prediction methodology. Therefore, if we use Eq. (5),
then at all times, we had to bring up to date it. There are numerous methods for
forecasting time-series data. Perhaps in the future work, we can focus on how
to obtain a sound forecasting method. The prediction of pea price for the coming time
has been realized. This cost ever realized in the last several intervals. The adminis-
tration can take an action similar to one in the past. The government gets a picture
of the situation of cod pea prices in the state so that they can make a better decision
about the price of a cod pea.

The price data and market arrival of nine major marketplaces of eastern Uttar
Pradesh were examined. The farmers of Mirzapur and Allahabad were informed
to sell their cod pea product to Mau and Varanasi district, where reasonable price
prevails. As per the developed forecasting model, we cannot apply a single ARIMA
model to all the markets. The ARIMA (2, 1, 1) is suitable for Faizabad and Basti.
ARIMA (2, 0, 0) was suitable for the Ghazipur market. ARIMA (1, 0, 0) was suitable
for Siddharthnagar and Mirzapur. ARIMA (1, 0, 1) is suitable for Jaunpur. ARIMA
(0, 2, 1) is suitable for Allahabad. ARIMA (1, 2, 0) is suitable for Varanasi, and
ARIMA (0, 1,1) is suitable for Mau. These models were also found to be predicting
prices of cod pea that were almost the same as the actual prices with very good
verifications. The predicted price also revealed that the expected prices of cod pea
are higher in Mau market. This article has the inference for the farmers of eastern
Uttar Pradesh.
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Investigation of Micro-Parameters )
Towards Green Computing L
in Multi-Core Systems

Surendra Kumar Shukla and Bhaskar Pant

1 Introduction

Multi-core technology has uplifted various multidisciplinary domains like space,
automation, robotics etc. Therefore, applications of diverse characteristics have
started executing in a time bound manner [1]. Satisfying performance needs of
such applications in the presence of energy constraints is a critical concern in the
computing domain. New paradigm has made it compulsory to consider energy as a
primary criteria before designing the gadgets [2].

Therefore, it does not matter how effective and innovative a hardware design has
been proposed by the designer, if the device is not energy savvy it could not be
fabricated [3]. The said fact is true for the high performance computing devices as
they consume vast amounts of energy. To address the energy consumption issues,
DVEFS is a widely used approach which tunes the frequency and voltage as per the
varying characteristics of the workload [4]. DVFS could be applied at fine grained
and coarse grained levels. However, DVFS covers fine grained parameters like ISA
(X-86, ARM) in a limited scope.

The energy consumption issues proved to be severe for heterogeneous and cloud
computing data centres [5, 6]. To address such issues designs are proposed which are
aligned to the thermal constraints [7]. Such techniques are beneficial for the real-time
systems and applications. However, an exhaustive study in this area is required to
find the latent aspects of the energy.

All the advancements mentioned above are at the hardware side, and little focus
has been made at software side for the analysis of energy issues. To find the energy
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effects on the sequential code, an investigation has been done under the Intel proces-
sors which opts the turbo boost [8]. In another context, to manage energy consump-
tion, self-aware-based approaches have been proposed. Self-aware-based approaches
promote the awareness about the thermal conditions of the applications for them-
selves and adopting as per the changes received in the environment [9]. Similarly,
application-to-core mapping policies have also shown the potential to save energy
consumption to a great extent [10].

Considering the hardware and software-based approaches for the green
computing, a gap has been identified where to save the energy at the micro-level
has not been attempted. Therefore, in this paper, an investigation and analysis of
energy saving towards green computing has been performed. To perform the anal-
ysis, a Mi-bench benchmark suite has been used [11]. To validate the hypothesis,
simulations have been carried out under the state-of-the-art simulator gem5 [12].

Our contributions in this paper are detailed below as

e An in-depth analysis of energy consumption performed under Mi-bench bench-
mark suite.

e Energy performance trade-off for in-order and out-of-order cores with varying
size of cache.

e Exploration of distinct ISAs and their impact on energy consumption.

The research article is organized below as follows—Sect. 2 is devoted for the anal-
ysis of Mi-bench benchmark suite characteristics and their impact on performance,
Sect. 3 includes the experiments performed on the said benchmarks to find out the
energy consumption effects at the micro-level, and Sect. 4 includes the result and
analysis and finally the paper has been concluded.

2 Mi-Bench Benchmark Suite Characterization

To perform the analysis of energy consumption, in this paper, Mi-bench benchmarks
were used. The general characteristics of Mi-benchmarks are identified and enlisted
in Table 1. It could be noted that the benchmarks which involve higher computation
like Bitcount are more vulnerable for the energy consumption [14] Similarly, the
benchmarks having higher count for the conditional branches are also the candidate
for the higher power requirements. Basic block length (BBL) is a parameter which
indicates the higher presence of parallelism in the application [15].

Another, important established factor is that, higher the CPU bound instructions
indicates the higher computation further higher energy consumption. However, if
benchmarks which are CPU bound (Bitcount benchmark: Higher CPU bound instruc-
tions) are mapped to the slow processor cores (I/O Bound), they consume a lot of
energy [16]. The benchmarks which have poor data locality (Patricia benchmark:
random data access pattern) also are energy hungry [17-19]. In Figs. 1 and 2, the
general characteristics of the benchmarks were detailed.
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Table 1 Mi-bench benchmark characteristics
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S. No | Benchmark | Characteristics

1 Dijkstra Higher number of conditional branch instructions and memory bound
instructions

2 Basic Math | Higher branch prediction rate and Basic block length

Qsort Higher number of conditional branches
4 Bitcount Highest number of CPU bound instructions and low branch prediction rate
and BBL size
5 Patricia Random data access pattern and higher number of memory bound
instructions

Mi-bench Benchmarks Characteristics

B Static basic block length B Branch Prediction rate
15

-
(=]

Characteristics
w

Dijestra Basicmath Quicksort Bitcount Patricia
Benchmarks

Fig. 1 Mi-bench benchmark characteristics [13]

Mi-bench Benchmarks instructions Mix

B Conditional Branch % | Unconditional Branch % [ Memory Bound(load/store instructions) %
I CPU bound (FP/Int instructions) %

100

75
>
=
(%]

S 5o
:

£ 25

0

Dijestra Basicmath Quicksort Bitcount Patricia
Benchmarks

Fig. 2 Mi-bench benchmark instructions mix [13]
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Table 2 Script used for the simulation in gem5 simulator

ARM |Inorder L1 |./gem5/build/ARM/gem5.opt -d ./gemS/IOUT

=32KB /media/shukla/Windows/gem5/configs/example/se.py -c

L2 = /gem5/benchmar/MiBench/automotive/basicmath/basicmath_small-arm
512 KB -0 -1=281591461 --cpu-type=MinorCPU --cpu-clock=1ns --caches
--12cache --11d_size=32kB --11i_size=32kB --12_size=512kB
--11d_assoc=2 --11i_assoc=2 --12_assoc=2

X86 ./gem5/build/X86/gem5.opt -d ./gem5/10UT
/media/shukla/Windows/gem5/configs/example/se.py -c
.Jgem5/benchmar/MiBench/automotive/basicmath/basicmath_small -o
-1=281591461 --cpu-type=MinorCPU --cpu-clock=1ns --caches
--12cache --11d_size=32kB --11i_size=32kB --12_size=512kB
--11d_assoc=2 --11i_assoc=2 --12_assoc=2

3 Experiment

To perform the energy analysis, simulations have been performed under the state-of-
the-art gemS5 simulator. A dedicated python script has been prepared for the gem5,
system emulation (SE) mode. The python script used for the simulation is detailed in
Table 2. The system configuration used for the simulation is enlisted in Table 3. We
have selected five benchmarks from Mi-bench for the simulation; they are Dijkstra,
Basic Math, Qsort, Bitcount and Patricia. The L1-I and L1-D cache has been varied
from 32 to 64 KB. Cache associativity, peak bandwidth and CPU frequency has been
kept constant throughout the simulation. Only three parameters were changed: cache
size, CPU model and ISA type.

A dedicated python script has been prepared for the gem5, system emulation (SE)
mode. The python script used for the simulation is detailed in Table 3.

4 Results and Analysis

To find out the critical insights on the energy consumption, the simulations were
carried out, and the results are detailed in Table 4 and Fig. 3.

It could be noted that the energy consumption for the Dijkstra benchmark has
been drastically increased when the benchmarks were executed from in-order core
to the out-of-order core. The reason is that, the Dijkstra includes a higher number of
conditional branches and memory bound instructions; therefore, it has been reflected
in the out-of-order core.

The Basic Math benchmarks have consumed less energy in case of out-of-order
core, the reason is that, higher the Basic block length has promoted the higher paral-
lelism which further has reduced the total execution time. Therefore, the Basic Math
benchmark has devoted less time in out-of-order core, and energy consumption has
been reduced. Energy consumption for the Quicksort benchmark has increased in
out-of-order core, because it includes a higher number of instructions, which follow
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Table 4 A comparative analysis of Mi-bench energy consumptions (mJ)

Benchmark | ISA In-order L1 = |In-order L1 = | Out-of-order L1 | Out-of-order L1
32KBL2 = 64 KB L2 = =32kL2= =64KBL2 =
512 KB 1 MB 512k 1 MB
Patricia ARM | 2.853948 2.8560405 1.6032945 1.5993645
X86 4.099662 4.0863495 2.572257 2.5516215
Bitcount ARM |8.501617 7.7392455 4.450573 4.331544
X86 9.273933 9.09624 5.797992 5.616718
Quicksort ARM | 1.431905 1.155978 7.670347 6.125464
X86 2457118 2.102839 7.614285 6.185399
Basic Math | ARM | 9.421514 8.31398 4.79573 4.452371
X86 9.15926 8.193406 3.021914 2.451899
Dijkstra ARM |1.892951 1.880878 7.431331 7.266157
X86 3.050662 3.02125 7.5111981 7.497335
BasicMath Appication BitCount Application
W ARM W XBs B AR W X85
0w 1w
L] L]
E L] § L]
3 ] 2
' Inorder L1=32kB Inorder L1=64kB  cutOfOnder L1=32k  outOfOrder L1 «64k8 ad Inorder L1« 3268 Inorder L1=64kB  cutOfOrder L1=32K outOfOnder L1 =64kB
L2=512kB L2=1MB L2512% L2=1ME L2528 L2=1MB L2e512% L2=1vE
CPU & Cache Configuration CPU and Cache Configuration
Dijkstra application Patricia Application
W ARM W X85 W AR W XB5
L] 5
. 4
§4 ’
Z 2
S 2 1
! Inorder L1=32kB Inorder L1=64kB  cotOfOnder L1a32k  outOfOrder L1 «64k8 ’ Inorder L1=12%B Inorder L1=64kB  cudOfOrder L1=32k autOfOnder L1 =64kB
L2=512kB LZ=1MB L2=512% L2=1MB L2=512%B L2=1MB L2525 L2=1V8
CPU and Cache configuration CPU & Cache Configuration
Quick-sort Application
W AR W xEs
L]
L]
E .
2
o Inorder L1=32kB Inoroer L1=64kB  cotOfOrder L1+32k  catOfOnder L1 «64kB
L2=51208 L2=1MB L2=512% L2=1MB
CPU and Cache Configuration

Fig. 3 Analysis of Mi-bench benchmark applications energy consumption
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the temporal locality; therefore, out-of-order execution of instructions has increased
the miss rate for the last level cache (LLC). And, the potential of the out-of-order
has not been utilized properly. Energy consumption for the Bitcount benchmark has
been reduced in out-of-order core, as it has a higher Basic block length (BBL) size
and higher potential for executing the instructions in parallel. Similar case is true for
the Patricia benchmark.

The results could be concluded as follows:

e Increasing the size of the cache slightly reduces the energy consumption. Theo-
retically, the energy consumption should be increased. The negative results are
obtained as the size of cache has not been increased in a higher proportion.

e On the other hand, the energy consumption for the in-order and out-of-order
core provides mixed results. For the benchmarks which have higher condi-
tional branches (Dijkstra), the energy consumption is higher, whereas for all the
other benchmarks the energy consumption in case of out-of-order core is lower
compared to in-order core.

e [t indicates that out-of-order core executes the instructions dynamically, and
instructions were not in the waiting state, whereas in case of in-order cores the
instructions follow the program order; hence, the energy consumption is higher.
Theoretically, the energy consumption is higher in case of out-of-order core.
However, it also depends on the type of applications that get executed in the
system.

5 Conclusion

Green computing is a prime concern of computer architectects. There are various
approaches available to address the energy consumption which considers the parame-
ters at the level of hardware. In this paper, we have considered the software aspects, in
the micro-level to mitigate the energy consumption of multi-core devices to promote
green computing. We could conclude that the application developers need to consider
the various aspects related to energy during the designing of the algorithm for the
application program. Thus, applications could be executed in the faster hardware
efficiently satisfying the power and performance trade-off. Additionally, the conven-
tional ISAs needed the revision to move towards the RISC-V ISA to support the
energy constraints of the small devices. In this research article, we have done the
analysis of energy with limited parameters (ISA and cache parameters) which could
be extended in future work.
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Hope Project: Development of Mobile m
Applications with Augmented Reality L
to Teach Dance to Children with ASD

Moénica R. Romero®, Ivana Harari®, Javier Diaz®, and Estela Macas

1 Introduction

One of the great challenges facing developing countries is the search for equity
to educate in diversity [1]; currently, there are a large number of children who are
diagnosed with developmental disorders, and these children generally need particular
attention and the implementation of strategies to improve the education they receive
[4, 5], since it is directly proportional to benefit their environment and therefore the
quality of life [6].

Autism spectrum disorder, henceforth ASD, can be defined as a complex neurode-
velopmental disorder [8—10], which is detected in the early years and lasts a lifetime
[12]. The NICT, considering it as a facilitator of the decoding of information, is
logical, concrete, located in a space, and not the verbal language that is invisible,
temporary, and abstract [17, 18]. Thus, the research first proposes an intervention
plan that uses NTIC that can be used by educators, psych pedagogues, therapists,
parents who work daily with ASD children [15, 16], making use of augmented reality
[17]; for this purpose, the software called Hope (Hoope) is used, in order that children
can develop certain skills and abilities.
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The study structured is as follows: Sect. 2 explains the methodology for the inves-
tigation. Section 3 presents the results of the study, Sect. 4 presents a reflection of
the results found in the application of the Hoope software in the experimental study,
and Sect. 5 presents the conclusions, recommendations, limitations, and future lines
of research.

2 Material and Method

The research addresses a mixed approach supported by the qualitative and quantita-
tive method, additionally the study is of the type: descriptive, exploratory, because
it seeks to know in a detailed way the relationship between pedagogical practice
through technological innovation mediated using new emerging technologies and
the benefits of the application of Hoope software in the teaching—learning processes
of children with ASD.

The modality used is documentary and field research [18, 19]. This is because
the experimentation is conducted on a specific software called Hoope created in the
Laboratory for Research of New Computer Technologies LINTI, of the National
University of La Plata in Argentina, and documentary because the process and the
results are supported in a methodology and in the theoretical support of previously
conducted research.

The field work conducted in Ecuador, specifically in the city of Quito at the
Ludic Place Therapeutic Center, which welcomes ASD children offers support for
the prevention and addressing of specific learning needs associated with the pres-
ence and risk of spectrum disorders. In this area, various methodologies, programs,
techniques, and instruments are used to be able to support the children who attend
consultations. The procedure for data collection will be through scheduled sessions
where a multidisciplinary team intervenes through an interview, deep observation.

2.1 Population

The Director of the Ludic Place Center, destined for three professionals (teacher,
psychologist, and psych pedagogue), participated in this process. These professionals
were receptive to new and innovative strategies that include the use of new informa-
tion and communication technologies. Additionally, parents, supported the proposal
and signed the informed consent for their children to participate in the intervention.
Children with ASD, Matias, who from now on will be identified with the letter M,
is 4 years old and has high-functioning ASD, while Eidan, who from now on will
be identified with the letter E, is 5 years old and has medium-functioning ASD,
have been evaluated and diagnosed in the Ecuadorian Institute of Social Security of
Ecuador (IESS).
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2.2 Work Plan

The work plan was developed for a period of six months, from February to June
2021, where several activities were planned: the conceptualization of the project, the
bibliographic review, the viability of the project, validation of the current situation
of infants, contextualization, needs analysis, development of the intervention plan:
diagnostic phase, intervention phase, evaluation phase. For the intervention plan, the
sessions were designed to work for 20-25 min, twice a week, for a period of several
months.

2.3 Phases of the Intervention

Phase I: Diagnostic or initial evaluation. Diagnostic and detailed evaluation of the
student, before starting the intervention, we conduct a complete and in-depth evalu-
ation of M and E, to approach the intervention process in an individualized way. It
is necessary to emphasize that the center has the diagnosis of children.

Phase II: During the intervention. For the intervention phase, strategies were
proposed to conduct a playful activity mediated through technology using the Hoope
system. This system allowed the child to interact alone or with the help of the profes-
sional who guides the session. The activities that were conducted have a defined
order, each session seeks a purpose, and previously, some aspects considered essen-
tial have been considered, such as the organization of spaces, the time of the sessions,
the necessary materials; and, the collaboration of the center team is counted on
therapeutic and with parents.

Phase III: Final evaluation—psych pedagogical. The purpose is to contrast the results
obtained in the diagnostic evaluation with those that will be obtained after the process.
Using the interviews, it is possible to obtain the necessary information to capture the
results of the intervention of children with ASD with the Hoope software.

2.4 Resources Used in the Intervention Plan

To conduct this research, some resources were used, which are indicated below.

Human resources: Multidisciplinary group made up of teachers, psycholo-
gists, educational psychologists, doctoral students, systems engineers, parents, and
children with ASD.

TIC resource: In relation to technological resources, the Hoope system created
in the Research Laboratory of New Computer Technologies LINTI of the National
University of La Plata, Argentina, was used a Kinect device and a laptop. The Hoope
system is a system that is based on augmented reality, and it is focused on children
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with ASD from 3 to 14 years old. This software allows the participant to choose
options that allow reinforcing teaching learning areas. Next, Fig. 1 shows main menu
software and the resources used for the process is shown in Fig. 2.

Tracing Match
E Postures

Fig. 1 Main menu of the software Hoope. Capture made of the software used for pedagogical
intervention

PATH TRACING

Fig. 2 Resources used in pedagogical intervention
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2.5 Activities Designed to Reinforce Teaching—Learning
Processes

Next, the activities planned for the teaching—learning processes presented; for the
intervention plan, we choose to reinforce several processes perception, imitation,
fine motor skills, gross motor skills, and visual motor skills, the same ones that are
presented in Table a planning temporary activities (Table 1).

Figure 3 shows the activities proposed in the software called Hoope to work
the space of perception, imitation, fine and gross motor skills, and visual motor
coordination in children with ASD.

Table 1 Curricular content planning intervention project

Area: education Directed to: children with autistic disorder ASD Time: 25 min per
session
Theme: Learn by dancing—playful activity. use of Hoope system

Objectives of the intervention plan

Perception Recognition, awareness, and playful experimentation of the body. Visual
perception (fundamental to the basis of cognitive processing and
reasoning) is the ability to recognize and interpret different visual material
correctly and transform this information into an adapted motor response.
Therefore, it is an important skill, indispensable for school success

Imitation Recognition, awareness, and playful experimentation of the body as an
expressive medium with the elements that make up the language of dance,
space, time, and energy

Fine motor Recognition, awareness, and playful experimentation of the body

Gross motricity Recognition, awareness, and playful experimentation of the body

Visio coordination | Recognition, awareness, and playful experimentation of the body
driving
Name of the activity

Contact They are interactive zones that appear randomly around the upper part of
points/touch point | the user and are activated by being touched with the hands

Kick points/kick They are interactive zones that appear randomly around the bottom of the
points user and are activated when touched with the feet

Route They are a set of strokes that appear randomly around the top of the user,
tracking/tracking and they are activated by touching the starting point and dragging the
match hand along the entire path to the end point

Avatar pose/match | They are a set of poses that appear randomly at each end of the user and
poses are activated when he manages to imitate the pose by more than 80%

Mix of poses and They are a set of poses that appear randomly
exercises

Skills with Learning activities: perception, imitation, fine motor skills, gross motor
performance criteria | skills
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Fig. 3 Activity proposed to work imitation, perception, fine and gross motor skills, and visual
motor coordination. Software Hoope—playful game for children with ASD

3 Results

Once the application of the intervention project is concluded, the purpose is to contrast
the results obtained in the diagnostic evaluation with the results after the intervention
process using the Hoope application. We focus on determining if the intervention plan
generated favorable results and if there is evidence of any progress in the teaching—
learning processes of children M and E.

For the evaluation of the proposed curricular activities, a scale of three possible
options is used. The multidisciplinary team that accompanied the development of
the pedagogical intervention plan was asked: if the child with ASD is this M or E
carried out the proposed activity, it is classified as passed and it is scored as 3; if the
child tries to carry out the activity, it is determined that the activity is emergent and
is scored with 2; and if on the contrary, the child fails in the process, the activity is
scored with 1. The results of the proposed curricular activities are shown in Table 2.

In the following image, we can observe E using the Hoope software during a sched-
uled session. Figure 4 describes the activity proposed to work imitation: software
Hoope—playful game for children with ASD.

Next, the results presented to show the progress of each participant after complying
with the proposed work schedule, through the designed phases and after the proposed
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Table 2 Results of the proposed curricular activities processes before and after AR

Results of the proposed curricular activities post-AR use
Actions Before RA After RA
Child with ASD AND

AND

Activity to work imitation

Activity to work fine motor skills

Activity to work fine motor skills

M
1
Activity to work perception 2
1
1
2

— NN N =
NNNUJMZ
N W ||| W

Activity to work visual motor coordination

!',‘

Fig. 4 Activity proposed to work imitation, software Hoope—playful game for children with ASD

sessions. Table 3 shows the comparison of M results, and an analysis of the activities
is conducted at the beginning or diagnostic phase and after the use of the Hope System
that includes several activities. The interview is conducted in the third phase of this
intervention plan, it is conducted in the educational center, and they were informed
in advance of the day and time where the meeting was to take place.

Imitation activities: Question: Do you consider that the child’s ability to imitate
has improved after the use of augmented reality applications, specifically through the
Hoope software? Analysis: When asking the multidisciplinary team (psychologist,
teacher, and psych pedagogue), they totally agreed that the children reinforced the
imitation process, developing the proposed exercises in an easier and more intuitive
way with the application of augmented reality, using the option 1 of the proposed
Hoope game.

Perception activities: Question: Do you consider that children’s perception has
improved after using the Hope software application that includes a natural interface
with augmented reality? Analysis: The child’s perception has improved, after the use
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Table 3 Representative graphs of data analysis

Resultados M
Resultados E

Results of M after the intervention with | Results of M after the intervention with
AR AR

Proceso de percepcion

Perception process interview results

Proceso de imitacién

Proposed activity Interview results after the
intervention process Imitation process

Proceso de motricidad grues:
Proceso de motricidad fina oceso de motricidad gruesa

Results of the fine motor process interview

Gross motor process results .

of the Hoope software, people from the multidisciplinary team indicated that they
fully agree, and others agree.

Fine motor activities: Question: Do you think that the child’s fine motor skills have
improved after using the Hoope software? Analysis: The fine motor skills of the child
has improved after the use of applications with augmented reality, some people from
the multidisciplinary team indicated that they were in complete agreement, and others
indicated that they agreed, as shown in figure.

Gross motor activities: Question: Do you consider that gross motor skills on the
part of the child have improved after the use of applications with augmented reality?
Analysis: The gross motor skills of the child has improved after the use of applications
with augmented reality, and imitations of movements of the robot from the Hoope
game were carried out by the children during the sessions.
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Visual motor coordination activities: Question: Do you think that the child’s ability
to associate animals with colors has improved after the use of augmented reality
applications? Analysis: The visual motor coordination capacity of the children has
improved after the use of applications with augmented reality, and all the people on
the team indicated that they were in complete agreement.

4 Discussion

It is necessary to review the fulfillment of the proposed objectives of the intervention
project and determine to what extent these developed and fulfilled.

In relation to: Review and analyze updated bibliography in relation to the
teaching—learning process of children with ASD that favor the approach, concre-
tion and deepening of the proposal, it conducted considering different theories and
research that exist in this regard.

As for carrying out an analysis of educational needs that allows knowing the
incidence of the difficulty of certain teaching—learning processes of children with
ASD who attend the Ludic Place Therapeutic Center, it was achieved by conducting
interviews with the treating psychologist, who can I obtain relevant information,
taking into account that they are the ones who share directly with children with ASD
and know what the needs of each one of them are.

About: Designing a plan for intervention mediated by information and communi-
cation technology, in particular augmented reality, was carried out taking into account
the needs of analysis, since the idea is precisely to cover the deficiencies that exist,
once this aspect has been analyzed. It helped a lot to take into account the general
issues that were wanted to be addressed and then to determine which were the areas
that would need to be worked to obtain the desired results and the time in which
those changes are expected to be seen.

To select those activities that are the most appropriate for learning such as the
processes of imitation, perception, fine and gross motor skills, and visual motor
coordination, taking into consideration the context first; after that, the bibliographic
review was taken into consideration, to finally plan those activities that could be
more suitable according to the augmented reality software application called Hoope.

5 Conclusions

The intervention plan allowed to include emerging technologies in our case the use
of software Hoope, helping the children who participated in reinforcing teaching—
learning processes as perception, imitation, fine, and gross motor skills and visual
motor coordination are essential to reduce the existing gap and inequality to which
they exposed daily. Regarding the work in the field, direct contact with the community
was established through the Ludic Place Therapeutic Center, where they worked with
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children with ASD, parents, and support professionals (psychologist, educational
psychologists, teachers, information, and communication technology professionals).

These studies, which include experimentation as a fundamental basis, are impor-
tant since they not only come to verify theories, concepts, and information from
similar works, but also serve to develop new teaching processes, and hence the impor-
tance of being able to identify to personalize teaching. The incorporation of models,
methodologies, and strategies, especially with children with autism, is a fundamental
requirement, understanding that everyone has their own learning process. For the
development of the intervention program, as well as for its monitoring, evalua-
tion, and joint decision-making, it is necessary to work in a comprehensive and
multidisciplinary way to obtain better results, given the multitude of professionals
involved, the intervention approached from an interdisciplinary approach unifying
goals, objectives, and methodology used with the child.

Using innovative resources in the classroom, it seeks to stimulate the teaching—
learning processes, it is essential to offer children with ASD during their school stage
an adequate teaching—learning process that allows them to strengthen their skills, and
this intervention is an alternative in the educational process, to work in coordination
toward joint goals and priorities (parents, professionals who accompany the child
with ASD, psych pedagogues among others). New ICT information and communi-
cation technologies, and specifically augmented reality, are providing teachers with
new and effective strategies that allow them to be more effective in education, gener-
ating significant interest in learning in children. The intervention proposal included
two children with ASD diagnosed with moderate ASD (requires notable help) and
severe ASD (they require a lot of help); however, it would be opportune to carry
out the intervention in children with mild ASD, and it is possible that this plan and
its results are better received and that this intervention based on information and
communication technology is of relevant help in these cases.

It is important to note that this intervention plan can be applied and reinforced if
applicable, and these adaptations related to content have been proposed as an orien-
tation and exemplification; however, it will be the teacher in collaboration with his
team of treating professionals, who will specify the elaboration of the individualized
plan based on this intervention program, as well as on the orientations offered by
the pedagogical counselor. Autism is a complex disorder that has characteristics of
one child with another; therefore, the interventions must be different. Individuality
is precisely the factor that should never lost sight of when planning an intervention
and what works for one case may not receive in the same way with another child;
however, with the help and patience of the professionals in charge, adaptations of
the plans can be made to individualize them and achieve better results.

In the case of children with ASD, their development is not stable or predictable;
therefore, this plan must evaluate regularly, and it should modify and perfected as
many times as necessary. Computer applications in the field of education provide
important advantages since they are means that tend to generate intrinsic motivation,
being attractive and stimulating. We look at M and E, who like games as well as the
music and sound effects provided by the Hoope software, as well as animated charac-
ters. Regarding future lines of research, the application of this Hoope program would
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be of great interest not only in the therapeutic center but also in the home of chil-
dren with ASD or during schooling to reinforce the processes. We are grateful to the
LINTI New Computer Technologies Research Laboratory of the National University
of La Plata, Argentina, and the National Secretary of Higher Education, Science and
Technology SENESCYT, Ecuador, as well as the Ludic Place Therapeutic Center
where this project was conducted.
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