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Abstract. Thousands of infections, hundreds of deaths every day - these
are numbers that speak the current serious status, numbers that each of
us is no longer unfamiliar with in the current context, the context of
the raging epidemic - Coronavirus disease epidemic. Therefore, we need
solutions and technologies to fight the epidemic promptly and quickly
to prevent or reduce the effect of the epidemic. Numerous studies have
warned that if we contact an infected person within a distance of fewer
than two meters, it can be considered a high risk of infecting Coron-
avirus. To detect a contact distance shorter than two meters and pro-
vides warnings to violations in monitoring systems based on a camera,
we present an approach to solving two problems, including detecting
objects - here are humans and calculating the distance between objects
using Chessboard and bird’s eye perspective. We have leveraged the pre-
trained InceptionV2 model, a famous convolutional neural network for
object detection, to detect people in the video. Also, we propose to use
a perspective transformation algorithm for the distance calculation con-
verting pixels from the camera perspective to a bird’s eye view. Then,
we choose the minimum distance from the distance in the determined
field to the distance in pixels and calculate the distance violation based
on the bird’s eye view, with camera calibration and minimum distance
selection process based on field distance. The proposed method is tested
in some scenarios to provide warnings of social distancing violations. The
work is expected to generate a safe area providing warnings to protect
employees in administrative environments with a high risk of contacting
numerous people.

Keywords: Minimum distance · Bird’s eye view · Human
recognition · Epidemic · Distancing violation

1 Introduction

Artificial intelligence is present in all areas of human life, from economics, edu-
cation, and medicine to housework, entertainment, and even the military. But
the breakthroughs mostly come from Deep Learning - a small array gradually
expanding to each type of work, from simple to complex, like in the field of
positioning with tasks that need high accuracy, including drones and uncrewed
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vehicles. In the context that the world is facing COVID-19, with thousands of
people infected every day, preventing the spread is the issue that needs the most
attention, so distance violation detection approaches through using the camera
have become useful. As a result, we can detect and timely prevent the spread
of the disease or create favorable conditions. In addition, the technologies trac-
ing the origin of the spread have been proposed and developed so that disease
prevention and control take place effectively, promptly, and quickly.

Public places and crowded places such as schools, administrative offices, and
hospitals are clear places to spread Covid pathogens. In such places, keeping a
distance is one of the important rules in the 5K rule [1]1 of Ministry of Viet-
namese Public Health released, including wearing a mask, disinfection, not gath-
ering, declaring health and keeping the minimum distance. Keeping a distance is
extremely necessary during the pandemic to prevent the spread of disease. Health
experts say that keeping a distance is one of the most important and recom-
mended solutions to prevent the pandemic. However, not everyone understands
the role and meaning of distance and considers it a serious rule. Coronavirus
disease, as we know, is transmitted mainly through close contact within about
two meters. Therefore, there is a very high infection risk, as the Vietnamese
Ministry of Health recommended in 2020. Moreover, numerous evidences from
research was restated that the 2-meter social distancing rule to reduce COVID-
19 transmission [2,3]. Although we know that the advice on 2-meter distancing
is a risk assessment of some research, such distance should be longer to ensure
safety. Also, the authors in an article [4] in the Lancet journal stated that phys-
ical distancing of at least one meter lowers the risk of COVID-19 transmission,
but that two meters can be more effective. Exposure occurs when droplets from
the nose or mouth of an infected person cough, sneeze, or talk shoot out and into
the air, and these elements come into contact with an uninfected person that
can cause illness. Many studies have shown that asymptomatic infected people
also contribute to the spread of COVID-19 because they can spread the virus
before they reveal symptoms.

This study proposes an approach to detect minimum distance violations by
the camera to support the implementation of regulations on keeping a distance
of two meters when in contact with others. The rest of the work is organized as
follows. First, we discuss some related applications and studies in Sect. 4. After
that, in Sect. 3, we will elaborate on our workflow and algorithms. Subsequently,
our experiments with test cases will be described and explained (Sect. 4). Finally,
in conclusion, we will summarize our studies’ key features and development plan
(Sect. 5).

2 Related Work

With the serious effects of Corona disease, numerous scientists have focused on
some solutions to prevent the epidemic in a vast of applications and studies.
1 https://covid19.gov.vn/bo-y-te-khuyen-cao-5k-chung-song-an-toan-voi-dich-benh-

1717130215.htm.
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Some studies have attempted to present computer-based methods to monitor
social distancing violations. The work in [5] used the YOLOv3 object recognition
algorithm to indicate humans in video sequences with a pre-trained algorithm
to gather to an extra-trained layer using an overhead human data set. In [6],
the authors designed a computer vision-based smart to monitor and automati-
cally detect people who violated safe distancing rules. In another study in [7],
the authors evaluated the American people’s perceptions of social distancing
violations during the COVID-19 pandemic. In work in [8], scientists introduced
SocialNet, a method aimed to indicate violations of social distancing in a public
crowd scene. The method included two main parts, including a detector back-
bone and an Autoencoder. The research in [9] deployed the YOLO algorithm
to detect social distancing violations in real time. In addition, the authors in
[10] presented a drone using a surveillance method implemented in Deep Learn-
ing algorithms to indicate whether two people were violating social distancing
rules. The authors in [11] used a small neural network architecture to indicate
social distancing using a bird’s eye perspective. In more studies on deep learning-
based method, the study in [12] implemented bounding boxes to indicate group
violated the social distancing rules using Euclidean distance and deep learning
trained on COCO dataset [13] using YOLO. In [14], the authors introduced a
method to detect people in a frame and check whether people violated social
distancing by calculating the Euclidean distance between the centroids of the
detected boxes. The authors in [15] deployed the “Nvidia Jetson Nano” devel-
opment kit and Raspberry Pi camera to compute and determine social distance
violation cases. The scientists in [16] counted the violations using some analysis
techniques on video streams.

Bluezone application2 provided warnings and contacted people infected with
Covid-19. Some outstanding features of the Bluezone application include a scan
for nearby Bluezone community, warning when contact with Covid-19 infected
person, secure operation, transparency, lightweight, and low battery consump-
tion. In addition, it could support people to make medical declarations right
on their phone easily at any time, provide a quick electronic medical declara-
tion using a QR code, and easily track contact history with Bluezone users. In
addition, it can submit a report of COVID-19 disease summarized information,
suspected infected subjects around the area where you live, provide an Elec-
tronic health book, and allows Covid-19 vaccination registration. Health Book
application3 was also an interesting application with some features such as allow-
ing people to register for the Covid-19 vaccine on the app. In addition, it can
report any unusual symptoms quickly after getting the COVID-19 vaccine, pro-
viding a certificate of vaccination against COVID-19. Moreover, it can support
declaring health information and family anytime, anywhere. It can easily track
health tracking after connecting the COVID-19 vaccine directly with the per-
sonal health record system of the Ministry of Health, easily book an appointment
with a medical facility or doctor before visiting, or maybe, talk to your doctor

2 https://bluezone.gov.vn/.
3 https://play.google.com/store/apps/details?id=com.mohviettel.sskdt.

https://bluezone.gov.vn/
https://play.google.com/store/apps/details?id=com.mohviettel.sskdt
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online for advice and take care of your health. The most obvious common diffi-
culty is that it is hard to monitor accurately. However, now that the policy of
loosening the distance is applied, more and more people gather in public places,
so using a Camera to monitor is essential and popular.

3 Methods

The camera’s approach to detecting distance violations is proposed in Fig. 1.

Fig. 1. Steps of the process of building a model to detect distance violations through
the camera.

First, we calibrate the Camera with OpenCV to increase the model’s accu-
racy. After this calibration, we can conduct object recognition with the pre-train
model to create bounding boxes indicating people’s positions. After having these
bounding boxes, we can calculate the coordinates of the midpoint of the bot-
tom edge of the bounding box, taking that as a basis to calculate the distance
between the objects. Finally, we have deployed the chessboard method to cali-
brate images from videos captured from the camera’s output before converting
the image into perspective from camera view to birds’-eye view.
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3.1 Object Recognition with Pre-trained Inceptionv2 Model

This study has deployed Inceptionv2 [17] to recognize the object recognition pro-
cess. Inceptionv1 [18] was originally proposed with about 7 million parameters.
It was much smaller than the famous prevailing architectures, like VGG [19] and
AlexNet [20]. However, it can achieve a lower error rate, which is also why it
is a breakthrough architecture. The modules in Inception perform convolutions
with different filter sizes on the input, operate max pooling and concatenate
the results for the next inception modules. The introduction of a 1× 1 convolu-
tion operation greatly reduces the parameters. Although the number of layers in
Inceptionv1 is 22, the dramatic parameter reduction has made it a very difficult
model to overfit. The Inceptionv2 [17] is a major improvement on the Incep-
tionv1 that increases accuracy and further makes the model less complex. The
significant improvements in the Inceptionv2 model include Multiplying the 5×5
convolution into two 3 × 3 convolution operations to improve the computation
speed. Although this may seem counter-intuitive, a 5×5 convolution is 2.78 times
more expensive than a 3×3 convolution. So stacking two 3×3 convolutions leads
to a performance increase. Furthermore, Inception factorizes filter convolutions
of size n× n into a combination of 1×n and n× 1 convolutions. For example, a
3× 3 convolution is equivalent to first performing a 1× 3 convolution and then
performing a 3× 1 convolution on its output. They found that this method was
33% in time execution reduction than 3× 3 single convolution.

3.2 Calibrate the Camera with Chessboard Corner Detection

Cameras these days have become relatively cheap to manufacture. We have
deployed camera calibration from captured images to indicate the geometric
parameters of the image formation process. As mentioned in [21], the camera
calibration process is an important step in computer vision tasks, especially
when metric information about the scene is required. We calibrate the camera
to enhance the efficiency of computing the distance between two objects with
some changes for the internal parameters of the camera (camera calibration
change due to movement of the internal lens) even if it falls to the ground and
causes production problems) and external parameters are calculated. There are
two types of uncorrected in-camera noise. The first is called barrel distortion
and causes a quick view from the sides, while the second type is called pin buffer
noise (pincushion distortion) and is flattened from the sides.

We call the matrix known as the denoising camera matrix. OpenCV [22]
provides calibration support with various methods. The most famous of these
is the Chessboard corner detection [23]. With the chessboard corner detection,
we first detect corners in the chess board. Then, we draw detected angles using
drawChessboardCorners to generate a new image with circles at the corners
found in python. Next, we calculate the camera’s internal and external param-
eters from multiple perspectives of a calibrator. Our final step is to store the
parameters returned by feeding the feature points in all images and the equiv-
alent pixels in the two-dimensional image into the calibrated camera function.
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The total error represents the accuracy of the camera calibration process. Total
error calculation is done by projecting 3D checkerboard points into the image
plane using the final correction parameters. A Root Mean Square Error of 1.0
means that, on average, each of these projected points is 1.0 pixels from its
actual location. The error is not bound in [0, 1]. It can be considered a distance
as an illustration in Fig. 2.

Fig. 2. An original image and its image after calibrating camera.

3.3 Calculate Coordinates on a Detected Object

We used the pre-train model, Inceptionv2, to recognize and track people in the
video to indicate whether they violated social distancing or not. After that pro-
cess, we can get the bounding boxes corresponding to each object (person) in the
region of interest (ROI). Then, to calculate the distance between 2 objects, we
first have to determine the coordinates of each detected object. The coordinate
calculation process consists of 2 steps. At first, we calculate the coordinates of
the centroid of the bounding box with formulas Equations of 1 and 2. Then,
After having the coordinates of the center of gravity of the bounding box, we go
to find the coordinates of the midpoint of the bottom edge of the bounding box
and use this point to calculate the distance between 2 objects on the birds’eye
view as illustrated in Fig. 3 and calculated by Formulas of 3 and 4.

x3 =
x1 + x2

2
(1)

y3 =
y1 + y2

2
(2)

x4 = x3 (3)

y4 = y3 +
y2 + y1

2
= y2 (4)
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Fig. 3. Calculate coordinates on a detected object: a) Present the original object in
the coordinate axis, b) Calculate the coordinates of the center of gravity C(x3; y3)
of the bounding box, c) Calculate the Midpoint coordinate D(x4; y4) of bottom edge
bounding box

3.4 Calculate Distance Between 2 People

We build a matrix of 3 × 3 to perform coordinates transformation on 4 points
with height and the width of the image4. To get the “birds’eyes view” from
the top, we employ operations in OpenCV to calculate a perspective trans-
form from four pairs of the corresponding points and generate a matrix of
transformations of entities, including two parameters of rect, dst, where rect
denotes the list of 4 points in the original image, and dst is the list of con-
verted points. After getting the transformation matrix, we perform a perspec-
tive transformation to transform the image’s perspective using the transforma-
tion matrix, along with the width and height of the image as input. Then, the
operation returns the transformed matrix and image. Then there is a trans-
formed matrix taken from the perspective transformation and a list of points to
convert. Next, we take the output of the above calculation and start the pro-
cess of passing the transformation calculation based on the entity transforma-
tion matrix: cv2.perspectiveTransform(list_points_to_detect, matrix) where
list_points_to_detect is the result of the above calculation and matrix is the
entity transformation matrix.

4 Experiments

4.1 Environmental Settings

We place the camera at 4.9m high from the ground at B as exhibited in Fig. 4.
The camera was adjusted so that the length of the frame center to point A is
10.15m (Fig. 5). In addition, the length from the center of the frame to point A
can not affect the results of calculating the distance between objects (Fig. 7).

4 https://pyimagesearch.com/2014/08/25/4-point-opencv-getperspective-transform-
example/.

https://pyimagesearch.com/2014/08/25/4-point-opencv-getperspective-transform-example/
https://pyimagesearch.com/2014/08/25/4-point-opencv-getperspective-transform-example/
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Fig. 4. camera’s height

Fig. 5. Distance from camera to the center of bird’s eye view.

We set up some procedures to calculate the minimum distance (two meters)
between 2 people. First, we use a ruler with a length of two meters which is the
minimum distance to prevent the risk of spreading COVID-19 as recommended
by the Vietnamese Ministry of Health and numerous studies on Coronavirus
disease. Then, we choose this as the minimum distance between the 2 received
objects to start calculating the minimum distance. As illustrated in Fig. 6, the
distance of 216 pixels is the distance calculated between 2 points from the bird’s
eye perspective.
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Fig. 6. We use a ruler to measure the distance in the pre-determined field

Fig. 7. Calculate the number of pixels of the minimum distance on the bird’s eye view

Fig. 8. Four points for transformation and to indicate the pre-determined field.

In addition, we have deployed the process of converting pixels from the cam-
era to birds’eye perspective and marked four points on the ground as four input
points for perspective transition with perspective transition (Fig. 8). Here, choos-
ing the order of each image angle is essential. If it is not selected correctly, it
can reverse the image angle after conversion. The chessboard method can cali-
brate the camera to increase the model’s accuracy. The method can be highly
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Fig. 9. The minimum distance to detect the violations on the birds’eye view.

Fig. 10. Experimental participants’ movement directions in Scenarios 1, 2, 3, and 4.
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affected by the camera calibration and choosing the minimum distance directly
from the birds’eye view. Here is an image when taking pixel parameters for a
distance of two meters, as exhibited in Fig. 9. We obtain 240 pixels for a distance
of two meters in the pre-determined field. Because the process of choosing the
minimum distance is based on the distance of 2 points of the 2 rulers displayed
on the video, the model’s accuracy can depend on the accuracy of the camera
calibration process during test cases. The accuracy of the calibration process
reaches 0.23 (a smaller value can lead to a higher accuracy). We repeated the
experiment more than 20 times for each scenario in the experiments. All of them
were sent warnings to the users using the system. We illustrate some results in
the following sections with experimental participants’ movement directions as
illustrated in Fig. 10.

4.2 Scenario 1

Fig. 11. A test case for Scenario 1.

One student moved from the top left corner and the other from the bottom right
corner (Fig. 11). The two intersect at the center of the rectangle. We perform
the experiments in full light conditions, with the participation of two people, one
male, and one female, both wearing yellow shirts. The first object moves from
the right side 1m from the bottom right corner. The second opponent moves 1m
from the bottom right corner from the left side, and 2 objects move parallel to
the bottom edge.

4.3 Scenario 2

One student moved from the top right corner while the other moved from the
bottom left corner (Fig. 12). The two intersect at the center of the rectangle.
When we test in full light conditions, with the participation of 2 subjects, 1
male and 1 female, wearing yellow shirts. The first enemy moves from the right
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Fig. 12. A test case for Scenario 2.

side 1m from the top right corner, the second opponent moves from the left side
1m away from the top right corner, and 2 objects move parallel to the top edge.

4.4 Scenario 3

Fig. 13. A test case for Scenario 3.

One student moved from the midpoint of the upper edge, while the other moved
from the midpoint of the lower edge (Fig. 13). Finally, the two intersect at the
center of the rectangle. We perform the experiments in full light conditions, with
the participation of two female and two male students. One pair wore yellow and
black shirts (Fig. 14). The students moved from the 4 corners of the specified
area, met, and stopped at the center of the specified area for about three seconds,
and then the objects continued to move to the starting corner.
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Fig. 14. Another test case for Scenario 3 with many people.

4.5 Scenario 4

Fig. 15. A test case for Scenario 4.

One student moved from the midpoint of the right side, and the other moved
from the midpoint of the bottom left edge (Fig. 15). The two intersect at the
center of the rectangle.

5 Conclusion

With the current epidemic situation being complicated with many outbreaks,
even though we have a vaccine, keeping our distance still needs to be followed.
The risk of transmission is rather low at two meters, so we should maintain a
2m distance. In this study, we applied the pre-trained InceptionV2 model to
recognize human objects in surveillance video, and then from the recognized
human objects in each scene, we fine-tuned the camera. With methods of con-
verting coordinates with a chessboard and bird’s eye view, calculate distances
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and provide warnings if violated. The method has been evaluated and tested
with scenarios. However, the method’s accuracy is based on the transition from
the camera view to the birds’eye perspective. In addition, we convert measure
units from meter to pixel to calculate distance. This can lead to dependency on
the camera calibration process.
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