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Abstract Bone is the most important part of our body which holds the whole struc-
ture of human body. The long bone situated in the upper arm of human body between
the shoulder and elbow junction is known as “Humerus”. Humerus works as a struc-
tural support of the muscles and arms in the upper body which helps in the movement
of the hand and elbow. Therefore, any fracture in humerus disrupts our daily lives.
The manual fracture detection process where the doctors detect the fracture by ana-
lyzing X-ray images is quite time consuming and also error prone. Therefore, we
have introduced an automated system to diagnose humerus fracture in an efficient
way. In this study, we have focused on deep learning algorithm for fracture detection.
In this purpose at first, 1266 X-ray images of humerus bone including fractured and
non-fractured have been collected from a publicly available dataset called “MURA”.
As a deep learning model has been used here, data augmentation has been applied
to increase the dataset for reducing over-fitting problem. Finally, all the images are
passed through CNN model to train the images and classify the fractured and non-
fractured bone. Moreover, different pretrained model has also been applied in our
dataset to find out the best accuracy. After implementation, it is observed that our
model shows the best accuracy which is 80% training accuracy and 78% testing
accuracy comparing with other models.
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1 Introduction

A humerus fracture is a break in the upper arm’s humerus bone. Plain radiography
is used to identify humerus fractures [22]. To determine the type of fracture, its
anatomical location followed by fragmentation and displacement levels is taken into
account. Albeit experienced surgeons may misdiagnose because humerus fracture
has various representations [5]. As a result, an effective, as well as accurate method,
is required to classify the fracture. Deep learning is a subset of artificial intelligence
that extracts features and creates transformations using a cascade of many layers of
nonlinear processing units. It is based on the learning of several levels of features
or representations of the data. With the success of employing a deep learning model
to identify and categorize images, there has been interest in using deep learning in
medical image analysis in a variety of domains, including skin cancer diagnosis,
diabetic retinopathy, mammographic lesions, and lung nodules identification. Tri-
als in orthopedic surgery and traumatology, on the other hand, are extremely rare,
despite their relevance to public health. Therefore, for this research, a CNN model
is employed to classify humerus fractures as it proved to perform better in case of
image classification [4, 9, 17, 23]. A dataset is collected and preprocessed. Data
augmentation is applied to increase the robustness of the dataset. A CNN model is
applied to train and test the dataset.

The following sections of this paper are organized as follows: Sect. 2 describes the
previous works based on ALL detection. Section 3 depicts the entire methodology
where whole CNN model used in this paper has been illustrated broadly. Section4
is about the the result of our research, and finally, Sect.5 is about conclusion and
future work.

2 Literature Review

This section basically covers the previous research works related to the detection
of bone fracture. Sasidhar et al. [20] in 2021 applied 3 pretrained model (VGG16,
Densenet121 and Densenet169) on humerus bone images collected from the MURA
dataset for detecting the fractured bones . They showed their best accuracy 80% using
DenseNet161. Demir et al. [7] introduced an exemplar pyramid feature extraction
method for classification of humerus fracture. They employed HOG and LBP for fea-
ture generation. They achieved a outstanding accuracy which is 99.12%. However, in
this research, only 115 images images have been used which is very poor. Chung et al.
[5]in 2018 developed a deep convolution neural network for classifying the fracture
types where they gained a promising result with 65-86% top-1 accuracy. Negrillo-
Cérdenas et al. [14] in 2020 proposed a geometrically-based algorithm for detecting
landmarks in the humerus for the purpose of reducing supracondylar fractures of the
humerus. In this research, they calculated the distance between two corresponding
landmarks which is 1.45mm (p < 0.01). Sezer and Sezer [21] shoulder images had
been evaluated by CNN for the feature extraction and the classification of the head of
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humerus into three categories, for example, normal, edematous and Hill-Sachs lesion
with 98.43% accuracy. Negrillo-Cérdenas et al. [15] in 2019 considered a geometri-
cal approach and spatial for detecting the landmarks on distal humerus. In this paper,
they calculated 6 points for each bone. All these research took humerus as parameter.

Deviating from humerus fracture, some researchers also used other bones as
parameter, for example, shoulder, femur, calcaneus, etc. De Vries et al. [6] in 2021
worked on predicting the chance of osteoporotic fracture (MOF) where they devel-
oped three machine learning models (Cox regression, RSF, and ANN) to show the
comparison. Here, they showed that Cox regression outperformed the other models
with 0.697 concordance-index. Pranata et al. [16] applied ResNet and VGG for the
detection of calcaneus fractures using CT images where they gained a good accu-
racy 98%. Adams et al. [1] worked on the detection of neck of femur fractures where
they implemented deep convolutional neural networks. In this work, the researchers
showed an accuracy of 90.5% and AUC of 98%. Devana et al. [8] utilized machine
learning model for the prediction of complications following reverse total shoulder
arthroplasty (rTSA). Here, they applied five classifiers where XGBoost gained the
top AUROC and AUPRC of 0.681 and 0.129.

After analyzing all the previous research work, it can be concluded that, in
[7, 20], research on humerus fracture detection has been done, but further improve-
ment is needed here. In [5, 21], humerus fracture classification has been done where
they classified the fracture types rather detection. Negrillo-Cardenas et al. [14, 15]
studies were about the detection of landmark on humerus. So, it is clear that there
has been very little research on humerus fracture detection. So in this study, we have
tried to make a contribution on the detection of humerus fracture using deep learning
model (Table 1).

3 Methodology

This section is about the whole network architecture that has been utilized in this study
to detect humerus fracture. Figure 1 illustrates the system flowchart of this study.

As we can see in Fig. 1, this study starts with collecting dataset. After the data
collection, all the images are sent to the data augmentation section. After that, pre-
processing step is applied to the augmented data where the images are resized and
then converted to an array. After the completion of pre-processing step, the processed
images are sent to the CNN model where the features are extracted, and classification
step finally predicts the images as “positive” or “negative”.

3.1 Dataset

The dataset we have used in this research for humerus fracture detection is col-
lected from a public source which is named “musculoskeletal radiographs (MURA)”
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Table 1 Related works
Reference Year Parameters Methodology Performance
[20] 2021 Humerus bone VGG16, Accuracy: 0.80
fracture Densenet121,
Densenet169
[7] 2020 Humerus fractures HOG, LBP Accuracy: 99.12
[5] 2018 Proximal humerus DCNN Accuracy: 0.65-0.86
fractures
[14] 2020 Landmarks in the Geometrically-based | Distance between
humerus algorithm two corresponding
landmarks 1.45 mm
(p > 0.01)
[21] 2020 Diagnosis of CNN 98.43
proximal humerus
[15] 2019 Distal humerus Geometrical Calculated 6 points
approach for each bone
[6] 2021 Hip, wrist, spine, and | Cox regression, RSF | Concordance-index
humerus fractures and ANN 0.697 for Cox
regression
[16] 2019 Calcaneus ResNet and VGG Accuracy: 0.98
[1] 2019 Neck of femur Deep convolutional | 0.91 (accuracy) 0.98
neural networks (AUC)
[8] 2021 Shoulder LR, XGBoost, RF AUROC:681,
arthroplasty AUPRC: 0.129 (for
XGBoost)

dataset. The MURA dataset is a large dataset containing 40,561 images collected from
12,173 patients which is labeled by board-certified radiologists of the Stanford Hos-
pital whether it is positive or negative. To inquire the different types of abnormalities
present in the dataset, the report has been reviewed manually hundred abnormalities
where fifty three studies have been marked as fractures, 48 has been marked with
hardware, 35 has been marked with degenerative joint diseases, and 29 has been
marked with other mixed abnormalities.

Anyway, this dataset contains 7 types of bone fracture images, namely elbow,
finger, forearm, hand, humerus, shoulder, and wrist. As we are working with the
detection of humerus fracture, so only the X-ray images of humerus fracture have
been considered in this study. Total of 1266 (669 negatives and 597 positives) X-ray
images of humerus have been used in MURA dataset which are collected from 727
patients.
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Fig.1 System flowchart

3.2 Data Augmentation

Enhancing the performance of a model is an all time challenging task. Data aug-
mentation helps to a great extent in this case. Generally by the data augmentation,
the dataset is increased by creating altered copies of data which are already exist.
It is about fabricating more data from the existing dataset without losing the data
information. Data augmentation lessens the risk of over-fitting problem by increasing
dataset. However, data augmentation can boost the model accuracy when the dataset
is insufficient.

As stated earlier, in this study, we have used total of 1266 X-ray images of humerus
including positive case and negative case which is relatively smaller for deep learning
method. That is why we have implemented the data augmentation process on our
dataset before training the model. For this augmentation, ImageDataGenerator has
been utilized here. The settings for image augmentation that we utilized have been
illustrated in Table 2.

Table 2 Data augmentation settings

Augmentation techniques Range
Rotation 25
Width shift 0.10
Height shift 0.10
Zoom 0.40
Horizontal flip True
Fill mode Nearest
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3.3 Pre-processing

Image pre-processing creates a positive effects on image by increasing the quality of
feature extraction. Image pre-processing is needed to clean the image dataset prior
to train the model and inference. It generally works by removing background noise,
reflection of light, normalizing the images, and preparing the images for better feature
extraction.

In this study, the pre-processing step starts by resizing the images into 96 x 96
dimension. After that, the pixel values of the images are converted to an array form
where each of the element of array indicates the value of pixel. The pixel value range
is in between 0 and 255 which creates a great variation among the array elements.
To reduce this difference of this array elements, each of the pixel values are divided
by 255 so that all the array elements come to a range between 0 and 1.

3.4 Convolutional Neural Network Model

Convolutional neural network model (CNN) and a deep learning neural network
model have been utilized in this study for training the image dataset as CNNs are
effective in learning the raw data automatically [2, 3, 19, 26]. The architecture of
this model has been illustrated in Fig. 2.

According to Fig.2, the model consists of three convolution layers where there
are 32 filters in first convolutional layer, 64 filters in second convolutional layer, and
128 filters filters in third convolutional layer with 3 x 3 kernel size. In Eq. (1), the
mathematical expression of convolution layer over an image s(x, y) is defined using
filter ¢ (x, y).

96x96x32 3Dan32 o
» Positive

16x16x128 ExEx128

» Negative

Output

FQ1
- Convolution layer ' ey conpmsiactiorer size=128

’ Pooling layer ' Sigmoid function

Fig. 2 Model architecture
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Each of the convolution layer is followed by batch normalization and ReLU
activation function. The ReLU activation function is expressed mathematically which
is shown in Eq. (2)

Relu(z) = max(0, z) 2)

A max pooling layer with 2 x 2 pool size has been included in each convolu-
tion layer. The max pooling layer efficiently downsizes the tight scale images and
mitigates total numbers of parameters. Thus, it reduces the size of the dataset.

The architecture is the followed by fully connected (FC) layer where all the inputs
of 1 layer are linked to each of the activation unit of the subsequent layer. A dropout
layer is attached to the FC layer, and here, the size of the FC layer is 128. The
dropout layer helps to reduce the over-fitting problem by randomly disconnecting
nodes. Here, we have selected 0.2 as dropout range for this layer.

Finally, a sigmoid function has been applied after the FC layer which acts as
classifier to classify images as “positive” or “negative”. The mathematical expression
of sigmoid function has been shown in the following Eq. (3).

Sigmoid(x) = 3)

14+e0Tx

4 Experimental Results and Evaluation

The outcomes after implementing our model on the humerus bone images collected
from MURA dataset have been explained in detail in this section. The result after
applying five fold cross validation has been illustrated. In addition, we have also
shown the comparison of our proposed model with other traditional models.

4.1 Results and Discussion

Figure 3 graphically represents the learning curve of our model. According to Fig. 3,
we can see that the X axis denotes the total epoch used to train dataset, whereas the
Y axis denotes the accuracy and loss, respectively. From Fig. 3a, it can be observed
that the training accuracy increases from 52 to 71%, and testing accuracy increases
from 53 to 72%, respectively, after the completion of 50 epochs. Finally, the training
accuracy reaches to 82%, and testing accuracy reaches to 80% after the completion
of final epoch.
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Fig. 3 Accuracy and loss curve: a accuracy versus epoch b loss versus epoch

Accordingly, from Fig. 3b, it can be observed that the training loss decreases from
1.03 to 0.62, and testing loss decreases from 0.97 to 0.56, respectively, after the
completion of 50 epochs. Finally, the training loss reaches to 45%, and testing loss
reaches to 37% after the completion of final epoch.

In this research, we have attempted five fold cross validation for assessing our
model. In Table 3, the training and testing accuracies after applying five fold cross
validation have been demonstrated where individual accuracy for each fold is added.
The average (77.20% training and 73.60% testing) and best (80% training and 78%
testing) accuracies are also added in the table which are calculated from the five fold
cross validation.

Figure 4 illustrates accuracy versus epoch curve for each fold.
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Fold Training accuracy (%) Testing accuracy (%)
1 80 78

2 77 75

3 78 71

4 73 70

5 78 74

Average accuracy 77.20 73.60

Best accuracy 80 78

Accuracies vs Epochs

0.80 -
0.75
0.70 -
0.65 -
0.60 - —— Training Fold 1
—— Training Fold 2
0.55 - ~ Training Fold 3
—— Training Fold 4
0.50 - Training Fold 5
0 10 20 £ 40 50
Fig. 4 Accuracy versus epoch for five fold cross validation
Table 4 Comparison of results
Models Train acc Train loss Test acc Test loss
CNN 0.80 0.4505 0.78 0.3739
VGG19 0.5830 0.6700 0.5825 0.6790
VGG16 0.6290 0.6510 0.6310 0.6500
InceptionV3 0.7100 0.5500 0.6530 0.6460
DenseNet121 0.7600 1.100 0.5490 0.5400
MobileNetV2 0.8400 0.3800 0.5490 1.10
ResNet50 0.7879 0.4493 0.4724 0.7093

4.2 Comparison of Different Models

We have trained our dataset using some pretrained model (VGG16, VGG19,
ResNet50, MobileNetV2, InceptionV3, DenseNet121) in the purpose of showing
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Fig. 5 Accuracy and loss curve of proposed model and other traditional models

the comparison and also for achieving the best accuracy. After implementing all
this models, we have observed that out proposed CNN model outperforms the other
models. Table4 illustrates the training and testing accuracy as well as the training
and testing loss of the other models.

In Fig. 5, the curve of accuracy and loss function of our models as well as other

models are illustrated.
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5 Conclusion

The main objective of this research is to detect fractured humerus from X-ray image
using deep learning algorithm. This study exhibits the probability of future use of
deep learning algorithm in the filed of orthopedic surgery. This automated system
of detecting humerus fractures has some advantages, for example, quick detection,
efficiency, and time saving process. However, we have utilized convolutional neural
network (CNN) model as a deep learning approach for training our dataset. The
X-ray image of fractured and non-fractured humerus bone was used to perform
the experiment where total of 1266 X-ray images have been used. Moreover, data
augmentation has been applied to increase the size of the dataset which helps to
overcome the over-fitting problem. Finally after classification, the accuracy that we
gained from this research is 78%.

In future, this research aims at collecting more images to train our model. More-
over, we intent to improve our system by applying the BRBES-based adaptive differ-
ential evolution (BRBaDE). This can ameliorate the accuracy by conducting param-
eter and structure optimization [10-13, 18, 24, 25].
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