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Preface

The International Conference on 4th Industrial Revolution and Beyond, IC4IR 2021,
is being organized by the University Grants Commission (UGC) of Bangladesh to
be held through both physical and virtual online formats from 10 and 11 December
2021. On the 100th Birth Anniversary of the Father of the Nation of Bangladesh,
Bangabandhu Sheikh Mujibur Rahman and 50th anniversary of independence of the
country, the UGC is planning to create a premier international forum for bringing
together researchers and practitioners from diverse domains to share cutting-edge
research results obtained through the application of artificial intelligence, the internet
of things, data analytics, and cloud computing to solve problems in the indus-
trial domain. IC4IR 2021 also promotes the sharing and dissemination of innova-
tive and practical development of methodologies and technologies with industrial
applications through the exchange and dissemination of best practices. The scope
of the conference includes Artificial Intelligence; Robotics and Automation; IoT
and Smart Agriculture; Data Analytics and Cloud Computing; Communication and
Networks Signal and Natural Language Processing. Researchers of home and abroad
are requested to submit your research paper which can resolve our local problems,
to improve life and the environment utilizing state-of-the-art 4IR techniques, and to
help to achieve the sustainable development goal.

The IC4IR 2021 attracted 525 full papers from 16 countries in six tracks. These
tracks include—Artificial Intelligence; Robotics and Automation; IoT and Smart
Agriculture; Data Analytics and Cloud Computing; Signal and Natural Language
Processing; and Communication and Networking. The submitted papers underwent
a double-blind review process, soliciting expert opinion from at least two experts: at
least two independent reviewers, the track co-chair, and the respective track chair.
Following rigorous review reports from the reviewers and the track chairs, the tech-
nical program committee has selected 59 high-quality full papers from 09 coun-
tries that were accepted for presentation at the conference. Due to the COVID-19
pandemic, the Organizing Committee decided to host the event in hybrid mode.
However, the research community reacted amazingly in this challenging time. More
than 2000 people attended the events, which featured keynote speeches from three
Nobel laureates and six distinguished professors.
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xviii Preface

The book series will be insightful and fascinating for those interested in learning
about the tool and technique of 4IR that explores the dynamics of exponentially
increasing knowledge in core and related fields. We are thankful to the authors who
have made a significant contribution to the conference and have developed relevant
research and literature in computation and cognitive engineering.

We would like to express our gratitude to the Organizing Committee and the
TechnicalCommitteemembers for their unconditional support, particularly theChair,
the Co-Chair and the Reviewers. Special thanks to the Chairman and Members of
UGC of Bangladesh for their thorough support. IC4IR 2021 could not have taken
place without the tremendous work of the team and the gracious assistance. We
are grateful to Mr. Aninda Bose, Ms. Sharmila Mary Panner Selvam, and other
term members of Springer Nature for their continuous support in coordinating this
volume publication. We would also like to thank vice chancellor of the public and
private universities for continuous support. Last but not the least, we thank all of our
contributors and volunteers for their support during this challenging time to make
IC4IR 2021 a success.

Dhaka, Bangladesh
Dhaka, Bangladesh
Londonderry, UK
Chittagong, Bangladesh
March 2022

Md. Sazzad Hossain
Satya Prasad Majumder
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Deep Learning-Based Rice Disease
Prediction

Mahbuba Yesmin Turaba

Abstract Rice diseases are a prominent cause of reduced crop yield. Viruses, fungi,
and bacteria might transmit all kinds of rice diseases. Early identification could
have a significant impact in managing diseases and their spread. Automated rice
disease identification systems could excel if they can have high predictive accuracy
while requiring low computational resources. Nowadays, deep learning techniques
are implemented in order to lessen human effort and time. In this paper, we present
different experiments and findings related to the detection of three rice diseases:
bacterial leaf blight, brown spot, and leaf smut. Multiple large pretrained models
are fine-tuned on a relevant dataset. The fine-tuned models are then pruned and in
one case quantized to achieve better performance. Most notably, the ResNet50-based
model achieves 97% accuracy among all of them while requiring only 7200 FLOPS.
In terms of correctness, this result is almost 4% better than previously published
work while requiring a markedly lower number of FLOPS.

Keywords Disease prediction · Deep learning · Floating-point operation · Rice
disease · Data augmentation

1 Introduction

Rice plant disease is one of the most dominant reasons for impacting a country’s
overall agricultural yield directly [1, 2]. Approximately, 10 to 15% of rice of total
production is destroyed every year in Asia [3]. It is possible that rice plants could be
affected by diseases at any time and bacteria, fungi, or viruses are mainly responsible
for rice plant diseases. Common diseases include bacterial leaf blight, brown spot,
leaf smut, leaf blast, and sheath blight [4].

Previously, image processing was remarkably popular for predicting and classi-
fying infected plants. Diseases might vary for various plants in terms of color, size,
or shape symptoms, causing difficulties for new farmers, as they have insufficient
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knowledge about these conditions. In this case, constant monitoringmight help in the
prevention of rice plant diseases, but it is impossible for human beings to do so man-
ually. In that case, different types of deep learning and machine learning techniques
might be utilized to identify rice leaf diseases automatically, and this automatic sys-
tem might lessen the required time in order to detect rice disease which might lead
to higher crop productivity. It is important to point out that early detection is more
effective for farmers to prevent diseases.

In our research, we have explored multiple pretrained models to detect three rice
plant diseases including bacterial leaf blight, brown spot, and leaf smut and explored
pruning and quantization to further optimize inference. The main contribution of our
paper is summarized as below:

• Three different pretrained models VGG16, ResNet50, and Inception V3 are
explored to predict rice disease, achieving 97% with ResNet50.

• Explored pruning and quantization to deliver a model that uses only 8200 flops.
However, our best performing model only requires 7200 FLOPS.

Thus, these contributions could lead to autonomous rice disease prediction which
helps to reduce crop destruction in the foreseeable future.

We have organized this paper into the following manners. We introduce a review
of the literature related to rice disease prediction in Sect. 2. We discuss the main
methodology of our approach in Sect. 3. Our experiments performed on rice disease
datasets are presented in Sect. 4 in comparison with baseline methods. We discuss
our result in Sect. 5. Lastly, we conclude and present our future work plans in Sect. 6.

2 Related Work

Rice is considered as staple food inmany countries, and rice disease is responsible for
catastrophic financial loss around the world [5]. Rice brown spot (BS) brings losses
widely in the range of 4–52% [6]. Rice plant disease identification and prediction are
recognized as a fascinating research area in which machine learning or deep learning
could be applied for better performance. A review of relevant literature shows that
the accuracy is much higher for recently explored deep learning-based approaches
compared to other techniques.

Suman et al. [7] efficiently classified four types of diseases in rice using SVM
classifier with 70% accuracy. But when it contrasts with others, it provides the lowest
accuracy. On the other hand, Khaing et al. [8] used SVM for classification and
identified four types of diseases leaf blast, leaf streak, BLB, and leaf brown spot and
thus achieved 90% accuracy. But categorization of rice crop diseases was infeasible
for SVMandPCAmethodology . In addition, some researchers extract features based
on color, shape, and texture [9]. However, Akila et al. [10] discovered R-FNN, R-
CNN, and SSD to identify diseases and pests in complex environments and achieved
88% accuracy. Thus, this process seems time consuming. Also, Chowdhury et al.
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[11] applied deep CNN-centered classification to detect diseases and perform 95%
accuracy. But it requires more time to classify diseases as it is based on deep learning
architecture.

In recent times, Fahrul et al. [12] showed reliability with eight kinds of diseases
and 48 symptoms, but the performance seems not praiseworthy in comparison with
the expert system. WeiJuan et al. [13] demonstrate that they could identify blast
fungus, Magnaporthe grisea with 85% accuracy, but this method is not capable of
finding other types of diseases. Moreover, Toran et al. [14] identified sheath blight,
panicle blast, leaf blast, and brown spot with good recognition and reported 95.5%
accuracy, but some diseases were not identified accurately.

Also, it is notable that Maohua et al. [15] demonstrate that disease could be
identified in a faster and efficient way by means of PCA and neural network with
95.83% accuracy. But it could not recognize lesions perfectly.

In contrast, we propose various deep learning pretrained models to achieve higher
prediction, and these are also efficient as it requires less computational resources and
less cost.

3 Methods

In this paper, we propose different approaches to train our pretrained model and fol-
lowed by pruning in order to improve the performance of transfer learning techniques.
Our goal is to generate a new model that could beat existing works.

In order to perform rice disease prediction, the whole workflow is separated into
four parts such as dataset, data augmentation, pretrained model selection training
for rice disease prediction. We have used three pretrained models such as VGG16,
ResNet50, and Inception V3 on the dataset and pruned the resulting models to make
them more optimized for production.

3.1 Pretrained Architectures

Inception V3 Inception V3 is an updated version of the Inception series that includes
various improvements [16]. It can help in object detection and image analysis [17].
Inception V3 has 48 convolutional layers. Factorized convolutional layers, dimen-
sion reduction, parallelization, and regularization are some of the techniques that
are used in Inception V3. To compute computational efficiency and monitoring the
network efficiency, factorized convolutions are capable of reducing the number of
parameters in a network. Larger convolutions are replaced with smaller convolutions
which leads to significant quicker training. Then, to reduce parameters, it factorizes
to asymmetric convolution. During training, some loss is generated due to small
convolution neural network injection between layers. This process is known as an
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Fig. 1 Inception V3 demonstrates the Inception cell from Inception V3 model architecture. This
model has 48 convolutional layers. Factorized convolutional layers, dimension reduction, and par-
allelization techniques are used in this method. We factorize the bigger parameter into smaller
convolution and factorization into asymmetric convolution

auxiliary classifier which is used as a regularizer in Inception V3. Here, pooling
techniques are commonly used to reduce grid size [18]. Figure1 shows the Inception
cell of Inception V3.

ResNet50 ResNet50 consists of 48 convolutional layers, MaxPool layer, and
average pool layer. It introduced a technique known as residual mapping. Instead of
expecting a few stacked layers to match a specified underlying mapping, the residual
system allows these layers to intentionally fit a residual mapping. During training,
the residual neural network has less filters and complexity than other models. Once a
shortcut connection is added, the network is transformed into its residual counterpart
and this shortcut connection is used to execute mapping, padding the dimensions
with zeros. This does not add new parameters to the model to allow it to perform
exceptionally well with very deep layers [19]. ResNet50 architecture is displayed in
Fig. 2.

VGG16 VGG16 has 16 layers. For convolution, it always uses a 3× 3 Kernel
and the maximum pool size is 2× 2 [20]. The image is translated using a series of
convolutional layers with the smallest possible field size to capture notions such as
left or right, center, and up or down including 1× 1 convolution filters considered
as linearly change input channels followed by nonlinearity. The spatial resolution of
the layer input is retained after convolution. Five max pooling layers follow part of
the convolution layers to perform spatial pooling. A stack of convolutional layers
with varying depths in different architecture is followed by three fully connected
layers. The softmax activation function is applied to the last fully connected layer.
[21]. VGG16 is displayed in Fig. 3.
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Fig. 2 ResNet50 model architecture consists of 48 convolution layers, one MaxPool layer, and one
average pool layer. It is used to skip connections between layers and adds the output of previous
layers to the outputs of the stacked layers

Fig. 3 VGG16 model architecture has 16 convolutional layers and an average 2D pooling layer.
This model uses a set of weights that is pretrained on ImageNet

3.2 Fine-Tune Pretrained Model ResNet50 with Pruning

Toprune the less importantweight,weusedmagnitude-basedweight prune in order to
remove redundant weight, fine-tuning it to improve transfer learning performances.
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Fig. 4 Fine-tuning ResNet50 model with polynomial decay and eliminating the weights with low
magnitude

We start pruning at the sparsity level at 50% and gradually increase it to train to
reach 80% sparsity which means it starts from 50% and thus 80% weight is pruned.
Each time it proceeds to reach final sparsity, it is mandatory to use step value. Thus,
polynomial decay is used for reducing sparsity continuously and step value is required
in order to reach the end sparsity. The proposed rice disease prediction model using
the pretrained ResNet50 is illustrated in Fig. 4.

Generally, an arbitrary polynomial decay function could be defined as

g(n) =
∑

j

γ j n
j

(1)

Here, g(n) denotes the monomial function for γ j s, j takes a series of values as
1, 2, 3 . . . n. But in case of polynomial decay, it can be expressed in Eq.2

g′(n) = nβ for β > 0 (2)

where β denotes some exponent which are greater than zero and this condition
demonstrates relative decay property (Fig. 5).

Algorithm 1 Algorithm 1 to implement Pruning and Fine-Tuning
Input: n,the number of pruning iterations , and X the dataset on which to train and finetune
W ← ini tiali ze()
W ← trainT oConvergence( f (X W ))

M ← 1|w|
for i in 1 to n do
M ← prune(M, score(W ))

W ← f inetune( f (X; MoW ))

end for
return M,W

We implemented Adam optimizer and sparse categorical cross-entropy in order
to calculate categorical cross-entropy where the category index is represented by an
integer encoder. Thus, it is capable of eliminating the weights with low magnitude
and can be expressed as

J (w) = −ylog(Ŷ ) (3)
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Fig. 5 Sparsified the VGG16 model after it is trained. We compressed the model and saved it in
TFLite

where w denotes weights of the neural network and Ŷ predicted level.
In this algorithm, neural network is implemented to train to convergence and for

each parameter, network is pruned on the basis of scores and thus, usually fine-tuning
is applied to recover accuracy of the whole network.

3.3 Pretrained Model VGG16 and Inception V3 with Pruning

In this part, we used a pretrained VGG16 model and aimed for sparsity that helps
to decrease the size of the neural network. Pruning may lead us to set a maximum
number of weights as zero and resulting the model having the same size as before.
Therefore, compression algorithm is useful to be applied on it. It is important to note
that restoring the previous model with sparse weight is possible after the model is
compressed.

The train-then-sparsifying has sparsification of fully trained model that is denoted
by yellow color in Fig. 6. It needs to proceed till convergence which is achieved using
a number of iterations called T . Figure6 illustrates standard dense training procedure
and sparsification of mode.

Sometimes, training before sparsifying brings reduction in final accuracy. It aims
at improving generalization and performance for inference and training, whereas
sparsifying during training might lead the model to overfit.

Fig. 6 Train-then-
sparsifying brings
convergence by means if T
iterations
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3.4 Combination of Pruning and Quantization

In order to combine pruning and quantization, we take the pruned models and apply
post-training quantization so that model size is reduced. The quantization process
changes floating-point weights to integer. The activation is quantized dynamically
during interference, and it is not possible to retrain these quantized weights. Figure7
depicts the process of pruning followed by quantization. It is noteworthy that this
pipeline has achieved a 10x model size reduction. Figure7 depicts pruning followed
by quantization. It is noteworthy that this pipeline has achieved a 10x model size
reduction.

Fig. 7 Pruned model and therefore quantization applied to reduce the size of the parameters and
result is converted into TF Lite
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Fig. 8 Three types of rice diseases named bacterial leaf blight, brown spot, and leaf smut

4 Experiments

4.1 Dataset

The dataset we used is about rice plant diseases and was developed byHarshadkumar
et al. [9] which is publicly accessible. It contains 120 images including 40 images of
each disease and is classified into three different groups called leaf smut, brown spot,
and bacterial leaf blight, respectively. These images consist of white background and
captured in direct sunlight, and it is worth noting that all of the photographs are in
jpeg format and the dimensions of all images are 2848× 4288 pixels.We resize them
to 224*224 pixels from 150*150 pixels. Figure8 illustrates a few of the samples
from the dataset.

Typically, these disease affect plant leaves, and the variations are mostly in color,
texture, and shape. Here, symptoms might contain shaped-based variations such as
elongated lesions on the leaf tip, round to oval shape, and tiny spots throughout the
leaf, and the color might vary from yellow to white, reddish brown to dark brown or
reddish brown.

4.2 Data Augmentation

Data augmentation is capable of boosting performance in classification tasks, and it
could be made by patch rotation, mirroring, horizontal flip, vertical flip, zoom, and
shear augmentation [22, 23]. We augment our dataset first and then train our model
with augmented data. Table1 illustrates data augmentation which is applied before
train data in order to boost up the model performance.

Here, Fig. 9 depicts both images before and after augmentation.
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Fig. 9 Image before performing augmentation (a) image after augmentation is demonstrated in (b)

4.3 Baseline Method

Wecompare our proposed approach against a SVMclassifier, and ourmodel is trained
on a dataset composed of 120 images with three categories. In this baseline paper [9],
they performed detection and classification for rice disease prediction and applied
four types of process to remove background and three types of segmentation such
as Otsu’s segmentation, LAB color space-based K-means clustering, and HSV color
space-based K-means clustering. They created three classification models with 88,
72 and 44 features, respectively, and thus, they achieved 93.33% reported accuracy.

All our models were trained on a dataset when the training dataset is augmented.
All models were trained and pruned. A version 00 Inception V3 was also quantized
that led to models that are 3x–10x smaller than the original versions.

4.4 Training Procedure

To determine the most effective and efficient model, we performed data augmenta-
tion and then the image was resized to 224 × 224 images. We train it by choosing
batch_size = 32 and ten epochs for every pretrained model. The Adam optimizer,

Table 1 Augmentation table

Augmentation properties Parameters

shear_range 5.0–10.0

zoom_range [1–0.2, 1+0.2]
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which is an adaptive optimizer, is used with a sparse categorical cross-entropy loss
function.

4.5 Implementation Details

All models were trained on Google Colab with Keras TensorFlow backend.

4.6 Evaluation Metrics

To develop an efficient model for rice disease prediction, we choose a series of pre-
trained models. It can be assessed by evaluation metrics in comparison with baseline
methods [24–26].We use accuracy as ameasure of correctnesswith respect to ground
truth and floating-point operations (FLOPS) as a way of measurely efficiency.

Accuracy is a great measure for evaluating the correctness performance. It refers
to correct prediction to all observations.

Therefore, FLOPS stands for floating-point operations per second, and it calcu-
lates the number of operations required to run any model [27]. It is noteworthy that
FLOPs are used to freeze deep neural networks.

Accuracy = TP + TN

TP + TN + FP + FN
(4)

5 Result and Discussion

In this paper, we explored efficient pretrainedmodels such asVGG16, ResNet50, and
Inception V3 which are developed further to detect rice disease prediction from rice
leaves. Here, the best model performance of our model is 97% in terms of accuracy.
Figure10 demonstrates evaluation metric accuracy performance before and after
model pruning.

In previous work, the reported accuracy of their model was 93.33%. It is evident
that our models could perform inference within a very short time. We compared our
result with the best past outcome. It is demonstrated that ResNet50 has performed
tremendously better in comparison with the previously published results. Figure11
depicts the result comparison among them.

Parameter reduction for all these models is depicted in Table2.
Furthermore, we showed that we attempt to reduce the number of FLOPS for effi-

cient and better performance. Inception V3 needs 8200 FLOPS whereas our devel-
oped model requires 7200 flops. Thus, it is worth mentioning that our proposed
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Table 2 Parameters reduction for all models (VGG16, ResNet50, Inception V3, and Inception V3
with quantization)

Model Parameters reduction

VGG16 29,953,064–4,978,883

ResNet50 47,568,043–262,659

Inception V3 45,655,069–22,818,979

Inception V3 with quantization 22,853,411–22,818,979

approach is much more efficient. Figure12 shows the comparative performance in
terms of FLOPS.

6 Conclusion

In this research study, we presented multiple pretrained models in order to detect
three rice plant diseases including bacterial leaf blight, brown spot, and leaf smut
and construct these models for efficient computation processes. We choose to aug-
ment our dataset followed by training with all pretrained models. We reveal through
extensive experiments that our best performingmodel ResNet50 achieved 97% accu-
racy which outperform the 93.33% accuracy of of previously published methods.We
conducted a series of experiments with model pruning including fine-tuning, pruning

Fig. 10 Performance of ResNet50, VGG16, Inception V3, and Inception V3 with quantization
using accuracy as evaluation metrics on our dataset
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Fig. 11 Comparison with previous best results and ResNet50 outperforms the past outcome

Fig. 12 Evaluation metric FLOPS and Inception V3 achieved the best result



16 M. Y. Turaba

with quantization and compression in order to reduce model size. Also, it is notable
that our model Inception V3 requires only 7200 FLOPS that contribute to enhancing
computational efficiency.

For future work directions, we would like to discover more models like Efficient-
Net and DenseNet with various types of datasets. Also, we could explore many other
pruning techniques such as penalty-based pruning or recoverable pruning. We also
plan to deploy it on mobile devices and build an autonomous system to detect rice
disease.
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Global Warming and Bangladesh:
A Machine Learning Approach
to Analyze the Warming Rate Utilizing
Neural Network

Tamal Joyti Roy and Md. Ashiq Mahmood

Abstract Bangladesh is among the few nations on this planet which will confront
the lethal results of a worldwide temperature alteration. Global warming is the crisp
product of climate change and it is real. To predict the global warming rate of
Bangladesh, we have used eight machine learning algorithms with a dataset con-
sisting of about five thousand data. We have collected data from the University of
Dayton—Conversational Guard Organization from the Average Daily Temperature
Library. We have proposed neural network systems for calculating the nonexistent
data of the temperature dataset.We have also performed a correlation test for both test
and train datasets and that outcome was significant. Our data period is from 1995 to
2010. The accuracy of our machine learning experiment shows that the Naive Bayes
algorithm can predict the global warming consequences in Bangladesh with over
99 percent accuracy. Global warming is happening, sea level of the Bay of Bengal
is rising, our experiment has showed that global warming is affecting Bangladesh,
and the outcome of that will be immense. It is the right time we should start our
awareness of climate change.

Keywords Naive Bayes · Simple logistic · Neural network · Machine learning ·
Climate change · Computer vision · Global warming

1 Introduction

The slogan “global warming” has become aware to many people as one of the vital
environmental issues of our day. The decades of 80 and 90 were strangely warm
[1]. Concerning global ordinary near-surface air temperature, the year 1998 was
the hottest in the contributory record, and the nine hottest years in that record have
occurred since the 90s. Global warming is real, although there has been a debate that
many people think of global warming as a hoax. Long before Homo sapiens arrived
on earth, there were animals and birds. Earth had seen five massive extinctions [2].
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Storms or tornado are by no means the only weather and climate excesses that cause
catastrophes [3].Wehave collected 15years of temperature data fromBangladesh [4].
There is sufficient proof for huge deviations in ocean smooth in the time of the earth’s
past, in the time of the warm period before the start of the last Ice Age; about millions
of years ago, theworldwide regular temperaturewas a littlewarmer. Linkingmachine
learning styles for the prediction of spatially unambiguous live aroundwas compared
the predictive accuracy and efficiencies of five separate supervised machine learning
algorithms, testing various sample sizes and quantity findings, and control the most
fruitful and precise architecture for approximating spatially outer life cycle GW and
EU influences at the minimum scale, with corn production in the US’s Midwest
region as a case study. This study likened the prognostic exactitudes, efficiencies of
five distinct supervised machine learning algorithms, various testing sample sizes,
and feature selections. Results showed that the gradient-increasing reversion tree
architecture built in an approximation of 4000 records ofmonthly forecasting features
produced the maximum predictive result with cross-authentication standards of 0.8
for the reproduction cycle GW influences. Most of the studies did not count the
South Asian countries temperature rising, and we have tried to work in this area.
Never before Bangladesh global warming rate predictions analysis had not been
done. Some studies used the phonological models tied with ML methods for the
detection of temperature changes in the atmosphere. One study has analyzed global
warming with the help of machine learning which comprises linear regression, lasso,
SVM, and random forest to shape the form of the model to authenticate the global
warming process of the earth and categorizing issues contributing the global warming
[5]. Our study mainly has focused on establishing a machine learning prediction on
global warming from Bangladesh’s perspective (Fig. 1).

Fig. 1 Bangladesh average temperature between 1995 and 2010
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2 Related Works

For a sustainable energy future, there is another study [6] that focused on the
renewable energy resources bonded with machine learning technologies theoreti-
cally. Prediction of spatial and temporal variability in vegetation produces used linear
regression and machine learning models, and machine learning showed best prob-
abilistic results [7]. Metaheuristic techniques are applied for predicting photostatic
power generation with the help of machine learning classifiers [8]. A survey had been
made, and the outcomes were pretty good [9]. For building climate change sensibil-
ity simulations, another machine learning approach had been conducted with ozone
parameters [10]. They showedkeydevelopment procedure to additional improvement
and range of the possibility of ozone parameterizations that based onML. CO2 emis-
sions prediction was conducted with this study [11] where clustering and machine
learning combination was used and there were adaptive neuro-fuzzy interface sys-
tems. Machine learning techniques are used for identifying the storage behavior of
ocean gyre [12], as light-driven decreases in chlorophyll can be related to fixed or
even above photosynthesis. A study was conducted to model the climate, climate
change, and extreme events [13]. Where accuracy varies from 0 to 20% [14], under-
standings into proceeding process-founded models for prominent N dynamics and
greenhouse gas releases are using a machine learning approach. This study [15]
showed a relation of drought in China using machine learning classifiers. A monthly
prediction of weather forecast was used by some machine learning classifiers like
support vector regression and multi-layer perceptron [16]. For predicting the stream
water temperature prediction, six machine learning algorithms and classifiers were
used including linear regression, random forest, extreme gradient boosting forward-
ing neural networks, and two types of repeated neural networks [17].

3 Proposed Methodology

3.1 Data Preprocess

First of all, we have prepossessed the datasets. There were 2356 missing data,
denoted with “−99”; we have converted those with assigning value 1. After that
[18], procedure was followed. All the data were in Fahrenheit (33.8Fahrenheit =
1degreeCelsius). Total data instances were 5810, from there 2356 were missing
quantities. We have chosen the past dataset because the availability of new data was
rare and most of the datasets did not contain enough preprocessed data. We needed
to just predict the global warming impact scenario; that is why we have made both
a neural model and performed machine learning approaches.
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Table 1 Sample dataset

Year Avg Warming (yes
or no)

Year Avg Warming (yes
or no)

1995 64.8 0 2006 79 0

1995 58.4 0 2006 79.6 0

1995 0 0 2006 80 0

1995 59.6 0 2006 79.9 0

1995 64.9 0 2006 79.9 0

1995 0 0 2006 80.4 1

1995 70.9 0 2006 80.7 1

1995 70.3 0 2006 82 1

1995 64.3 0 2006 82 1

1995 66.6 0 2006 0 0

1995 70.6 0 2006 0 0

1995 65.9 0 2006 86 1

1995 67 0 2006 80.6 1

1995 60.4 0 2006 0 0

1995 68 0 2006 75.6 0

1995 66.7 0 2006 78 0

1995 0 0 2006 79 0

1995 65.5 0 2006 0 0

1995 66.2 0 2006 80.9 1

1995 0 0 2006 83.6 1

1995 56.7 0 2006 78 0

1995 66 0 2006 79.4 0

1995 62.4 0 2006 82 1

1995 0 0 2006 0 0

1995 0 0 2006 79.8 0

3.2 Correlation

We have done a correlation test with the average temperature and the global warming
dataset (we have assigned the data which are more than 80 ◦F to the class “Yes” and
less than that to “No”). Table1 shows the two-tailed correlations between the avg
and warming. There have been a significant relations at 0.660, the value of N =
5810. Without the value of N remains 3454. We have split our data with an 80:20
ratio, which means for training, we used 80 percent data, and for the test, we used
20 percent data. Figure 2 shows the flowchart diagram of our experimental analysis.
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Fig. 2 Flow diagram of experimental analysis

3.3 Calculation

NeuralNetwork: A neural network is a blends of algorithms that deeds to understand
the underlying relations in a set of data by processing that satirists, theway the human
mind functions. So neural networks denote to systems of neurons, both organic and
artificial in nature. The data were calculated through a 24h strategy. For example,
getting the average temperature Eq.1 is followed, which is a simple equation. We
have used eight machine learning algorithms for predicting our results. Algorithms
areNaive Bayes, simple logistic, voted perceptron, KStar, AdaBoostM1, LogitBoost,
decision table, decision stump. We have split our data with an 80:20 ratio, which
means for training, we used 80% data, and for the test, we used 20 percent data.
Figure 2 shows the flowchart diagram of our experimental analysis.

We have made a new neural network system that produces some accuracy with
the help of deep learning without missing any data as we had some missing data in
the first place, so we came up with this idea. Our dataset is nonlinear which means
the general algebra theory would not work.

AvgTemp = mintemp + maxtemp

2
(1)

The multi-layer neural network system helped in this problem. We have super-
vised it. We added three layers in the input layer of our neural network model, temp1
dataset avg of the month, day, and week. Temp2 dataset avg of the month, day, and
week, and lastly temp of n dataset avg of month, day, and week. We fed the neural
network layers and output it with accuracy1, accuracy 2, and last of all accuracy
n, and we have gotten the accuracy tested an average of temperature, month, day,
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Table 2 Correlation

Avg Warming

Avg Pearson correlation 1 0.66

S (2) 0.000

N 5810 5810

Warming Pearson correlation 0.660 1

S (2) 0.000

N 5810 5810

and week. And this helped to merge with the original dataset that was supposed to
be missing. Figure 3 shows our neural network model. Table2 shows the sample
dataset. The year in that table represents every year in int number, month represents
the numeric of the month; for example, January is assigned as 1, February assigned
as 2, and so on. The mathematical notation of our neural network is:

∑
= (AvgT × mt × D) + (AvgTn × mt × D) (2)

The gradient of the predicted value in the output layer denoted ask; now from
Eq.3, we are getting the results of the output layer:
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d(tempn)

dk
= d

dk
β(k) (3)

= d

dk

(
1

1 + e−k

)2

= β (k) + (1 − β(k))

Getting data polished from the output layer, we again preprocessed it and started
to test with the machine learning algorithms. Eight machine learning algorithms pro-
duced some kind of results. Our experiment was conducted with Bayesian, functions,
meta, rules, and tree classifiers. Our accuracy was between 72% and 99% in both
test and training datasets.

3.4 Algorithms

Naive Bayes: Based on Bayes proposition. It is not a sole algorithm but a clan of
algorithms where all of them bit a common standard and every duo featuring is being
classified as independent of each other.

Simple Logistic: It catches the notation that best forecasts the value of the Y variable
for each value of the X variable. This makes logistic regression different from linear
regression.

Voted Perceptron: The voted perceptron technique is founded on the perceptron
algorithm of Rosenblatt and Frank. The algorithm takes lead data that are linear and
divisible with large margins.

KStar: It is a situation-driven classifier, that is, the dataset; a test case depends
upon the class of those training sets similar to it, as resolute by some same function.

AdaBoostM1: Which start with suitable for a classifier on the real dataset and then
convulsions others duplicates of the classifier on the same dataset but where the
weights value of erroneously classified cases are managed such that succeeding clas-
sifiers focus more on challenging cases.

LogitBoost: LogitBoost and AdaBoost are nearly in the sense that both do stabi-
lizer logistic regression. The difference is that AdaBoost focuses on exponential loss.

Decision Table: It is used to stipulate what movements should be done under mini-
mal circumstances, which are generally articulated as true (T) or false (F).
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Decision Stump: It contains of a one-near decision tree; it is a decision tree with one
inner lump that is directly connected to station nodes. A decision stump has varieties
of the predictions based on the marks of just a sole input.

4 Experimental Results

Our datasets were divided into two subsets, 80% training data and 20% test data.
We did not perform any cross-validation. We applied the Naïve Bayes first, then
simple logistic, and followed by voted perceptron, KStar, AdaBoostM1, LogitBoost,
decision table, and decision stump classifier algorithms for predicting the outcomes.
The Naïve Bayes gave more accuracy in predicting with 99.93% accuracy in training
data and 98.06% in training data. In insights, connection or reliance is any factual
relationship, if causal, between two irregular factors or bivariate information. In a
sense, connection is any measurable affiliation; however, it usually alludes to how
much a couple of factors that are straightly related can be denoted for correlation
matrix. The correlation matrix showed the linear relationship among the datasets.
The simple logistic gave 99.75 in the training set and 99.59 in the test dataset.
Voted perceptron 99.91 % in training and 94.92 in the test. Other algorithms KStar,
AdaBoosM1, LogitBoost, decision table, and decision stump gave 77.34, 72.24,
73.56, 99.91, and 72.23 percent in training dataset and 75.68, 72.43, 73.70, 97.91,
and 72.44 in test dataset. Figure 4 shows the training and test datasets accuracy.
Figure 5 shows the true, false positive rate, and F-measure of our algorithms. Figure 6
shows the visualization of neural network deep learning accuracy. The data samples
are used to deliver a clear outcome of a model or architecture or framework and
are suitable for the training dataset in time of alteration model hyperparameters.

Fig. 4 Accuracy of training and test datasets
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Fig. 5 Accuracy class measurement TP, FP, F-measure

Fig. 6 Neural network deep learning accuracy visualization

When any assessment develops influenced by rating on the confirmation dataset is
incorporated into the model configuration (Table 3).

In this case, the avg temperature, warming, and year showed a linear relation with
the matrix (Table 4).

A false positive is a consequence when any architecture or model or method
incorrectly calculates the positive class. And it becomes false negative and is a con-
sequence when any architecture or model or method incorrectly predicts the class.

A true positive is a consequence when any architecture or model or method appro-
priately calculates the positive class. Likely, a true negative is a consequence when
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Table 3 Receiver operating characteristic and precision–recall

Machine learning algorithms ROC PRC

Naïve Bayes 0.9 0.9

Simple logistic 0.98 0.98

Voted perceptron 0.94 0.95

KStar 0.96 0.93

AdaBoostM1 0.79 0.86

LogitBoost 0.835 0.884

Decision table 0.96 0.95

Decision stump 0.79 0.86

Table 4 Prediction table

Warming Predicted value Count

0 −0.0562 2243

0 0.3893 6

0 0.4285 83

0 0.4793 417

0 0.5222 538

0 0.5746 569

1 0.5995 42

1 0.6263 1576

1 0.661 336

Fig. 7 Predicting results obtained from ML algorithms
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any architecture or model guesses the class. The correlation matrix showed the lin-
ear relationship among the datasets. ROC area is distinct from the FPR and TPR.
Two axes coordinates correspondingly portray comparative between true positive
and false positive. The TPR is correspondent to understanding, and FPR is always
equal to 1. F-measure delivers a way to merge two things—precision and recall into a
single quantity that detentions two possessions, of course, precision or recall tell the
full section. Having good precision values with fewer recall values, or interchange-
ably, less precision with good recall, it provides a method to prompt with concerns
and single score. The neural network system followed Eq.3 for calculating the accu-
racy. The accuracy from neural network shown in Fig. 7 is that accuracy obtained
after 5899 iterations, all the accuracies are compared with the machine learning algo-
rithms, and the results vary from 60 to 99%. Hence, our bothmodels predicted almost
the same results in terms of accuracy, but the machine learning model needed less
time and space than the deep learning of neural network system.

5 Conclusion

There are ample evidences for large variations in ocean uniformity in earth’s history,
during the warm period before the start of the last Ice Age, approximately millions of
years ago, when the global average temperature was a little warmer. The accuracy of
machine learning algorithms has showed well-furbished outcomes, and neural net-
work multi-layer system has been able to fix the missing values and output accuracy
with more than five thousand iterations. The outcome of our experiment is that the
Naïve Bayes, voted perceptron, and decision table’s accuracy is almost more than
99%, but the true positive rate, false positive rate, and the F-measure showed that
Naïve Bayes showed the best result among eight algorithms. In the future studies, our
experiment can help to predict the global warming of other countries such as India,
Sri Lanka, Pakistan, Afghanistan. One of the limitations of our study is that—other
machine learning algorithms can be used to analyze the accuracy, multiple regression
analysis can be placed for logistic results. Our model also can be used in ozone layer
biased, where the ozone layer gases are not detected properly. The bright side is if
we start the conscious process about global warming, the whole warming process
will slow down.
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An EEG-based Intelligent
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Abstract Marketers use different marketing strategies to elicit the desired response
from the target customers. To measure customer engagement, they usually con-
duct one-on-one interviews, surveys, broad polls, and focus group discussions.
However, these are costly and sometimes unreliable. On the other hand, neuro-
marketing measures customer response to marketing stimuli by measuring the
electrical activity of the brain and has the potential to address these drawbacks.
which can be overcome by neuromarketing. In this work, we proposed a predic-
tion algorithm that can identify consumer affective attitude (AA) and purchase
intention (PI) from EEG signals from the brain. At first, the raw EEG signals
are initially preprocessed to remove noise. After that, three features are extracted:
time, frequency, and time frequency domain features. Wavelet packet transform
is used to separate the EEG bands in time-domain feature extraction. Then, for
feature selection, wrapper-based SVM-RFE is utilized. Finally, we use SVM to
distinguish the classes in AA and PI. Results show that for SVM with radial
basis function kernel performs better to classify positive and negative AA with an
accuracy of 90 ± 4.33 and PI with an accuracy of 75 ± 2.5. So, EEG-based
neuromarketing solutions can assist companies and organizations in accurately pre-
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dicting future consumer preferences. As a result, neuromarketing based-solutions
have the potential to increase sales by overcoming the constraints of traditional
marketing.

Keywords Consumer neuroscience · Neuromarketing · Electroencephalography ·
Consumer behavior · Pattern recognition

1 Introduction

Neuromarketing is the evaluation of neural or physical activity to gain insight into
customers’ preferences and intentions,which can help themarketers in product devel-
opment, pricing, and advertising. The major goal of marketers is to display their
product in such a way that it generates the desired response to their target customers.
Companies use different marketing strategies such as product promotion, celebrity
endorsement, and other offers to accomplish this. They usually conduct one-on-one
interviews, surveys, broad polls, and focus group discussions to gauge consumer pref-
erences or decisions in order to assess their success [1]. Nonetheless, even though
these strategies are simple, they can be costly to implement. Furthermore, they pro-
duce results that may contain biases, making them appear unreliable [1]. Hence, uti-
lizing the power of technology, autonomous customer choice prediction is required.
As a result, neuromarketing, themerging of neuroscience, technology, and traditional
marketing, is introduced.

Neuromarketing measures customer response to marketing stimuli by measuring
the electrical activity of the brain, imaging, or other activity monitoring methods.
According to prior studies, the frontal is primarily responsible for product decision-
making and likeability [1]. There are several technologies that are used to observe
brain activity during neuromarketing studies. Among all the technologies to discover
brain activity, the electroencephalogram (EEG) is the most cost-effective, portable,
and has the highest temporal resolution.As a result, the use of EEG in neuromarketing
research has grown lately. Furthermore, to establish such a system in a real-life
setting EEG is the most suitable option. Hence, in this work, we use EEG for the
aforementioned reasons.

Several EEG-based neuromarketing tests are conducted to see how advertisement
design affects customer decision-making and shopping behavior. The spatiotempo-
ral connections of continuous EEG data sources [4] aim to model and simulate the
patterns of brain functions produced by marketing stimuli. The findings indicate that
negative framing gives more exposure, while positive framing created fewer diffi-
culties in decision making and higher buying intentions, a key marketing problem.
Machine learning (ML) is also used to accomplish automatic preference prediction
identification. Yadava et al. [12] introduced a predictive MLmodel for the classifica-
tion of “likes” and “dislikes”. Jin et al. [5] examined the effects of online shopping,
using ERP analysis, of a product description on the buying choice. Chew et al. [3]
investigated virtual 3D shape preference from EEG signals using a machine learning
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classifier. While recent researches have demonstrated the benefits of EEG for neu-
romarketing applications, some open-ended issues need to be answered with more
research. The efficiency potential of EEG signals to determine and forecast choice,
the influence of stimulus material on desires, and buying decision-making processes
need to be investigated further. To the best of the authors’ knowledge, there is no
study that explored ML framework from EEG signals using marketing stimuli such
as endorsement and promotion. Moreover, previously in literature researchers have
not studied consumer’s buying decisions using ML. To investigate such a gap, here,
we introduce a prediction algorithm that can identify consumer preference and buy-
ing decisions from EEG signals while marketing stimuli are being viewed. As it
appears from extant literature, this is a leading and early study that predicts affective
attitude (AA) for marketing stimuli and forecasts purchase intention (PI) of cus-
tomer using ML algorithm. We also conduct comprehensive experiments on tuning
the hyperparameter of the classification model.

Rest of the manuscript is organized as follows: Sect. 2 provides a description of
the dataset as well as the theoretical background, Sect. 3 analyzes the obtained results
and discusses them, and lastly, Sect. 4 concludes the paper by drawing conclusions
about the results and possible future work related to this study.

2 Materials and Methods

Figure 1 demonstrates the block diagram of our proposed framework. In this section,
we discuss about the participants, stimuli, and methodological description of this
study (Fig. 2).

2.1 Participants

Five healthy volunteers with no history of neurological illness take part in this study.
All participants provided informed consent prior to enrollment, in accordance with
the Helsinki Declaration and the Neuromarketing Science and Business Association
Code of Ethics.

2.2 Stimuli Description

In this study,we employfive different products in ourwork, eachwith its endorsement
and promotion advertisement. A product endorsement is a type of advertising that
has a favorable impact on buyers. In most cases, celebrities advocate a product in a
real-life setting. However, in our work, we purposefully employ neutral endorsement
to prevent biasing the participants. In promotion, we have given buy one get one offer
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Fig. 1 The workflow of our proposed pipeline is depicted. The raw EEG signals are initially
preprocessed to remove noise. After that, three feature are extracted: time, frequency, and time–
frequency domain features. Then, for feature selection, wrapper-based SVM-RFE along with CBR
is utilized. Finally, we use SVM to distinguish the classes in AA and PI

Blank
Screen

Only product
Adv.

Product and
endorsement

Adv.

Blank screen
and plus sign 

in middle

Blank screen
and plus sign 

in middle

Fig. 2 Stimuli sequence while the EEG data are collected. Initially, the participants are given a
blank screen to help with visual stability. Then, at random intervals, a set of stimuli for a certain
product are shown through the study (first a product, then its endorsement or promotion)

or 50% off with that particular product. Figure3 demonstrates the stimuli where each
row is for different products. The products were burger, sun-glass, cake, hat, and coat.
Here, for each product, the first column is the baseline product, second column is for
endorsement, and the last column is for promotion stimuli (Fig. 4).
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Fig. 3 All stimuli with corresponding experimental setup where the first column is the baseline
product, second column is for endorsement, and the last column is for promotion stimuli

Fig. 4 Emotiv EPOC+
electrode positioning
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2.3 Data Collection

The data collection process is separated into three stages. In stage 1, the experimenter
briefs the participants about the stimuli so that they will be at ease when watching
them on screen. In the second stage, participants sit in front of a monitor that displays
the stimuli at a 75–100 cm distance. While the participants are viewing the stimuli,
EEG data are acquired from them using an Emotiv Epoch+ headset which is a wear-
able headset that contains 14 channels according to the 10–20 electrode system. The
sampling rate 128Hz. For this work, we use six frontal channels as they showed bet-
ter performance in previous studies [12]. Illustrated in Fig. 2, each product has been
shown followed by its endorsement for five seconds throughout the experiment. Note
that, for each product, we randomize stimuli. In stage 3, we gave the participants a
questionnaire where each stimulus was presented with the statement: 1. I would feel
happy to buy x and 2. Given the chance, I am willing to buy x . Subjects answered
on a numeric scale of 1–10 (strongly disagree to strongly agree) that has later been
converted to a binary form: negative (1–5) and positive(6–10).

2.4 Pre-processing of EEG Signals

The collected EEG signals are pre-processed and analyzed using MATLAB 2020a
(MathWorks, Natick, MA) software. We also use the customized script along with
EEGLAB. Initially, we extract the EEG signals between 0.5 48Hz using a sixth-order
bandpass Butterworth filter, followed by 50Hz notch filter for removing the power
line noise. The contamination of eye artifacts, line noise, and movement artifacts are
then removed using independent component analysis. Lastly, we segment the signal
with only stimuli viewing five seconds.

2.5 Wavelet Packet Transform (WPT)

The signals are decomposed by WPT into both detailed and approximation coeffi-
cients. The extracted coefficients byWPT up to a specific level could be termed EEG
signal features because the value of the coefficients is dependent on the time and
frequency domain characteristics of the EEG signal. WPT creates a subspace tree of
a signal with various frequency characteristics by recursively applying highpass and
lowpass filters [8]. Let,

∏
a,b(k), n = 0, . . . , 2a − 1, denote the WPT coefficients at

level a. The two wavelet packet orthogonal bases equations are then used to calculate
the wavelet packet coefficients:

∏
a,2b(i) =

L−1∑

l=0
H(s)

∏
a−1,b (2k + 1 − lmod Nb−1) (1)
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∏
a,2b+1(i) =

L−1∑

l=0
G(s)

∏
a−1,b (2k + 1 − lmod Nb−1) (2)

where H(s) and G(s) are the impulse responses which are highpass and lowpass
filters of the wavelet packets, respectively, and i = 1 . . . N and Nb = N/2b [8].
In this work, we decompose the signals into six bands, namely δ = 0 − 4Hz, θ =
4 − 8Hz, α = 8 − 12Hz, β1 = 12 − 20Hz, β2 = 20 − 32Hz, γ = 32 − 64Hz.

2.6 Feature Extraction

For any participant YN , segmented time series vector for one electrode is X (t) ∈ R
T ,

where T represents the number of samples in time. We extract three types of features
from the EEG signals, namely time domain, frequency domain, and time–frequency
domain features.

• Average power (ψ): ψ = 1
N

∑N
i=1 |X (i)|2

• Relative power (ζ ): ζ = ψ

ρ
, where ρ is the total power of yt . We also calculated

all possible combination of distinct ratios ( δ
θ
, δ

α
, δ

β1
, δ

β1
, δ

γ
, θ

α
, θ

β1
, θ

β2
, θ

γ
, α

β1
, α

β1
, α

γ
,

β1

β2
,

β1

γ
,

β2

γ
) for both ψ and ζ .

• Arithmetic mean (μ): μ = 1
N

∑N
i=1 X (i)

• Modified mean absolute value (MMAV):

MMAV = 1
N

N∑

i=1
wi |X (i)| ;

wi =
⎧
⎨

⎩

1, if 0.25 N � i � 0.75 N
4i/N , elseif i < 0.25 N
4(i − N )/N , otherwise

• Standard deviation (λ):

λ =
√
√
√
√ 1

N

N∑

i=1

(

X (i) − 1

N

N∑

i=1

Xi

)2

• Skewness (S): S = 1
N

∑N
i=1

(
Xi−μ

λ

)3

• Kurtosis (κ): κ = 1
N

∑N
i=1

(
Xi−μ

λ

)4
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• Median (ν): ν = X ( i
2 )

th

• Difference variance value (DVV):

DVARV = 1

N − 2

N−1∑

i=1

(x(i + 1) − x(i))2

• Difference of absolute standard deviation (DASD):

DASD =
√

∑N
i=1 (Xi+1 − Xi )

2

N − 1

• Mean Teager value (MTE):

MTE = 1

N

k∑

i=k−N+3

(
X (i − 1)2 − X [i]X [i − 2])

• Renyi entropy (RE):

RE = 1

1 − α
× log

(∑ (
X2

∑
X2

)α)

α �= 1 and α value is 2 in this work.
• Teager–Kaiser energy operator (ξ ) measures the instantaneous change of energy
which is defined as:

ξ = log

(
N−1∑

i=1

X2(i) − X (i − 1)X (i + 1)

)

• Normalized 1st and 2nd difference (χ1 and χ2) is calculated by:

χ1 =
1

N−1

∑N−1
i=1 |X (i + 1) − Xi |

λ

χ2 =
1

N−2

∑N−2
i=1 |X (i + 2) − Xi |

λ
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• Hjorth features

Activity =
∑T

t=1(X (i) − μ)2

T

Mobility =
√

˙X (i)

(X (i))

Complexity = M(Ẋ(i))

M(X (i))

• Log coefficient variation (LCV):

LCV = log

⎛

⎝

√
1

(N−1)

∑N−1
i=0 (X [i] − Ẋ)2

1
N

∑N−1
i=0 X [i]

⎞

⎠

• Temporal moment (TM) is calculated in 3rd order which is expressed by: T M =∣
∣
∣ 1
N

∑N
i=1 X (i)3

∣
∣
∣

• Shannon entropy (SE): SE = −∑N
i=1

X2
∑N

i=1 X
2
log2

X2
∑N

i=1 X
2

• Threshold crossing (TC) is the number of times that amplitude values cross zero
amplitude from a threshold value T = 4 × 1

10

∑10
i=1 X (i) which iterated N − 1

times. Each time the below condition satisfies, the value of TC increases by 1.

TC =
⎧
⎨

⎩

1, if X(i) > T and X(i + 1) < T
or X(i)i < T and X(i + 1) > T,

0, otherwise.

Time-domain features are calculated from X (t)while decomposed in the temporal
domain. All the aforementioned features are extracted in the time domain. On the
other hand, the frequency domain features are extracted from the spectral features
of the signal. We extract centroid [7], spread [7], kurtosis [7], entropy [6], decrease
[7], roll off point [9] in spectral domain. Despite their ubiquitous use in speech and
audio signal classification, these features have just recently been used for EEG signal
categorization. Spectral features capture the amplitude spectrum of EEG data, which
give discriminatory information between classes.

EEG signals are sophisticated in nature as they have qualities in both the temporal
and frequency domains. EEG signals are split in this work utilizing wavelet packet
transformation (WPT), which may recover frequency information without leaving
the temporal domain. In the literature,WPT has been routinely utilized to distinguish
frequency bands from EEG signals [10, 11].
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2.7 Feature Selection and Classification

To select the best feature set, wrapper-based support vector machine-Recursive Fea-
ture Elimination (SVM-RFE) along with correlation bias reduction (CBR) is imple-
mented [13]. In this study, we performed three evaluation schemes, namely k-fold
cross-validation, where k=3.We use SVM for the classification of positive and nega-
tive affective attitude (AA) and purchase intention (PI). SVM utilizes a kernel func-
tion to transform the inputs into a high-dimensional feature space, whereas learning
derives the decision boundaries directly from the training dataset. It then constructs an
optimal separation hyperplane in the feature space. Four different kernels are used,
namely linear, polynomial, radial basis function (RBF), and sigmoid. To improve
classification performance, the hyper-parameters of an SVM classifier, namely the
regularization parameter C and the γ , are optimized during training with a range 210

to 2−10. We use LIBSVM [2] function for classification of our work (Fig. 5).

3 Result and Discussion

This section presents the cross-validation results obtained by the proposed model.
We also compare the different kernel results for both AA and PI analysis along with
the discussion of the performance.

Fig. 5 Confusion matrix of the analysis. a Affective attitude, b purchase intention. Results are
shown as combination of threefold cross-validation
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3.1 Affective Attitude Analysis

Based on the extent literature, it appears that this work presents the first market-
ing stimuli-based ML classification framework. In Table1 reports the performance
of the best achieved AA classification results of accuracy 90 ± 4.33, sensitivity
88.15 ± 7.5, and specificity 91.74 ± 3.02. This performance is superior to existing
neuromarketing related work [12], though they did not use directly any marketing
stimuli.We also compared our results with four kernels of SVM, namely, linear, poly-
nomial, RBF, and sigmoid. Figure6a illustrates that the RBF kernel outperforms the
other solving the problem of spatial complexity. Note that, to understand the model’s
stability, we perform cross-validation 20 times for each classifier which has been
shown as box plot in Fig. 6.

3.2 Purchase Intention Analysis

Based on the extent literature, it appears that for the first time, this work proposed
a PI-based ML framework. Table1 reports the performance of the best achieved PI
classification results of accuracy 75 ± 2.5, sensitivity 79.65 ± 8.12 , and specificity

Table 1 Performance using SVM classifier

Outcome Accuracy Sensitivity Specificity

Affective attitude 90 ± 4.33 88.15 ± 7.5 91.74 ± 3.02

Purchase intention 75 ± 2.5 79.65 ± 8.12 70.55 ± 2.68

Fig. 6 Performance of the proposed framework for various kernels of SVM shown in box plot. a
AA, b PI and SVM-RBF outperforms other kernels
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70.55 ± 2.68. Similar to AA, Fig. 6b four kernel performance using SVM classifier
where the performance of the linear classifier was poor compared to the nonlinear
classifiers. Similar to previous results, RBF performs best in this case.

In this work, we use wrapper-based feature selection technique which uses SVM
ML model while selecting the best features. That is why we used SVM as the clas-
sifier. In addition, we also use other models such as naive Bayes, decision tree ,
k-Nearest Neighbors which yields an accuracy of 66.66%, 67.34%, and 71.12% for
AA and 54.72%, 56.33%, and 59.89% for PI, respectively. It can be seen that the
results are significantly lower than SVM; this is due to the fact that the features are
selected in such a way that these give the best performance using SVM.

One of the limitations of this work is number of subjects that we can increase in
future studies to improve the generalizability of the work. Participants in this study
are limited to young adults subjects considering them as target consumers of the
marketing stimuli; in the future, a more diverse subject group should be included
alongside different intervals of purchase like daily required products, weekly or
monthly, and product-groups like fresh, stationery, home or office appliances, etc. In
addition, future work might consider comparing EEG results with other modalities.

4 Conclusion

In this work, we established a system to predict customer choice in marketing stimuli
using EEG data using ML approach. The findings indicate that the proposed strategy
is effective and may be used to supplement traditional methods for predicting client
responses to marketing stimuli. We also showed that RBF kernel performs the best
with the SVMclassifier. Finally, it is clear that neuromarketing technology is effective
in forecasting customer behavior and predicting future consumer preferences.
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An Empirical Analysis of IT-Software
Job Skill Requirements During
COVID-19 Pandemic Period
in Bangladesh

Mijanur Rahaman, Md.Masudul Islam, and Md.Saifur Rahman

Abstract This paper mainly focuses on the job requirements of the IT-Software
industry during the COVID-19 pandemic situation using recent data on vacancy
posting and job ads views on Bangladesh’s largest online job portal. The impact of
COVID-19 in every sector in Bangladesh had started in March 2020. This pandemic
made us adopt the online system almost in every aspect of our life. That is why the
IT-Software job industry and the requirements in these jobs have reformed newly.
This paper will show themajor requirements and skills for the IT-Software job during
this pandemic situation and help us to understand which skills we should develop in
this pandemic situation.

Keywords COVID-19 · Coronavirus · Job · IT-Software · Requirements · Skills ·
Demand · Vacancies · Online job portal · Digital Bangladesh

1 Introduction

COVID-19 is the name of the epidemic that becomes a pandemic by affecting glob-
ally these days. It has a greater negative impact on our worldwide economic, social,
health, and educational activities. Particularly, the jobmarkets are impacted by unem-
ployment, and jobpostings are decreasing. The intensity of job searching is increasing
but there is a huge gap between employment and job search in recent years. In the
case of Bangladesh, one of the leading development country unemployment in some
job sectors is alarming. During this pandemic situation, people become domesti-
cated in their homes. Two major concepts grow up in this pandemic; one is keeping
social distance to prevent spreading viruses and another one is working from home to
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continue earning the livelihood even though it is not much effective. That is why the
world is now adopting the online system in their day-to-day life as if it is becoming
our sixth fundamental need. In this context, the growth of IT-Software industries
is creating a vast opportunity for other job fields and holding them from totally
extinct. A good example would be our worldwide online education system and E-
learning during the COVID-19 period that is available for everyone from any corner
of the world if and only if they have some facility of digital accessories and Internet.
COVID-19 shows us that how important it is to implement a digital system in our
social, business, educational, and miscellaneous life that reduces our economic crisis
to some extent. This paper will show some background history of the situation of
the worldwide job market especially the IT sector. We have summarized COVID-19
impact on worldwide employment more specifically the IT-Software job sector from
March 2020 to June 2021. In there we show the loss of employment, job searching
activity, potential job market. Also, we will show a summary of the employment
condition in Bangladesh and the present state of IT-Software industries. This paper
will provide empirical evidence about the IT-Software job requirements or skills
during this COVID-19 crisis. We investigate the IT-Software employer’s perspective
and their given skill requirements from their job post. We analyze real-time data
from bdjobs.com, the largest online job portal in Bangladesh. The statistical view
of job skill requirements for IT-Software industries could be a guideline for poten-
tial learners, students, unemployed people to understand what they should learn or
develop in themselves to get a better job opportunity. This paper proceeds as follows.
We have discussed a summary of worldwide employment in any sector and then
emphasize on worldwide IT-Software job market and then we introduce the employ-
ment status of Bangladesh and focusses on the IT-Software employment sector in
Sect. 2 Background. The data collection, cleaning, and filtering are discussed in
Sect. 3 Data. We represent our statistical view of analyzed data in Sect. 4 and discuss
the analysis report in Sect. 5. Finally, we conclude our paper in Sect. 6.

2 Overview of Global Employment in COVID-19 Period

COVID-19 pandemic has become a major threat to our worldwide growth of the
economy and overall job sector. Many industries like leisure and hospitality, educa-
tion and health services, manufacturing, construction, transportation system, whole-
sale trade, etc. faced job loss during this period. In the USA, the healthcare and
education sector saw job cuts with a loss of 2.5 million, and the professional and
business services sector, which includes lawyers, accountants, engineers, and tempo-
raryworkers (such as laborers, office clerks, andpackagers lost 2.1million jobswithin
the first quarter of 2020 [1]. EU had identified that 35% of jobs can be conducted
from home by the online system but in the case of the manufacturing sector the labor
and the poorly paid workers are mostly in the pain of job risk [2]. A statistical report
of March 2020, shows that during this tentative COVID-19 session (2019–2022) in
the European Union waste management, social work, public administration, energy

https://www.bdjobs.com
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supply, etc. will be the least affected sectors and accommodation, food services,
manufacturing, real estate, scientific activities, and transportation services will be
the most affected sector [3]. According to a report of marketplace.org from last
year food services, doctors, construction firms, retail companies, online shopping,
and mobile marketing are some sectors that win the race of jobs in the COVID-19
session. On the other hand, the tourist, arts and entertainment, and nursing jobs’
sectors are the verges of death [4].

It seems like during the ups and downs of employments in this pandemic some
demand for specific skills in some sectors such as health, logistics, IT-Software, and
education has increased. The online job portal reveals theworst jobmarket conditions
after March 2020. Some key requirements for jobs have changed the nature of work
in this pandemic. For example, most of the jobs are advertising “work from home”
as a required condition. Also, most of the jobs require lower qualifications in some
countries. These jobs are searching for underlying skills such as “communication
skill”, “teamwork”, “good at the internet”. In April 2021, the OECD report shows an
assessment of the impact of COVID-19 on job and skill requirements by analyzing
job posts [5].

COVID-19 have taught our IT industries a great lesson that how to manage any
changes and avoid the drawbacks of crisis management using digital system [6]. The
impact of COVID-19 in the technology sector is significant. Usage of Hardware and
Software sector has increased in a personal level, IT-Network services and usage
of equipment has increased insignificant proportion and semiconductor industry are
facing black sawn event during this pandemic [7]. Worldwide technical supplies are
canceled, so many tech conferences got canceled, people are fearful of losing their
jobs. On the other hand, the work from home culture makes the SaaS software devel-
opment a boon, streaming, and gaming companies are getting the highest benefits in
this lockdown period and the IT industry is taking more innovative efforts to cope up
with the challenges in web developments [8]. The world business faced almost USD
1 trillion of the estimated amount in 2020. The global IT services industry is going
to see a decline in overall revenues by approximately 3–4 % whereas India alone
stands to lose more than USD 5 billion [9]. The pandemic has changed the nature of
software engineering approaches. It has created a new software development model
called software product engineering which only focuses on the customer andmarket-
oriented software solutions. Also, virtual development teams are collaboratingwithin
themselves by regular video conferencing and document sharing [10]. Even though
the overall job sector is facing difficulties in this pandemic period the demand for
software developers is still strong. The unemployment rate in the IT industry has
also remained at 4.2%. This is relatively low as compared to other industries and
sectors. Also, we need to remember that without IT consultants, companies will find
it difficult to ensure the widespread implementation of their digital transformation
solutions. That is why companies are hiring a virtual specialist. The job market for
software developers has continued to thrive in 2020 [11]. IT outsourcing companies
have become more sought after than it ever was. A study conducted by Computer
Economics has revealed that large organizations havewitnessed a significant increase
in their IT spending the figure this year stands at 8.7%, more than 2% higher than
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Fig. 1 trustradius.com’s survey in 2020

the previous year [12]. According to a survey from 2020 analysis by trustradius.
com, most of the buyers expect to spend more on video and web conferencing soft-
ware (64%) and online collaboration and project management software (53%) in
2021 [13]. In Fig. 1 they showed where the tech buyers will increase and decrease
spending in 2021.

A recent Global IT-Software Market Procurement Intelligence Report of Spend-
Edge forecasts that the spend of the IT-Software market will grow over USD
634.96 billion between the years 2021 and 2025 [14]. We can say the COVID-19
pandemic has changed thewayof IT-Softwaremarket and theworkingmethodologies
by digital transformation.

3 ICT Sector of Bangladesh in COVID-19 Period

Bangladeshwhich has lower-middle-income is one of theworst-hit countries in south
Asia for the COVID-19 outbreak. In this country, out of the employed population
of around 63 million, around 25 million are in wage/salaried employment, over
10 million of whom are in casual employment based on daily wages. Approximately
4.5 million casual laborers are engaged daily in construction, transport, trade, and
food and accommodation who were seriously affected [15]. The official unemploy-
ment rate in Bangladesh is around 4% and every year 2–2.2 million educated unem-
ployed are being added to this list [16]. There are two types of job loss in Bangladesh

https://www.trustradius.com
https://www.trustradius.com
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one is temporary and the other is permanent. In a report of 2020, according to CRI
estimates, the “permanent” impact job loss estimates are 6 million, which would
nearly double the unemployment rate. It would affect approximately 24 million
people [17]. Also, estimates from various sources put the immediate temporary job
loss figure (for 2 months of lockdown) between 12 and 17 million [17]. The highest
job loss has occurred in agriculture, retail trade, hotels and restaurants, inland trans-
port, construction, textiles and textile products, and other services. Recent research
by a2i published that over 20.4 million workers are currently unemployed across 11
high-impact sectors of the economy [18]. The ICT sector of Bangladesh lost USD
1.3 billion of business due to COVID-19 [19]. At present we have three challenges in
the ICT sector those are proper financing, skilled manpower, and the high cost of the
Internet. The encouraging matter is that the demand for local software is increasing
day by day. There is also a light of hope that by the end of 2021 five emerging sectors
will generate 40 lakh new jobs said to a report of a2i. According to the head of the
future work lab of a2i Asad-Uz-Zaman, the ICT sector will requiremore e-commerce
product managers, data, or cloud engineers while the health sector will need more
nurses, medical technicians, and online consultants. The tentative demand for skilled
manpower would be 10 lakhs in agro-farming, 10 lakhs in the health sector, 4.5 lakh
in pharmaceutical, 6.5 lakh in ICT, and 90,000 in creative media by 2021 [20].
The co-founder of Brainstation-23 said that video streaming, machine learning, and
online learning are strong business vertices to explore now. Also, some e-services are
getting far better than some others such as Uber, Pathao, and Food Delivery services
are falling a bit on the other side Chaldal ordering and some e-health services has
increased in a significant manner [21]. So, there is a huge scope of training in these
sectors to regain the ICT market because in this COVID-19 and post COVID-19
period the world will become hyper-digital. Cloud, Mobile, social network, and
big data analysis will become a base for world IT systems. Soon everyone will
feel the necessity of IoT, cloud computing, network management, online services,
blockchain, AI, AR, robotics, e-learning, and e-health service in day-to-day life. To
take lead in the ICT sector with more than 2000 software companies and 500,000
people skilled in IT, it is time for the industry and the Bangladesh government to sit
together and create a well-planned roadmap [22].

4 Research and Methodology

This paper shows a quantitative statistical analysis of skill requirements for the IT-
Software job sector in Bangladesh during the recent COVID-19 period. Data is
collected from bdjobs.com one of the largest and famous online job websites in
Bangladesh. We have collected a total of 358 authentic data from bdjobs.com in the
IT and Engineering category using web crawling. These job posts are from March
2021. There are also many online job portals, but we have taken only one and the
largest one to reduce redundancy and complexity of cleaning and filtering the same
job. Figure 2 shows some steps of how we processed our data. We took the raw data

https://www.bdjobs.com
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Data
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Data

Fig. 2 Data collection and processing

and then clean them by removing unwanted items, text, or semantics. After that, we
categorized the data according to job skills. Finally, we analyzed our numerical data
in various statistical formats.

5 Skill Requirements Analysis in IT-Software Job During
COVID-19 Pandemic Period

The potential of the IT sector in COVID-19 is blooming. To keep pace with the
recent situation, we need to find out the updated requirements of IT-Software job
fields in our country. We have analyzed some skill requirements in the IT-Software
industry. The survey contains 2021s data from the country’s leading job site bdjobs.
com. We searched for IT/Engineering category jobs and among them, we took 358
valid job circulars around the country. From there we have collected requirements
and additional skill requirements concerned with IT-Software. The following skills
in Table 1 we fetched 34 types of skills from there.

The following charts will show different scenarios of skill requirements in the
IT-Software job sector. In Fig. 3 the chart shows the IT-related jobs according
to appear along with categories. According to the chart, 40.22% of the total job
asked for fluent, interactive, and linguistic communication skills. Almost 28.21%
of the demand for scripting languages like JavaScript, jQuery, Angular, Vue, etc.
The demand for Database management and Query analysis skill is 22.07%, project
management skill is 21.23% and front-end skills such as HTML-CSS is 19.27%.
These are the top 5 skills that are asked mostly in IT-Software jobs. Another analysis
of job data is finding the frequency of skill requirements in each job according to
their total number of requirements. From our 358 data we have found at least 1 and
at most 13 types of skill requirements for each job. In Fig. 4 we are showing the
overall frequency of skill requirements in each job using a range of 1–13. We have
calculated the weight of every skill based on the number of requirements asked in
each job and the specific skills required in jobs. The formula we developed to find
this result is:

Rw =
(

n∑
i=1

Rci ∗ Si

)
/

n∑
i=1

Rci

Here,

Rw Each Requirements’ weight
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Table 1 34 types of skills according to their category

Category Specific skills

Basic IT and tools Basic IT/Computing Knowledge

Management Tools (MS Project/Jira/Teamwork)

Hardware & Software Maintenance

Database DBMS/MS-SQL/MySQL/Oracle/NoSQL/PostrGL

E-commerce Digital Marketing/IT Sales/SEO

E-Commerce/E-Business

Mobile and game Android

iOS

Networking and server Networking/Server Management

LINUX/Red Hat/Debian

Cloud (AWS/Management)

Security

IIS

Others Communication

Graphic Design/Animation

Programming Algorithm/Problem Solving

OOP

.NET/ASP.NET/MS-Framework

Java

C/C + + /C#

Python/Django

Software engineering Project Management/ERP

Design Patterns

Software Testing/Quality Assurance

Documentation/Content Writing

System Analysis & Design

Web engineering JSON/JS/NodeJS/Angular/Vue

HTML/CSS/Design Framework

PHP

UX/UI

Software/Web Engineering/Development

Web Framework/CMS/API

Git/Repository/Version control/Docker

Laravel
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Fig. 3 The appearance of skill (with percentage) requirements in job according to category

Rc Number of requirements counted in each job
S Individual Skill count (frequency) in each job within the range of Rc
n Maximum Number of requirements count in each job.

For example, according to our data, n = 13 and there is 27 job post which has
asked for 1 type of skill as requirements. Among them, 3 job post has asked for
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Fig. 4 Frequency of skill requirements in each job

communication as a skill out of 1 requirement. Similarly, there is 122 job post which
has asked for 2 skills and among them, 42 of them asked for communication. There-
fore, we can see that there is 60 job post that asked 3 types of skills and 28 of them are
communication, 59 job post that asked 4 types of skills and 24 of them are commu-
nication, 30 job post that asked 5 types of skills and 12 of them are communication,
21 job post that asked 6 types of skills and 12 of them are communication, 16 job
post that asked 7 types of skills and 10 of them are communication, 11 job post
that asked 8 types of skills and 5 of them are communication, 4 job post that asked
9 types of skills and 4 of them are communication, 3 job post that asked 10 types
of skills and 1 of them are communication, 2 job post that asked 11 types of skills
and 1 of them are communication, 2 job post that asked 12 types of skills and 2 of
them are communication, 1 job post that asked 13 types of skills and 0 of them are
communication. Therefore, our weight for communication skills is

Rw(Communication) = (1 × 3 + 2 × 42 + 3 × 28 + 4 × 24 + 5 × 12

+ 6 × 12 + 7 × 10 + 8 × 5 + 9 × 4 + 10 × 1

+ 11 × 1 + 12 × 2 + 13 × 0)/(1 + 2 + 3 + 4

+ 5 + 6 + 7 + 8 + 9 + 10 + 11 + 12 + 13)

Rw(Communication) = 590/91

Rw(Communication) = 6.48

This is how we have calculated weight for every single skill. In Fig. 5, we have
shown the overall weighted graph chart (high to low).

Our analysis and graph chart shows different types of scenarios based on different
aspects in IT-Software job sector skill requirements. From this analysis, we will
clarify some thoughts and recommend some ideas to emphasize on developing major
skills in the IT-Software field.
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Fig. 5 Weighted graph for individual skill requirements

6 Discussion and Recommendation

For the last fifteen years, universities around the world are continuously developing
effective curricula for Software and Web Engineering to create good opportunities
for graduates to cope up with IT-Software industries. We can easily find some major
gaps between the skill requirements of IT-Software industries and universities’ course
curricula in real life. In a study of 2020, Mijanur Rahaman & Md. Masudul Islam
has shown the gap between the skill requirements of IT-Software industries and
universities’ web course curricula. They also suggested a well enough balanced
curriculum for web courses for university [23]. We need to change our conventional
way of studying for IT-Software field and need more interaction with industries
to reduce the practical gap, especially in the COVID-19 period. From our study,
we present an overall view of IT-Software industries’ job status in this COVID-19
situation.

From our initial analysis chart in Fig. 3, we can see that, top five required skills
in IT-Software job post are (high to low) Communication (144), Scripting languages
such as JS, JSON, jQuery, Angular, Vue, Node JS, (101), Database Management
and Query Language (79), Project Management & ERP (76), and Front-End such as
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HTML, CSS, Web Design framework, (69). In the percentage scenario, these five
has also shown the foremost impact among these 358-job post.

We can say that the recent IT-Software job industries are asking mostly
Web/Software, Database skill-oriented people who have good communication skill.
In Fig. 4, we can see 122 job post has asked for two (2) types of skill requirements.
On average, most job posts demand 1–3 types of skills. There is also a handsome
amount of job post that has asked for 4–6 types of skills. This shows that the IT-
Software job sectors are focusing on what they need most, and they are mostly not
randomly asking for the one-man army in this case. Also, we can see that there are
some differences between theweighted graph chart in Fig. 5 and the appearance chart
in Fig. 3. The top five weighted skills we find here are (high to low) Communication
(6.48), Scripting language such as JS, JSON, jQuery, Angular, Vue, Node JS, (5.86),
DatabaseManagement and Query Language (4.76), Front-End such as HTML, CSS,
Web Design framework, (4.08), and Project Management and ERP (3.88). Here,
the Front-End skill has left the project management skill behind. From this weighted
chart, we can deeply observe the insight of IT-Software job skill requirements. There-
fore, it is clear to us that besides the requirements of the Software and Web field the
communication skill is an uprising in today’s world.

Now it’s time to focus our development on the IT-Software field especially in the
scripting language, front-end development, database system, project management,
and largely in communication fluency. We need to understand that, developing soft-
ware and having expertise in the IT sector is a must thing but keep up with this
competitive job market everyone must be expert in interaction with each other both
offline and online. Since in COVID-19 periods everyone is working from home,
so the major demand is fluent and excellent communication from a remote area to
any client or people. Also, we should add an extra curriculum in our textbook, and
we can call it “IT First Aid” where general people and specialists can learn how to
deal with Information and Communication Technology during a disastrous situation.
This subject can provide emergency and immediate IT knowledge to anyone, and
the active learners can also be benefited by developing their basic skills in IT. There
should be offline and virtual training programs that can create skilledmanpower from
time to time based on the demand of IT-Software industries. Finally, to keep up with
this COVID-19 job situation the government and private sector need to take imme-
diate action to provide proper training, encouragement, and industrial curriculum
in educational institutions. This is how we can at least hold the IT-Software job
industries which have a big potential market in front of our eyes.

7 Conclusion

The COVID-19 pandemic has created some unique scenarios in various job sectors,
especially in the IT job sector. This paper reports the first study of how IT-Software
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industries are demanding different types of skills. Furthermore, this study is excep-
tional because we have shown the recent IT-related job status in the pandemic situ-
ation as well as the statistical summary of skills demanded in various job posts in
our country. This study will help our present job holder, potential candidate, and
other specialists in IT-Software industries to understand what they should focus on
to enhance and stable their job status. This overview will also create insights within
IT-Software job candidates so that they can achieve the specific skill to contribute IT
sector in this pandemic period. We hope that based on our study we can measure the
potentiality of various IT-Software job skill requirements from now and take proper
steps to stable our IT job field. This is how we can catch a huge opportunity of the
global IT market in the COVID-19 pandemic.
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Predicting Interest of Beginner-Level
Engineering Students for Better Career
Using Classification Method

Mohammad Aman Ullah, Mohammad Manjur Alam, Saira Akter Sheuli,
and Jisrat Alam Mumu

Abstract At the beginning of the university, students often face confusion in career
choices. Most of the students cannot understand what field they are interested. There
are many existing systems where some researchers have worked with fresh graduates
and some with selected tenth or twelfth-grade students to help them get an idea about
one career option.However, those researchworks failed to help themchoose a domain
of interest from many opportunities in their field. Therefore, this research aims to
propose a system for predicting interest of beginner-level engineering students for
better career planning at an early age. This analysis gives a chance of finding students
interest in four specific demanding fields (web development field, graphics design
field, Android development field, and data science field). This research starts with
collecting primary sources of data using structured questionnaires. The data are
preprocessed for creating a well-formed dataset. Then, the research is done in two
parts: statistical analysis (Chi-square test and binary logistic regression analysis) and
machine learning analysis (decision tree, SVM, andmultinomial logistic regression).
In machine learning analysis, appropriate features are selected first, then build the
models. The results from both parts are then evaluated using a confusion matrix and
choose the best prediction. The research shows noteworthy results with respect to
existing works.

Keywords Students · Career · Interest · Field · Predicting

1 Introduction

EDM uses large amounts of student data from educational sectors to find different
patterns to help student’s decision-making. In present days, technical world compe-
tition is increasing rapidly. So, to cope up with this competition, students have to
prepare themselves, especially from the beginning of university life. Students often
face confusion in career choosing at the beginning of the university. Most of the
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students cannot understand what field they are interested. On the other hand, some
students are preplanned about their careers. However, most of the students do not
know which career they should go. This confusion results in a great loss of right
potential. Some researchers have worked with university students to assess their
capabilities and identify their interests. This research will help them know which job
role the candidate should be kept in based on his/her performance and other evalu-
ations [1]. Again, some researchers have selected tenth or twelfth-grade students to
help them get an idea about one career option through confusion resolution and save
from selecting the wrong career [2].

Therefore, this research aims to propose a system for predicting interest of
beginner-level engineering students for better career planning at an early age. This
analysis gives a chance of finding students’ interest in four specific demanding fields
[web development field (WDF), graphics design field (GDF), Android development
field (ADF), and data science field (DSF)]. This research will help the fresher’s or
newly admitted engineering students who are not preplanned about their career to
take proper decision, in which field they can proceed or which opportunity they
can take. The system will be mainly helpful for university students. It will help the
students who struggle to choose the right path in building their careers. The analysis
will give them the probable idea that helps them think about their opportunities once
again, which may decrease the rate of drop out from the universities. This research
will benefit both the institutions and the students.

Various machine learning (ML) classification algorithms (Bayesian methods
(BMs), multilayer perceptions (MLPs), sequential minimal optimization (SMO),
ensemble methods (EMs), decision trees (DTs), SVM, and logistic regression (LR))
are used in the literature for the system mentioned above. In this study, the proposed
model used statistical analysis (SA) with Chi-square test (CST), binary logistic
regression analysis (BLR), and ML analysis with a DT, SVM, and multinomial
logistic regression (MLR). Here, SA is used for making the dataset more efficient
using significant variables or attributes.

The remaining paper is structured as follows: Sect. 2 represents the related works.
Section 3 represents research objectives; Section 4 is about methodology; Section 5
describes the data analysis; Section 6 includes the results and their description.
Section 7 is the conclusion.

2 Related Works

A large number of researchers were done on the prediction of students’ career selec-
tion issues. The paper by Roy et al. (2018) has provided a career recommender
system that used SVM, XGBoost, and DT to recommend the student’s future job [1].
A survey by Gorad et al. (2017) on tenth- or twelfth-grade students and subsequent
experiments with C5.0 reveals that students select the wrong career due to confusion
[2]. Research by Ansari et al. (2017) has proposed a multilevel expert system for
career guidance. They have used quantization and nearest neighbor algorithms for
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finding the relationship between factors [3]. A dataset was developed with socioe-
conomic conditions, academic performance, and some additional emotional skill
parameters by Mishra et al. (2016) and applied Bayesian methods, MLP, SMO, EM,
and DT to predict the employability of Master of Computer Applications students
[4]. In [5], students’ data were collected and applied different algorithms to predict
the students’ job placement.

Nie et al. (2017) have proposed a data-driven framework to forecast the career
choices of students using campus big data. They have used 10 M behavior data
to prove the potentiality of this framework and got random forest, which performs
better than others [6]. Choe et al. (2020) have tried to understand the career interest
of engineering graduate students using the survey data of 249 students. They have
applied regression models to predict the career choice of students. This research
shows that engineering students require multiple career options to choose a better
one [7]. Lakin et al. (2020) tried tofind theprofessional identity of the 186 engineering
students and found identity crisis of engineering students once applied the analysis
[8].

Al-Dossari et al. (2020) have developed a recommendation system that could
help graduate students select their appropriate career based on their skills. With the
experiment on 2255 data records with five standard ML algorithms, the XGBoost
algorithm has shown the highest accuracy with 70.47% accuracy [9]. Laguador et al.
(2020) have evaluated students’ internship performance concerning their skills in
the graduate program. The study showed a positive relationship between internship
performance and attained skills [10]. Park et al. (2020) predicted the features that
may affect the career choice of graduate students using SVM and recursive feature
elimination. The study found that bothmesosystems andmacrosystems have affected
the newly enrolled students [11]. Fuchs et al. (2020) have applied MLR models to
predict students’ intention about teaching careers after completing school [12].

Miller et al. (2020) tried to find the relationship between students’ enrollment
and subsequent career plans. It is found that students having pre-college engineering
courses are more likely want to enroll in engineering courses of university regardless
of gender or race [13]. Elmasry et al. (2021) have developed a system that could
suggest the major using existing data, which helps the students get proper job after
graduation and faculty members guide the students properly [14]. Hoff et al. (2021)
have predicted that either personality has a positive impact on career outcomes. The
study shows that personality development helps the younger in career decisions [15].
VidyaShreeram et al. (2021) applied ML approaches to predict student’s careers and
got 93% accuracy as its best [16].
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3 Research Objectives

The objectives of this research are:

• To find out the student’s field of interests from their feedback.
• To propose a model that enhanced the predictive accuracy of career planning.

4 Methodology

The workflow diagram of the experiment design is shown in Fig. 1. The workflow
starts with the collection of data from beginner-level university students. The data are
then preprocessed to get a well-formed dataset. The analysis is then sub-divided into
statistical and ML experiment analysis. The statistical analysis is done using CST
and BRL, whereas for the ML experiment, features were selected first, and then,
different ML classifiers such as DT, SVM, and MLR were used for classifying the
dataset. Confusion matrix is used to calculate the overall performance evaluation.
Finally, results from both types of analysis were compared to reach a final decision.
The SA was done using the IBM SPSS statistics data editor (version 25) and ML
analysis using the R programming language. The detail of each step of Fig. 1 is
described below:

Data 
Preprocessng

Feature 
Selec�on

Sta�s�cal 
Analysis

Model 
Building Predicted Results

Predicted 
Results

Result 
Comparison and 

best one selec�on

Collected 
Raw Data

Beginners Level 
University Student’s 

Data Decision Tree
Support Vector Machine

Mul�nomial Logis�c 
Regression

Chi-Square Test
Binomial Logis�c 

Regression

Accuracy
Precision

Recall
F-Score

Fig. 1 Workflow diagram of experiment design
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Table 1 Reliability and
validity of the data

Factors Number of items CA if item deleted CR

WDF 7 0.854 0.702

ADF 7 0.855 0.820

GDF 7 0.849 0.880

DSF 7 0.856 0.817

Overall 28 0.860

4.1 Data Collection and Preprocessing

In this research, the primary data have been collected from the beginner-level univer-
sity students of theDepartment ofCSE at International IslamicUniversityChittagong
(IIUC). Data were collected through structured questionnaires on four major career
categories in computer science and engineering fields (WDF, ADF, GDF, and DSF).
Eachfield contained ten questions.A total of 250 respondentswere randomly selected
from CSE students in the 1st, 2nd, and 3rd semesters of spring 2020. After receiving
the questionnaires,we found the response of 83 from1st semester students of different
sections, 83 from 2nd semester, and 84 from the 3rd semester.

4.2 Reliability and Validity of the Data

Dataset was prepared by cleaning or removing null and missing data and replacing
themwith appropriate data. The anyNA() functionwas used to check inconsistency or
null value. Cronbach’s alpha (CA) and composite reliability (CR) aremost commonly
used to assess the measures of reliability and validity of the data. Table 1 shows that
the overall reliability coefficient ofWDF, ADF, GDF, and DSF is 0.860 that indicates
reliability of data as per Hair et al. [17]. All the values of CA if the item deleted are
above 0.80, and CR above 0.7 indicates this study that seems high reliable [17].

4.3 Feature Selection Process

Since our dataset contains several features, it was necessary to find themost important
features that improve the prediction. Among different types of feature selection
processes, we have applied the CST along with CARET package from the RStudio
and selected a total of 22 features from our dataset.
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4.4 Reading, Training, and Testing Data

In this step, the preprocessed dataset, which is saved in the Haven library of RStudio,
is read, trained and tested. The dataset is partitioned into training and testing sets by
maintaining 80% and 20% ratios, respectively. After the partitioning, we have found
203 observations for training and 47 observations for testing. The model accuracy
and reliability are determined by selecting model with maximum correct prediction.

4.5 Machine Learning Algorithms and Statistical Approach

Data analysis has been accomplished on bothML algorithms and statistical methods.
As a statistical approach—CST of independence, BLR analyses were performed.
CST is done by Crosstabs procedure. As ML analysis, DT, SVM, and MLR have
been used for predicting interest of beginner-level engineering students.

Statistical Analysis of the Study

Chi-Square Analysis. A Chi-square (χ2) test was used to measure how expectations
compare to actual observed data (or model results). The formula for Chi-square is:

χ2
c =

∑ (Oi − Ei )
2

Ei
(1)

where c = degree of freedom, O = observed values (s), and E = expected value (s).
We choose significance levels less than 0.05. In SPSS, the CST is done by the

Crosstabs procedure. This procedure creates a two-way table, which summarizes the
distribution of categorical variables. From that table, the values of χ2 test statistic
along with p values are found. Since the p-value is less than our chosen significance
level (0.05), we can say that all independent variables are highly significantly associ-
atedwith the dependent variable. Since p-value is greater than our chosen significance
level (0.05), there is no statistically significant association between variables.

Binary Logistic Regression Analysis. The model for LR analysis assumes that
the response variable, Y, is a categorical variable that wants to be a web developer,
Android developer, graphic designer, and data scientist (0 = no and 1 = yes).

Generally, the multiple regression models use the following equations:

Y = β0 + β1x1 + β2x2 + · · · + βk xk (2)

where Y is the response variable, and the x’s are the different predictor variables.
As the response variable of LR is categorical, the outcome variable Y needs to be

logit transformed so that the following regression process can be used.
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ln

(
P

1− P

)
= β0 + β1x1 + β2x2 + · · · + βk xk (3)

where P represents the probability of an event occurring, and
(

P
1−P

)
measures the

odds ratio. In this study, the BLR model is used to evaluate and identify the effect of
variables on student interest achievement.

Machine Learning Algorithms

Decision Tree. The commonly used DTs are party and rpart. In this work, after
reading and partitioning, we have used a party package to implement conditional
inference trees, which embed tree-structured regression models. We have also used
ctree() from the package party to demonstrate the time series classification with the
original data. Next, classification and regression trees were generated through the
rpart package. It helps us explore the students’ interest among those four fields.

Support Vector Machine (SVM). Firstly, the saved data from the RStudio are
read and then partitioned using createDataPartition() function provided by the caret
package. The model is trained using trainControl() and SVM linear methods. The
result of the trained method was shown as “SVM with Linear Kernel”. This result
meant our data is linearly separable. In this SVM model, a linear kernel is used to
predict the good value of a student’s career interest among four fields.

Multinomial Logistic Regression. MLR is used to predict student interest among
four fields (WDF, ADF, GDF, and DSF) without ordering. At first, we have read the
dataset from RStudio. We had four levels for the response variable, so we have used
one (1) as a reference level in the relevel() function, which means WDF. We have
then used the multinom() function from the nnet package for the training dataset. We
have found that the model is producing some errors, which are finally converged.
Then, by predicting on the test dataset, we found the probability of students’ career
interest in four fields.

4.6 Predicted Results’ Evaluation

Predicted results were evaluated using a confusion matrix (CM). Each ML classifier
was evaluated first using different parameters such as accuracy, precision, recall, and
F1-score of CM. Then, comparison results among ML classifiers were evaluated
with the same parameters.

4.7 Comparison

In this research, the comparison is used to justify that the selected features, and the
applied algorithm is worthy of further research. The comparison is made among
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different statistical methods. The comparison is also made among different ML
classifiers. Finally, the comparison is made between statistical and ML results.

5 Data Analysis

Data analysis is done using descriptive statistics (DS). Among many factors in our
study, here, we have discussed only some essential factors. Findings of the study
show that 36.4% of students want to be a web developer, 24.1% of students want
to be an Android developer, 18.6% of students want to become a graphic designer,
and 20.9% of students want to become a data analyst in his career as it is one of the
demanding sectors in the current world.

Out of 250 students, 44% (115) of students are male and 54% (135) are female.
About 74.8% (187) of students have little knowledge in WDF, and 63 (25.2%) have
an adequate concept. About 44.8% (112) of students specify that they have little
knowledge about algorithms or data structures. The rest of them have no idea about
algorithms or data structures. Only 13.2% (33) of students have little knowledge in
GDF, and 26.8% (67) of students have DSF ideas.

6 Results and Discussions

6.1 Statistical Results

Bivariate analysis of Chi-squared test of independence. The test of independence
between WDF, ADF, GDF, and DSF and background characteristics of respondents
are performed in this section. Moreover, it helps us identify those independent vari-
ables, which have a significant effect on WDF, ADF, GDF, and DSF. The dependent
variable is categorized into two groups, yes or no. Here, independent variables—first
impression aboutWDF, earlier skills inWDF, previous knowledge inWDF, career as
a web developer—are found to be highly significant with dependent variable WDF.

For ADF, the variables—feeling using any application, familiar with Android
Studio, interested in coding, interest in algorithms or data structures, a career as an
Android developer—are found highly significant with ADF. In the case of GDF, the
variables—career as a graphic designer, reading most interested skills and technolo-
gies—are found to be significant at 1% level related to the dependent variable GDF.
Finally, for DSF, the variables, first impression about DSF, a career as a data scientist,
earlier skills in DSF, knowledge about mathematic, statistics, and database are found
to be significant.

Binary Logistic Regression. Here, explanatory variables were considered as it
found effective on bivariate analysis. In LR, we usually report the odds ratio along
with regression coefficients. However, as per the objectives, this research reports
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only the classification table and model summary of BLR analysis. Table 2 shows
that WDF is the demanding sectors in the current world. The classification in Table
3 indicates that this subject has more demand than WDF, whereas the classification
in Table 4 indicates that this subject has more demand than WDF and ADF.

Finally, as per Table 5, 13% of students want to be data scientists. It indicates that
this subject has less demand than other subjects. The reasons of less demands are (1)
respondent are beginner level and (2) DSF subject is offered to the last year students.

The model summary Table 6 comprises the Cox and Snell R2 and Nagelkerke’s R2

values, which compute the explained variation. Nagelkerke’s R2 is the adjustment of
Cox and SnellR2, the latter of which cannot achieve a value of 1. Table 6 also includes
the pseudo R2; the−2 log likelihood is how well the model explains variations in the
outcome of interest. The explained variation in the outcome variable based on our
model ranges from 67.0 to 90.7% for WDF, 54.4 to 74.6% for ADF, 60.5 to 84.5%
for GDF, and 42.3 to 78.0% for DSF subject to whether you reference the Cox and
Snell R2 or Nagelkerke’s R2 methods.

Table 2 Classification of WDF

Observed Predicted

web developer Percentage correct

No Yes

Step 0 Web developer No 0 99 0.0

Yes 0 151 100.0

Overall percentage 60.4

Table 3 Classification of ADF

Observed Predicted

Android developer Percentage correct

No Yes

Step 0 Android developer No 0 90 0.0

Yes 0 160 100.0

Overall percentage 64.0

Table 4 Classification of GDF

Observed Predicted

Graphic designer Percentage correct

No Yes

Step 0 Graphic designer No 0 81 0.0

Yes 0 169 100.0

Overall percentage 67.6
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Table 5 Classification of DSF

Observed Predicted

data scientist Percentage correct

No Yes

Step 0 Data scientist No 217 0 100.0

Yes 33 0 0.0

Overall percentage 86.8

Table 6 Model “Summary”
in logistic regression

Dependent
variable

− 2 Log
likelihood

Cox and Snell
R2

Nagelkerke’s
R2

WDF 58.398a 0.670 0.907

ADF 130.154a 0.544 0.746

GDF 82.615a 0.605 0.845

DSF 57.684a 0.423 0.780

aEstimation terminated at iteration 20 becausemaximum iterations
have been reached. The final solution cannot be found

6.2 Machine Learning Results

Results ofDecisionTree. In Fig. 2,we found prediction results for the testing dataset.
Here, x-axis represents the students’ ID and y-axis represents the predicted fields of
interest. The figure shows that students are interested in fields 1 which is WDF, some
in ADF, and so on. However, students are mostly interested in GDF, as per Fig. 2.

Results of SVM. Its result is saved in a svm_Linear variable. It is a linear model;
therefore, it just tested at value “C” = 1. Here, the predict() method was used for
predicting outcomes. Two arguments were passed through that method: the first

Fig. 2 Histogram for predicting field of interest with students’ ID using decision tree
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parameter for the trainedmodel and the second parameter “newdata” holds the testing
data frame. In Fig. 3, prediction results were found for the testing dataset. Here, x-axis
represents the student ID, and the y-axis represents the predicted fields of interest. The
result shows that students have diverse choices. However, considering the frequency,
we may conclude that the students are highly interested in WDF.

Results of Multinomial Logistic Regression. MLR algorithm is used for finding
significant variables, which was helpful in better prediction of interest. From the
MLR model, we found the significance of variables. In Fig. 4, prediction results for
the testing dataset are represented. Here, x-axis represents the student ID, and the
y-axis represents four fields of interest. The data in the figure show that students are
highly interested in field 1 which is WDF, and few students choose 3, GDF.

Fig. 3 Histogram for predicting field of interest with students’ ID using SVM

Fig. 4 Histogram for predicting field of interest with students’ ID using logistic regression
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Fig. 5 Overall performance of the classifiers

6.3 Performance Comparison

Figure 5 indicates that on the scale of predictive accuracy, DT is outperforming other
algorithms. The highest accuracy obtained is 68%. However, on the scale of overall
performance, SVM is outperforming other algorithms. The highest precision, recall,
and F1-score values are 74%, 85%, and 80%, respectively. It could be concluded
that SVM and DT are interchangeably better, but BLR is lagging on the scales of all
the parameters. In comparison with ML and SA, LR works better when applied in
the SA. Therefore, we could conclude that BLR works better than MLR.

Overall,MLalgorithmswork better on the collected data than theSA.The compar-
isonwith the similar types of works, datasets, and algorithms indicates that this work,
its related dataset, and algorithms show trustworthy results and are suitable for further
research.

7 Conclusion and Future Work

Career choosing is a crucial factor that plays a vital role in a student’s life. If a student
lacks the right decision in career selection, their potential gets wasted. The idea of
this work is to help beginner-level university students for finding opportunities to
fill up the gap between their potentiality and the right career. The idea mentioned
above is implemented by analyzing collected data from beginner-level university
students with SA and ML techniques. These techniques predict a specific field of
interest among WDF, ADF, GDF, and DSF. The analysis showed that students are
highly interested in GDF and less interested in DSF. In future, we could collect the
input data from other universities in Bangladesh besides IIUC to find the variation
of response in a much better way.
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Factors Responsible for Fluctuations
in Road Accidents: A Statistical
Investigation of Road Accidents
in Bangladesh

Shakera Khandekar, Sharna Das, and Sajjad Waheed

Abstract Road accidents have become an unwanted phenomenon in our daily lives.
This paper aims to give a clear concept of the huge number of road accidents in the
districts of Bangladesh. It also provides a detailed summary of the total accidents
finding how different features are contributing to the increment of accidents and
pointing out the accident-prone regions so that the losses can be minimized in acci-
dents with limited resources. This paper presents various charts and graphs that show
variation in the number of accidents based on different factors, victims, injured-to-
dead ratio, locations of accidents in terms of number. The paper analyzes data on
road accidents in Bangladesh. The experimental results show that the number of
accidents is related to date, time, locations, and vehicle types. The results also reveal
that 66.4% are injured and 33.6% are dead. It is a notable turning point over the past
decades for this country. The result of this analysis exhibits different features that
are important to reduce road accidents and to manage the transportation system of
Bangladesh including pedestrians to impact public health and the economy of the
country.

Keywords Road accidents · Data analysis · Bangladesh · Casualties

1 Introduction

This paper provides a unique dataset consisting of a variety of factors regarding road
accidents in Bangladesh. This paper highlights the recent scenarios of road traffic
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Table 1 Involvement of
heavy vehicles in fatal and
pedestrian accidents

Variation of accidents Bus or minibus (%) Truck (%)

Heavy vehicles 33 27

Fatal accidents 35 29

Pedestrian accidents 38 30

accidents (RTAs) and the causes of the increasing number of accidents and their
fatalities. An analysis is conducted using a simple data mining process to obtain
data and illustrate the variety of road accidents with various factors. This paper
also discusses possible reasons for the increasing number of accidents; based on
this study, some recommendations are suitable to resolve the issues occurring with
accidents. A massive number of death and injury caused by road accidents exposes
the global crisis of road security. According to the WHO, the total population is
decreased by 1.35 million and 20–50 million more tolerant non-fatal injuries, with
many incurring a disability result of their injury every year. It shows that road traffic
accidents cost most countries 3% of their gross domestic products. It estimates that
93% of the world’s fatalities on the roads occur in low- and middle-income countries
although these are the countries that have approximately 60% of the world’s vehicles.
According to the source, the victims of road accidents are primarily children and
young adults aged between 5 and 29 [1]. From 2009 to July 2016, the rate of injury
was 43.8% and the rate of the dead is 56.2%. Table 1 gives a summary of this data. As
a developing country, road accidents have become a crucial concern in Bangladesh.
In Bangladesh, road accident is identified as a major cause of death. Road and traffic
accidents are unpredictable and dubious. Thus, it requires a plethora of information
about the factors affecting them to analyze. This paper provides the information as
thoroughly as possible based on the obtained dataset.

2 Literature Review

Based on a statistical analysis of road accidents from 2014 to 2016 in Bangladesh,
Hossen (2019) found that road accident casualties have increased gradually under the
calculation of excluding motorcycles compared to including them [2]. However, in
another research paper, Kaur and Kaur (2017) compared state highways and ordinary
district roads and types of accidents for the predictions that depicted relationships
between the frequency and types of accidents [3]. Solaiman et al. (2013) conducted
a study where a set of procedures for extracting information of interest for road
safety evaluation were discussed. This started with data collection concerning road
accidents. This approach processed spatial data to provide end-users with a reliable
tool to evaluate what roads have the highest accident density, the highest danger rate
and any other statistical indicator. All data could be extracted from the attributes,
and the proposed tool was said to be the first software in Bangladesh, where all these
methods and facilities were integrated [4].
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Table 2 Percentage of
casualties from the year 2009
to 2016

Year Percentage of death Percentage of injuries

2009 52.4 47.6

2010 59.5 40.5

2011 60.8 39.2

2012 54.3 45.7

2013 58.4 41.6

2014 57.4 42.6

2015 54.8 45.2

2016 52.5 47.5

Table 1, which was found in a research work conducted by Anjuman et al. in
2007, is studied on road accident variations [5]. This study indicated the cause of
death due to road traffic accidents. The share of the number of buses and trucks was
nearly 70% and for pedestrians about 72%. Alam et al. (2011) showed the safety
situation in Bangladesh that had been presented in terms of the number of accidents
and fatalities occurring each year. Subsequently, accidents and fatality rates in terms
of unit registered motor vehicles had been evaluated as well [6]. Hence, Kumar and
Toshniwal (2016) proposed a framework to analyze road accident time-series data
that accumulated data from 39 districts and used a time-series merging algorithm and
revealing that road accident trendswere going to increase in certain clusters and those
districts should be the prime concern to take preventive measures for mitigating road
accidents [7]. On the contrary, Hossain and Faruque (2019) disclosed the trends of
road accidents and their causalities, accident rates, and vehicle rates showing a clear
picture of the different infected districts by road accidents. They also elaborated on
the age of the affected people, type of accidents, and different clashes and measured
the highest percentage of road traffic accidents (RTAs) [8]. Ahsan et al. (2011)mainly
highlighted the general characteristics of fatal car accidents and attempted to establish
the most common types of fatal accidents and causal factors [9].

Table 2 indicates the casualties recorded from the period 2009 to 2016 containing
the number of accidents, deaths, and injuries in Bangladesh that are shown as
percentages [10].

3 Data and Methodology

3.1 Data Source

These cases of studies gather data from various newspapers. From the aspect of
Bangladesh, The Daily Star [1] holds the reputation of publishing valid information.
Thus, this study retrieves necessary data from The Daily Star. This dataset intends to
be a nationally representative sample from the annual accident reports in Bangladesh.
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The fundamental dataset for the study contains traffic accident records fromJuly in the
year 2017 to June of the year 2018. The dataset includes the columns, namely years,
months, days, hours, parts of the day or night times, district names, neighborhood
names, street names, types of injuries, the number of deaths, reported victims, the
vehicle involved, and vehicle types. For better understanding, the paper has attributed
Morning time between 4.00 am and 12.00 am, Noonwas from 12.01 pm to 02.59 pm,
Afternoonwas from 03.00 pm to 05.59 pm, Evening started at 6.00 pm and finished at
7.59 pm, and lastly, Nighttime was between 08.00 pm and 3.59 am. For enhancement
of our dataset, we also included data for the years 2019 and 2020. In this paper, we
also included data on the casualties as a result of road accidents in Bangladesh from
2019 to 2020. Our primary statistical analysis is done based on our fundamental
dataset collected by authors, and a comparative analysis is shown with the casualties
of accidents in recent years.

3.2 Methodology

Tools of Analysis Accident data are being analyzed years after years for the amelio-
ration of traffic management and public safety. For this purpose, many have used
various languages, methods, tools, and software. Data analysts use Python, Java,
C++, R, Scala, MATLAB, Julia, TensorFlow, and SQL for the data mining process.
All of these are well known. Many scientists are using these tools for analyzing
data efficiently. Researchers use Python, R, MATLAB, TensorFlow, Orange in data-
related works nowadays. As for software or tools, analysts use Anaconda, R, Orange,
XNIME, XMiner, RapidMiner, WEKA. Python is an exceptionally popular and
widely used language in the data science field. In the growing world of data, Python
is booming for its efficiency and easy-going nature as a language.

As the dataset consists of both numerical and categorical values, the computing
language used here is Python, a high-level but flexible data analysis language. The
paper finds out necessary information from sources to visualize factors that fluctuate
accident outcomes and discover trends and anomalies using the most efficient and
simple analyzing technique and tools. On account of these, an inductive approach is
appropriate for the proposed study. An inductive approach allows researchers to find
the relevant information inherent in raw data. This approach consists of three parts:
(i) gather information, (ii) mark the pattern, and (iii) develop a theory.

• This paper uses a dataset that is created by gathering information of road acci-
dents in details day by day around the country from The Daily Star newspaper.
Then, dataset is mined using various comprehensive libraries (Pandas, NumPy)
of Python to generate a well-informed dataset.

• This study uses Python as a language andAnaconda Jupyter notebook as aworking
tool for the proposed analysis for various patterns of factors responsible for fluc-
tuation in numbers of the accidents which are demonstrated with some graphs
and charts.
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• Lastly, through comparisons and discussions, the factors responsible for changes
in casualties during accidents are justified and recommendations are provided.

This study mainly focuses on time, vehicle type, and location for road accidents
and data analysis. From the newspaper, we have day, hour, month, weekday, part
of the day as whole time information. A Python library term, matplotlib was used
for illustrating the information about accidents. To illustrate figures, the columns
are converted into integers and the “DateTime” function is used for finding the
resolution of when and at what times accidents took place and in which parts of
the day accident occurred in a substantial figure. From the main dataset, we have
district names, neighborhood names, street names that represent the location of an
accident, but all this information is an object type. Hence, two new columns named
longitude and latitude were added by measuring the location using Google Map.
The longitude and latitude of each car accident visualize the road location and its
condition. The best way to analyze special data is by using maps. Folium is a Python
library that helps create several types of Leaflet maps. We can easily generate a map
of Bangladesh, creating a Folium map object.

4 Results and Discussion

4.1 Analysis of Accident Trends from 2017 to 2018

It is insisted that this paper contains the illustration of variety in the number of
accidents based on the factors of newly collected accident data. As results, various
graphs are shown based on the features of time, vehicle, and place.

Trends of the number of injuries and death over months: About 66.4% of
total victims are injured and 33.6% are dead. This figure depicts that the death rate
is less than the injured, but 33.6% is not an ignoring matter. Also, the injured rate is
alarming and detrimental to the day-to-day life of the population (see Fig. 1).

Trends of the number of accidents over a week: The distribution of accidents
occurred by day of the week and shows a peak on Saturday (beginning of the week
in Bangladesh) which holds the highest number of accidents and Monday holds the
lowest number. This graph depicts that on average, 79 accidents occurred per week
throughout the year. It can be included as a cause that Saturday is the first day of the
week and also the first working day of the week (see Fig. 2).

Trends of the number of accidents over hours: The distribution of accidents
occurred by the hour of the day and shows a peak at 9 am and 8 pm, and again, the
highest number of accidents occurs in 8–11 in the morning and in 7–11 in the night.
Each column in the bar chart represents one hour. The number of accidents during
the late night and early morning is lower than during other parts of the day, but there
are a significant number of accidents occurring almost at all hours (see Fig. 3).

Trends of number of accidents over months: The distribution of accidents
occurred by months which shows a peak in June and the lowest in February. The
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Fig. 1 Percentage of death and injury

Fig. 2 Accidents per week
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Fig. 3 Accidents per hour

total number of accidents in February is 29 and 61 in June. In the comparison of the
last six months of 2017, more accidents occurred in the first six months of 2018. A
maximum number of accidents occurred in June and aminimum number of accidents
occurred in February. The potential cause of the increased number of accidents is
the festival of Eid-Ul-Fitr (Table 3). A large number of working class people are
garment workers, whereas another portion works in the divisional cities. They work
in different garment factories and other organizations away from home. So, during
Eid holidays, they travel back to their home districts. AsEid approaches, chaos breaks
out on highways and roads and frequent movement of traffic causes an increase in
the number of accidents (see Fig. 4).

Table 3 records casualties of thirteen days around Eid-Ul-Fitr in June containing
date of accidents, number of accidents, deaths, and injuries that are shown as
percentages [1].

Trends of accidents andvehicles: The distribution of accidents in terms of vehicle
type is shown in Table 4. There are 35ways inwhich vehicles are involved in different
road accidents. It is shown that most accidents are caused by the bus (see Fig. 5).

The percentage of how many times one category of vehicles is involved in acci-
dents. The types of vehicles involved in accidents are six-wheeler (47%), four-
wheeler (5.6%), three-wheeler (22.7%), two-wheeler (18.3%), and other kinds of
vehicles (6.4%). Also, from the graph, it is clear that the six-wheeler (47%) vehicles
cause more accidents followed by three-wheeler vehicles (22.7%) (see Fig. 6).

Most accidents involve two vehicles.About 265 accidents have occurred involving
two vehicles according to The Daily Star. Most of these are caused by a head-on
collision. Also, it is quite interesting that the number of single-vehicle accidents
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Table 3 Accidents in 13 days around Eid-Ul-Fitr

Month Date Number of accidents Death Injured

June 19/06/2018 12 20 92

June 20/06/2018 06 06 20

June 21/06/2018 12 16 18

June 22/06/2018 11 14 49

June 23/06/2018 15 18 35

June 24/06/2018 20 41 85

June 25 to 28/06/2018 60 80 128

June 29/06/2018 23 34 124

June 30/06/2018 21 23 78

July 01/07/2018 25 22 229

Total 205 274 848

Fig. 4 Accidents per month

Table 4 Different categories
of vehicle

Vehicle categories Vehicles’ name

Six-wheeler Bus, truck, covered van

Four-wheeler Private car, cargo van, hauler, ambulance

Three-wheeler Auto rickshaw, CNG, van, rickshaw

Two-wheeler Cycle, motorcycle



Factors Responsible for Fluctuations in Road Accidents: A Statistical … 81

Fig. 5 Amount of different types of vehicles involved in accidents

Fig. 6 Percentage of involvement of different categories of vehicles in accidents

is not less either being above 250. Most accidents were that it was quite normally
involved with one or two vehicles. Accidents involving three vehicles could also be
seen while it was quite rare to observe accidents that involved four or more vehicles.
But, our analysis had shown that it was reported to have four vehicles involved in an
accident in January 2018 (see Fig. 7).
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Fig. 7 Number of vehicles involved in accidents

Roads are inconveniently narrow in this country. So, collisions between two vehi-
cles are a very common sight here due to small roads and defective traffic rules
and huge population. But, the number of accidents involving one vehicle is also on
the rise because of the poor condition of the roads and streets. It is a surprise that
falling in ditches and crashing with trees are the main reasons for accidents involving
one vehicle. This analysis has found that accidents are maximum by colliding two
vehicles and maximum accidents involved six-wheeler vehicles.

Trends of accidents and locations: An essential part of the accident data system
was location analysis. It pinpoints the accident locations in the Google Map based
on the latitude–longitude illustrated (see Fig. 8). From this figure, the only division
has the highest rate of accidents such as Dhaka city, Rangpur city, Chattogram city.
We use the Folium library for showing the country map. Folium is a powerful Python
library that helps to create several types of Leaflet maps. Using maps instead of other
forms of charting allows us to highlight trends, uncover patterns, and reveal realities
not visible before when it comes to spatial data. It also helps to gain clarity about the
data, more than just simplifying the data itself (see Fig. 8).

This study uses Folium and MarkerCluster for identifying the location of the
accident area where most of the fatalities have occurred. Figure 9 shows the district
where most of the accidents happen. This represents regional accidental insights
from the data.

Table 5 provides the information about total victims and the total death of the
top seven districts out of 64 districts in terms of the casualties. Dinajpur district
holds most victims according to our resources, and the total victim is 264 and 82
are dead among them. Chittagong is the second most accident-prone district with
228 victims and most dead victims (95) occurred in accidents here. Including these,
Mymensingh, Faridpur, Tangail, Gopalganj, and Pabna are the cities with the most
casualties which are shown in the following table.
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Fig. 8 Pinpointing locations of accidents

Fig. 9 Most fatal locations (districts) based on the number of victims

One of the most important parts of this paper is that it contains the location
analysis of the accidents which is a big help to find out the risky highways and roads.
Result analysis has shown that all the highways had taken a heavy toll on lives. It
shows that the Dhaka–Mymensingh Highway, Dhaka–Chittagong Highway, Dhaka–
Rangpur, and Dhaka–Gopalganj Highway have the maximum dead victim involved
in accidents (see Fig. 8). Also, data analysis has shown the region of accidents by
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Table 5 Top seven districts
with the number of total
victims and total

Name of the district Total victims Total death

Dinajpur 264 82

Chattogram 228 95

Mymensingh 185 55

Faridpur 108 31

Tangail 101 23

Gopalganj 97 35

Pabna 94 26

the cluster of the number of victims, and we have found out that the capital (Dhaka),
the southwest of the country (i.e., Jessore, Gopalganj), and the north (i.e., Rangpur,
Dinajpur) have highest number of victims as clusters who got involved in accidents
(see Fig. 9).

4.2 Comparative Analyses of Accident Trends Between
2017–18 and 2019–20

From our analyses, we find that at the year 2017–18, the casualty rate is 33.6% death
and 66.4% injured, whereas the casualty rate at the year 2019–20 is 43.4% death
and 56.6% injured in our country. It clearly shows that the death rate has increased
by 9.8% and the injury rate has decreased by 9.8% from the previous year which
is a matter of great concern for us. Not only in the aspect of casualties but also
at the year 2017–18 considering the involvement of vehicles, the six-wheelers are
47%, where at 2019, the involvement decreased to 43.07%. In the case of accident-
prone areas, this paper exhibits that the accidents’ rate is high in the highway regions
increased by 6.78% in 2020 [1]. Also, the highest number of accidents occurs on the
Chittagong–Dhaka–MymensinghHighway in2020, and at 2017–18, the regionswere
the Dhaka–Mymensingh Highway, Dhaka–Chittagong Highway, Dhaka–Rangpur,
and Dhaka–Gopalganj Highway that have the maximum dead victim involved in
accidents.

5 Conclusion and Recommendation

5.1 Conclusion

This paper illustrates a graphical representation of statistical analysis of road accident
data which brings out the aspect of changes in the number of accidents due to various
factors considering the reasons with the difference in the number of casualties at
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different locations. The casualty rate is different in each yearly period. Our study
finds that in 2017–18, the rate is 66.4% injured and 33.6% dead, and in 2019–20,
it is 43.4% death and 56.6% injured. Through our study, it shows clearly that the
accident-prone regions or highways have not changed much to reduce the accidents
rate to 5–10%. After comparing the data, we can say that road accidents could likely
be reduced by 30–40% if the 111 recommendations of the National Road Safety
Council were properly implemented, according to the Accident Research Institute
(ARI). But unfortunately, it has not reduced much. So, some recommendations are
given considering the present road conditions and traffic situations in Bangladesh.
In terms of future work, we intend to deploy a substantial dataset with more features
including weather, seasonal effect, speed of vehicles, and pinpointing exact locations
and also provide real-time prediction and forecasting of accidents using data mining
techniques.

5.2 Recommendation

Recommendation from the road traffic accident analysis, some recommendations are
provided suitable for reducing accidents and their after-effects. Though the number
of accidents should be decreased as Bangladesh is moving fast with the development
of technology and economy around the world, in recent years, the occurrence of
accidents is on a rampage. So, a few recommendations are:

1. Constructed separated lanes for various kinds of vehicles such as heavy vehicles,
slow-moving vehicles, small vehicles, and so on.

2. Turning highways into four or six lanes and roads besides highways should be
broadened also.

3. Building separate roads along highways for slow-moving vehicles, keeping the
footpaths useable, and correcting the faults in road designs.

4. Placing speed detectors at a specific range to monitor the speed of vehicles and
verify the traffic laws on highways and make alcohol detectors available to the
traffic police.

5. Strict enforcement of the law, increasing awareness about traffic laws, banning
mobile phones while going across roads and driving vehicles, and issuing fines
if anyone is reluctant to use zebra crossings and footbridges where necessary.

6. Drivers of vehicles must be well trained and must have proper training and
evaluation before issuing licenses to drivers. According to the Bangladesh Road
Transport Authority (BRTA), among 3.3 million vehicles, only about 2 million
of these vehicles have driving licenses; the remaining vehicles are driven by
unlicensed drivers. So, the authority and political bodies must be strict on this
account.
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User Similarity Computation Strategy
for Collaborative Filtering Using Word
Sense Disambiguation Technique

Md. Samsuddoha , Dipto Biswas , and Md. Erfan

Abstract Collaborative filtering is a sophisticated recommendation system strategy
that efficiently manipulates recommendations corresponding to preferences of users.
Computation of user similarities is one of the features of the collaborative filtering
strategy. This paper has presented a user similarity computation strategy for collabo-
rative filtering using word sense disambiguation technique. The staple contributions
of this research are utilizing associative database model for representing searched
words of users uniquely and word sense disambiguation technique for removing
ambiguities for understanding the exact preferences of users. In addition to, a self-
tuning constant and a computation model have been also developed to compute sim-
ilarities of users. The proposed approach has overcome all the prominent challenges
against the recommendation system and performed very promisingly on two distinct
datasets with about 93.40 and 96.10% accuracy. Moreover, the performance results
and comparison demonstrate that the proposed user similarity computation model
for collaborative filtering is comparatively optimal than other existing collaborative
filtering approaches.

Keywords Recommendation system · Collaborative filtering · Associative
database model · Word sense disambiguation

1 Introduction

Recommendation system (RS) is a knowledgeable strategy that efficiently manip-
ulates recommendations of different preferred and demanded things for immense
number of users [1]. RS always looks after the preferences of users depending on
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their demands. It treats like a predictor that can make appropriate assumptions on
the interested and demanded items for the users to recommend [2]. There are plenty
of RS based applications, though it is extensively noticeable in entertainment and
electronic business world [3]. Among all of those recommendation system strategies,
collaborative filtering is one of the most proficient [3].

Collaborative filtering (CF) is extra-ordinarily capable of preparing a comparison
on different similar preferences of users [4].Moreover, CF considers the relationships
depending on the choices, demands, requirements, ratings, and preferences among
users [5]. Generally, collaborative filtering faces various challenges such as finding
ample homogeneous users called data sparsity [6], determining semantic relation-
ships on similarities for proper assumptions, identifying profiles of users who are
spurious [1]. Those challenges create discontentment along with diminishing the
performance and accuracy of the CF based RS approaches [7]. Collaborative fil-
tering approach is tremendously essential to measure the similar choices, interests,
and preferences of the different users [8]. However, traditional CF approach is not
highly effective when it is required to know the preferences of similar users on a
newly launched items [6]. Even, it faces different types of cold star difficulties and
fully dependent on user’s provided ratings [9].Many researches and implementations
have endeavored to eliminate this problemduring computing user similarities on their
interests. Moreover, this section of the CF related to computing users similarities,
requires more robust research [10]. This research is an effort to construct a user sim-
ilarity computation strategy (USCS) for collaborative filtering using the word sense
disambiguation technique. The proposed USCS considered both the searched activi-
ties of the users and provided ratings of the users. The proposed approach consists of
several modules such as a supplementary associative database model (ADBM) [11]
and the linguisticsword sense disambiguation (WSD) [12] approach. TheADBMhas
been utilized to represent searchedwords uniquely achieved fromuser’s activities.On
the other hand, theWSDhas eradicated ambiguities in themeanings of thosewords to
understand the demands of various similar and dissimilar users properly. The ADBM
and WSD have provided aids to calculate similarities by considering the searched
activities of the users. In addition to, a self-tuning constant and a similarity compu-
tation model has been developed in the proposed USCS to calculate the similarities
among users by considering their provided ratings. The staple contributions are

• Searchedwords for various items have been uniquely represented by anADBM for
analyzing all words individually with more preciseness to measure the similarities
among users.

• Ambiguities among user’s searched words have been eradicated by theWSD tech-
nique to understand the proper meanings of those searched words for various
similar items by various similar users.

• A self-tuning constant (STC) and a similarity computation model (SCM) have
been developed for the proposed USCS for CF for considering and manipulating
ratings provided by the users.

All involved modules have been implemented properly to fulfill the mentioned
contributions and approaches have been depicted with explanations in the proposed
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methodology section. The proposed USCS has been applied on two distinct datasets
and achieved the 93.40–96.10% accuracy for all the datasets. The fundamental objec-
tive of this research is to propose a USCS for CF using the WSD technique that has
comparatively increased its appropriateness in prediction and enhanced its reliabil-
ity in terms of computing user similarities. The experimental result and comparison
demonstrate that the proposed USCS is comparatively better, optimal, and accept-
able. The rest of the paper has been organized as—RelatedWork in Sect. 2, Proposed
Methodology in Sect. 3, Results and Evaluation in Sect. 4, and eventually Conclusion
in Sect. 5.

2 Related Work

Recommendation systems refer to recommending various items by predicting and
analyzing the interests, choices, and preferences of users [4]. Collaborative filtering
is the prominent RS technique that has the capabilities of identifying user’s choices
with a great accuracy. Even, it has an excellent and robust predicting ability [5].
Many researchers had developed enormous number of CF techniques for computing
user similarity. This section has represented some existing collaborative filtering
implementations.

Zhao and Shang [7] eliminated scalability problem by implementing a CF
approach. Their CF approach was used based and personalized. Similar choices,
interests, and preferences for various items have been identified by this CF strategy.
However, this CF was unable to predict user similarities by analyzing choices, inter-
est, and preferences of users. Chen et al. [8] considered profiles of various users to
develop a CF approach as a RS. Their CF also considered attributes and activities of
various users to find out the similarities among users. The implemented CFwas user-
dependent and personalized. However, this approach faced sparsity complications
extensively. Jin et al. [6] introduced item-basedCF strategy as aRS. The implemented
CF was highly efficient in terms of determining similar choices, and preferences for
various available items for users. However, this CF was unable to predict the similar
demands, choices, and preferences of various users. Even, this CF could not measure
semantic relationships for proper assumptions. Deng et al. [9] considered vector rep-
resentations of the features of the latent of items during developing a CF approach.
The developed CF manipulated factorization strategies for various types of matrix
of the vectors. This approach was item-based, personalized, and suffered sparsity
complications. Avesain et al. [10] developed a CF approach depending on trusts
of users. The implemented CF method was trust-oriented and ski-mountaineering.
This CF had an availability of expressing facilities of trusts with its scores. How-
ever, this CF demanded manual labors and defining appropriate trust scores. Lathia
et al. [13] also considered trusts of the users with a higher degree during develop-
ing a CF approach. The implemented CF approach also considered user’s odd and
even ratings separately. This CF also suffered sparsity complications and semantic
relationships complexities during assumptions. O’Donovan and Smyth [14] imple-
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mented a CF technique that had considered two different types of ratings such as
predicted and actual values of ratings and a difference of those two ratings. It had fol-
lowed transitivity and asymmetric features and faced sparsity complexities as well.
Above CF studies introduced enormous number of complications and challenges
in the recommendation system area. Handling sparsity complications, determining
semantic relationships on similarities for proper assumptions, identifying spurious
profiles of users are the most prominent challenges that diminish accuracy of a CF
technique apparently.

3 Proposed Methodology

This section has explicitly clarified and explained the proposed user similarity com-
putation strategy for collaborative filtering. The proposed implementation has been
developed by integrating several subsections such as pre-processing, designing an
associative database model, applying the word sense disambiguation technique,
defining a self-tuning constant, developing a similarity computation model. Promi-
nent modules have been individually depicted in Fig. 1 with a little indication and a
few information.

Figure1 has demonstrated the flow of working among the integrated subsections
for the proposed USCS. The execution has been commenced from right-top corner
by inputting IP addresses of the systems, searched results of the users, and provided

Fig. 1 Workflow of the proposed USCS for CF using WSD
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ratings of the users. The proposed USCS has considered both the searched results
and provided ratings of the users and computed similarities of the preferences from
those two parameters. Searched results have been executed and analyzed by the
ADBM and WSD techniques after pre-processing to calculate the user similarities
depending on their demands. Moreover, provided ratings have been analyzed by a
STC and eventually, those ratings have been executed by a SCM to compute the user
similarities based on their preferences. With a view to understanding the proposed
USCS for CF usingWSD, all modules have been distinctly and elaborately described
below.

3.1 Pre-processing

The pre-processing module has performed some basic operations before utilizing
searched words of different users. IP addresses of the systems of the users, searched
activities of the users, and provided ratings of the users have been accepted by
the pre-processing module. The pre-processor has basically performed splitting IP
addresses, tokenizing words, handling stop words, stemming, and transforming all
required words into a word 2 vector representation. Splitting IP addresses: The pre-
processing unit has split the IP addresses of the systems of the users and sent those
to the word dictionary associated with the integrated ADBM. Tokenizing words:
Searched sentences are generally large or short strings [11]. All have been tokenized
into particular words for further representation in ADBM. Handling stop words:
Searched sentences are full of linking and stop words and even, those words do not
carry any special meanings [11]. Removing stop words technique has been applied
here to handle all the unnecessary stopwords.Stemming: Searched sentences contain
gerunds, different types of past continuous, past perfect continuous sentences [11].
All those tokens contain same meanings but their forms of representation are not
similar [12]. Since those tokens have almost same meaning, the stemming operation
has been performed on them to convert them into a common parts of speech. This
research has converted all the available valid tokens into a noun by the stemming
operation. Word 2 Vector representation: It is really hard to identify a linguistic
word directly by a computing system [11]. The integratedWord 2 Vector representa-
tion technique has assigned numerical values to all the tokens for easy identification.
Those assigned values has provided additional advantages during representing those
tokens into the integrated ADBM uniquely.

3.2 Unique Arrangement of Searched Words Through ADBM

Demands and requirements of users belong to searched words of users [5]. After pre-
processing, all valuablewords and IP addresses have been stored in aword dictionary.
Then, all of those words have been represented uniquely with their corresponding IP
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Fig. 2 Unique representation of searched words through ADBM

addresses through an ADBM. Representations have been depicted in Fig. 2 with an
example. The example consists of 3 search histories of 3 users such as follows

User IP: 192.168.1.0
History: liberation war of Bangladesh, Bangabandhu and liberation war of
Bangladesh, history of Bangladesh, beauties of Bangladesh, historical places of
Bangladesh, tradition and sports of Bangladesh

User IP: 192.168.1.1
History: foods ofBangladesh, lifestyle ofBangladeshi, independence ofBangladesh,
history of liberation war of Bangladesh, different types of people in Bangladesh,
culture of Bangladesh, liberation war of Bangladesh, Bangabandhu

User IP: 192.168.1.2
History: struggle of Bangladeshi people in 1971, life of Bangladeshi people during
liberation war, role of Bangabandhu in liberation war, perception on Bangabandhu,
Bangabandhu and Bangladesh, culture, sports, and tradition of Bangladesh, Banga-
bandhu, his role, and his significance.

Figure2 has demonstrated the unique representation of searched words and IP
addresses of 3 different users with some similar and distinct preferences. The inte-
grated associative database model has two prominent data structures named stations
and channels. Stations are normally principle or staple searched words of users rep-
resented as nodes. and Channels are generally links or paths that define associations
and connections among all stations. In this ADBM, a set of predefined stations have
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Table 1 Composition of the user correlation (UC) matrix

Users User 1 User 2 User 3 . . User n

User 1 0 0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 ≤ Sn <

∞
User 2 0 ≤ Sn <

∞
0 0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 ≤ Sn <

∞
User 3 0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 ≤ Sn <

∞
. 0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 0 ≤ Sn <

∞
0 ≤ Sn <

∞
. 0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 0 ≤ Sn <

∞
User n 0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 ≤ Sn <

∞
0 ≤ Sn <

∞
0

been utilized in the second layer depicted in Fig. 2. Those predefined stations can be
or cannot be any searched words. Such type of unique representation of the searched
words throughADBMhas been extremely helpful to identify the similar users.More-
over, it has provided significant aid to eradicate ambiguities of the searched words
by WSD approach.

3.3 Eradication of Word Sense Ambiguities Through WSD

A linguistic WSD technique has been utilized to eliminate ambiguities in searched
words. To understand or identify the exact demands and preferences of the similar
users, it is highly fruitful to reduce the ambiguities in meanings of their searched
words [2]. The WSD strategy has offered two fold advantages such as identifying
correlations among searched words, and reducing ambiguities among them. The
integrated WSD in proposed USCS has 4 components such as a processing unit, a
parsing unit, selectional preferences, and a disambiguator. The processing unit has
split verbs, pronouns, nouns, adverbs, adjectives, and other parts of speeches. On the
other hand, the parsing unit has imposed a well-defined grammatical structure on
various parts of speeches to recognize the grammatical dependencies and structures.
After that, the selectional preferences (SP) has been utilized in order to identify the
correlations among all of those words. It has generally picked a word and explored
relations among other words. The integrated SP has generated matrices for defining
the correlations among all of thewords for all the users individually. The composition
of the matrix has been presented in Table1, and the user correlation matrix has been
defined as UC.

The aboveUCmatrix has been further used for calculatingWSDscores.Here, Sn is
the number of similarities among various users on their preferences that belong to [0,
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∞). Eventually, the disambiguator eradicates ambiguities with respect to their word
meanings exactly. It also eliminated the redundant utilizations of similar type words
from similar or dissimilar users. This research has eradicated the ambiguities of verbs,
adjectives, and nouns considering nouns as base components by the disambiguator.
The required equations are as follows.

∞∑

nc∈�

P(nc) = 1 (1)

∞∑

nc∈�

P(nc|vc, gr) = 1 (2)

∞∑

nc∈�

P(nc|ac, gr) = 1 (3)

P(vc|nc, gr) = P(nc|vc, gr) ∗ P(vc|gr)
P(nc|gr) (4)

P(ac|nc, gr) = P(nc|ac, gr) ∗ P(ac|gr)
P(nc|gr) (5)

All of those equations have been utilized by the disambiguator to eliminate the
ambiguities. Here, nc , gr, ac, and vc have defined noun-classes, grammatical-rules,
adjective-classes, and verb-classes, respectively. Equations1, 2, and 3 has defined
proper classes of nouns, proper classes of verbs, and proper classes of adjectives,
respectively. The summation of the probabilities of all classes have been considered
1. Eventually, Eqs. 4, and 5 has been utilized to calculate the probabilities of verbs,
and adjectives by considering nouns as the basewords.After pre-processing theWSD
technique along with ADBM has computed the user similarities depending on their
searching. The user similarities have been calculated by considering the following
equation.

WSD_SCORES = Det(UC) ∗ P(ac|nc, gr) ∗ P(vc|nc, gr) (6)

The above equation has defined the WSD_SCORES that are numerical val-
ues. Those numerical WSD_SCORES have defined the obtained user similarities
depending on their demands and considering the searching results of the users.
Here, Det(UC) is the determinant of the user correlations matrix. P(ac|nc, gr), and
P(vc|nc, gr) are the probabilities of the adjective words and verb-related words,
respectively, achieved from Eqs. 4 and 5. Meanwhile, the STC and SCM have been
applied to analyze and calculate the user similarities by considering the provided
ratings of user described in the following next two subsections.
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3.4 Applying of a Self-tuning Constant (STC)

Requirements, interests, demands, and preferences extensively vary among users
[1]. The variation depends on current preferences and changes of preferences over
time [2]. Some preferences stay for a long time and some preferences stay for short
time [3]. Therefore, there must exist a Decay Rate (DR) which is inextricably depen-
dent on user choices on specific thing. The DR provides aid to identify less important
ratings and demands of users [4]. This identification is highly fruitful to ignore all
the less important ratings [5]. This research has a special and crucial constant ψ has
been utilized as the DR that has defined the variation of choices and preferences
among different similar or dissimilar users.

Z = ZR − ZI (7)

ψ = 1

Z
(8)

ZR is the time of recently provided rating by a user, and ZI is the time of provided
rating for the time I by that user. Higher DT value is not acceptable because it creates
hindrances in prediction of similarities. The DT value ψ will be high if Z is low.
Therefore, items that are old rated have been considered as less important item during
assumption for computing similarities.

3.5 Developing the Similarity Computation Model

The SCM has been utilized to compute and identify users who have similar choices,
demands, requirements, and preferences. This SCM has also considered those users
as neighbors of each other’s. The SCM has considered two types of users such as
aimed users UP and other users in the system except aimed users UQ . Here UP �=
UQ and even UQ ∈ U here, U = {

U1,U2,U3, . . . ,Un
}
. There exists two efficient

methods that have been integrated in the developed SCM. One is JACCARDmodule
for similarity calculation and another is Pearson correlation coefficient (PECOCO).
Firstly, The PECOCO has measured similarities among all the users numerically
by considering their provided ratings on various items. Secondly, the JACCARD
module has been applied to determine the similarities among all of those users by
consider those different various items that are co-rated by the users. The equations
for PECOCO and JACCARD have been mentioned as follows.

∀ = IP ∩ IQ (9)

PECOCO(P, Q) =
∑∞

X∈∀(RP,X − R′
P,X ) ∗ (RQ,X − R′

Q,X )
√∑∞

X∈∀(RP,X − R′
P,X )2 ∗

√∑∞
X∈∀(RQ,X − R′

Q,X )2
(10)
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JACCARD(P, Q) = |Pi ∩ Qi |
|Pi ∪ Qi | (11)

Here, RP,X are the provided ratings of UP , and R′
P,X are the average provided

ratings of UP to all the preferences of the user UP . All ratings belong to 1–5. Sim-
ilarly, RQ,X , are recommendations to the UQ for preferred items X , and R′

Q,X are
average recommendations to theUQ for all preferred items X . As well as, the Pi are
the number of preferred and demanded items for the UP , and the Qi are the num-
ber of preferred and demanded items for the UQ , respectively. To achieve accurate
and exact similarities, the results of PECOCO (P , Q) and JACCARD (P , Q) have
been combined with a multiplication relation for the proposed PUSCS denoted by
JACC_PECOCO.

JACC_PECOCO(P, Q) = PECOCO(P, Q) ∗ JACCARD(P, Q) (12)

Normally, provided ratings to any items of the users define the preferences of the
users to those items [1]. The obtained JACC_PECOCO values are numerical values
that have defined the obtained user similarities depending on the provided ratings
of the users. This obtaind JACC_PECOCO values and the WSD_SCORES have
been further combined to achieve an appropriate user similarities from this proposed
USCS.

3.6 Combination of WSD_SCORES and JACC_PECOCO

This section has integrated the WSD_SCORES and JACC_PECOCO to find out the
appropriate similarities among the users. The WSD_SCORES and JACC_PECOCO
have been basically integrated between the UQ who are recommendation providers
and theUP who are aimed users. An arithmetic mean operation has been performed
to get the comparatively appropriate user similarities from the integration of the
WSD_SCORES and JACC_PECOCO.

WSD_JACC_PECOCO = WSD_SCORES + JACC_PECOCO(P, Q)

2
(13)

The combination of the WSD_SCORES and JACC_PECOCO has been defined
by the WSD_JACC_PECOCO. This WSD_JACC_PECOCO is the final computa-
tion for the user similarities, and this calculation has provided comparatively better
outcomes. The performance results of the WSD_JACC_PECOCO along with other
sub-functions have been demonstrated in the result and discussion section elabo-
rately.
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4 Result and Discussion

4.1 Datasets

The proposed USCS for CF using WSD has been examined by using an own cre-
ated movie-related dataset and a popular existing Movielens dataset developed by
IMDB [1]. The own created movie-related dataset has been defined as DS1, and the
existing Movielens dataset has been defined as DS2. Both datasets contain ratings
and searched records related to movies. Here, both datasets consist of 1,000,209 and
100,000 ratings of 6040 and 600 users to 3952 and 300 movies with their searched
results, respectively. All users have provided ratings at least 52movies within a range
1–5.

4.2 Evaluation Metrics

The proficiency and appropriateness of the proposed PUSCS for CF usingWSD have
been measured by applying mean absolute error (Mean_Abs
_Err). The Mean_Abs_Err has determined deviations of the assumed ratings and
actual ratings of different similar users for different various items.

Mean_Abs_Err =
∑NA

X=1 |RP,X − PP,X |
NA

(14)

The above equation is for each user available in the system. NA defines the num-
ber of movies. RP,X is the actual ratings of the users, and PP,X is the assumed
ratings of the systems. Higher values of Mean_Abs_Err define lower proficiency
and appropriateness of the recommendation system. On the contrary, small values
of Mean_Abs_Err express and clarify that the recommendation system is highly and
comparatively better, optimal, appropriate, and proficient.

4.3 Performance Results

The proposed USCS for CF using WSD has performed comparatively very well for
both two datasets. The performance results of the proposed USCS have been demon-
strated along with the results of other various sub-functions such as WSD_SCORES
and JACC_PECOCO. The WSD_SCORES have been recorded into Table2. and
the JACC_PECOCO (P , Q) results have been achieved by analyzing the provided
ratings of the users to any items recorded into Table3.

The first column of Table2 contains size or quantities of various neighbors. The
other columns successively contain Det (UC), values of P(ac|nc, gr), and values
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Table 2 Performance results of the WSD_SCORES for the proposed USCS

K-NB Det (UC) P(ac|nc, gr) P(vc|nc, gr) WSD_SCORES Percentages

DS1 DS2 DS1 DS2 DS1 DS2 DS1 DS2 DS1
(%)

DS2
(%)

(60,
70)

15.02 14.99 0.200 0.200 0.320 0.303 0.959 0.910 95.9 91.0

(70,
80)

15.09 15.04 0.199 0.199 0.319 0.305 0.958 0.915 95.8 91.5

(80,
90)

15.14 15.10 0.198 0.199 0.319 0.311 0.961 0.934 96.1 93.4

Table 3 Performance results of the JACC_PECOCO (P , Q) for the proposed USCS

K-NB
(P , Q)

PECOCO (P , Q) JACCARD (P , Q) JACC_PECOCO (P , Q) Percentages

DS1 DS2 DS1 DS2 DS1 DS2 DS1 (%) DS2 (%)

(60, 70) 2.053 2.036 0.457 0.438 0.939 0.890 93.9 89.0

(70, 80) 2.058 2.046 0.459 0.447 0.945 0.915 94.5 91.5

(80, 90) 2.065 2.055 0.465 0.455 0.961 0.934 96.1 93.4

of P(vc|nc, gr) for both datasets. The ultimate column represents the result of the
WSD_SCORES in percentages about 84.2–93.4% for DS2. The WSD_SCORES
values have provided the results of users similarities by analyzing the searched activ-
ities of the users and the provided ratings of the users have been analyzed by the STC
and SCM to achieve the JACC_PECOCO (P , Q).

The first column of Table3 contains size or quantities of various neighbors.
The other columns successively contain PECOCO (P , Q), JACCARD (P , Q),
and JACC_PECOCO (P , Q) results. The ultimate column represents the result
of JACC_PECOCO in percentages for both DS1, and DS2. The percentages col-
umn represents the level of appropriateness of PUSCS for CF about 89.5–96.1%
for DS1 and about 84.2–93.4% for DS2. This JACC_PECOCO values have pro-
vided the user similarities by considering the provided ratings of the users. Eventu-
ally, the WSD_SCORES and the JACC_PECOCO have been combined in order
to get the appropriate user similarities. The combination has been defined as
WSD_JACC_PECOCO and the results of the user similarities have been recorded in
Table4 by considering their involvements as weights.

The first column of Table4 contains the weights of the WSD_SCORES, and
the JACC_PECOCO as pairs. The other columns contain the results of the WSD
_SCORES, the JACC_PECOCO, and the WSD_JACC_PECOCO, respectively, for
both datasets. The last column contains the final user similarities with percent-
ages for both datasets. The proposed USCS has provided user similarities about
96.10% for DS1 and 93.40% for DS2, respectively, achieved by the 100% involve-
ment of the WSD_SCORES, and the JACC_PECOCO. This research has computed
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Table 4 Combined results of the WSD_SCORES and the JACC_PECOCO

Weights WSD_SCORES JACC_PECOCO WSD_JACC_PECOCO Percentages

DS1 DS2 DS1 DS2 DS1 DS2 DS1 (%) DS2 (%)

(0, 1) 0 0 0.961 0.934 0.4805 0.4670 48.05 46.70

(1, 0) 0.961 0.934 0 0 0.4805 0.4670 48.05 46.70

(1, 1) 0.9610 0.9340 0.9610 0.9340 0.9610 0.9340 96.10 93.40

Table 5 Comparative results of the proposed USCS and other CF approaches

K-
NB

Proposed USCS TJPCC [1] TFS [15] JMSD [16] O’DT [14] RUCF [17]

DS1 DS2 DS1 DS2 DS1 DS2 DS1 DS2 DS1 DS2 DS1 DS2

60 0.411 0.444 0.640 0.660 0.671 0.693 0.765 0.773 0.752 0.763 0.779 0.769

70 0.400 0.430 0.631 0.652 0.670 0.690 0.762 0.771 0.751 0.762 0.774 0.764

80 0.400 0.414 0.621 0.641 0.660 0.683 0.760 0.770 0.750 0.760 0.770 0.764

90 0.400 0.401 0.610 0.630 0.651 0.670 0.760 0.770 0.750 0.760 0.761 0.764

the WSD_JACC_PECOCO values as the final results of the user similarities, and
it has been comparatively optimal. The proposed USCS has also been applied on
other existing datasets and even on other own created datasets such restaurant rat-
ing datasets, traveling-group ratings datasets, and personality-review rating datasets,
and so on. The proposed USCS has also applied on both low volume and high vol-
ume datasets and provided the level of appropriateness and proficiency almost about
93.40–96.10% for all datasets.

4.4 Discussion and Evaluations

Collaborative filtering involves and faces various challenges in terms of increasing
its performance accuracy [1]. The proposed USCS for CF usingWSD has eradicated
various RS-related challenges such as finding ample homogeneous users called data
sparsity, determining semantic relationships on similarities for proper assumptions.
The proposed USCS has also considered a STC that creates great influence to avoid
less important ratings. All of those involvements and features have increased the
appropriateness of the proposed USCS. Table5 has demonstrated the level of appro-
priateness and proficiency by representing theMean_Abs_Err values of the proposed
USCS.

Table5 also has displayed a comparison of the proposed USCSwith other existing
popular CF techniques for both two datasets. The first column of Table 5 contains
size or quantities of various neighbors. The second and third column holds the values
of Mean_Abs_Err of the proposed USCS for DS1 and DS2, and other columns
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contain the Mean_Abs_Err results of the other existing popular CF approaches.
Having considered the values of Mean_Abs_Err from Table5, the proposed USCS
has low Mean_Abs_Err values than other existing CF approaches. It elucidates that
the proposed USCS is comparatively more proficient, and optimal than other CF
approaches. However, the proposed USCS for CF using WSD has some limitations.
The USCS is partially searched based and rating independent. The integrated STC in
the proposedUSCS has ignored ratings of the old times though sometimes previously
rated items should require recommendingor suggesting to users because of enhancing
the performance of predictions along with business demands.

5 Conclusion

Collaborative filtering can be considered as a strategically efficient recommendation
systemmethod that dealswith appropriatemanipulation of recommendations to users
by predicting and analyzing their preferences. Determination of the user similarities
has been enhanced the appropriateness and performance accuracy of the collaborative
filtering approach. A comparatively proficient user similarity computation strategy
for collaborative filtering has been represented that has overcome all the considerable
challenges and become effective for predictions. The ADBM,WSD, STC, and SCM
strategies have been integrated in the proposed USCS for CF. Integration of some
other modules into it can also enhance the level of appropriateness for assumption.

Our future work is to deal with ratings of users provided to the old-rated items.
Some old-rated items can be highly considerable for assuming the preferences,
demands, requirements, and interests of users. Moreover, those old-rated items can
be beneficial to recommend to the users commercially. In future, a desire is to pre-
dict a priority on those old-rated items that should be recommended to users. The
method of prioritization will be free from starvation. Such predictions and prioriti-
zation will enhance the performance of recommendation system approach and fulfill
the business demands completely.
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Abstract Computational cost associated with Computational Fluid Dynamics
(CFD) simulation is a major bottleneck even with advanced computational facil-
ities. This study introduces a method to overcome this major challenge by using
multi-fidelity physics informed neural network (MPINN). Mesh domain elements in
a CFD model determines the fidelity of our provided multi-fidelity analysis. CFD
simulations with a lower number ofmesh domain elements are computationally inex-
pensive but produce results with lower accuracy levels. In contrast, a large number of
domain elements will result in higher accuracy with high computational cost. Using
MPINN, we can accurately forecast the relationship between low and high-fidelity
findings, which allows us to extract high accuracy CFD results using computation-
ally cheap low-fidelity simulations. We conducted a simple stationary benchmark
analysis of laminar mixed convective heat transfer in a square-shaped lid-driven
cavity to find the optimal amount of high-fidelity training data needed for accu-
rate outcomes while reducing computational costs. The findings reveal that the heat
transfer performance parameter may be estimated with high precision while saving
up to 51% in computing expenditures using MPINN with only 20% high-fidelity
training data. This study is the first implementation of MPINN merging with CFD
simulations to predict the performance of thermo-fluid systems. This method will
allow us to solve complex industrial and engineering problems with higher accuracy
while being computationally efficient. Nonetheless, this approach eventually led
to faster system/product design, evaluation, and quality enhancement with resource
optimization through the synergistic integration ofmultidisciplinary key components
of the 4th industrial revolution.
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1 Introduction

Computational Fluid Dynamics (CFD) simulation is a method that solves Navier–
Stokes equations, aswell as continuity and energy equations simultaneously, to simu-
late heat transfer and fluid flow properties in a system. The transport process involved
in mixed convection heat transfer inside a vented cavity is a subject of great interest
among the branches of CFD due to its vast use across numerous engineering disci-
plines and industrial applications. The forced flow created by the shear force by the
sliding lid action is paired with the complex natural buoyancy-driven flow caused by
the temperature gradient present in the differentially heated side walls. Digital elec-
tronic devices cooling [1], lubricating technology and chemical processing plants and
equipment [2], food processing technologies [3], solar distiller [4], and other indus-
trial and technical applications are all impacted heavily on heat transfer studies.
Despite being such an extraordinary approach for predicting outcomes, CFD has
some design constraints. Any CFD simulation method’s one design restriction is
that beyond the two end interval values of a certain parameter the simulation’s accu-
racy and stability deteriorate. The size of the simulation system (number of mesh
domain elements), timestep, and total simulation period are all the limitations in a
CFD simulations. To acquire correct outcomes in an acceptable amount of time, we
must set these parameters based on the designed problem statement and the available
computational resources. The number of mesh domain elements should be kept to a
minimum to ensure that the simulation is legitimate and conclusive. By increasing
the solving point in a CFD problem, we can achieve more accurate solutions, but it
comes with a penalty of substantial computational resources and time.

Several innovative methods have been studied to solve these design constraints
of complex CFD problems. For enhancing the effectiveness and precision of CFD
simulations, the Euler–Lagrangemethodology pairedwith a discrete elementmethod
[5] has been investigated. The application of a higher stiffness coefficient matrix
improves accuracy, and larger timesteps decrease computation time. As a result,
within a certain number of domain decompositions, parallelization speeds up CFD
simulations. A reduced-order analysis was proposed by Karcher and Wallraff [6], to
predict unknown parameter combinations using Proper Orthogonal Decomposition
with an interpolation method. For CFD solutions, they used Discontinuous Galerkin
finite elementmethod in combinationwith a nonlinearmultigrid scheme.Thepurpose
of our present study is to employ a multi-fidelity sampling-based artificial neural
network (ANN) to reliably and efficiently forecast CFD simulation results.

In this modern era, astonishing advancement is being witnessed in the field of
machine learning (ML) and neural network (NN) [7, 8]. With a sequence of algo-
rithms that can reliably anticipate the link between particular kinds of data, a neural
network can replicate the operation of brain function. These datasets are considered



Fast PredictiveArtificial Neural NetworkModel Based onMulti-fidelity… 105

training data for the neural network. The accuracy of the training data determines
the neural network’s prediction performance. This is why incorporation between
simulation-based computational physics and NN has been getting popular recently.
The recent studies [9] reflect the combination of different fidelity simulation results,
which saves computational time for generating NN training data. The studies [10,
11] show how these concepts were used to obtain improved accuracy and computing
efficiency by pulling training data for NN from numerous models of various fidelity
levels. Lu et al. [12] incorporated experimental and simulation data of nanoindenta-
tion of industrial alloys for training datasets and used a multi-fidelity neural network
to learn and reduce systematic errors. Islam et al. [13] extracted material nanoscale
properties accurately from molecular dynamics simulation using significantly less
high-fidelity data saving a ton of computation expense. Meng and Karniadakis [14]
constructed a multi-fidelity physics informed neural network (MPINN) that was
carried out in this research. To considerably improve the prediction accuracy of NN,
a huge number of computationally cheap low-grade simulation data is combinedwith
a relatively small portion of precise and computationally demanding high-grade data.

Throughout this article,weused theMPINN tobenchmark a popularCFDproblem
of mixed convection heat transfer in a square-shaped lid-driven cavity, and we
were able to accurately forecast the result with considerably reduced computational
expense.

2 Multi-fidelity Physics Informed Neural Network

The foundation of fidelity must be defined before any multi-fidelity investigation can
begin. In CFD simulations, equations are solved numerically using various numerical
methods and appropriate boundary conditions. For all numerical methods, at first,
the entire domain must be divided into smaller elements that can be used to discretize
the domain known as meshing. When the system is employed with less numbered
mesh elements, the numerical simulation may not converge to give a solution. Even
though the numerical simulation converges, the results are erroneous when compared
to the simulations with a high numberedmesh elements system. But simulation using
small number of mesh elements is computationally cheap, whereas high number of
mesh elements give a highly accurate result, but they are computationally costly.
We classified the findings from a small number of mesh element simulations as low-
fidelity results and large number ofmesh elements simulation resulted as high-fidelity
data in our current multi-fidelity study.

The link between these low-grade and high-grade data is critical for any multi-
fidelity modeling. This link was expressed as follows in a prior study [15]:

NuH = ρ(x)NuL + δ(x) (1)

where NuH and NuL represent low and high accuracy data, respectively, ρ(x) repre-
sents themultiplicative correlation factor, and δ(x) represents the additive correlation



106 M. D. Rony et al.

factor. One of this relationship’s flaws is that it can only manage linear correlation
between two fidelity datasets, but in some other cases [16, 17] the relation between
the low and high-grade data is nonlinear. For those cases, the relation between high-
and low-fidelity data is expressed as

NuH = F(x,NuL) (2)

F(.) is an unknown (nonlinear/linear) function that correlates low- to high-fidelity
data, which was investigated by Meng and Karniadakis [14]. They divided F(.) into
nonlinear and linear components, which are written as follows:

F = Fl + Fnl (3)

where the linear and nonlinear factors in F are F l and Fnl, respectively. As a result,
the relationship between low-fidelity and high-fidelity data is as follows:

NuH = αFl(x,NuL) + (1 − α)Fnl(x,NuL), a ∈ [0, 1] (4)

where α is a hyper-parameter that specifies the degree of nonlinearity between low-
fidelity and high-fidelity data, and the MPINN must be trained to determine the
linear–nonlinear relationships, as well as the hyper-parameter.

Meng and Karniadakis [14] designed and validated the MPINN architecture used
for this investigation. Three fully connected neural networks form the MPINN, as
shown in Fig. 1. The first one (NNL) approximates low-fidelity data while the second
(NNH1) and third (NNH2), together denoted as NNH, estimate the linear (Fl) and
nonlinear (Fnl) correlations between the low- and high-grade data, respectively. The
predictive accuracy of MPINN is strongly influenced by its size (depth and width).
As there is so much low-fidelity data, finding the right size for NNL to resemble a
low-fidelity function is straightforward. However, few numbers of high-fidelity data
are available due to its computational expense. So, importance should be given to
the size of NNH while designing MPINN. Meng and Karniadakis [14] proposed the
best range for NNH2 with depth (l) and width (w) as l ∈ [1,2] and w ∈ [4,20]. In
our investigation, NNH2 of our MPINN is comprised of two hidden layers (l = 2),
each with 20 neurons (w = 20). As only the linear link between low and high-fidelity
data is predicted by NNH1. As a result, only one hidden layer with one neuron is
recommended. The neural network’s specifications are as follows (Table 1).

The loss function that has been optimized in the present study is

MSE = 1

NNuL

NNu,L∑

i=1

(Nu∗
L − NuL)

2 + 1

NNuH

NNu,H∑

i=1

(Nu∗
H − NuH)2 (5)

where Nu∗
L and Nu

∗
H denote the output of the NNL and NNH, respectively. NNH2 may

yield overfitting as a small number of high-fidelity data is available, which is why
to avoid overfitting, we have used L2 regularization only in NNH2 neural network.
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Fig. 1 Multi-fidelity physics informed neural network (MPINN) implemented in this study

Table 1 Detailed information of the MPINN’s neural networks

Neural network Number of hidden
layers

Neurons per
hidden layer

Activation
function

L2 regularization
parameter

NNL 4 20 Input and hidden
layers: tangent
sigmoid function
Output layers:
linear function

0

NNH1 1 1 Linear function 0

NNH2 2 20 Tangent sigmoid
function

0.001

The regularization parameter in this neural network is set to 0.001, which has been
determined to prevent overfitting and assure no substantial underfitting across a
diverse variety of datasets. The loss function is optimized in this work utilizing the
L-BFGS approach [18] combined along with Xavier’s initialization method [19].
Reynolds number (Re) and Prandtl number (Pr) are the design input parameters (x)
of the MPINN in this work, and Nusselt number (Nu) is the target output that the
MPINN is taught to predict accurately. In this study, theMPINN is used inMATLAB
[20].
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Fig. 2 Schematic diagram of the physical domain

3 Benchmark Study

3.1 Physical Model of Benchmark CFD Simulation

The benchmark study of CFD is a mixed convection heat transfer problem. Figure 2
depicts the study’s physical domain, which is a square-shaped vented cavity of length
L. The upper horizontal lid moves at a constant velocity rate of u0, while the lower
lid remains motionless. The enclosure’s top and bottom walls are considered to be
at a constant lower (T c) and higher (T h) temperature, respectively, and the vertical
walls remains adiabatic.

3.2 Mathematical Model of Benchmark CFD Simulation

Like most CFD problems, this simulation is performed considering several assump-
tions. Laminar, incompressible, Newtonian, steady-state, and two-dimensional fluid
motion is assumed inside the chamber. The Boussinesq approximation, which
connects flow and thermal fields, is used to handle changes in fluid density with
temperature. The rest of the fluid’s thermophysical properties are temperature inde-
pendent.All fluid interfaces that come into contactwith the solid have no-slip velocity
boundary conditions. The effects of thermal radiation, Joule heating, and viscous
dissipation are not included in the energy calculation because they have very less
effect on the output.
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The Navier–Stokes equations, as well as the continuity and energy equations
utilized in this study, were normalized and non-dimensioned to account for these
considerations and presented as follows:

∂U

∂X
+ ∂V

∂Y
= 0 (6)

∂U

∂τ
+U

∂U

∂X
+ V

∂U

∂Y
= −∂P

∂X
+ 1

Re

(
∂2U

∂X2
+ ∂2U

∂Y 2

)
(7)

∂V

∂τ
+U

∂V

∂X
+ V

∂V

∂Y
= −∂P

∂Y
+ 1

Re

(
∂2V

∂X2
+ ∂2V

∂Y 2

)
+ Riθ (8)

∂T

∂τ
+U

∂T

∂X
+ V

∂T

∂Y
= 1

RePr

(
∂2θ

∂X2
+ ∂2θ

∂Y 2

)
(9)

where U and V are the X- and Y-direction velocity components, respectively, θ is
the temperature, and P is the pressure.

The Reynolds number, Grashof number, Prandtl number, and Richardson number
are the non-dimensional numbers Re, Gr, Pr, and Ri, which are defined as

Re = ρvmaxH

μ
,Gr = gβ(T − Tc)H 3ρ2

μ2
,Ri = Gr

Re2
,Pr = μ

ρα

For getting the normalized form of the aforementioned governing Eqs. (6)–(9), the
non-dimensional procedure is performed using the dimensionless parameters listed
below.

X = x

H
,Y = y

H
,U = u

vmax
, V = v

vmax
,

P = p − po
ρv2

max

, θ = T − Tc
Th − Tc

, τ = tvmax

H

where the fluid density, coefficient of volumetric expansion, kinematic viscosity,
thermal diffusivity, and gravitational acceleration are expressed by ρ, β, υ, α, and g,
respectively.

The thermal and velocity boundary conditions in the dimensionless form
corresponding to the current numerical model are described in Table 2.

Table 2 Boundary
conditions in
non-dimensional form

Boundary Thermal field Velocity field

Top wall θ = 0 U = 1, V = 0

Bottom wall θ = 1 U = V = 0

Vertical walls ∂θ /∂X = 0 U = V = 0



110 M. D. Rony et al.

The system performance representing the steady heat transfer rate from the hot
bottom wall is evaluated as Average Nusselt Number (Nu) as defined below:

Nuavg = −
1∫

0

(
∂θ

∂Y

)

Y=0

dX (10)

3.3 Simulation Procedure of Benchmark Study

A finite element formulation based on the Galerkin weighted residual technique is
used to model and solve the governing equations from (6) to (9) and the boundary
conditions from Table 2. A nonlinear parametrial solver is used to resolve the
governing equations, ensuring faster convergence and dependability. Non-uniform
quadrilateral mesh elements are used in the current experiment.

We used a homogeneous grid of Re and Pr to generate performance attributes
under various system circumstances. The parameters of this MPINN analysis for the
CFD model are Re, which ranges from 100 to 1000 at 100 intervals, and Pr, which
ranges from 0.1 to 7.1 at 1 interval. The entire uniform input parameter sample
space for the CFD system consists of 80 sample points. The system with a mesh
consisting of 350 domain elements and 48 boundary elements (Fig. 3) generates
low-fidelity training data for MPINN, whereas the mesh, which consists of 26,310
domain elements and 600 boundary elements (Fig. 4) generates high-fidelity data.

Fig. 3 Mesh distribution for
low-fidelity system
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Fig. 4 Mesh distribution for
high-fidelity system

Although the proposed MPINN was meant to accurately forecast a wide sample
space with a small number of high-fidelity samples, an equal number of high-fidelity
and low-fidelity simulations were run for our present benchmark research. The
following equation of mean absolute percentage error (MAPE) is used to calculate
all of the errors in the current study.

MAPE = 1

N

N∑

i=1

∣∣∣∣
Ai − Fi

Ai

∣∣∣∣ (11)

Here, Ai is the high-fidelity CFD simulation’s system property value, and Fi

is the MPINN or low-fidelity CFD simulation’s system property value. As this is a
benchmark study, 10 different initialization parameterswere used to train theMPINN
for each of the examples examined. The MAPE values used in this study’s plots are
the median values of MAPE among these 10 MPINN prediction errors.

4 Results and Discussion

The benefit of using MPINN method is that we do not need the same number of
high- and low-fidelity training data. Very few numbers of more accurate and reliable,
computational costly high-fidelity data along with many low-fidelity less accurate
and easily attainable training data combinedly predicts the output accurately with
huge computational savings. There is total 80 low-fidelity data for the study, the
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same as the number of sample points. In every scenario, MPINN has been trained
using these 80 low-fidelity samples. If we employ 8 high-fidelity data points from the
uniform sample field in addition to the low-fidelity input, themethod is presented as a
trained MPINN with 10% high-fidelity data. We used a wide variety of high-fidelity
sampling (10–90%) to train our MPINN to evaluate the forecasting performance
of any CFD simulations in this benchmark study. We have evaluated and predicted
Nusselt Number (Nu). Figure 5 shows the mean absolute percentage errors (MAPE)
of the MPINN in predicting the system’s performance parameter (Nu) for various
percentages of high-fidelity training samples. It can be seen that theMAPE reduces as
theMPINN is trainedwith higher%of high-fidelity sampling.With improved quality
and higher number of training data, ourMPINN, like most deep neural networks, can
predict more reliably. The MAPE for Nu is 1.86% when 10% high-fidelity training
set is present. For 20% high-fidelity data, it drops to 0.55%, and for 30% high-
fidelity data, it drops to 0.44%. After that, decrement is very small, nearly around
0.2%; meanwhile, they are becoming computationally heavy. If MAPE is smaller
than 1–3%, then we are convinced that the prediction is very good.

As a result, we may deduce that only 20% high-fidelity sampling data is sufficient
to lower theMAPE to 0.55%, resulting in a computational savings of more than 50%.

Therefore, with only 20% of high-fidelity training data, we can achieve very
accurate predictions and reduce the prediction error significantly. The contours
in Fig. 6 illustrate a valid comparison between the high-fidelity modeling, low-
fidelity modeling, and the output by the trained MPINN using 20% high-fidelity
data. Figure 6a, b shows that the contours of high and poor fidelity are considerably
distinct, particularly in the region where Pr is low and Re is high. The MAPE for
the low-fidelity simulation is 5.88%, and the addition of only 20% high-fidelity data

Fig. 5 MAPE of MPINN
predicting Nu for different
high-fidelity sample
percentages
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results in 10 times reduction of the MAPE, to a value of only 0.55%, Fig. 6c contour
confirms that. The contour of high-fidelity simulation and 20% high-fidelity data
trained MPINN system is practically identical.

When compared to traditional CFD simulations,MPINNwas capable of achieving
high precision CFD simulationwhich results with significantly lower computing cost
in our current investigation. The computational savings (CS) have been calculated
using the following Eq.:

Fig. 6 Contours of Nusselt Number of the benchmark study acquired from (a) high-fidelity
modeling, (b) low-fidelity modeling (MAPE= 5.88%), and (c) 20% high-fidelity modeled MPINN
(MAPE = 0.55%)
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CS = 1

N

N∑

i=1

∣∣∣∣
CCHF − CCLF

CCHF

∣∣∣∣ (12)

where CCHF and CCLF denote the computing expense of high and low-fidelity
CFD simulations, respectively. Both low- and high-fidelity CFD simulations were
performed using a workstation consisting of a processor of 2.5 GHz clock speed,
8 GB RAM, and 64-bit operating system.

From Fig. 7, it can be clearly seen when CS is maximum,MAPE is quite high. But
whenCS is reduced from61% to 51%,MAPEalso drops from1.86% to 0.55%,which
is a 70% reduction in MAPE. Further, lowering CS from 51% down to 41% reflected
with a 20% reduction in MAPE. Computational savings is inversely proportional to
the percentage of high-fidelity data. Computational savings drop only 10% from 61%
to 51% when the percentage of high-fidelity sample is increased from 10% to 20%.
As previously stated, using only 10% high-fidelity data reduces MAPE from 5.86
to 1.86%, which is a 68% reduction in MAPE. Further, increase in percentage high-
fidelity data from 10% to 20% decreases MAPE by 70%. At the same time, compu-
tational savings increase only 10%. Further, increase in percentage high-fidelity data
from 20% to 30% has less effect in decreasing MAPE while the reduction in CS
remains as before.

Fig. 7 MAPE(%) versus
computational savings (%) in
predicting Nu using MPINN
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5 Conclusion

In this paper, we explained how to use a multi-fidelity physics informed neural
network (MPINN) to lower the computing expense of a computational fluid dynamics
(CFD) simulation. The amount of mesh elements determines the simulation fidelity.
The trends of representative systemperformance in terms ofAverageNusseltNumber
using only 20% high-fidelity training data can be accurately forecast using the devel-
opedMPINN. It’s also seen that, the trends of our two different fidelity data could be
quite different, yet the precision of MPINN can be quite of high accuracy. MPINN’s
high accuracy predictions are accompanied by a processing time reduction of 51%. In
addition, regardless of the complexity of high-fidelity simulations, the computational
expense of training MPINN is quite low. The current approach essentially leads to
faster system/product design, assessment, and subsequent quality improvement with
optimum resource utilization through the synergistic integration of multidisciplinary
key components of the 4th industrial revolution.
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Reducing Product Counterfeiting Using
Blockchain Technology in E-Commerce
Business

Md. Rashed Bhuiyan, Mohammod Abul Kashem, Fahmida Akter,
and Salma Parvin

Abstract Due to the lack of traceability and proper authentication process, prod-
uct counterfeiting is one of the main challenges in supply-chain management. In e-
commerce business, merchants act as the central and only single controlling authority
which leads to less trust and transparency. This creates a chance of product counter-
feiting which can be reduced using blockchain with other supporting technologies.
As products are delivered in multiple channels through many hands, there needs
to be a way to identify original products and a proper product handover process.
Many technologies are introduced to combat product counterfeiting such as barcode,
QR code, NFC tag, hologram, etc. But these technologies are either expensive or
lack full proof of product counterfeiting. Our research shows that a combination
of destructible dynamic QR code, product location tracking along with blockchain
technology can greatly reduce product counterfeiting in the e-commerce business.
This paper proposes a novel approach of a product authentication system where a
blockchain-based web application and a mobile application are introduced instead
of a traditional product authentication system. Our evaluation shows that using this
system, a consumer can easily identify whether a product is counterfeit or not.
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1 Introduction

The selling and purchasing of products and services through the Internet is known
as e-commerce. With the growing usage of e-commerce platforms as a key engine of
online sales and financial transactions, protecting consumers’ rights and the brand
value of reputable firms has become a big problem [1–4]. Counterfeiters and pirates
create and distribute goods that are frequently inferior and, in some cases, hazardous,
posing health and safety concerns ranging from minor to life-threatening [5, 6].
Product counterfeiting also causes environmental hazards, loss of sales revenue and
profit for the business, warranty claims for fraudulent products, damage of brand
and products reputation and loss of money as consumers. Almost any product can be
counterfeited, and even experts might have difficulty distinguishing authentic from
counterfeit products. Moreover, because of the current size and high growth rate of e-
commerce business, getting consumers’ trust is an issue nowadays. In 2016, the global
trade in counterfeit and pirated goods reached 509 billion US dollar, accounting for
3.3% of global trade, and the number is increasing day by day [7]. Third-party
logistics services are the most popular way of shipping counterfeit products, and
many e-commerce businesses use that [8]. As a result, business organizations spend
a significant amount of money and time protecting their brands. Despite all of the
safeguards, the counterfeit business continues to grow at a rapid pace.

One of the main problems of e-commerce business is the lack of transparency
[9]. Consumers can’t easily identify whether the products they buy online through
e-commerce websites are counterfeit or genuine. The fact that the product is being
delivered to the consumer through a few channels can lead to errors in product
delivery, mismatch of one product with another, or the possibility of counterfeiting.
The consumers cannot genuinely trace every step of product handling from each
delivery channel rather they solely depend on the merchants’ notifications. As e-
commerce operates through websites, the consumers have very low visibility of the
products and it is easy to deceive the consumers because there is no way to check
the authenticity of the product before delivery [10, 11]. Besides, the consumers and
the sellers are not familiar with each other, and they reside in different locations.
Recently, in Bangladesh some e-commerce websites such as Evaly, eorange, and
Dhamaka have made news headlines for cheating with customers. Even customers’
informationwere deleted fromdatabases to cover up theirmisdeeds.As a result of this
dishonest activities by a segment of e-commerce websites, a significant trust deficit
has been formed between customers and e-commerce. The COVID-19 pandemic has
also provided opportunities to the criminals to sellmore counterfeit products online as
consumers are staying home and purchasing through e-commercewebsitesmore than
before [12]. The centralized e-commerce database has the risk of system failure, and
it is vulnerable to potential attacks on the system bymalicious participants [13, 14]. It
is also possible for merchants to performmodifications of product or consumer order
records without leaving any trace for future investigation. To combat the growing
concern, it is necessary now to ensure innovative, affordable, full proof, user-friendly,
and easy-to-implement product anti-counterfeiting and traceability solutions in the
e-commerce industry.
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To add transparency, accountability, traceability, and trustworthiness in every level
of product handling in the e-commerce business, we have developed a prototype web
application and amobile application basedondestructible dynamicQRcode, location
tracking and blockchain technology that can be used for checking the authenticity
of a product by scanning QR code using appropriate credentials. As the system will
generate much data against a product, relevant stakeholders will be able to utilize
these data for sales and marketing too.

1.1 Supply-Chain Management of an E-Commerce

Generally, an e-commerce company operates awebsite, and that website sells various
products to consumers through multiple steps. We call him a merchant who owns an
e-commerce website. When a product order is placed by a consumer, the warehouse
receives the order through the merchant and the responsible person of the warehouse
ensures the product is ready for delivery. The order is then delivered to the shipping
provider from the warehouse. The shipping companymay have its own delivery hubs
in different locations. After a package is collected from the consumer’s nearest hub
by shipping, the package arrives at the consumer’s door and the consumer receives
it. Once the consumer receives the product, this completes the cycle of an order
(Fig. 1).

Fig. 1 A typical supply
chain for an e-commerce
system
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1.2 Destructible Dynamic QR Code

A destructible QR code is more secure than a normal paper-printed QR code. Metal-
ized vinyl is used to print the destructible labels of the QR codes. They are impossible
to remove in one piece and will disintegrate if someone tries. Thus, removing a QR
code from one product and sticking it to the other product is not possible. This is a
barrier to product counterfeiting. The QR code can be dynamic as well as destruc-
tible. A short unique URL only for the product is printed on the QR code. A dynamic
QR code is similar to a static QR code but contains a short redirection URL. Static
QR code is not editable, and using this QR code, information cannot be tracked
[15]. Whereas the dynamic QR code does not store complete information, rather it
stores a short URL that redirects the user to the target information located in the
web server. As the QR code is dynamic, it can present new information from time to
time managed from the web server. Besides, the dynamic QR code does not contain
actual messages, rather only a short URL assigned to it. Due to this, the QR code is
much simpler and smaller in size. This makes the advantage of quicker and easier
scan because there are fewer characters in it.

1.3 Blockchain

Blockchain is a shared, distributed and tamper-proof ledger for recording transactions
[16]. Blocks are used to store transactions in the blockchain. A cryptographic hash
function is used to link each block in the chain to the previous block.Whenever a new
transaction happens on the blockchain, a record of it is written to each participant’s
ledger. This implies that if a single block in a chain is altered, it will be immediately
evident that the chain has been tampered with. Malicious participants or hackers
would have to modify every block in the chain, across all distributed copies of the
chain, if they intended to damage a blockchain system [17]. Initially, it was made for
financial transactions, but it is now revolutionizing the business world especially e-
commerce, and many applications have emerged from this technology [18, 19]. Any
application using this technology as its base architecture ensures that the contents
of its data are protected and transparency at all levels is maintained. There exist
significant applications based on blockchain technology, and enormous applications
are gradually being developed. There are mainly four categories of blockchain—
public, private, consortium, and hybrid blockchain [20]. Both the public and private
blockchain networks can be permissioned. This limits who is permitted to join in the
network and what transactions they may do. To participate, participants must first
receive an invitation or authorization.
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2 Related Works

A good number of research papers have been published regarding the technologies
and techniques of product counterfeiting, but most of them are either expensive, have
security drawbacks, or do not solve problems according to every user’s needs. Such
as, Choi and Poon [21] proposed a track-and-trace anti-counterfeiting system using
RFID which was targeted for high-end consumer products using a central database.
Chen andChen [22] proposed aQRcode-based product authentication systemusing a
digital certificate anddigital signaturewhichhasmultipleQRcodeprinting issues and
security vulnerabilities including QR code tampering. Khalil et al. [23] introduced
an RFID-based scheme for anti-counterfeiting in large-scale retail environments but
using a centralized server and no scope of counterfeit location tracking. Authors in
[24] showed an IoT-based anti-counterfeiting system with the combination of RFID
and QR code for prepackaged food items which was not suitable for all e-commerce
products and the system lacks product location traceability. Authors in [25] explained
how blockchain technology can be used in the pharmaceutical industry to prevent
counterfeit drugs, but there was no mention of location and scanning data tracking.
Authors in [26] proposed textile and clothing product authentication technology but
with static QR codes which were integrated in the clothing item multiple times in
multiple stages, unchangeable once printed and can be easily copied. Authors in [27]
presented a NFC-based framework to detect consumer-level counterfeit but till now
most of the consumers do not have NFC mobile phones.

Compared to the solutions of different researches, the system we have proposed
here has some advantages. We have proposed a system where there is no expensive
technology is introduced like the NFC or RFID. Also, we have used dynamic QR
codes, whereas most of the solutions provide static QR codes. Nobody proposed
a destructible feature of the QR code but we did. Tracing every step in the supply
chain is a must for a full-proof system from the seller to the consumer, and we have
proposed the method like this way, whereas most of the methods proposed partial
tracing.

3 Methodology

Our proposed model consists of a web and a mobile application. The web appli-
cation is used by the merchant, the warehouse, the delivery hub, and the shipping.
The mobile application is used by the consumers. Each user needs to register first
before using the system. A location access permission will be asked before using the
application, and allowing it will give access to the system using a valid username and
password. When a consumer orders for a product, a unique URL will be generated
against that product, and it will be maintained in the whole journey of the product
delivery. The unique product URL is generated randomly except the domain name.
Only the content of the redirection page will be changed based on the user who is
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Fig. 2 Different scanning results for different users

scanning the QR code. The QR code will be printed from the warehouse with the
generated unique URL. A destructible dynamic QR code is used so that no mali-
cious participant can remove the QR code sticker from the product and data can be
tracked, e.g., user information, GPS location, device information, date-time, number
of scanningwhen a scan happens. The dynamicQR code is used as a unique identifier
specific to a product. This QR code is stuck to the product if possible otherwise on
the product package (Fig. 2).

During the transportation process of the product from warehouse to consumer,
each involved user scans the QR code and the scanned data are added into the
blockchain through the unique product number respectively. In this way, the next
user can check whether or not the product has already passed through the valid
product provider and the product-related information is valid or not. If there is any
inconsistency found after scanning, the product may be considered counterfeit and
should be returned to the current product provider.

The following steps are followed during product delivery from the warehouse to
the consumer:

Step 1: The warehouse prints the QR code and sticks it to the product.
Step 2: Shipping receives the product, scans the QR code, and takes or returns the

product.
Step 3: Shipping drops the product at the consumer’s nearest delivery hub.
Step 4: The delivery hub receives the product, scans the QR code, and takes or

returns the product.
Step 5: Shipping receives the product, scans the QR code, and takes or returns the

product.
Step 6: Consumer receives the product, scans the QR code, and takes or returns the

product.

User authentication is made before scanning the QR code. Thus any unregistered
user beyond the system is not allowed to scan the QR code. If any unregistered user
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Algorithm 1 Product Authentication by Scanning QR Code
Require: User’s public key Upk , Unique product number Pnum
Ensure: Scan result Sr
1: function AUTHENTICATION (Upk , Pnum )
2: Ut ← find user type (Upk , Pnum )
3: if Ut = actual user then
4: Ud ← Get unique product code with location and device information
5: Add a block of this scanning transaction into the blockchain (Ud )
6: Sr ← Show product related information
7: else if Ut = registered but wrong user then then
8: Ud ← Get unique product code with location and device information
9: Add a block of this scanning transaction into the blockchain (Ud )
10: Sr ← Show product mismatch or counterfeit message
11: else
12: Ud ← Get unique product code with location and device information
13: Add a block of this scanning transaction into the blockchain (Ud )
14: Sr ← Show access denied and counterfeit message
15: end if
16: end function

scans the QR code using a third-party app, i.e., a scan happens by an anonymous, he
will not be able to see product-related info. Instead, a product counterfeitmessagewill
be shown, and his device details, location, and scanning informationwill be tracked to
find counterfeit products. Though using the proposed product authentication system,
product mismatch will not be possible, but it may happen due to the biological nature
of humans. That’s why if a registered userwho didn’t place the order receives awrong
product mistakenly during product handover and the user scans the product QR
code, the scanning will show product mismatch or counterfeit product message. The
consumer will scan the QR code of the ordered product through the provided android
application. The scanning will show details of the product with related information
such aswhere the product is scanned, howmany times the product is scanned, location
path of the product journey from warehouse to consumer, etc. When the consumer
scans the QR code after delivery, if there is no anomaly the product can be recorded
as sold in the blockchain. Google Map API [28] is used here to draw paths. When the
responsible person of the warehouse enters data from his account, his GPS location
is tracked to draw the starting point of the product journey path. In the same way,
then the shipping’s location and the nearest delivery hub’s GPS location are tracked,
and when the consumer receives the product, his GPS location is also tracked. This
will create a product journey map, and it is important for the consumer to detect any
unusual product handover (Fig. 3).

Private and permissioned blockchain is used in this system as this is involved with
the supply-chain system, and the transaction details are only shared with the con-
cerned parties [29, 30]. The private blockchain is lighter than the public blockchain
and implementation cost is very low. As the blockchain data is smaller and there
are fewer transactions than public blockchain, private blockchain can act faster. In
our private blockchain, it is easier to identify users since each user is provided with
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Fig. 3 Top-level model of the proposed system

a public and a private key and each user is linked with the unique product key. So
there are few risks of identity theft. In the supply chain system, the users involved in
transactions are known to each other and only known parties are allowed to partic-
ipate. Here known parties mean merchant, warehouse, shipping, delivery hub, and
consumer. Thus, a private blockchain is appropriate for our system model. At every
stage when a user adds data, it is regarded as a transaction and the transaction data is
written in the blockchain for data integrity, transparency, and accountability. Every
user has his private key and public key in the system, and the public key is known to
everyone. When a user adds data, the data is encrypted with the user’s private key.
This encrypted data and public key are hashed together to make a digital signature. A
transaction contains a public key, digital signature, and the actual data, i.e., product-
related information with location and device details. If there is an anonymous user,
then the transaction contains only the actual data as there is no public–private key
related to the anonymous user. This transaction is added to a block in the blockchain
of the system. A block contains transaction data, a hash of the previous block, block
creation timestamp, and a hash of the full block (Fig. 4).
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Algorithm 2 Adding E-Commerce Transaction Data into Blockchain
Require: User’s private key Upvk , User’s public key Upk , Actual data Ad
Ensure: Transaction data Td
1: function TRANSACTION (Upvk , Upk , Ad )
2: if valid user then
3: Ed ← Encrypt (Upvk , Ad )
4: Hd ← Hash (Ed , Upk )
5: return Td ← Upk , Hd , Ad
6: else
7: return Td ← Ad
8: end if
9: end function

Fig. 4 E-commerce transaction data in the blockchain

4 Results

To conduct the experiment, we developed a web application and an android mobile
application. PHP and MySQL were used to build the web application, and Java was
used for the android application. There was an API between the two applications
for communication. The web application was hosted on localhost using XAMPP
software. All users except consumers used the web application, and the android
mobile application was for the consumers.

Fig. 5 QR code management by the warehouse in web application
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Fig. 6 Analytics of an individual product QR code

Figure5 shows QR code options to the warehouse account. Here product QR
codes are generated automatically according to the individual product when the
consumers place orders. Even if a consumer orders for the same products, the product
ID will be unique as is the QR code. As the QR code already contains product-
related information, it saves data entry time and reduces errors. The warehouse has
the options to print, download, add information, and view analytics related to QR
codes. The other users have their related options according to their account type,
i.e., merchant, shipping, etc. From the analytics, users can view the product-related
information and the QR code scanning date-time, location, device types, scanned
by whom, etc. These data can be used to track counterfeit products, and valuable
business opportunities can be identified to make decisions and improve marketing
return on investment.

Figure6 shows some analytics of a scanned QR code. The figure is self-
explanatory. It shows the scanning date-time, number of scanning, scanning location,
scanned bywhom, device information, etc. It is a historical data of the product. Every
product having an unique ID has this individual information from where the product
movement can be tracked. We took one hundred products as a dataset to conduct the
experiment. Here only a single product information is presented as an example.

Figure7 shows the steps of product verification by the consumer using the mobile
application. The scanning result contains product-related information with a product
journey map. By analyzing the scanning history, the app suggests in a popup window
whether the product is original or counterfeit. This is done by fetching data from the
blockchain by using the unique product ID. If the product-related users scan the
QR code from logical locations and date-times with the correct sequence, then the
product seems to be authentic. Here, the correct sequence means the product will
be scanned by the shipping first when taking it from the warehouse, then by the
consumer’s nearest delivery hub, then by the shipping and finally by the consumer.
If the product was scanned by an anonymous person or beyond related users, or
the scanning sequences were random, or the scanning locations and date-times are
unusual, then the product seems to be counterfeit. The consumer can reject and
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Fig. 7 Product verification by scanning QR code in mobile app

return the product with feedback in the app. Unusual scanning locations mean the
product should be within a geographic area and should follow a normal path. If the
warehouse location is 20km away from the consumer, the product should not be
150km away, and according to scanning locations, the distances should be lesser as
date-time elapses.
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Table 1 General e-commerce versus e-commerce with the proposed system

Context General e-commerce E-commerce with the
proposed system

Product authentication Limited and challenging Improved and easier

Product mismatch Frequent Very less

Product tracking Limited data More data

Transparency Limited visibility Clear visibility

Trust among the users Less More

Identify malicious participant No Yes

Brand reputation As usual Increased

Revenue As usual Increased

Database tampering Possible Very hard

Health and safety safeguards As usual Increased

Environment friendly Less More

Online shopping experience Average Increased

Support for counterfeit Very low High

Data analytics Less More

Table1 shows if the proposed system can be added to existing e-commerce, there
will be a lot of improvements which were shown in the table context column that
will reduce product counterfeiting and increase consumer satisfaction. An API can
be developed to implement this system with the existing e-commerce websites so
that there’s no need to modify the existing e-commerce websites.

5 Conclusion

In this paper, the disadvantages of product counterfeiting and the relevant researches
on product authentication systems have been discussed. We have shown that com-
pared to the other systemswhichwere discussed in the relatedworks section, this sys-
tem has much potential to reduce product counterfeiting as we have used blockchain
along with destructible dynamic QR code and location tracking technologies to
build the system. The web and mobile applications were built in such a way that
data integrity, non-repudiation, and full traceability are ensured. This system is also
user-friendly and has a very low implementation cost and complexity. Finally, a com-
parison is shown between general e-commerce and e-commerce with the proposed
system where we met our goal to reduce product counterfeiting significantly.

In future work, machine learning and image processing algorithms on images of
the product, brand logos, product description can be used to distinguish between
counterfeit and original products, and data mining techniques can be used for ana-
lyzing sellers’ reputations and consumers’ reviews. A point-based scoring technique
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based on counterfeit product characteristics can be implemented to get product
authenticity accuracy percentage in the scanning results. Besides, the Internet of
Things (IoT) can be paired with the mentioned technologies for more features, accu-
racy, traceability, and transparency.Also, the proposed system can be extended for the
users of root levels, i.e., raw materials suppliers to get authentic product ingredients
information.
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Abstract Themost Bangladeshi government and non-government scientific organi-
zations have comprised bothwired andwireless systemnetwork infrastructure.When
such network infrastructure has been designed and developed at these organizations,
ensuring network security has become a highly challenging issue. For this purpose,
Next-Generation Hardware Firewall (NGFW) has been implemented by most scien-
tific organizations. This hardware firewall is a very effective technology to perform
network security. In this paper, we have chosen Atomic Energy Research Establish-
ment (AERE), Savar under Bangladesh Atomic Energy Commission (BAEC) as an
experimental zone. To facilitate research and services, Internet-based network infras-
tructure has been established at AERE, BAEC. A Next-Generation CISCO-based
network firewall has been integrated with the implementation of AERE network
infrastructure to enhance and ensure network security. We have experimented and
collected data from October 09, 2020 to October 09, 2021 at the network system
of AERE. By collecting and evaluating these statistical data in terms of different
network security parameters, we have investigatedAERE’s network data like control-
ling ingress and egress traffic, monitoring traffic flow, malware threat analysis, web
content and application filtering, URL filtering, decrypting traffic results, etc. In this
paper, we have illustrated how network and application security is being achieved
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by the NGFW firewall and as a resulting factor, the summarization of scale up the
network security for a scientific organization is enlightened.

Keywords Firewall · Network security · Networks traffic · Threats · Intrusion

1 Introduction

Bangladesh has a goal of digital Bangladesh-2021. For this purpose, with the rapid
advancement of ICT in the world, Bangladesh is also moving into the digitaliza-
tion process fast in every sector like government organizations, offices, educational
institutions, etc. For this reason, every institution is establishing a network-based
infrastructure (Internet, Intranet, Extranet, etc.). From this perspective, maintaining
network security becomes very important. Because insufficient network security
causes irreparable damages which indeed hinders creating our digital Bangladesh
of vision-2021, which is not desirable. Due to improper network, security impli-
cation causes potential threats. It creates confidentiality violations especially for
maintaining organization web form data. So there is a need to use a strict network
policy to ensure prevents potential losses regardless of size and type of network.
Network policy means a strong set of rules, regulations, and structured designed
network framework developed and implied by the organizational administrators to
prevent and monitor unauthorized access, misuse of network, correction, and restric-
tion, ensure confidentiality and integrity for the network-accessible resources [1]. To
ensure network security, firewall strategies are a much effective process for ensuring
organizations’ security policy. It can protect a network from various threats in terms
of different network security parameters. It generally protects computer and commu-
nication technology instruments within the network framework. Security is the main
purpose of using a firewall, as we have to determine a key to how much protection
is needed.

Firewalls can be of two types: hardware and software. A software firewall is gener-
ally ingrates with a specific host Operating System (OS). Software firewall generally
plays a role internally in a host computer through applications and port numbers.
Its implication is limited. In this paper, we have discussed hardware firewalls for
much bigger network and communication technology security. A hardware firewall
physically exists which is stored between a network and gateway. Different fire-
wall performs different roles from a different perspective. In organizations, network
infrastructure hardware firewalls are being implemented, and it monitors or filters
ingress or egress traffic basically in transport layer 4 on the OSI 7 layers model.
High-level programming languages are being integrated to define simplify firewall
policy. On the other hand, the Next-Generation Firewall can be operated on all layers
of the OSI 7 layer model.

In this paper, we have analyzed the experimental ingress and egress data of the
network using Next-Generation Firewall at Atomic Energy Research Establishment
(AERE), Savar of Bangladesh Atomic Energy Commission. This paper provides
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information on howNext-Generation Firewall (NGFW) policy has been set to protect
the AERE’s network, and network security is being achieved in terms of iden-
tifying and controlling applications, virtualization of software firewall, managing
traffic especially unknown traffic, controlling user, intrusion prevention and detec-
tion against known threats, prevents unknown threats, track capabilities of users,
applications, location via geo-location database, ports and session, and IP addresses.

The organization of the remaining paper is as follows. Section 2 describes a
detailed literature review of recent related works. The methodology or designed
network and its security framework of the research have been illustrated in Sect. 3.
Data analysis and obtained results are analyzed in Sect. 4 along with some recom-
mendations. Finally, the paper is concluded in Sect. 5 along with the future
directions.

2 Related Works

Most of the current researches on network security and Next-Generation Firewall
are concerned about how network security is violated in different areas, configura-
tion and misconfiguration of firewall and performance analysis of different firewall
in different criteria. However, very few papers have discussed designing firewall
framework policy and security evaluation according to specified designed framework
policy in terms of different network security parameters. The research [2] provides
researchers with a current overview of the modern network monitoring approach. In
this activity, the writer deals with high-speed bandwidth Internet in both wired and
wireless networks.

In [3], the researcher did a literature review on firewall security issues various
policies and the concept of distributed firewall. A Review in Recent Development of
NetworkThreats andSecurityMeasures is discussed at [4]. Their researchwasmainly
concerned with increased security-related studies with the web data. Hayajneh et al.
[5] examined various types of firewalls operations. They tested the performance and
security for various firewalls including CISCO ASA, packet filter, and Checkpoint
SPLAT. The researchers also studied the effect of implementing a firewall on network
performance. Konikiewicz andMarkowski [6] haveworked on the performance anal-
ysis of CISCO ASA and Juniper firewalls on packet traffic based on bandwidth and
server response time.

In [7] and [8], the authors presented a paper on the firewall performance of firewall
using the Markov chain. The methodology analyzes firewalls that are subject to
normal traffic flows as well as denial of services (DoS) attack flows. Other literature
[9] and [10] presented the idea to define the role of firewall on computer networks and
implementation of firewall on hardware or software on combination both. Zaki et al.
[11] conducted a survey on various advanced attacks and damages that occurred on
the healthcare system using the existing models. Finally, they proposed an FGFW-
basedmodel and configured it with a distinctive hospital network. Neupane et al. [12]
presented a survey on different firewalls highlighting network security. In addition,
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they illustrated the advantages were being visualized including the primary goals of
network security.

All mentioned research works show how the firewall is implemented, configura-
tion, why needed, performance analysis of different firewall by category the firewall
implementation to analysis into a smaller subcategory. A real-time data analysis by
implementing hardware firewalls is being avoided in thesementioned researchworks.
However, we are unable to get more statistical data for a scientific organization as
the firewall is working as a network security instrument.

3 Design Network and Security Framework

To design a secure network infrastructure, we have chosen the AERE, Savar of
BAEC as a model experimental area. AERE has been developed a huge network
both comprised of wired andwireless systems. A significant number of LAN connec-
tions including switches, routers, and media converters exist to broadcast data of its
remotely located institutes. In addition, ingress traffic and egress traffic have been
controlled by implemented NGFW firewall. The ingress traffic for the different host
within the LAN network and Demilitarized Zone (DMZ) servers is being monitored
by this NGFW firewall from the Internet and outside servers. DMZ network is used
to create a new layer that protects the scientific organizations’ LAN from unauthentic
access. In DMZ zone, basic resources are DNS, FTP, proxy, mail, web server, and
Voice over Internet Protocol (VoIP), etc. (Fig. 1).

This firewall is used to define a set of rules which enables the firewall to check the
data packets coming from the Internet, extranet, servers, or any external networking
system to the LAN if there are no obstacles found and vice versa. The firewall drops
the packet, and an error is detected by detecting harmful vulnerability in the data
packets coming from the PC. The firewall authorizes the ingress access and egress
data according to its defined rules.

The set of rules or policies can be applied by a firewall. The NGFW firewall
features perform their tasks according to these set rules for multilayer protocols in
the OSI model. The NGFW firewall needs to set policy and rules in a specific way
to determine which activity should be performed.

For segmentation, NGFW creates zones that prevent unauthorized connections
and make successful connections. Such segmentation examples are clusters of inside
zone IPs to WAN and vice versa which is shown in Figs. 2 and 3.

NGFW can be used as both intrusion prevention system (IPS) and intrusion detec-
tion system (IDS), whereas IPS and IDS systems have their own defined signatures,
algorithms, and heuristics to detect and block intrusion or attack on the network and
host [13]. To configure Intrusion Prevention System (IPS), every NGFW firewal has
its extended sensor which is deployed with the service router. By implementing
policies on NGFW firewall, the host sensors is able to communicate with the
service router. For the inspection of egress or ingress traffic for LAN-to-WAN or
WAN-to-LAN, the sensor of the NGFW firewall activates its sensors to perform IPS.
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Fig. 1 Designed network of AERE, BAEC

Fig. 2 Traffic access flow using NGFW firewall
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Fig. 3 Segmentation using NGFW firewall

Content and application filtering are being done by the NGFW firewall in a very
systematic and modern way. For URL filtering, rules are being applied in the NGFW
firewall by the authority. Only acceptable categories of domains are allowed in this
process. Categories within a domainmay include different websites which are related
to hacking, nudity, phishing or violence, etc. Similarly, specific sessions, ports and
services, and IP addresses can be ruled for filtering to make acceptable categories.
For controlling application, the NGFW firewall is not only applicable in layer 4 but
also control applications in layer 7 (application layer) of the OSI model. It decodes
network streams and determines presented content in the application layer. In Figs. 4
and 5, different policy implementation like URL filtering and application is shown.
Similarly, port scanning and individuals can be filtered out by implementing policy.

The NGFW can control contents and act as a sandboxing system. In terms of
content control, NGFW firewall tries to reveal specific content within the application
such as word documents, pdf files, executive files, and scripts. The NGFW firewall
applies a user-defined malware policy or default policy to detect malware of files
before being downloaded or uploaded. It detects host receivingmalware andmalware

Fig. 4 URL policy add in NGFW firewall
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Fig. 5 Application filtering add in NGFW firewall

Fig. 6 Malware policy using integrated sandboxing in NGFW firewall

intrusion of a network trajectory based upon applied policy. In Fig. 6, malware policy
using CISCO integrated Sandboxing in the NGFW firewall is shown. The NGFW
also acts as web application firewall (WAF) which adds more features in HTTP
protocol to detect and stop vulnerable network threats.

4 Experiment Data and Result Analysis

This section provides a detailed description of obtained results of the NGFWfirewall
at the AERE perspective from October 09, 2020 to October 09, 2021.
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Fig. 7 Traffic by application risk by initiator IP at AERE

4.1 Network Traffic or IP Monitoring

To track active network connections, the NGFW plays a crucial role to present data
in the application form in the presentation layer by decoding network streams. In
Fig. 7, we can see the data traffic by application risk of the end user of AERE internal
LAN zones based on predefined firewall policy, whereas Fig. 8 showswhich category
application consumes most traffic within the network.

Based upon the results, the NGFW gives us a clear view of how to monitor the
traffic of AERE LAN and bandwidth broadcast view. It helps to make a decision
which internal applications and users are acting as most suspicious and should be
monitored and a cluster of users should be done based on user traffic and application.

4.2 On the Perspective of Intrusion Detection and Prevention

From the establishment of NGFW in AERE, we have found that it is performing
in an excellent way to detect network Trojan-type intrusion and drop or block that
threat event. It has protected AERE’s internal network by allowing non-malicious
traffic from the Internet and other unknown network zones.

In Fig. 9, we observed that inAERE’s network, we get the data traffic and intrusion
events over one year time period, and in Fig. 10, we got the result of high priority
worse network Trojan intrusion events, or malware was detected and dropped by
NGFW.
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Fig. 8 Consume data traffic by application category at AERE

Fig. 9 Traffic and intrusion events over time

Fig. 10 Intrusion events details detected by NGFW
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4.3 On the Perspective of Content and File Filtering
and Disposal of Malware

The NGFW of AERE performs at a satisfactory level in terms of URL filtering,
content filtering, and application monitoring with the protocols also.

In Fig. 11, we can see that the NGFW firewall monitored ZIP, Pdf, Word, mp3,
mp4, mscab, and other relevant types of files. It identified malware, proprietary, and
confidential information and disposed malware from the network. In Fig. 12, we
have got the investigated result of the suspicious malware to these files and disposal
of malware from these files within the time frame.

For application control, the NGFW gives us the data of AERE’s network in terms
of allowed or denied connection by application, allowed connection by application
risk and business relevance, traffic consumed by application and application category,
etc.

In Fig. 13 and Table 1, we are able to gather accurate information about the usage
of applications based on traffic, risk category, allowed or accessed application, and
denied application statistics according to set up NGFW policy at AERE.

Fig. 11 Files types are being monitored and downloaded within AERE
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Fig. 12 Type of actions on files in AERE network

Fig. 13 Usage of traffic by risk and application
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Table 1 Number of
connections by application
risk policy based on NGFW

Application Allowed connection Denied connection

ICMP 172,154,365 –

ICMP client 172,154,365 –

DNS 122,989,129 –

DNS client 122,859,033 –

HTTPS 83,634,938 756

YouTube 23,245,865 –

BitTorrent 14,101,160 –

Facebook 10,012,907 21

HTTP/HTTPS 9,798,159 43,355

Google 5,933,624 –

XVideos – 38,970

Chaturbate – 1536

Chrome 933,624 221

4.4 NGFW Sandboxing and Malware and Threat Analysis
Based on Attacks

Like every sandboxing facility process, AERE established NGFW has contained an
integrated cloud-based sandboxing facility which is verymuch effective to detect and
drop different threats and malware against denial of services attack, networks worms
and Trojan detection, ransomware, spoofing and unauthorization, key logging, etc.
In this section, we have found the results that the application protocol introduces
about 28,281 malware during the last year. Table 2 gives us detailed data about client
applications and web applications that introduces malware for one year.

From Fig. 14, we found the different malware threats over different files by their
count. Malware content can be attached within any files when being downloaded

Table 2 No. of client/web
application list introducing
malware

Client/web application No. of malware detection

Web browser 28,206

BitTorrent 32

Chrome 12

Android browser 8

Internet Explorer 6

uTorrent 32

Amazon Web Services 1

Facebook –

Google 43
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Fig. 14 Detected malware threats by NGFW

or uploaded or accessed on any websites or with any suspicious mail attachment. It
creates a vulnerable situation to a network and associated host within a network.

NGFW firewall detects specific malware content or ransomware and takes proper
action like malware block, drops, the cloud looked up which are given in Fig. 15. On
the other hand, Fig. 16 gives us a clear overview that identified malware contents on
different files to protect networks and files from different attacks using port scanning
at AERE.

The threats that are entering a network can be prevented by a common tech-
nique called port scanning by the NGFW firewall [14]. Port scanning can be done to
determine which service we can connect to. AERE’s NGFW is quite well to detect
malware-type suspicious activity by port scanning.

5 Conclusion

To protect a network system against different internal and external threats, improve-
ment of network security is an ongoing and challenging issue for any scientific
organization. As a scientific organization, we always need to analyze the network
data and take proper steps to improve its network and application security area. In
this research, we have analyzed the various challenging and evolving network issues
of modern-day’s technology. Considering security parameters, we have configured
a CISCO-based NGFW hardware firewall over the network framework of AERE.
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Fig. 15 Taken action against malware by NGFW

Fig. 16 Detection malware message by port scanning using NGFW

Then, we have set different firewall policies and rules according to AERE network
security perspectives and tried to visualize how this NGFW firewall protects our
defined network. Our study investigated that NGFWplays a significant role to protect
our network against unauthorization, denial of services attack, spoofing, unautho-
rized traffic, block malware content files and suspicious application, intrusions and
network activity, etc. In the future, we will try to find out the better approach of
VPN integration for remote access, security of the different embedded systems, and
advancedweb systems assimilation on theNGFWfirewall to ensure network security
at a large scale. We will also try to build a multilayer security system with NGFW
and performance analysis compared with the existing system.
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Crypto Holographic Reconfigurable
Intelligent Surface-Assisted Backscatter
Communication

Md. Saiam, Mostafa Zaman Chowdhury, and Syed Rakib Hasan

Abstract The upcoming sixth-generation (6G) mobile network introduces different
communication technologies for efficient and controllable propagation. Backscatter
communication (BackCom) is one of those which can transmit signals using the
passive tag. This BackCom technology can harvest energy from the ambient signal
sources (such as television and mobile phone tower) and is very energy efficient
for 6G network and Internet of Things communication. For smooth and control-
lable propagation of signals, the reconfigurable intelligent surface (RIS) commu-
nication technology is very effective. With the help of its electronically controlled
reflected path, the RIS technology improves the signal and network quality for better
performance. This paper presents a crypto holographic RIS-assisted BackCom for
secured and lossless communication in the upcoming network technologies. This
combined communication technology will be energy efficient. It will increase the
signal strength and data rate which are very important for the next generation mobile
network. Research findings clearly show that when we use RIS-assisted BackCom,
the channel gain, data rate as well as energy efficiency of signal reflecting surface
are also increased significantly.

Keywords Backscatter communication · Internet of Things · Reconfigurable
intelligent surface · Reflector

1 Introduction

With the growth of communication sector, the efficiency and performance of wire-
less networks have improved a lot. From the first-generation to sixth-generation
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(6G), mobile networks have done mass changes in wireless communication. The 6G
mobile network will be a single platform for providing multiple types of services
and applications [1]. Day by day, the demand for data is increasing with the develop-
ment of massive communication of multiple-input multiple-output (MIMO) devices,
device-to-device (D2D) communication, Internet of Things (IoT), and smart data
communication. The main objectives of the 6G network are to improve data rate,
capacity, a better quality of services (QoS), and lower latency with high speed, and
lossless data communication.

The controllable propagation of the electromagnetic wave (EM) is one of the
challenges for the next generationmobile network [2]. The researchers have proposed
the reconfigurable intelligent surface (RIS) and observed it for the application in
wireless communications [3]. An RIS plate consists of many unit cells that can
change the amplitude, polarization, and phase of incident signal with the help of
the smart controller of RIS. So, the unit cells of RIS are capable of controlling the
scattering of EM signals [4].

In recent times, backscatter communication (BackCom) is one of the promising
communication systems for low power energy consumption which can be produced
from the ambient signal. The wireless tag devices of the BackCom systemmodulate,
reflect the signals, and also able to harvest energy from the signals [5]. A lot of IoT
devices will be embedded in surroundings to support D2D communication. However,
it will be very big challenge to support energy for these massive number of IoT
devices. These IoTdevices require lowpowerwhich canbeharvested usingBackCom
from ambient signals such as radio, television (TV), and mobile network [6]. To
make smooth, strong, and efficient communication, researchers focus on combining
communication technology and working on the RIS-assisted BackCom. The RIS
can enhance the signal strength and performance using an electronically controlled
reflected surface [7]. The BackCom cannot control and improve the propagation
of EM waves and signal gain, respectively, which supports lower coverage. On the
contrary, RIS system can improve signal gain and control EM propagation. To run
the RIS system, it requires an additional energy source where the BackCom does not
require any as it can harvest energy from the ambient sources.

In this paper, we proposed a RIS-assisted BackCom technology for better perfor-
mance, secured, and energy efficient communication. Here, we use a crypto holo-
graphic tag for data encryption and secured communication. The data rate of
this combined communication technology increases with the improvement of the
probability of channel gain.

The rest of the paper is arranged as follows. In Sect. 2, we specify the
system overview of crypto holographic RIS-assisted BackCom. Section 3 presents
several derivations and comparisons of different systems. Performance analyses are
discussed in Sect. 4, and conclusions are shown in Sect. 5.
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2 System Overview

The proposed architecture of the RIS surface is formed with two-dimensional
synthetic electromagnetic materials, which is known as metasurface. This meta-
surface is a form of several-number of arrays that consists of a huge number of
reflecting components called meta-atom [8]. The signal response including ampli-
tude and phase shift of reflected signal of each metasurface can be individually
controlled by geometrical shape, architecture, and designing elements. The reflec-
tion parameter of each metasurface should be designed in such a way that can be
tunable to support the random mobility of wireless networks. This property can be
achieved by using electronic devices or micro-electromechanical actuators. A crypto
holographic tag is integrated with the surface to encrypt the data.

In our proposed model as shown in Fig. 1, the system transmits the signal in five
different ways the signal keeps encrypted using the crypto holographic technique.
The signal sources are integrated with the cryptography which encrypts data before
transmission. It integrates the crypto holographic tag in both RIS and BackCom
tags so that if the signal comes from any ambient sources which are not encrypted
such as mobile and TV networks, then the integrated crypto holographic tag of the
nearest RIS or BackCom surface converts the data into the encrypted ciphertext
for secured data transmission. After getting the encrypted ciphertext, the receiver
decrypts it using the decryption algorithm which converts into the original data
signal. This model enhances the signal quality and transmission range as well as
reduces the signal losses. Due to low power consumption of backscatter surfaces, this
crypto holographic RIS-assisted BackCom system can be a promising and effective
communication medium for upcoming 6G network.

3 System Analysis

Figure 2 shows different transmission links of our proposed systems. Let hsb,k ,
hsr, hsc,k , hbr,k , ho,k , and hcr,k indicate the channel coefficient from signal source
to backscatter tag k, from signal source to receiver, from source to RIS assisted
backscatter reflector k, from backscatter tag k to receiver, between backscatter tag
k, and RIS reflector k of RIS-assisted backscatter system, and from RIS-assisted
backscatter reflector k to receiver, respectively.

Again, dsb, dsr, dsc, dbr, do, and dcr denote the distance from signal source to
backscatter tag k, from signal source to receiver, from signal source to RIS-assisted
backscatter reflector k, backscatter tag k to receiver, between backscatter tag k, and
RIS reflector k of RIS-assisted backscatter system and from RIS-assisted backscatter
system to receiver, respectively. Mathematically, the received signal by the kth
backscatter surface, denoted by yp,k(n) and can be expressed as
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RIS

Signal source

Backscatter tag

Receiver

Crypto holographic 
tag

Crypto holographic 
tag

Fig. 1 System model

yp,k(n) = hsb,k√
dα
sb

s(n) (1)

The received signal by the kth RIS-assisted backscatter system, denoted by yq,k(n)
and can be expressed as

yq,k(n) = hsc,k√
dα
sc

s(n) (2)

where α is large scale link loss factor for each channel and s(n) is the transmitted
data signal from the signal source.

The signal reflected by kth backscatter tag, denoted by yb,k(n) and can be expressed
as

yb,k(n) = yp,k(n)x(n)e jθk (3)

where x(n) denotes the data.
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hsr dsr

ho,k do

hsc,k dsc hcr,k dcr
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Backscatter link

RIS assisted backscatter link

Direct link

Fig. 2 Different transmission links

The signal reflected by kth RIS-assisted backscatter reflector, denoted by yr,k(n)
and can be expressed by

yr,k(n) = ηyq,k(n)x(n)e jθk (4)

where η is the attenuation factor for RIS system.
The signal appeared at the receiver is the superposition of all the reflected signals

and direct transmitted signal, denoted by y(n) and expressed as

y(n) = hsr√
dα
sr

s(n) +
K∑

k=1

yb,k(n) +
K∑

k=1

yr,k(n) (5)

Channel gain probability of the RIS-assisted BackCom link is bigger than that of
the straight or only backscatter link [9]. Mathematically, which can be expressed as

P = Pr(|G1|〈|ηG3|) (6)

P = Pr(|G2|〈|ηG3|) (7)
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where Pr is the received power of reflected signal and K is the total number of reflec-
tors. G1, G2, and G3 are the channel gain of direct communication link, BackCom
link, and RIS-assisted BackCom link, respectively.

Equations (6) and (7) show the comparison of channel gain probability of RIS-
assisted BackCom with direct communication and only backscatter communication.
The channel gain probability of RIS-assisted BackCom is greater than direct or
only backscatter communication. By using the proper combination and number of
reflectors, it can be possible to get better channel gain.

4 Performance Analysis

The improvement of channel gain increases the SNR as well as data rate. Using the
Shannon capacity formula, the data rate can be expressed as

Drate = B log2

(
1 + βq

NO

)
(8)

where B is denoted as the bandwidth of the channel, β is the signal gain, q is the
strength of the signal, and NO is the noise variance.

Improvement of data rate with respect to signal strength is shown in Fig. 3, by
varying the channel gain. The enhanced signal with improved data rate requires low
power for signal reflection which helps to get better energy efficiency of the reflector
surface and the energy efficiency of the reflector surface can be expressed as

EEsurface = Drate

Psurface
(9)

where Drate is the data rate of the signal and Psurface is the required power for the
signal reflector surface.

In communication, the bit error rate (BER) is another important performance
parameter that provides the ratio of the number of error bits to the total number
transferred bits during communication. Figure 4 shows the BER performance with
respect to SNR for direct or only BackCom and RIS-assisted BackCom varying the
channel gain and with the increment of SNR, the BER of channel decreases.

5 Conclusion

In this study, we proposed an encrypted RIS-assisted BackCom for secured 6G
network and IoT communicationwhich helps to improve the quality aswell as perfor-
mance of signals. The combination of backscatter and RIS technology improves
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Fig. 3 Data rate versus signal strength varying channel gain

Fig. 4 BER performance analysis with the varying of channel gain
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the probability of channel gain than direct link communication. From our analysis,
we have shown that the improvement of channel gain increases the strength of the
signal as well as data rate, the energy efficiency of reflector surface, and introduced
different types of RIS-assisted BackCom topology. In particular, the implementa-
tion of RIS-assisted BackCom technology will change a lot in 6G communication
using its combined data communication system which will increase the data rate,
signal strength, and energy efficiency of the reflecting surface and decrease the BER
of transmitted signal which are very fundamental requirements of next generation
wireless networks.

References

1. Chowdhury, M.Z., Shahjalal, M., Ahmed, S., Jang, Y.M.: 6G wireless communication systems:
applications, requirements, technologies, challenges, and research directions. IEEE Open J.
Commun. Soc. 1, 957–975 (2020)

2. Strinati, E.C., Alexandropoulos, G.C., Sciancalepore, V., Di Renzo, M., Wymeersch, H., Phan-
huy, D.-T., Crozzoli, M., D’Errico, R., De Carvalho, E., Popovski, P., Di Lorenzo, P., Bastianelli,
L., Belouar, M., Mascolo, J.E., Gradoni, G., Phang, S., Lerosey, G., Denis, B.: Wireless envi-
ronment as a service enabled by reconfigurable intelligent surfaces: the RISE-6G perspective
(2021)

3. Renzo, M.D., Debbah, M., Phan-Huy, D.-T., Zappone, A., Alouini, M.-S., Yuen, C., Sciancale-
pore, V., Alexandropoulos, G.C., Hoydis, J., Gacanin, H., de Rosny, J., Bounceur, A., Lerosey,
G., Fink, M.: Smart radio environments empowered by reconfigurable AI meta-surfaces: an idea
whose time has come. J Wireless Com. Network. 2019, 129 (2019)

4. Di Renzo, M., Zappone, A., Debbah, M., Alouini, M.-S., Yuen, C., de Rosny, J., Tretyakov, S.:
Smart radio environments empowered by reconfigurable intelligent surfaces: how it works, state
of research, and the road ahead. IEEE J. Sel. Areas Commun. 38, 2450–2525 (2020)

5. Jameel, F., Ristaniemi, T., Khan, I., Lee, B.M.: Simultaneous harvest-and-transmit ambient
backscatter communications under Rayleigh fading. J.Wireless Com.Network 2019, 166 (2019)

6. Ji, B., Xing, B., Song, K., Li, C., Wen, H., Yang, L.: The efficient BackFi transmission design
in ambient backscatter communication systems for IoT. IEEE Access 7, 31397–31408 (2019)

7. Fara, R., Ratajczak, P., Huy, D.-T.P., Ourir, A., Di Renzo, M., De Rosny, J.: A prototype of
reconfigurable intelligent surface with continuous control of the reflection phase (2021)

8. Wu, Q., Zhang, R.: Towards smart and reconfigurable environment: intelligent reflecting surface
aided wireless network (2019)

9. Zhao, W., Wang, G., Atapattu, S., Tsiftsis, T.A., Tellambura, C.: Is Backscatter link stronger
than direct link in reconfigurable intelligent surface-assisted system? IEEE Commun. Lett. 24,
1342–1346 (2020)



Activity Classification from First-Person
Office Videos with Visual Privacy
Protection

Partho Ghosh, Md. Abrar Istiak, Nayeeb Rashid, Ahsan Habib Akash,
Ridwan Abrar, Ankan Ghosh Dastider, Asif Shahriyar Sushmit,
and Taufiq Hasan

Abstract With the advent of wearable body cameras, human activity classification
from First-PersonVideos (FPV) has become a topic of increasing importance for var-
ious applications, including life-logging, law enforcement, sports, workplace, and
health care. One of the challenging aspects of FPV is its exposure to potentially
sensitive objects within the user’s field of view. In this work, we developed a visual
privacy-aware activity classification system focusing on office videos. We utilized a
Mask R-CNN with an Inception-ResNet hybrid as a feature extractor for detecting
and later blurring out sensitive objects (e.g., digital screens, human face, paper) from
the videos. We incorporate an ensemble of Recurrent Neural Networks (RNNs) with
ResNet, ResNeXt, and DenseNet-based feature extractors for activity classification.
The proposed system was trained and evaluated on the FPV office video dataset
which is a subset of the BON [1] vision dataset for office activity recognition (2021)
and includes 18 classes made available through the IEEE Video and Image Process-
ing (VIP) Cup 2019 competition. On the original unprotected FPVs, the proposed
activity classifier ensemble reached an accuracy of 85.078% with precision, recall,
and F1 scores of 0.88, 0.85, and 0.86, respectively. The performances were slightly
degraded on privacy-protected videos, with accuracy, precision, recall, and F1 scores
at 73.68%, 0.79, 0.75, and 0.74, respectively.

Keywords Activity classification · Visual privacy protection · First person video
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1 Introduction

As body-worn cameras are becoming more ubiquitous, automatic logging of human
activity from FPVs has become a topic of increasing interest. At present, FPV or
PoV (point-of-view) cameras are mostly utilized by athletes, motor drivers, and
police officers [2, 3]. Generally, it is not feasible to manually analyze large numbers
of such videos. Automatically processing FPVs can thus be beneficial in several
major applications, including activity logging, law enforcement, search and rescue
missions, inspections, home-based rehabilitation, and wildlife observation [4]. As
the Augmented Reality (AR) glasses become mainstream, the availability of FPV
data is expected to increase while also raising associated concerns for security and
privacy of the users [5].

Activity classification can be done in two different modalities: one using sensor
data and the other using video data. Recent developments in the deep learning field
have made tremendous progress in classifying activity in sensor data. In [6], they
have described such a state-of-the-art method, and all of the other methods follow
a similar path. One of the major problems with working with sensor data is that the
amount of activity becomes very limited. On the other hand, automatic activity clas-
sification from videos has been undertaken using two major approaches in the past.
Traditional methods generally extract hand-engineered features from the videos to
train a machine learning algorithm for classification. Frequently employed features
include average pooling (AP), robust motion features (RMF), and pooled appearance
features (PAF) [7, 8]. In recent times, deep neural networks are being used to learn
the features and subsequently classify the activities. One of the effective methods
involves using a Convolutional Neural Network (ConvNet) with Long Short-term

Fig. 1 Conventional versus proposed privacy-aware activity classification systems
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Memory (LSTM) [9] units as back-ends [10, 11]. In this approach, the ConvNet
learns the front-end image features, whereas the LSTMs recognize the temporal fea-
tures within the videos that are relevant for human activities. Another well-known
method found in literature consists of using a 3D ConvNet to recognize the actions
[12]. 3DConvNets are functionally similar to 2DConvNets, except that they incorpo-
rate Spatio-temporal filters [13] and thus do not specifically require the LSTM layers.
However, none of the previous work in the area of activity classification using FPVs
has addressed the issue of privacy. For visual privacy protection, recently developed
iPrivacy [14] approach protects the most significant privacy-sensitive object via blur-
ring. Serdar et al. proposed a reliable and reversible privacy protection scheme based
on false color [15] which affects the whole frame’s content. Some of the most pop-
ular ways to protect visual privacy are silhouette, scrambling, in-painting [16], and
filtering [17]. Latest research on action recognition with visual privacy protection
proposed a compression-based coding scheme named VSCS [18] method for privacy
protection. It employs a coding scheme to compress images, butVSCS frames lose all
content of the frame except themain content which yields visually distracting results.

In this work, we develop a privacy-aware activity classification framework for
office videos. In most cases, the personal information contained within FPV videos
does not carry useful features for detecting the user’s activity. Accordingly, we use
a deep learning model to identify the sensitive regions of the video and make them
unintelligible visually (e.g., blurred). Next, these privacy-protected videos are used
to train deep learning models for activity recognition using the FPV dataset of office
activities made available for the IEEE VIP Cup 2019 [7] (Fig. 1). Performance com-
parisons between activity classification from original vs. privacy-protected videos
are performed to demonstrate the effectiveness of the proposed framework.

2 Dataset

Thedatasetweused in this study is a part of a bigger dataset namedBON—Egocentric
Vision Dataset for Office Activity Recognition [1], and this subset was provided
through the IEEEVIPCup2019 competition. The datasetwas collected using a chest-
mounted GoPro Hero3+ Camera with 1280× 760 pixels resolution and a frame rate
of 30 fps [7]. Human activities can be broadly categorized as (i) human to human
activity, (ii) human to object activity, and (iii) ambulatory activity. The BON dataset
contains a total of 18 activity in classes that include all of these broad categories.
The dataset and distribution of the 18 classes are summarized in Fig. 2. The figure
shows that the class-imbalance problem is a major issue in the dataset that we need
to address.

During the competition, the dataset was released in two phases, 400 and 932
videos, respectively. We found label noise in 32 videos through manual annotation,
and these are excluded. The remaining videos from the two phases are used to prepare
our training and test set containing 873 and 364 videos, respectively.
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Fig. 2 Bar plot showing the number of video files available for each activity class. The uneven
distribution of data in different classes illustrates the issue of class imbalance

Table 1 Training/test splits in the sub-datasets used

Sub-datasets # videos in training # videos in test

Original 873 original 364 original

Blurred 873 blurred 364 blurred

Mixed 873 org. + 873 blurred (1746 total) 364 org. + 364 blurred (728 total)

To train the privacy-aware system, we prepared three different sub-datasets for
training and testing our deep learning models. We refer them to as the (i) original,
(ii) blurred, and (iii) mixed sub-datasets (Table 1). The original set contains the
original videos from the BON dataset, blurred set contains visual privacy-protected
videos, and themixed subset contains videos from both subsets (i) and (ii) in an equal
amount. The process of generating visual privacy-protected videos in the blurred set
are described in the following sections.

3 Proposed Architecture

3.1 Pre-processing

Analyzing the histogram of the average brightness of the video frames (mean value
of each image pixel), we observed that some videos have a significantly higher
brightness compared to others (e.g., data provided in the “Oxford” folder). Thus, we
applied gamma correction [19] to the images to normalize this effect. Next, we resize
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the video frames and normalize them to fit them in the particular deep learning pre-
trained networks,Wide ResNet [20], ResNeXt [21], andDenseNet [22], as described
later in Sect. 3.3.

3.2 Visual Privacy Protection Module

In this section, we describe the proposed visual privacy protection and security
enhancement module that addresses the visual privacy concerns in the BON dataset.
The framework consists of two steps: (i) identifying the sensitive regions from a
video frame and (ii) making these parts unintelligible by blurring [23, 24].

Identification of Sensitive Regions First, we manually screened the dataset for
objects that are prone to privacy violations of the users or may contain visually
sensitive information that can lead to a security breach. In the data, we found a total
of 7 objects that may contain sensitive information: (i) digital screen, (ii) laptop, (iii)
mobile, (iv) book, (v) person, (vi) keyboard, and (vii) toilet/urinal. We used theMask
R-CNN [25] network to identify these objects in our video frames [26].

We utilize the Mask R-CNN approach as it performs instance segmentation [27]
to produce a mask for the sensitive objects that may not be of uniform shape (e.g., a
person). Traditional methods that generate a bounding-box [28, 29] are not suitable
for our application since it will result in the blurring of a larger box-shaped region
as compared to the actual sensitive object. This may degrade the activity classifier
performance. Examples of object localization (bounding-box) and instance segmen-
tation for an image frame of the activity class “Chat” are shown in Fig. 3a and b,
respectively.

Different feature extractor networks can be utilized with a Mask R-CNN model,
including Inception-V2 [24], ResNet50 [31], ResNet101 [31], and Inception-ResNet-
V2 [24] with Atrous convolution. The performance of these models for object seg-
mentation has been compared on the Common Objects in Context (COCO) dataset
[32] with respect to the Mean Average Precision (mAP) metric [33, 34]. These

(a) Object localization (b) Instance segmentation

Fig. 3 Example image frames illustrating object localization and instance segmentation for a video
from obtained from the class “Chat” of the BON dataset
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Table 2 Performance of different feature extractor-based Mask R-CNN models on the COCO
dataset for object segmentation

Model name mAP

Mask R-CNN ResNet101 Atrous [30] 33

Mask R-CNN Inception-V2 25

Mask R-CNN ResNet50 Atrous 29

Mask R-CNN Inception-ResNet-V2 Atrous [30] 36

Feature
Extractor

Feature
Tensor

Region Proposal
Network(CNN)

Region 
Features

Region Based
Detector (CNN)

Mask
Predic on(CNN)

Class

Bounding Box

Segmented
Mask

Current Video Frame

Fig. 4 Model architecture for identification of visually sensitive regions from the video frames. A
Mask R-CNN model with an Inception-ResNet-V2 Atrous feature extractor is used

results are available online in the Tensorflow Github repository.1 According to these
mAP scores reproduced in Table2, Inception-ResNet-V2 with Atrous convolution
model provides the best performance on the COCO dataset. Thus, we select this
model for our sensitive object segmentation. Since the BON dataset does not contain
any object mask labels, it was not possible to objectively evaluate the performance
of the object segmentation module on this data. However, we validated the perfor-
mance of the mask detection model based on visual observation on a subset of BON
frames.

The final architecture of the sensitive region segmentation is shown in Fig. 4. We
used a pre-trained Inception-ResNet Hybrid-based Mask R-CNN model trained on
the COCO dataset. First, we classify between 80 objects available in the COCO
dataset. Next, we selected seven (7) potentially sensitive objects, as previously
described. Finally, the frames are converted to RGB from BGR and are resized
according to the required input dimension of the activity classifier network.

Protecting the Sensitive Objects After identifying the visually sensitive regions
from the video frames, a Gaussian filter is used to blur the regions where the sensitive

1 https://github.com/tensorflow.

https://github.com/tensorflow
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(a) Identified mask (b) Sensitive regions blurred

Fig. 5 Example of generated masks using the Mask R-CNN network using the Inception-ResNet-
V2 with Atrous convolution model as a feature extractor. The video frame was labeled as the
“Typeset” class

Feature 
Extractor

Attention
Module

LSTM Prediction

ht

Sub-
Sampling

X Softmax

Input Video Stream 40 Video Frames

Fig. 6 Proposed activity classification framework excluding the privacy protection module

objects are detected.An example video frame from the “chat” class is shown in Fig. 5a
along with the detected mask using the Mask R-CNN network, while Fig. 5b shows
the same frame with visual sensitive objects blurred (hands, screens, and keyboard).

3.3 Activity Classification Model

The proposed activity classification module consists of a 3-channel single stream
network inspired by [35]. The network is illustrated in Fig. 6. The authors of [35]
used AlexNet [36] as the feature extractor with two uni-directional LSTM layers for
temporal sequence modeling. In contrast, we propose to utilize an ensemble of Wide
ResNet [20], ResNeXt [21], and DenseNet [22] feature extractors and a single-layer
bi-directional LSTM with framewise attention. The proposed framework is detailed
in the following subsections.

Video Frame Selection We sub-sampled video frames to reduce the computational
load. Regardless of video duration, we extracted 40 frames. To select these 40 frames,
we first determine a sampling period by dividing the total number of frames in the
video by 40 and taking the floor of the result. Then, we randomly took the first frame
in the range of 1 to the sampling period. After selecting the first frame, we jump the
sampling period and take the next frame, and so on until all 40 frames are taken. In
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this way, we were able to fit almost all the video information into these 40 frames.
We experimented with different values except 40, but 40 frames per video produced
the best result. These image frames are then gamma-corrected and normalized prior
to loading into the model.

Feature Extraction LayerWe experimented with different feature extractor models
including DenseNet121 [22], DenseNet161 [22], ResNet50 [31], ResNet101 [31],
ResNet152 [31], Inception-V3 [37], Inception-ResNet-V2 [24], ResNeXt [21], and
WideResNet101 [20]. In these experiments,weusedpre-trainedmodels on ImageNet
[38]. We froze the feature extractor and trained all the remaining layers of our model.

LSTM Layer We pass the video frames to a bi-directional single-layer LSTM net-
work [39]. Our LSTM layer had an input dimension of 512, returned by the feature
extractor, and a hidden state size of 1024.

FramewiseAttentionWehypothesize that, for activity classification, all the sampled
video frames are not of equal temporal importance. Some frames are temporally
more important to activity recognition than others. Accordingly, we use a framewise
attention module with a softmax activation function after the LSTM layer to give
more weightage to the feature vectors corresponding to the frames that are more
important to recognize the activity happening in the video.

Fully Connected Layers The output of the framewise attention module is passed to
the fully connected layer, followed by batch normalization and a softmax decision
layer.

Training Scheme The proposed activity classification network is trained for 20
epochs with the Adam optimizer [40] using cross-entropy as the loss function. To
address the class-imbalance issue in the data, we implemented a balanced training
scheme where every mini-batch contained an equal number of samples from each
class. We oversampled the underrepresented classes while creating these balanced
mini-batches. We begin training with an initial learning rate of 0.001 and imple-
mented a learning rate scheduler with a patience value of 5 and with a decay factor
of 1/10 to facilitate model convergence.

4 Experimental Evaluation

4.1 Performance of Activity Classification Models

In our activity classification network, we implemented a variety of feature extractors
and compared their results in different settings. During our experiments, we observed
that each model tested performs best at a specific frame size. The top-performing
models and their performance on the original-test data is shown in Table3.
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4.2 Performance of Model Ensemble

Wepropose to use an ensemble of the four classifiers described in the previous section.
Ensemble weights are calculated based on the classwise F1 score of each model. We
first compare the performance of the ensemble using models trained and tested on
different data subsets. The results provided in Table4 show that the ensemble model
trained only on the original-training set performs poorly on the blurred-test set.
However, training on mixed dataset improves the blurred-test performance with a
drop of accuracy in the original-test condition. We address this trade-off by adding
fine-tuned models in our final ensemble.

4.3 Model Tuning and Final Ensemble

To address the issue of performance degradation on the blurred test, we select our
models trained on the original sub-dataset and use transfer learning to fine-tune
them using the blurred (privacy-protected) set. We prepare the final ensemble using
the four original models mentioned in Table3 and the proposed fine-tuned versions.
Prediction time of ensemble classifier is extensively discussed in the IEEE VIP Cup
final evaluation [41].On5-s samples of each task, this ensemble classifier took 94.42 s
on average.

Table 3 Performance comparison of different networks on the original-test dataset

Model Resolution Accuracy (%)

1. ResNeXt 248× 248 75.92

2. DenseNet 512× 512 74.87

3. Wide ResNet101 + Attention 324× 324 79.84

4. Wide ResNet101 324× 324 75.39

Table 4 Accuracy of the proposed model ensemble on different test sets while using different
training sets

Ensemble training data Accuracy (%)

Original-test Blurred-test

Original-train dataset 85.07 68.8

Mixed-train dataset 82.72 75.8
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Table 5 Overall performance of the final ensemble classifier

Sub-dataset Precision Recall F1 Score Accuracy (%)

Original 0.88(±0.1) 0.85(±0.1) 0.86(±0.1) 85.08(±11.4)

Blurred 0.79(±0.2) 0.75(±0.2) 0.74(±0.2) 73.68(±19.97)

4.4 Results and Discussion

The results of the final ensemble and classwise F1 scores are shown in Table5 and
Fig. 7, respectively. From the results, we first observe that the class imbalance did
not affect our system performance as we used balanced-batch training technique. As
an illustrative example, from Fig. 2 we observe that the class “typeset” included a
significantly larger amount of data compared to the “take” class. The final classwise
F1 scores depicted in Fig. 7 show that the system performed better in detecting the
minority class. Secondly, we observe that due to the visual privacy protection the
performance of the initial network dropped quite significantly. The performance gap
between original videos and protected videos were about 20%. To address it, we
train our network using the visual protected videos. That improved the result on
protected videos but degraded the results on original videos and again created a huge
performance gap in between them.We achieve best resultswhenwe trained themodel
on original videos andfine-tuned thosemodels using the protected videos. In thisway,
the performance gap between the original videos and visual privacy-protected videos
was significantly reduced and we reached a more generalized approach. On average,
the performance metrics in Table5 degraded about 10% from their original values
due to visual privacy protection, demonstrating the effectiveness of the proposed
privacy-aware activity classification system.

5 Conclusions

In this work, we have developed a privacy-aware activity classification from FPV
videos using an ensemble of deep learning models. The visual privacy protection
module utilized pre-trained networks to identify sensitive regions within the video
frames and performedGaussian blurring on those pixels. The system has been trained
using balanced mini-batches to effectively address the issue of class imbalance in
the training data. The ensemble of models trained on unprotected videos and later
fine-tuned on privacy-protected videos provided the best overall performance in both
conditions.

Acknowledgements We want to thank the department of BME and Brain Station 23 (Dhaka,
Bangladesh) for supporting this research. The NVIDIA Corporation donated the TITAN Xp GPU
used for this work.
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Fig. 7 F1 score distribution on original-test and blurred-test dataset videos across the class labels
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A Blockchain-Based Secured Land
Record System Using Hyperledger Fabric

Md. Anwar Hussen Wadud, Tahmid Ahmed, Alhaj Hossen,
Md. Mahedi Hasan, Md. Aminul Islam, and Md. Hasibur Rahman

Abstract In Bangladesh, scarcity of land and fast population growth is putting
a strain on the land-man ratio. The property ownership registration system in
Bangladesh is incomplete and insufficient. As a result, various government agencies
handle various documents, and bureaucracy flaws enable organized crime. Consid-
ering these, we are proposing a method where we have come up with a Blockchain-
based solution. We build a Blockchain-based system to ensure that individuals are
not deceived under any circumstances. In our system, where land data will be safe
and secure, data synchronization and transparency will be available, as well as ease
of access, irreversible record management, and rapid and low-cost quick solutions.
We designed a modern architecture to digitally store land records using Blockchain-
based Hyperledger Fabric to ensure land security. This proposed model has bâŁ˜een
presented by private Blockchain, taking into account the technological expertise and
authority of the people and government. Finally, we compare our proposed architec-
ture with the existing land records management model. Our system provides more
security and data privacy than other models and saves both money and time in our
daily lives. This will ensure that our system is transparent and acceptable in all
directions.

Keywords Land registration · Blockchain · Hyperledger fabric · Privacy ·
Security

1 Introduction

Land registration is a system that keeps track of who owns something and what
rights they have over it. Blockchain is a remarkable new technology that can provide
any agency’s systems trust, integrity, and accessibility. A database, or Blockchain,
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is a sort of digital ledger. In most cases, Blockchain accumulates data in groups,
sometimes known as blocks, that contain sets of data. Blocks have specific storage
capabilities, and when filled, they are chained onto the previous block, establishing
a data chain known as the “Blockchain”. All additional information added after that
newly added block is compiled into a new block, which is then added to the chain
after it is filled [1].

Hyperledger Fabric is a private Blockchain. Businesses can use distributed ledger
technology without exposing their data to the public by using a private Blockchain.
This website is password-protected. The Blockchain allows only known nodes to
participate in the procedure [2].

The primary problem in the current system is that data is dispersed across multiple
government institutions that are not well-synchronized, enabling hacked persons
to modify legal papers. A centralized system will be insufficient to cope with the
various land titling frauds in this case [3]. In this research, we evaluate Bangladesh’s
present land registration process and propose a new framework based on Blockchain
technology to improve transparency and dependability [4].

In the past, there was a manual system for land registration. At that time, we faced
many problems. This existing system takes a long time. On the basis of Bangladesh,
there are some illegal means of registration. However, before this study, no work
has been introduced on the digitization of land registration using Hyperledger Fab-
ric framework. In this paper, we are going to introduce the digital version of the
land registration system where we use a Hyperledger Framework with Blockchain
technology [5].

The present age is the digital and modern age, and technological development is
increasing day by day. Everything we need in our daily lives is going digital. As we
have analyzed, people have already been recording land with pen in hand which is
not going to keep pace with the digital age, and this manual system leaves people
facing a lot of harassment. However, to analyze human demand, we want to develop
a land record system that is easily accessible to the user. This system is very easy
to use for users, and it is very secure for user information. The study work’s overall
performance is as follows:

• We highlight a current challenge in analyzing human demand in the secured land
service.

• We propose a secured land registration model using Hyperledger Fabric-based
Blockchain network.

• We reduce manual involvement by implementing actual property title assignments
and ensuring the security of public land data.

The following is how the rest of this article is organized: Sect. 2 discusses the land
verification process in Bangladesh, and Sect. 3 discusses the related works of the
land record management system. Section4 briefly explains Blockchain technology,
smart contract, and Hyperledger Fabric. Also, Sect. 4 discusses system architecture
and implementation of our recommended framework. Finally, this study concludes
with future guidance in Sect. 5.
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2 Land Verification Process in Bangladesh

2.1 Existing Methods for Registering Property in Bangladesh

In Bangladesh, anybody has the legal right to process an immovable property of land.
The general public in Bangladesh is ignorant of the complex record of rights (ROR)
transfer processes, which require hundreds of papers handled by several government
departments and take a long time to complete. As a result, intermediaries use every
administrative and legal gap they can find and use bribes to alter papers in order to
harass ordinary people. This, in turn, generates years of legal wrangling and is the
primary source of civil disputes in Bangladesh [3]. In Fig. 1, we discussed the current
working procedure of the land record management system in Bangladesh.

First of all, meet both the buyer and the seller for oral discussions. Then, the land
documents are examined and verified. The buyer and seller “Agreement to Sell” and
get it notarized. If the needed buyer wants to loan for land. Buyer and seller go to a
lawyer then verify their agreement. By the lawyer, the document with land money
has to be recorded within the stamp paper. Buyer transfers money through the sub-
registration office to the seller. The sub-registration office provides a money receipt

Fig. 1 Existing methods for registering property in Bangladesh
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Fig. 2 Property verification system in Bangladesh

to the buyer. After one to five months, he collected copies of the documents from the
sub-registration office. After obtaining all information, the sub-register office sends it
to the land office for mutation purposes. And after one to five months, buyer receives
themutation Khatiyan through the land office. This is how the existing systemworks.

2.2 How to Verify if a Property Is Presently Owned
in Bangladesh?

Property ownership disputes are quite prevalent in Bangladesh. Property documents
are readily faked and untrustworthy. If a person is not careful while purchasing
a property, he or she may encounter issues, including a possible dispute with the
property’s ownership at a later date. Verifying land ownership in Bangladesh, on the
other hand, is a time-consuming task. A buyer can check the ownership of a property
by following the procedures outlined in Fig. 2.

2.3 Complications with the Present Land Registration System

There are several problems in our current system.

• Verification of Ownership: Land registration agencies across the world confront
a number of problems, one of which is ensuring owner validation.

• Historical Record of Ownership: These assets do not have a recorded owning
history in many cases. When negotiating with unknown persons, getting access to
an asset’s entire historical record of owning (for example, a piece of land) enhances
confidence.

• Illegally Obtained Land Sales: Property may be sold without the owners’ or
insurers’ permission, resulting in economic loss.

• Getting Late for Ownership of Land Registration: Land registration and post-
pones in the transfer of owning on paper are time-consuming, lasting over the
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month. Erroneous property value might result in erroneous tax or insurance pre-
miums.

• Fails to Recognize a Fraud: Present paper-based or technological records are
ineffective in preventing identification fraud and identity theft, which can lead to
unlawful transactions.

3 Related Works

Md. Sakibul Islam et al. [4] proposed digital land registrationmodel, where they used
Ethereum, a public and permissioned Blockchain to build their model. In their article,
the privacy question is answered to a large extent by integrating the land registry on
Blockchain. This will be themost suited and also give infinite processing capabilities,
but there has been no earlier work on private Blockchains such as Hyperledger
Fabric. Due to the complexity of the technology, its maturity level, and unusual first
implementation that does not emphasize the true benefit of Blockchain, consumers
have diverse opinions and attitudes about the technology [6]. They explained the
earliest Blockchain technologies were public implementations for cryptocurrencies.
Kazi et al. [3] suggested a hybrid Blockchain-based system that assures stakeholder
coordination, data transparency, ease of access, and controls immutable transaction
records in this research. Given the government’s and general public’s technological
immaturity, they suggested a three-stage Blockchain adoption strategy that begins
with public Blockchain and progresses to a large-scale full hybrid Blockchain. To
establish an unchangeable and genuine database for land purchasers and owners,
certificates were specially formatted and encrypted on the public Bitcoin Blockchain
[7]. The system proposed in [8] this paper follows a decentralized approach of private
Blockchain with various consensus algorithms for validating each transaction of land
between the new owner and old owner without the involvement of third parties. For
a safe and trustworthy land register system, a Blockchain-based architecture is being
developed by using Ethereum [9]. Table1 shows the recent works of the different
proposed models with our proposed model. Mukne et al. [1] propose a single-level
anti-corruption model where anyone can access the system with admin permission.
This model enables Internet protocol Edge Services (IPES). Consider column two—
Alam et al. [3] propose a three-phase digitized model where anyone can access it
easily. This model enables Internet protocol Edge Services (IPES). Consider column
three—Thakur et al. [10] propose a single phase ownership transparent model where
anyone cannot access the system because of the private data. This model disables the
Internet protocol Edge Services (IPES). Consider our proposed model as an archive
digitization model where anyone can access the system with admin permission. This
model enables Internet protocol Edge Services (IPES).
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Table 1 Compression of different proposed models

Keyword Mukne et al. [1] Alam et al. [3] Thakur el al. [10] Our proposed
model

Propose year (2019) (2020) (2019) (2021)

Country India Bangladesh India Bangladesh

Challenge Anti-corruption Digitized Ownership
transparent

Archive
digitization

Proposed model One phase Three phase One phase Incremental two
phase

Blockchain
architecture

Permissioned Public and hybrid Privet or public Permission

IPES Enabled Enabled N/A Enabled

Experimental
result

Moves phase one
to two

Prototype N/A Compared with
benchmark

4 System Architecture

4.1 Proposed Model Workflow

Distributed network implementation in real life is the main challenge for us. Because
land registration system we can use two types of data. One of them is public and the
other one is private data [11]. Public data is available for every user, but private data
can see only specific users such as Ac land and surveyor. So, our main goal is to
define who sees the public data andwho sees the private data. Fig. 3 shows the system
architecture of the proposed model. When a user comes to take our service, we will
first ask him/her to register. If he/she has registered earlier, he/she will need to log
in and enter our system. After the login, an option will come in front of him/her by
going to the option called Check Details and he/she will have to be given details input
of the land which he/she is willing to purchase. As soon as he/she inputs, our system
will show him/her all the details of the land where the area, quantity, landowner, and
everything will be there. This will prevent the sale of fake land. If all the information
is correct, an option will be shown that says “Wants to registration”. Clicking on this
option will require filling up a form that will provide all rules and conditions and
land information, land price, etc. After submitting this form, a confirmation letter
will go to the landowner. If the owner accepts the form, then show the button which
is “pay the registration fee”, otherwise, there show a massage which is the owner
not accepting your request. When paying the registration fee, then it transfers to the
admin panel where all admin checks the papers. If all papers are well decorated as
per the rules and regulations, then it is asking for the payment for land price. The
transaction will be credited to Bangladesh Bank. This money will be handed over
to the land owner after a certain period of time. Through this, we will also be able
to ensure the security of payments. After transaction, a confirmation message would
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Fig. 3 Proposed system framework for land registration system

send both the new owner and the old owner. Finally, the new owner will be allowed
to download an online copy of the registration along with the government seal. This
is how the system works.
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4.2 Working Strategy of Blockchain Technology

Blockchain is a decentralized digitized ledger of transactions that is copied and dis-
tributed throughout Blockchain’s whole computer network structures [12–23]. Every
block of the chain comprises a number of transactions, and when a new transaction
takes place on the Blockchain, a record of that transaction is recorded to each user’s
ledger [9]. Blockchain is a distributed ledger system in which data is stored using
a hash, which is a cryptographic signature that cannot be changed [24]. If hackers
wanted to harm a Blockchain system, they’d have to change each block in the chain
across all distributed versions.
(1) Smart Contract: A smart contract is a type of code (written in Go, node.js, or
Java) that enforces contract processing between parties using Hyperledger Fabric.
Smart contracts use data from the Blockchain to automate corporate processes and
workflows [25]. An idea of smart contract automation is monitoring an SLA and
subsequently committing a reduction to the ledger for the given IT solution if it is
violated.
(2) Hyperledger Fabric: Hyperledger Fabric is a private Blockchain. A private
Blockchain enables businesses to use distributed ledger technologywithout providing
their data to the public. This is a permissioned Blockchain, which means that only
recognized nodes can join the network [2]. The Fabric has several components. The
major components of fabric are listed below.

1. Membership Service Provider(MSP): Membership Service Provider (MSP) is
a component that attempts to encapsulate themembership operation architecture.

2. Client: Clients are apps that suggest transactions over the network on behalf of
a user. To connect with a network, the client employs a Fabric SDK.

3. Peer: The state and the ledger transact a node to maintain a copy. The ordering
service sends blocks to a peer, who maintains the state and ledger.

4. Ordering Service: The ordered service offers orderers a connection that ensures
delivery for the Hyperledger Fabric.

(3) Hyperledger Fabric Work Flow: Hyperledger Fabric is a permissioned
Blockchain network created by organizations that want to form a consortium. Each
Blockchain network member organization is responsible for ensuring that its peers
are ready to join the network. Fig. 4 shows the step by step workflow of the Hyper-
ledger Fabric network.

• A transaction request is initiated by a participant in the member organization using
the client application.

• The transaction invocation request is broadcast by the client application to the
Endorser peer.

• To confirm the transaction, the Endorser peer examines the certificate informa-
tion and the others. The chaincode (i.e., smart contract) is then executed, and the
endorsement replies are returned to the client. As part of the endorsement response,
the Endorser peer provides transaction approval or rejection.
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Fig. 4 Hyperledger Fabric workflow

• The client now transmits the authorized transaction to the Orderer peer, who will
organize it correctly and put it in a block.

• The transaction is placed in a block by theOrderer node, then sends the block to the
Anchor nodes of the Hyperledger Fabric network’s various member organizations.

• Anchor nodes then disseminate the block to the rest of their organization’s peers.
The newest block is then updated in each peer’s local ledger.

5 The Implementation of Blockchain in Land Record
Registration

Represents the class diagram of the private Blockchain platform’s smart contract
development objects (user profile, add a property, transfer property, user owned
land, and transaction) as shown in Fig. 5. Personal information, addresses are stored
in the user’s NID. With this NID user information, there is an interface for retrieving
currently owned land and whether the user exists. A unique ID will be provided
to someone while adding the land details to the database. ID ensures ownership of
land. The landowner can promote his own land with the unique ID mentioned. When
anyone can buy and sell any land or property then can use transfer property and
transaction section otherwise, he will not use this system. User owner land section
confirms the existence of the landowner and provides information. Similarly, there
are necessary identifier information, multiple ownership support, ownership transfer
process. On the other hand, a land registration ensures the location of the object and
the identifier information. Each object is bound to the user of the Blockchain.
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Fig. 5 Class diagram of development land registration system

6 Experimental Analysis

In this part, we discuss the proposed system’s implementation. There are two
types of Blockchain technology, as previously stated: public Blockchain and pri-
vate Blockchain. We have chosen the private Blockchain for implementation of the
proposed system because our proposed system only requires a few nodes so it is
a cost-effective approach. In this paper, a variety of Blockchain implementations
have been deployed for constructing Blockchain-based applications [12–23]. We
utilized the Hyperledger Fabric framework (Linux Foundation, Hyperledger Fabric
3) for Ubuntu (Linux version) to develop the suggested system since it is a private
Blockchain implementation with good reliability and a stable community. We also
utilized a Hyperledger Composer that appears to support the Hyperledger Fabric
framework and run-time (Linux Foundation, Hyperledger Composer 4). It is a suite
of tools for creating Blockchain-based solutions quickly. Other tools used to imple-
ment the proposed system involve: (a) Client URL (a library for sending data using
different protocols), (b) Docker and Docker-Compose (used to construct and operate
numerous Blockchain network containers), (c) PHP, (Hypertext Preprocessor ), and
(d) NodeJs (used to create smart contracts).
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Table 2 System environment

Hardware Configuration

Operating system Ubuntu Linux 18.04.1 LTS

CPU Single vCPU @ 2.00GHz

Memory 32 GB

Hyperledger Fabric Version 1.2

Docker-Compose Version 1.5.2

Oracle VirtualBox Version 6.1.22

Docker Version 1.2.1

Table 3 Comparison of existing works with proposed work

Key terms Mukne et al. [1] Alam et al. [3] Thakur et al.
[10]

Proposed model

User validation � � � �
Identity management � X � �
Data monitoring � � � �
Decentralized access � � � �
Availability � X X �
Flexibility X X X �

We perform the offered model utilizing Hyperledger Composer and Fabric.
Through our analyses, we assume that the user data is recovered of the JSON and
demanded data by using the Rest User, for instance, Postman server. Each server
was created on the Virtual EC2 instance On AWS, which serves as Ubuntu Linux
18.04.1, 32 GB RAM, and single VCPU @ 2.00GHz on the similarly local PC as
the description of the summary in Table2. To develop the entire architecture, we
applied the Hyperledger Composer playground. We utilized Hyperledger Fabric (v
1.2) Linux foundation with hosted an open-source project.

We have used Blockchain technology to ensure user validation used in our project
where each customer ensures validation by matching the land ledger number is
shown Table3. Identity management, data monitoring and availability, as well as
decentralized access, flexibility and speedy, and low-cost quick solutions, will all be
accessible in our system, which will keep land data safe and secure. Our proposed
systemhas a decentralized networkwith an immutable transaction history for a forge-
proof system that can also keep track of all papers online. Lastly, our best reason
for all models is the time factor. Other models need maximum time, whereas our
model takes less time for each task. Additional transactions can be done through our
model in the short term. As we see, the graph of Fig. 6 shows that each set needs
less time to complete the task. But as the number of tasks increases, the number
of executions will also increase. Although our model always needs less time than
others. When the number of tasks is 0–20, then our model completes the transaction



182 Md. A. H. Wadud et al.

Fig. 6 Tasks number versus execution time

in 5 s, whereas other models require 30–45 seconds. Similarly, when the number of
tasks is 20–40, 40–60, 60–80, and 80–100, our model takes 13, 18, 23, and 28s,
respectively, whereas other models take up to 40–85 seconds.

7 Conclusion

In Bangladesh, registered land maintenance and its frequent updating have proven
to be a difficult undertaking. The general public has lost faith in the current systems.
Many are not sure if anyone else’s name is on the land in their name. And many
people cannot be sure who the real owner of the land is when they buy land? We
have to go to the land office to register and face various problems. That is why
we have introduced a Blockchain-based online land record system. In our system,
people can register land very quickly without any problem. Updating our systemwith
accurate information can quickly register land. One of the many benefits is that no
one can change the transaction history. There will be no doubt about it, and no one
will be able to show fake records even if they want to. Thus, this Blockchain-based
system proves that all matters of transfer of land ownership is very protective, and it
is essential for a corrupt country like us.
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HealthBlock: A Secured Healthcare
System Using Blockchain

Md. Mahfujur Rahman , Md. Nur Amin Sifat, Mostafizur Rahman,
Mushfiqur Rahman, Shamim Al Mamun , and M. Shamim Kaiser

Abstract Blockchain technology enables a distributed and decentralized environ-
mentwith nomore central authority. To increase the accuracy of electronic healthcare
records (EHRs) and establish a secured patient-centric approach, Blockchain can be
a smart solution in this case. Blockchain is a distributed ledger technology that allows
for the secured transfer of medical records while a transaction is created in the net-
work. As Blockchain is decentralized and transparent if one user tampers with med-
ical records of transactions, all other nodes/participants would cross-reference each
other and easily pinpoint the node/participants with the wrong information. In this
paper, we proposed a smart contact-based Blockchain technology and implemented
it in the Hyperledger framework to make the healthcare system more confidential
and secure. Moreover, Smart contracts give us more security while transacting data
and reduce the entire transaction cost, and also make faster transaction speed.

Keywords Blockchain · Hyperledger fabric · Smart contract

1 Introduction

In the healthcare system, large information is produced throughout the world with
multidimensional medical services information. There is an increasing interest in
digitalizing healthcare systems by governments and related industry sectors, partly
evidenced by various initiatives taking place in different countries and sectors. How-
ever, healthcare data can be faltered to share delicate clinical information. Therefore,
patient data and related huge scope information mining have become a troublesome
test. Blockchain innovation is considered to have the potential for securing med-
ical data. Blockchain is a decentralized framework, in which importing the infor-
mation isn’t put away in a focal area and it isn’t being constrained by a single
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person. Blockchain is decentralized and no central position controls the substance
added to the Blockchain [1]. Rather, the passages given to the Blockchain are settled
upon in a distributed system utilizing different agreement conventions. The attribute
of Blockchain is steadiness. It is difficult to erase sections in the wake of being
acknowledged onto the Blockchain because of the conveyed record, put away over
various hubs. Moreover, the chance of namelessness is an engaging trademark used
in numerous Blockchains [1].

Blockchain has the potential to solve problems like clinical data confidentiality,
privacy, sharing, and storage in the healthcare sector. Interoperability is a key neces-
sity in EHRs because it allows healthcare practitioners and patients to interchange
data or information precisely, efficiently, and consistently so that it can be shared
throughout the environment and disseminated by different hospital systems. Costs
are key factors in healthcare infrastructure and software, putting enormous strain on
global economies. Blockchain technology is improving patient outcomes, optimiz-
ing business processes, patient data management, enhancing compliance, lowering
costs, and enabling better use of healthcare-related data in the healthcare sector [2].

One critical step in making the healthcare system smarter and improving the qual-
ity of healthcare services and users’ experiences is the capacity to share healthcare
data without jeopardizing users’ privacy and data security. The goal of this work is
to present a secure healthcare data sharing system that addresses privacy concerns.

Our contribution in this paper is as follows:

• Abrief description of the existing Blockchainmodel is delineated in the healthcare
system.

• A smart contract-based Blockchain architecture with Hyperledger fabric is pro-
posed in the healthcare eco-system.

• A simple application is implemented using proposed model.

The rest of the paper is organized as follows. In Sect. 2, Relatedworks are stated of
Blockchain. Challenges for Blockchain in the healthcare system is stated in Sect. 3. In
Sect. 4, we proposed a smart contract-based framework implementation with hyper-
ledger fabric of Blockchain in the healthcare system. In Sect. 4, we discussed the
results and implemented proposedmodel. Finally, the conclusion discussed in Sect. 6.

2 Related Works

There are many applications [3–7] using Blockchain technology that has been pro-
posed to verify certificates, secure patient data, secured healthcare system, smart
secured land administration system, supply chainmanagement, andmore. In this part,
some traditional approaches based on Blockchain technology for secured healthcare
systems are presented. Azaria et al. [8] proposed framework gives secure access to
the data of the patients. The clients know about the clinical history and patients are
being taken in certainty changes should be possible if necessary. Benefits are given
to users to get rights to the framework on what kind of understatement will appear
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to the Blockchain excavators. An association is made between the foundation with
the current information stockpiling. The proposed framework accomplishes decen-
tralization of clinical records in a made sure way. The structure utilized the brilliant
agreement instrument and POW-based accord calculation to approve another square
in their Blockchain-based framework. Cirstea et al. [9] describe the Blockchain inno-
vation followed by clinical applications (MedBlock). MedBlock changes the general
clinical framework proficiency. Anybody can offer involvement in medicines, dis-
ease, sensitivities, and so forth that also help to framework gather information and
doctors, researchers and drugstores effectively get to these records. The authors uti-
lize the sha-2 and sha-3 encryption techniques for security purposes. Yaqoob et al.
[10] describe that in medical services, patients need security, realness, straightfor-
wardness of exchange appropriately. Blockchain technology handles the issue of
computerized trust by safely recording significant data in an open space. The authors
give a few impediments of this model: these are a danger to legitimacy, a danger to
ID and determinations of essential examinations, a danger to data extraction, and so
forth. McGhin et al. [11] depict insight concerning shrewd contact, extortion loca-
tion, and personality confirmation. The authors acquainted us with some significant
issues that they guarantee that current Blockchain applications don’t top off some
medical services novel prerequisites, however, scientists attempt to beat these issues.
Tanwar et al. [12] proposed an entrance control strategy algorithm for improving
information accessibility between human services suppliers. This is a Hyperledger-
based electronic healthcare services record sharing framework that utilizes the idea
of a chain code. Some valuable ideas which can measure Blockchain execution,
for example, inactivity, throughput, Right transfer transaction (RTT) they attempt
to utilize here precisely. In addition, contrasted with conventional Electronic social
insurance record frameworks, which use customer server design, they proposed a
framework that utilizes Blockchain for improving the effectiveness and security of
human services frameworks. The authors propose two algorithms here, one algo-
rithm is an administrator and has full access to a framework. Administrators can
add applicable individuals to the framework and have full access to read, write and
refresh and expel any client from the framework. Another algorithm is a patient block
can log in framework utilizing a private key. The patient can access, read, write his
data. If any client is substantial, at that point client can be seen by the patient, clini-
cian, and research facility staff records over a Blockchain organization. Hasselgrena
et al. [13] wanted to improve the presence of Blockchain highlights for the social
insurance framework, health science, and health instruction. Creators audit a few
papers and the greater part of the papers examine the Electronic social insurance
framework, individual medicinal services framework utilizing Blockchain innova-
tion. Ethereum and Hyperledger textures are well-known Blockchain innovations.
The authors presented us with a record database.
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3 Challenges

Uncertainty: The Blockchain idea isn’t far reaching yet and there are just a couple
of effective activities dependent on this cutting edge innovation right now. That is a
significant obstacle since we don’t have numerous effective Blockchain models to
follow which makes an unsure circumstance.

Storage Capacity: Blockchain inside the healthcare services industry will be made
out of clinical records, pictures, archives, and lab reports which require a lot of extra
room. Theoretically, every part remembered for the chainwould have a total duplicate
of the full clinical record of each person in the U.S. also, this volume might surpass
the capacity limit of current Blockchain innovation.

Information Proprietorship: Who will claim the medical record information?Who
will allow consent to share it? That sort of organized office or procedure hasn’t been
built up yet.

Cost: The expense of building up and keeping up a medicinal services Blockchain
is obscure yet and nobody can truly consider this innovation without thinking about
its costs early.

Rules and Guidelines: There are no standards accessible to address the utilization
of Blockchain in the human services industry. It is additionally uncertain concerning
how new arrangements with respect to human services Blockchain will adjust to
current security guidelines like the HIPAA demonstration.

4 Proposed Methodology

In this section, we proposed a model through smart contract approach and how med-
ical data is secured and fair transaction through implementing the model in future.
Proposed model construct smart representations of existing medical records that are
kept on the network within individual nodes using smart contracts. We create con-
tracts that provide metadata about record ownership, permissions, and data quality.
In this system, related stakeholder such as patient, doctor, nurse, lab technician, and
pharmacy as shown in Fig. 1 registered as a node and create transaction among them
through smart contract which is implemented by hyperledger framework. The whole
transaction process and its data are saved in the blocks of Blockchain through smart
contracts.

To preserve performance and economic sustainability, all medical record data is
saved in local database storage such as couchdb, and the hash of the data and commit-
ted to the chain. The Blockchain smart contract system has been used to create and
implement several medical functionalities in the healthcare system. This services can
be a medical prescriptions to the treatment of severe diseases and related procedures,
such as surgery patients’ treatment procedures. The goal of creating these medical
smart contracts is to make it easier for doctors, patients, and healthcare organizations
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Fig. 1 Smart contract-based proposed model for healthcare system

to overcome bottlenecks in the administrative process. A doctor canwrites a prescrip-
tion for a patient and uses a smart contract to add it to the patient’s medical records.
The pharmacy then has access to this prescription via a Blockchain smart contract
that has been approved by both the primary doctor and the patient. In this way, the
smart contract in our suggested approach can manage all transactions. Participants
in our suggested model include a doctor, a patient, a nurse, a lab technician, and a
pharmacist, as depicted in Fig. 1. Participants can use Blockchain smart contracts to
communicate information with labs, doctors, emergency clinics, and other partners.

5 Implementation of Proposed Model

The proposed application, HealthBlock is tested, executed and evaluated on the
hyperledger fabric network. All transactions executed using the deployed smart con-
tract in the hyperledger fabric network. Certificate authority provides the notion of
identity for the participants who will generate transaction on the Blockchain. So,
this identity will be digital certificate and participants will do signed that transaction
using this digital certificate and submit them to the Blockchain so that they authenti-
cate with the Blockchain that they are a legitimate user and it also ensures that they
get the right access privileges on the Blockchain for the transaction they are per-
forming. Endorser peer checks the transaction by verifying the requester’s certificate
and roles, as well as executing the Smart Contract and simulating the transaction’s
conclusion. For the Hyperledger Fabric network, the orderer peer serves as the pri-
mary communication route. The Orderer peer/node is in charge of ensuring that the
Ledger state is maintained consistently across the network. The block is created by
the orderer peer, who then distributes it to all peers Fig. 2.
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Fig. 3 Create patient transaction

Fig. 4 Create patient UI response

Figure3 represents the transaction of patient creation which will be saved on the
Blockchain network. Every transaction has unique doc type, id or key so that later it
can trace every successful transaction data.

Figure4 represents the patient creation client side API response. In client side
user can send this data and save it in the blockchain.
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Fig. 5 Create doctor transaction

Fig. 6 Create doctor UI response

Figure5 represents the doctor creation transaction. Every transaction have unique
doc type, id or key which can trace every successful transaction data.

Figure6 represents doctor creation client side view. Any doctor can fill his/her
information here and register as doctor in Blockchain.

Figure7 represents the pharmacy creation transaction. Pharmacy can be only one
or multiple here. Same as previous transaction every transaction has unique doc type,
id or key which can trace every successful transaction data.

Figure8 represents the pharmacy creation client side view. Any user can easily
fill all pharmacy requirement and registered as a pharmacy of this healtcare system.
Figures9, 10, 11, 12, 13, 14 represents the Blockchain transaction via smart con-
tract. All transaction which created in the Blockchain networks will save in couchdb
Database which shown in Fig. 15.
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Fig. 7 Create pharmacy transaction

Fig. 8 Create pharmacy UI response

Fig. 9 Create lab technician transaction

Fig. 10 Create lab technician response
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Fig. 11 Create prescription transaction

Fig. 12 Create prescription response

Fig. 13 Share prescription transaction
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Fig. 14 Share prescription response

Fig. 15 All transaction in couchdb database

6 Conclusion

Exploration on the utilization of Blockchain in medical services is currently set-
tled as a scholastic field, and the number and nature of distributions are expanding
quickly. This study tried to find out the current Blockchain research trends in the
healthcare system and also find out the vulnerabilities of existing research works on
healthcare using Blockchain technology. This study also proposed a smart contract-
based secured medical record data storage in decentralized mode. This study is also
trying to give a research direction for the researcher for further improvement in the
electronic health record system. In the future, we will try to implement this at the
production level.
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k-Nearest Neighbor Learning for Secure
Intelligent Reflecting Surface Design

Yumou Chen, Muhammad R. A. Khandaker, Sami Azam, Faisal Tariq,
and Risala T. Khan

Abstract Recently, intelligent reflecting surfaces (IRSs) have seen an upsurge of
interest due to their ability to make the wireless environment programmable, which
has historically been treated as an uncontrollable natural phenomenon. Even passive
IRSs consisting of many reflecting units can autonomously adjust the reflection coef-
ficients to alter the phase and amplitude of the incident signals. However, optimal
reflection design for large IRSs are deemed to be impractical due to the underlying
computational complexity. In this paper, we design IRS-assisted programmablewire-
less environment for secure communication using deep learning techniques. More
specifically, we consider the k-nearest neighbor learning algorithm for significantly
reducing the computational complexity in IRS design. Simulation results demon-
strate the effectiveness of the proposed deep learning-based solutions as compared
with traditional alternating optimization.

Keywords Machine learning · 6G · Secrecy rate · DNN · KNN

1 Introduction

In the sixth generation (6G) and beyond communication systems, physical layerwire-
less signal propagation has been envisioned to be programmable, which had histori-
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cally been considered as a natural and uncontrollable phenomenon [1].Metamaterial-
based intelligent reflecting surface (IRS) consists a large number of passive reflec-
tive elements. It can reconfigure the radio environment by intelligently adjusting
phase angle in the reflected version of the incident signal. Metasurface-based IRS
is being considered as a key enabling technology for 6G [1, 2]. In stark contrast to
existing transceiver wireless link adaptation technologies, IRS actively modifies the
communication channel between transmitter and receiver through its programmable
reflecting units. This provides a freedom for further improving the performance of
the wireless link and the realization of an intelligent and programmable radio envi-
ronment [3].

Compared with traditional communication channels, IRS has many significant
advantages. Firstly, IRS transmits the signal mainly by passive reflection so it does
not need to consume energy. Secondly, its programmability provides more flexibility
for signal transmission. Thirdly, it is composed of low-cost material so that it can be
easily used on a large scale. Last but not least, the characteristics of the IRS brings
enormous prospects for physical layer security to be implemented in practice. In this
paper, we leverage this idea to improve communication security through the joint
optimization of beamforming at the transmitting access point (AP) and adjust the
reflecting coefficient of the IRS. If the reflection units of intelligent reflective surface
can be designed appropriately, IRS can be used to reflect a gain signal or a break
signal onto a signal to the user and a signal to the eavesdropper, respectively [4].
This will enhance the signal of the user and weakens the signal of the eavesdropper
so as to improve the security.

Several works have recently considered IRS-based designs for secure commu-
nications [5–7]. While these works demonstrate significant improvement in terms
of spectral and energy efficiency, most of the proposed approaches in the literature
work in iterative fashion, which is heavily computation demanding. While IRSs are
generally meant to be implemented in large scale, the optimal design of such IRS
reflections is merely impractical. In addition, the metasurface-based IRSs are intelli-
gent in just name unless they can effectively learn from the environment for optimal
reflections. On the other hand, 6G communication systems where IRS is expected
to be a core component, will require almost zero latency for end-to-end communi-
cations. Therefore, practically implementable IRS designs are essential in order to
yield the maximum benefit of the technology. Toward this end, we propose deep
learning-based IRS designs for secure wireless communication. More specifically,
we consider the k-nearest neighbor learning algorithm for real-time design of the IRS
reflections. The objective is to maximize the achievable secrecy rate under transmit
power constraint. The proposed approach significantly reduces computational com-
plexity as well as end-to-end communication latency. Simulation results demonstrate
that the of the proposed deep learning-based solutions can yield comparable perfor-
mance with traditional alternating optimization.
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Fig. 1 The model of IRS in the project

2 System Model

Let us consider that an access point (AP) equippedwithM antennaswants to transmit
a secret message to a single-antenna legitimate receiver with the aid of an IRS with
N reflecting units avoiding a single-antenna eavesdropper (Fig. 1). w is the beam-
forming vector at the AP. The Euclidean norm of w needs to satisfy the maximum
transmit power constraint at the AP (PAP):

||w||2 ≤ PAP. (1)

The reflection units of IRS is denoted by q = [
q[1], q[2], · · · , q[N ]]T , where

q[n] = βne jθn . The phase shift θn ∈ [0, 2π) and the amplitude reflection coefficient
βn ∈ [0, 2π), n = 1, · · · , N . In this model, βn is considered as 1 to get themaximum
reflect power. Therefore, |q[n]| = 1,∀n.

In this paper, all the channels are considered as quasi-static flat-fading chan-
nels. Let us denote the channels from AP to users, from AP to eavesdropper, from
AP to IRS, from IRS to user, from IRS to eavesdropper, respectively, as hAU =√

ζ0 (d0/dAU)αAUgAU,hAE = √
ζ0 (d0/dAE)

αAEgAE,HAI = √
ζ0 (d0/dAI)

αAIgAI,hIU
= √

ζ0 (d0/dIU)αIUgIU,hIE = √
ζ0 (d0/dIE)

αIEgIE, where gx,y indicates spatially cor-
related Rician fading model between x and y.

Thus the user’s received signal yU and the eavesdropper’s received signal yE can
be respectively expressed as:

yU = (hIUQHAI + hAU)w + nU, (2)

yE = (hIEQHAI + hAE)w + nE, (3)
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where Q is the diagonal matrix with q as the main diagonal. nU and nE denote the
Gaussian noises of the user with variances σ 2

U and that of the eavesdropper with
variances σ 2

E respectively. The user’s achievable rate RU and the eavesdropper’s
achievable rate RE can be expressed as:

RU = log2

(
1 + |(hIUQHAI + hAU)w|2

σ 2
U

)
, (4)

RE = log2

(
1 + |(hIEQHAI + hAE)w|2

σ 2
E

)
, (5)

3 Problem Formulation and Proposed Solution

Our aim is to maximize the communication secrecy rate of the system Rsec = [RU −
RE ]+ by jointly optimizing the transmit beamforming vector fromAP and the reflect
beamforming vector from IRS. This problem can be formulated as:

max
w,Q

log2

(
1 + |(hIUQHAI + hAU)w|2

σ 2
U

)

− log2

(
1 + |(hIEQHAI + hAE)w|2

σ 2
E

)
(6a)

s.t. ||w||2 ≤ PAP, (6b)

Q = diag
(
β1e

jθ1 , · · · , βNe
jθN

)
, (6c)

|q[n]| = 1,∀n. (6d)

We need to maximize the value of Rsec by optimizing w and Q. The problem
(6) is a non-convex problem with a non-convex objective together with non-convex
constraint (6d) so that the problem is extremely difficult to solve. In the following,
we first apply traditional block coordinate descent (BCD) method, and then apply
deep learning techniques to solve the non-convex problem.

3.1 Traditional Iterative Approach

A traditional approach to solving the non-convex problem (6) is to decompose the
problem into convex sub-problems and then solve in an alternating fashion [6]. In
the alternating optimization algorithm, we first optimize the beamforming vector w
based on givenQ, and then optimizeQwith the optimizedw. This process is repeated
until the required accuracy is reached.
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Optimizing w with given Q By denoting

A = 1

σ 2
U

(hIUQHAI + hAU)H (hIUQHAI + hAU) , (7)

B = 1

σ 2
E

(hIEQHAI + hAE)H (hIEQHAI + hAE) , (8)

we obtain from (6)

max
w

wHAw + 1

wHBw + 1
(9a)

s.t. wHw ≤ PAP. (9b)

The optimal solution to problem (9) is given by [8]

wopt = √
PAPumax, (10)

where umax is the eigenvector corresponding to the largest eigenvalue of the matrix(
B + 1

PAP
IM

)−1 (
A + 1

PAP
IM

)
where IM denotes an M × M identity matrix.

Optimizing q with given w This time we obtain

max
q

1
σ 2
U

|(hIUQHAI + hAU)w|2 + 1

1
σ 2
E

|(hIEQHAI + hAE)w|2 + 1
(11a)

s.t. Q = diag
(
β1e

jθ1 , · · · , βNe
jθN

)
, (11b)

|qn| = 1,∀n. (11c)

Since
hIUQHAI = qT diag (hIU)HAI,

hIEQHAI = qT diag (hIE)HAI,
(12)

we have
1
σ 2
U

|(hIUQHAI + hAU)w|2 = sHGUs + hU
1
σ 2
E

|(hIEQHAI + hAE)w|2 = sHGEs + hE
(13)

where s = [
qT , 1

]T
, GU, GE are defined at the top of the next page, and

hU = h∗
AUw

∗wThT
AU

σ 2
U

, hE = h∗
AEw

∗wThT
AE

σ 2
E

. (14)
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GU = 1

σ 2
U

[
diag

(
h∗
II

)
H∗

AIw
∗wTHT

AI diag (hIU) diag
(
h∗
IU

)
H∗

AIw
∗wThT

AU
h∗
AUw

∗wTHT
AI diag (hIU) 0

]
(15)

GE = 1

σ 2
E

[
diag

(
h∗
IE

)
H∗

AIw
∗wTHT

AI diag (hIE) diag
(
h∗
IE

)
H∗

AIw
∗wThT

AE
h∗
AEw

∗wTHT
AI diag (hIE) 0

]
(16)

By substituting (13) and into (11), the problem can be simplified to

max
s

sHGUS + hU + 1

sHGES + hE + 1
(17a)

s.t. Q = diag
(
β1e

jθ1 , · · · , βNe
jθN

)
, (17b)

sHEns = 1,∀n (17c)

where the (i, j)th element of En satisfies

[En]i, j =
{
1 i = j = n
0 otherwise .

(18)

By applying semi-definite relaxation (SDR) technique [9], and denoting S � ssH ,
the problem (17) can be converted to a relaxed form

max
S�0

tr (GUS) + hU + 1

tr (GES) + hE + 1
(19a)

s.t. tr (EnS) = 1,∀n (19b)

Next, setting μ = 1/ [tr (GES) + hE + 1] and X = μS and applying Charnes
Cooper transformation [9], the problem can be expressed in non-fractional form

max
μ≥0,X�0

tr (GUX) + μ (hU + 1) (20a)

s.t. tr (GEX) + μ (hE + 1) = 1 (20b)

tr (EnX) = μ,∀n. (20c)

Problem (20) is a convex semi-definite programming (SDP) problem, which can
be solved by interior point method [10]. The overall procedure is summarized in
Algorithm 1.
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Algorithm 1 Conventional iterative algorithm

1: Initialize: Set k = 0; w[0] = hHAI||hAI|| ; q
(0) = 1N and R(0) = f (w(0),q(0)).

2: repeat
3: Set k = k + 1;

4: With given q(k−1), find the umax of
(
B + 1

PAP
IM

)−1 (
A + 1

PAP
IM

)
. Set w(k) = √

PAPumax.

5: With givenw(k), solve problem (20) to get the approximate solution q(k) after standard Gaussian
randomization.

6: Set R(k) = f (w(k),q(k)).

7: until R(k)−R(k−1)

R(k) < ε.

Fig. 2 Principle of
judgment in kNN algorithm

3.2 Proposed k-Nearest Neighbor Algorithm

The k-Nearest Neighbor (kNN) classification algorithm (aka proximity algorithm),
is one of the simplest classification algorithms using deep learning. kNN algorithm
classifies by measuring the distance between different feature values.

To be more specific, the sample will be divided into a class if most of the k nearest
samples of the current sample belong to the certain class. In the kNN algorithm, all
comparison samples are correctly classified in advance. This algorithm classifies by
comparing all the samples to get the samples with the most similar features.

For example, if the green dot in Fig. 2 represents an unknown category, the kNN
algorithm needs to classify it as belonging to a red triangle or a blue square. First,
the kNN algorithm needs to get the value of k (how many nearest samples are taken
as classification criteria). When k is equal to 3, the closest three colors are red, red,
and blue, so the kNN algorithm classifies the dot as red class. If k is equal to 5, the
green dot is classified to a blue class because the blue square ratio is 3/5.

Since kNN algorithm is used to solve classification problem, we need to transmit
the regression problem to classification problem. In problem (6), we set a million
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Algorithm 2 Proposed kNN Algorithm
1: Calculate the distance between the point in the data set of a known category and the current

point;
2: Sort in increasing distance order;
3: Select the k points with the smallest distance from the current point;
4: Determine the frequency of the first k points in the category;
5: Return the category with the highest frequency of the first k points as the predicted classification

of the current point.

random data sets of channels and divide the q and w into ten equal parts within their
value ranges. Then find a set q and w that maximizes secrecy rate as the class of
the channel. After a sufficiently large training set is established in this way, it just
need to find the most similar channels after comparison when entering new channel
parameters and get the value of q and w according to its class in common kNN
algorithm.

3.3 Deep Supervised Learning Approach

The neural network layer constructed by the model in this paper is the dense neural
network layer or called the fully connected layer which means all the upper layer
and the next layer of neurons are fully connected. Such a dense network connection
can better reflect the real human brain connection and make full use of all features
for training.

After the data pre-processing generates features and label, they need to be input
into themulti-layer perceptronmodel for training to establish a deep learning training
model. The flowchart of DNN model is shown in Fig. 3, we can see that it updates
hidden layers by following the result of calculated error.

After building a deep learning model, a back propagation DNN algorithm is used
for training. Back propagation algorithms are often used in conjunction with opti-
mizers to train multi-layer artificial neural networks [11, 12]. The back propagation
algorithm is a supervised learning method which needs to input features and labels.
By continuously learning the weights and biases of the DNN, an optimizer is used to
minimize the difference between the output value of the deep neural network and the
true target value. In this paper, we choose to use stochastic gradient descent (SGD)
algorithm. Here are the steps,
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Algorithm 3 Supervised Learning Algorithm
1: Establish a multi-layer perceptron model, and initialize the weights and bias of the model with

random numbers.
2: Input the features to the neural network for calculation.
3: Calculate the output result through multiple hidden layer networks.
4: Use the loss function to calculate the error between the output and the label. In this project, the

loss function uses the cross entropy function [13], which can be expressed as:

δL = ∂ f (W, b)

∂zL
= ∂ f (W, b)

∂aL
	 σ ′ (zL

)
(21)

where	 is the circle convolution or called cyclic convolution,W is the weights, b is the bias, δL

is the error value of output layer, zL is the neuron input of output layer, aL is the neuron output
of output layer and σ is the activation function.

5: According to the error value, the weights and deviations of neuron connections are reversely
updated layer by layer. According to mathematical induction,

δl = δl+1 ∂zl+1

∂zl
=

(
Wl+1

)T
δl+1 	 σ ′ (zl

)
(22)

6: Then the gradient expression is

∂ f (W, b)

∂W ′ = ∂ f (W, b, x, y)

∂z′
∂z′

∂W ′ = δl
(
al−1

)T
(23)

7: Further, we can use the gradient descent method to optimize the model until we get the required
accuracy.

Fig. 3 The model of DNN
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Table 1 Simulation parameters

Simulation parameter Symbol Value

AP location lAP [0, 0]
User location lU [150, 0]
Eavesdropper location lE [145, 0]
IRS location lIRS [145, 5]
Path loss ζ0 −30 dB

The reference distance d0 1 m

The distance from AP to user dAU 150 m

The distance from AP to eavesdropper dAE 145 m

The distance from AP to IRS dAI 145.086 m

The distance from IRS to user dIU 7.071 m

The distance from IRS to eavesdropper dIE 5 m

The path loss exponents between AP and user αAU 3

The path loss exponents between AP and eavesdropper αAE 3

The path loss exponents between AP and IRS αAI 2.2

The path loss exponents between IRS and user αIU 3

The path loss exponents between IRS and eavesdropper αIE 3

Rician factor K 1

The spatial correlation matrix R [R]i, j = 0.95|i− j |

Variance of Gaussian noise at user σ 2
U −80 dBm

Variance of Gaussian noise at eavesdropper σ 2
E −80 dBm

Accuracy ε 10−3

4 Simulation Results

In this section, we evaluate the performance of the proposed approach. In all the sim-
ulations, we used the parameters as described in Table1 unless otherwise specified.
We chose the spatially correlated Rician fading model.

Figure4 shows the system secrecy rates versus the transmit power with different
algorithms. It is clear that optimizing AP alone without using IRS (q = 0) performs
the worst. The reason is that the communication channel used by the user is highly
correlated with the communication channel used by the eavesdropper. As for other
algorithms which use IRS, IRS can adjust the reflecting coefficients of reflecting
units to add gain signal to the signal of users to strengthen signal power.

Compared with the beamforming without IRS, it is obvious that IRS can improve
a lot in communication secrecy. The AP MRT line denotes the method that uses
maximum ratio transmission (MRT)-based beamforming at the channel between the
IRS and the AP. The performance of alternating optimization (proposed in [6]) result
is better than the performance of AP MRT with IRS result because the alternat-
ing optimizing algorithm jointly optimizes both IRS reflect beamforming and AP
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Fig. 4 Secrecy rate versus transmit power

transmit beamforming. However, the computational complexity of the ‘Alternating
Optimization’ is significantly higher.

We also apply two machine learning algorithms to compare with traditional alter-
nating algorithms. It is obvious that the optimization performance of these two ML
algorithms is comparable to that of traditional algorithms. The DNN (supervised
learning) method performs much closer to the ‘Alternating Optimization’. The rea-
son is that the training set is taken from traditional algorithm in [6]. For the kNN line,
it has the theoretical possibility to surpass the traditional algorithm. Its training set
verificationmethod is similar to the exhaustivemethod. In Fig. 5, we can observe how
the error rate of kNN decreases with the increasing of training set size. If the training
set can be raised to a sufficiently large level, the kNN algorithm can theoretically
outperform the traditional algorithm.

Although the performance of the two machine learning algorithms is not as good
as the traditional algorithms, they have their own advantages. Traditional algorithms
require a lot of mathematical calculations after each signal is emitted to IRS and then
adjust the IRS reflection coefficient. For ML methods, they have trained the entire
model which can get the result of IRS reflection coefficient immediately without
many mathematical calculations.

DNN algorithm has better performance than kNN algorithm, but the generation
of training sets for kNN are much easier than that of DNN [14, 15]. In Fig. 6, we
can observe that the time required for DNN to build a model is much longer than
kNN and the gap is still getting larger as the amount of data becomes larger. The
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Fig. 5 Error rate of kNN varies with size of the training data set

reason is that the training set of kNN algorithm only needs exhaustive method to get
the maximum value while DNN algorithm needs a lot of calculation by traditional
algorithm. Therefore, under the premise of large scale application, kNN algorithm
has the advantage of saving more cost.

Figure7 illustrates the average secrecy rates versus the number of reflecting units
(N) when the transmit power is 15 dBm. The optimal AP without IRS line does not
increase because it does not have IRS. The performance of all the algorithm with
IRS becomes better with the increasing of N. As the increasing of size of IRS, the
beamforming can be more effective. In addition, the performance of DNN is very
close to that of traditional alternating algorithms when the reflecting units of IRS are
enough.

By comparing the three solutions, the traditional alternative optimization algo-
rithm has the best performance, and the machine learning algorithm can get the
results quickly. In practice, the large amount of computation required by the tradi-
tional algorithm cannotmeet the requirements of future communication systems. The
DNN performs better with the computational power of the personal computer but the
kNN has a higher ceiling if the computational power can be increased significantly.
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5 Conclusion

The IRS is a cost-effective technology consisting of a large number of low-cost
reflection units, which can greatly improve the performance of the physical layer
without incurring the high cost and power consumption required for multiple anten-
nas. We have introduced a truly intelligent reflecting surface aided secure commu-
nication system. After modeling and formulation of practical problems, the solu-
tion of the problem is analyzed by comparing the advantages and disadvantages of
traditional algorithm (alternating optimization) and machine learning algorithm (k-
Nearest Neighbor Algorithm and Deep Neural Networks) are applied. Simulation
results demonstrate that the proposed learning approaches can achieve comparable
performance with the alternating optimization algorithm, and is simpler to imple-
ment, shorter in operation time and offers greater flexibility.
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Smart Home Surveillance Based on IoT

Lutfun Nahar , Md. Shahadat Hossain , Nusrat Jahan, Mayesha Tasnim,
Karl Andersson , and Md. Sazzad Hossain

Abstract Internet of things (IoT) is a process of inter-networking of constitutional
design, vehicles (also referred to as “connected devices” and “smart devices”), and
various objects—included with software, electronics, actuators, sensors, and inter-
network connectivitywhich is used to gather and interchange of data and information.
IoT can control objective and gather information from distance across the network.
Recently smart home systems attained more popularity to increase the quality of life
where smartphone application plays an important role to monitor home apparatus
using wireless communication. The target of this research is to develop an IoT-based
smart home to control specific devices and monitoring house using android mobile
devices. Features that are used here are temperature, gas detection, and door lock.
A channel, alarm system, door lock can be visualized by the users from any mobile
device. If any change happened in the monitored data, user will be notified.

Keywords IoT · Smart home · Temperature · Gas · Door lock · Smart bin

1 Introduction

IoT is a process of interconnected counting instrument, digital instruments, object,
animals, and people that are giving the power to change data over an interconnec-
tion without demanding interaction between human and computer. In IoT, Internet
with smart technology is used to establish communication between devices using
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actuators, and wireless sensors that has been controlled remotely and also monitored
by the people for automation is mentioned as Internet of things. The term “Things”
widely used for physical instruments like sensors, microcontroller, cameras, and
other devices.

A smart home is a concept that uses devices which connects through Internet
to enable the remote monitoring and management. It associates everything in the
network by Internet. In this term, we can monitor homey apparatus like fluorescence,
air cooling, ventilator, TV, fridge, automatic washer, safety technique, etc. It can
also be self-discipline and advised itself by using artificial intelligence. These cases
additionally aid improvement home’s vigor usefulness, which can minimize vigor
bill.

The basicmost essentials objectives of home automation are to save users time and
making livelihood common and standard. This research focuses on implementation
of smart house that can monitor house air condition by pressing a key. On the other
hand, there is an Android app for controlling the home apparatus.

This research integrates all features of home apparatus so that one can easily
operate their home apparatus from distance by using smart device.

The remaining part of the paper is prepared as follows. Relevant works on smart
home automation system describe in Sect. 2. Section 3 outlines the system descrip-
tion. Section 4 shows the results, and comparison is illustrated in Sect. 5, while the
Sect. 6 gives the conclusion and discussion on further research.

2 Literature Review

There are several works related to IoT. In this paper [1], they gathered a lot of
knowledge about IoT. They implemented keyless entry and motion detection and
smartphone alert system.

In [2], they used Raspberry Pi and smartphone application users to control a series
of home appliances and sensor.

In [3], the planned method not only instruct the visual data, like thermal reading,
oratory, fluorescence, displacement transducers, but also incites amethod conforming
to the necessity of light on if it gets gloomy. It also saves the sensor limitations in the
cloud (Gmail) in a sharp method. This co-operated the user to explore the situation
of varied restrictions in the house at any moment.

In [4–6], IoT home automation is introduced where an ongoing home automation
apparatus with short and obvious view was focused. The benefits on home automa-
tion, such as alleviate installation value, system durability, simple augmentation,
esthetical advantages, integration of mobiles devices are practiced here.

In [7], they implement a prototype for house automation at peak hour where
they use WSN devices. The current research of USA on wireless sensor, integration
of artificial intelligence and IoT, nanotechnology, and RFID provides us the idea
of RFID and IoT. This research focused on implementation of intelligence office
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and house system for the foreigners which give automatic information time to time.
Household, medical, and environmental appliances are also declared here.

In [8–11], new age house automation is elaborately discussed. In this method,
they permitted the user to monitor apparatus and radiances in their house from a cell
phone and multiprocessor from any place in the society by a cyberspace relation. It
also permitted the user to monitor their instruments systems within their house from
house server using GUI. The home server GUI will rule over the method if neither
the cell phone nor multiprocessor is capable to rule the device entities in the house.

This is huge informative and work worthy paper based on IoT smart home [12].
In this assessment paper, they explored and appreciated context-aware computing
investigation endeavors to feel how the protest in the plot of context-aware computing
has been intercept in personal computer, web, cellular phone, device webs, and
diffusive computing instance. A huge number of authorizations subsist in terms
of methods, multivendor, petitions, technic, and examples proposed by searcher to
resolve various protests in context-aware computing. Some of the directions in the
plot that recognize by the audit. The consequences fairly reveal the worth of factors
sensation in the IoT instance.

In this study [13], a narrative planning for small tariff and gentle housemonitor and
controlling method using Android formed cellular phone is mentioned and executed.
They implemented a web services for transmitting data from distance. Any Android
cellular mobile withWi-Fi can monitor the gadgets of house. In addition withoutWi-
Fi, cellular phone webbing 4G can also permitted to go into the structure. Further
research will give attention on implementing a wireless network using ZIGBEE.

In [14–17], IP-based wireless sensor networks are used to take decision and IP-
based WSN is used for smart irrigation system, which predict natural disaster and
water quality monitoring [18–21].

In this study [22], IoT-based system is developed for agriculture. In [23, 24],
author implemented agro-sensor communication smart system and i-voting smart
system. So there is a clear indication that IoT-based smart system plays an important
role in our ever day life to make life more easier and comfortable and save time.

Therefore, in this research, IoT-based smart home system is implemented where
dock lock, gas detection, and smart been system are introduced. Our proposed system
architecture will be described in the following section.

3 System Description

3.1 System Architecture

Smart home defines a system of network, governable device which can work alto-
gether to make our home more relax, customized, proficient, and invulnerable. It
makes our life simple. In view of this system come into being five major portions
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Fig. 1 System architecture

Arduino, relay drivers, Bluetooth module, Android application, and step down trans-
former. At first, we have to give power to the step down transformer, in step down
the input voltage and provide to the Arduino with VIN pin. The Bluetooth module
is also need to associate with Arduino to Rx and Tx pin that gives the news to the
microcontroller. Microcontroller reads the facts and dispatch to transfer the drivers
which exertion as control. In Arduino, we transmit the program as per necessity, then
it carries some mathematical and rational functioning to monitor the relay drivers.

System architecture is given in Fig. 1.

3.2 Block Diagram

Here is the block diagram of this system where we showed the overall process of our
work.

3.3 Hardware

Arduino Uno: It is a microcontroller fume depending on the Atmega328 (datasheet)
with 14 I/O pins, in which six pins can be turned to as yields, six pins are set as
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simple information sources. It has 16 MHz clay resonator, a USB association, a
power jack, and a reset button. The microcontroller has 32 kB of ISP flash memory,
2 kB RAM, and 1 kB EEPROM. The board provides serial indication competence
via UART, SPI, and 12C. Cause of well scheme in the structure of Arduino it is
simple to feel. In Arduino, we conduct high level of programming language like C
language, C++ language, etc. It is simple to feel and user amicable language. It has
exceedingly precedence likemultitasking, mechanization, time domain, etc. Arduino
Uno is given below.

BluetoothModule:We are using anAndroid app to connect the project and control
it for remote connection between app and Arduino we are using Bluetooth module
(master or slave at a time). HC-05 Bluetooth module is conducted to an Android
application with the microcontroller. Bluetooth sends to the microcontroller and
receives the information from user (Arduino). It is easy to conduct Bluetooth Serial
Port Protocol (SSP), planned as transmission sequential connection established. The
Bluetooth of serial port module is Advanced Bluetooth v2.0+ Enhanced data Rate at
3Mbps modulation with 2.4 GHz radio receiver with base band (BB). The Bluetooth
of Rx and Tx pins are joined to the Arduino pins of Tx and Rx in some respect. To
utilize Bluetooth Serial Port Protocol (SPP) module HC-05 module is simple and
resolve for directly distant pursuant association setup. It puts CSR Blue canter 04-
External single fumeBluetooth frameworkwithCMOS innovation andwithAdaptive
Frequency Hopping Feature (AFH).

IR Sensor: It is an electronic instrument, which can send in apropos sense various
perspectives of the adjacent. An IR sensor canmagnitude thewarmth of an device like
finds themotion.Only infrared radiation can control these type of radiation,more than
transmitting it especially called a passive IR sensor.Habitually, in the electromagnetic
spectrum, all the purpose diffuse several structure of thermal radiation. We use IR
sensor in our project in dustbin module. The dustbin module in our project sense the
objects located in front of it. Here, IR sensor is used to sense any obstacle and object;
thus, we come to know that the dustbin is full.

Potentiometer: It is a three-terminal instrument panel with a turning contact or
sliding which can set up a constant voltage divider. If only two terminals are used,
one end and the wiper, it acts as a changeable resistor. In our work, we use this to
monitor the contrast and brightness of LCD display.

PCBBoard: It electrically joins electronicmaterials using conductive pads, tracks,
andother components inscribe fromoneormoreover sheet layers of copper laminated
onto or/and among sheet layers of a non-conductive substrate. Elements are usually
sell onto the PCB to both mechanically fasten and electrically join them to it. Here
in our project, there are lot of cables and circuits to integrate the spread circuits in
one circuit and minimize the cable connection we used PCB board.

Gas sensor: A gas sensor is an instrument that can find the concentration or
appearance of gases in the environment. Directed on the concentration of the gas
sensor creates an analogous potential difference by switching the resistance of the
material within the sensor that can be adequate as output voltage. Based on this
voltage standard, the type and concentration of the gas can be calculated. Our project
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also alarm the user if it find any gas around of it. So we used gas sensor to sense the
gas.

Buzzer: The buzzer is a sounding instrument which can change audio gesture
into sound gestures. It is commonly powered by DC voltage. It is broadly used in
dread, computers, printers, and other electronic manufactures as sound instrument.
It is basically parted into electromagnetic buzzer and piezoelectric buzzer described
by the letter “HA” or “H” in the circuit. According to different uses and designs, the
buzzer can transmit different sounds such as alarm, electric bell, music, buzzer, and
siren. To create different alarm for different scenario, we used a couple of buzzer in
our buzzer.

Servomotor: A servomotor is a linear actuator that allows for linear or velocity,
monitor of angular, and stimulation. It forms of a compatible motor coupled to a
sensor for position recompose. In our project, we use servomotor to control the auto-
mated door. In our project, we used servomotor that rotates around a predetermined
angle.

3.4 Software

Here, Arduino IDE is used for implementing this smart home idea. For connecting
the feature with the user, we need to implement the module through proper program.
We have to set program in various part. We implement door lock system, gas sensor,
temperature sensor, and smart dustbin separately.

Figure 2 describes the main components, and Fig. 3 illustrates processing steps
of our proposed system.

Arduino, Bluetooth device, sensor, buzzer, PCBboard, and Potentiometer are used
for the hardware implementation. The collision buttons of home or loads apparatus
are interface to 8051 seriesmicrocontroller by the command signals dispatch through
RF transmitter after encoding order signals. The RF transmitter end is a RF remote
which can be used by the user as a distant controller for operating home apparatus.
The receiver end structure of the RF receiver circuit which form of a decoder to
decode the encoded order signals receive from the transmitter. The decoded signals
are brought up to the microcontroller, and the orders are sent to the conduct loads
through opto-isolator.

Here, we use an Android APP named Arduino Bluetooth Controller via this APP
we can connect with that Bluetooth which we placed in our hardware component.
Once our smartphones Bluetooth connect with the Bluetooth module of our smart
home, then it can transfer data and can happen transmit between them to run the
project properly and to have expected result from the project. This is a one way
transmit at a time the module can work as a sender or a receiver.
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4 Implementation and Results

A cloud server account has been opened to store information, and then, an API data
fetching framework is implemented in the local mobile app system to store data in the
cloud. Data are updated time to time in the cloud, and it is monitored from the smart
device and also a notification has been send to the mobile device if gas is detected.
In addition, an LCD display is added to show bin status, and buzzer alert system is
implemented for gas detection. The experimental results for all features have been
shown below.

4.1 Door Lock System

The door of the smart home can automatically open or close by servomotor through
giving password. Using Arduino control app, we can open or close house door.
Figure 4 illustrated the door lock system.
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Fig. 4 Door lock system

Fig. 5 Temperature sensor

4.2 Temperature and Humidity System

Dht11 sensor can sense the temperature and humidity and show it in LCD display.
Temperature is shown in Fig. 5.

4.3 Gas Detection and Smart Bin System

Smart dustbin is also an element of our smart home which on the buzzer on the user’s
phone if it can sense any dirt around it. Gas sensor can detect gas around of sensor
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Fig. 6 Gas sensor and smart bin

then giving siren in buzzer. Smart bin alert system and gas detection alert system are
shown in Fig. 6.

5 Data Analysis

To validate our proposed system, we compare real time data and system data which
is found from Dht11 sensor. The comparisons are shown in Fig. 7.
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Fig. 7 Comparison of the real data and experimental data
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6 Conclusion and Future Work

The goal of this research is to implement a smart home system which can monitor
home apparatus with a touch of a finger. An Android app is implemented for control-
ling the home apparatus. Servomotor is used for door locking system, and Dht11
sensor is used for temperature, humidity, and gas detection.Moreover, an alert system
is implemented to detect gas when it is leaked in the house. We make a fully func-
tioning house mechanization technique with facility to keep eye on apparatus and
make our life easy and safe.

Further research concern integration of Belief Rule Base Expert system (BRBES)
with IoT [25–27]. It is broadly used to handle uncertain knowledge and accomplish
the task of evidential reasoning.
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Design and Simulation
of a Trans-Impedance-Based
Instrumental Circuit forWeevil Repelling

M. A. Awal and A. N. M. Ahsan

Abstract A microcontroller-oriented trans-impedance instrumental system was
designed and simulated. The system was considered as the alternative to pesticides
for repellingweevil from stored rice in Bangladesh. The circuit systemwas simulated
on the open-source TINA-TI SPICE-based analog simulation software. The advan-
tages make the system efficient for repelling weevil. The system has been designed
for easy installation, availability at an affordable cost. Effective radiation repelling
the weevil ensures grain quality. The system had an application of driving the rele-
vant frequency ultrasonic transducer (30–90 kHz). The radiation was considered
with an effective beam angle to the direction of the rice stored area. Relevant low
ultrasonic frequency radiation makes the insect embracement. The output signal was
calculated as 24 mA and 15 V, and the signal contained 16 harmonics with a total
phase change of -18.54 degrees. The system was constructed with the series oscil-
lator and trans-impedance instrumental circuit. This configuration has turned into a
quite stable signal output. To achieve the desired low frequency and low distorted
ultrasonic signal, a narrow bandpass filter, frequency division, current to voltage
conversion, and precision-level pre-amplification instrumentation circuit were intro-
duced in this system. A low harmonic distortion was observed after the simulation of
the circuit. The system could be generated any relevant low frequency by uploading a
pre-program. The recommended radiation can repel theweevil during the grain infes-
tation. The different low-frequency outputs could also be helpful for other relevant
harmful insects.
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1 Introduction

The hot and humid weather of Bangladesh approves the rapid development of the
insect population and the deterioration of seeds [1]. The seed’s rice grain size and
moisture content were identified as the significant reason for weevil infestation.
Susceptibility test up to 16th week under the ambient condition (28–32 °C) has iden-
tified the highest number of weevil in Nazersail [2]. The weevil eats the endosperm
of rice grain which turns the loss of weight and quality of grains. The infestation of
rice grains by weevils increases the grain germs and causes poor seed germination
[3]. Using practices like phosphine, cowpeas mixed with sieved ashes to limit weevil
activity at storage areas are harmful to use and have less effectiveness in reducing
insects from the rice storage area [4]. Several technologies are used to control pest
insects. Few devices are demonstrated as effective for mosquitoes, cockroaches, and
ants [5]. For the alternative of manual and chemical pesticide-related techniques,
ultrasound pest repelling devices are introduced in the market. Most of the devices
lacked evidence for efficacy, but those continued to sell. Transonic Pro, SonicIQ
Ultrasonic pest repeller, model SB105, Pest Free, and Riddex anti-bed bug killer
are available in the market. The efficacy test is driven by the influence of radiation
of the available devices on bed bugs (Hemiptera: Cimicidae). This experiment was
suggested that there is a need to develop an effective device for repelling specific
insects [6]. Conventional fixed frequency ultrasound equipment may not be suitable
for every insect [7]. A particular problem required a different solution. Potential
radiation transmission is a useful technology that makes embracement to specific
insects. The successful transmission depends on the circuit system design for the
high excitation voltages, which count the attenuation due to the propagation of the
signal through the air. Usually, the transducer determines the signal transmission
and receiving through the same transducer. When this dual operation occurs, it loses
the ability to operate the transducer at a serial resonance. The proposed system was
considered only the transmission for the selected transducer. The high output voltage
and a wide BW-based power amplifier effectively drive the relative transducers [8].
However, it is difficult to find the exact frequency-based crystal oscillator where 80–
90 kHz crystals are pretty unavailable. Nowadays, themicrocontroller board is inbuilt
with a crystal oscillator as their source of the clock. The available repelling devices
consist of a 12VDC battery-operated pulse generator, and a relevant speaker is used
for the transmission [9]. Some electronic insect repelling system consists of the LCR
oscillator, transistor-based amplifier, tripping circuit, sonic circuit, pre-amplifier, and
frequency selection circuit modules [10]. However, these systems produce varying
frequencies in most cases. Thus, continuous transmission of the stable frequency
could be questionable. The consideration of the microcontroller-crystal oscillator
combination counted for solving this problem. An AT89S52 microcontroller, ultra-
sonic generator, DC power supply, resonancematching detector, and power amplifier
are the main functioning modules of such systems where IC IRFP460 is applied as
a power amplifier [11]. Some microcontroller-based designs are configured with
the Colpitts oscillator where stray reactance appears across the crystal degrades the
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performance. The performance is less affected in the Pierce configuration, where
more accurate frequency, stability, and low power consumption crystal oscillators
are used. Nevertheless, the accurate low-frequency crystal is relatively unavailable.
Overdriving a crystal from unwanted high-frequency emission and power consump-
tion may start at an overtone or fail to start at all, which are more common in avail-
able crystals [12]. With the combination of the programmable module, the simulated
circuit system offers to drive a (≥ 7.9 kHz) narrowband ultrasound signal. A trans-
impedance pre-amplification was considered in this application for transducer exci-
tation. Before using a power transformer, it needs to amplify the current rather than
the voltage. The current signal has converted to the voltage signal for precision-level
transformation. So, a trans-impedance amplifier (TIA) was introduced for this oper-
ation. The TIA bandwidth has been chosen wide enough. In this design, a resistive
feedback trans-impedance amplifier was applied [13]. For the most transducer exci-
tation techniques, transducer pre-amplifier was designed. Such kinds of pre-amps
have a low signal-to-noise ratio [14]. The step-up transformer transforms the voltage
by maintaining a 2:5 turn ratio. The transformed signals are expected to hit on the
Capacitive Micro-Machined Transducer (CMUT) plate. This system recommends
for driving the 82 kHz frequency-operated transducers [15].

The application of inaudible US is affected by the bio-environment. In the range of
20–40 kHz, the number of the cavitational spots caused by the high and low pressure
of the wave becomes low, and energy associated with the bubble becomes higher.
At higher frequencies (80–100 kHz), the number of spots becomes higher, and the
energy releases become lower for the smaller bubble size. The frequency range of
80–100 kHz can be used on weevil, and it needed to know the frequency response
before applying it. The Sitophilus Oryzae or rice weevil frequency response is not
yet founded. A neurophysiological record says that the beetle’s auditory system is
sensitive to frequencies between 20 and 80 kHz [16]. The research work aimed to
develop a health hazardless ultrasonic device. The output signal was analyzed from
the simulation. This weevil repelling device is suggested for locating at the storage
area by confirming the azimuth, altitude, and distance covered the area by radiation.

2 Method

2.1 Description of the Method

Ultrasonic oscillator design: For the sound operating speed, an Arduino-based
parallel fundamental 30 PPM 20 pF load was chosen as a signal source. Across
the board, a 5 V has been applied for powering up the circuit system. The inbuilt
Arduino board is based on an ATMEGA16U2microcontroller, 20 pF 50 V capacitor,
1 uF 100 V surface mount capacitor, 0.1 uF 100 V capacitor, 100 V 300 mA general
purpose diode, 0.125 W 10,000 � metal thick film resistor, and 0.125 W 510 �

surface mount resistor which makes the performance good enough. The circuit was
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designed on the circuit.io platform. Figure 1 describes the system circuit power
connection. The GND, 5 V, Vin, and analog ports A0, A1 of the Arduino were
applied in this system. The crystal resonator in Arduino Nano was programmed,
which has a maximum clock speed of 16 MHz. A 32 KB inbuilt flash memory
was used for the bootloader. The continuous frequency generation of Arduino Nano
reduces the power. For boosting the signal, we had used the L293D H-bridge
ready module. The output voltage of the module was 12 V. We installed the open-
source Arduino IDE in lab PC to write the required code and upload programs
to the board. Besides the software installation, we installed the relevant driver for
operating the Nano. The Arduino sketch was performed most of its work in the
setup() function of the program. In the code, all the ports of Nano were set to
be as output. Timer1 had been configured for triggering an interrupt of 164 kHz.
When each interrupts converted to the state of analog ports, it turned a 164 kHz
signal into full-wave cycling at 82 kHz. The setup() function of the program has
declared as: OCR1A = 97;//Set compare register (16 MHz/97 =
164 kHz sine wave- > 82 kHz full-wave. Directly, we had applied
the L298N stepper driver board with Nano. The inbuilt L298N board has connected
the load through a 100 nF capacitor and 1N4007 diode in parallel.

Fig. 1 Programmable oscillator applying with Arduino Nano, L298N 12 V driver module (the
system has been designed and simulated on the circuito.io platform). a Represents the 16 MHz
crystal oscillator in Arduino Nano powered from the L298N module. b L298N 12 V driver module,
which has a 12 V output. d The Wein bridge oscillator is connected in series to the output of the
driver module
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TheWein bridge oscillator (RC-coupled) has oscillated with the pre-programmed
frequency generation. The Wein bridge configuration was designed of an RC oscil-
lator, op-amp, and feedback loop circuit. Generally, the bridge oscillator uses a feed-
back RC network of the same component values in parallel. Depending upon the
frequency, the bridge configuration produces a phase delay or phase advance. At the
resonant frequency, the phase shift is 0 without any externally applied input signal;
theWein bridge oscillator responses well at 1 kHz. The high stability configuration of
theWein bridge oscillatorwas shown a lowdistorted output at the resonant frequency.
The RC oscillator combines with a bandpass filter connected to the positive terminal
of the OPA 132. For a more precise oscillation, a resistive feedback element was
connected to the inverting terminal of the op-amp. Such configuration turns about a
180-degree phase change. In Fig. 3, the resistors and capacitors values are applied as
C1 = C2 and R1 almost equal to R36. When the oscillator signal amplitude increases,
it effectively decreases the value at the output, and the resistance decreases. For the
limiting amplitude of the OPA132, the BZV80 diode was applied parallel to the
feedback resistor. The diode was used at inverting terminal of the op-amp, which
was placed across the pair of resistors. OPA132 had been chosen for a maximum
of 50 pA input which shows a wide BW of 8 MHz, low distortion: 0.00008%, and
a wide supply range of ±2.5 to ±18 V. This oscillator circuit limited the output
to 6.51 V. During the signal propagation through the circuit components, it might
have increased temperature. The BZV80 shows a low-temperature coefficient range
which has a maximum of 0.01%/K. The output frequency was calculated by using
the formula [17]:

Frequency of the oscillation:

f = 1

2π
√
R1R36C1C2

Let us assume, R1 = R36 and C1 = C2 C1 = C2

f = 1

2πR1C

A 10 nF capacitor and a resistor of 1 k� were chosen to match the resonance
frequency of 82 kHz because of the unavailable 0.194 k� resistors in the following
simulated circuit.

Voltage source VG1 in Fig. 2 was applied here only for simulating purposes. The
IN4148 diodewas applied at the oscillator’s output, with amaximumcurrent carrying
capacity of 300 mA. The diode can peak up to 2 A current and has the specialty of
a fast recovery time of 8 ns at a forward current of 10 mA. This might have shown
dynamic characteristics at the initial point, but it has shown static characteristics or
DC resistance during specific current flow time.

Signal amplification and narrow bandpass circuit: The signal shape can be
lost during the signal transit through the oscillator. For this reason, we were chosen
a 15 MHz BW LM318 op-amp. A supply voltage range operates this op-amp from
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Fig. 2 Wien bridge
oscillator for 82 kHz
frequency designed in
TINA-TI platform. a The
voltage source has been
replaced with the previous
output of the L298N driver
module. b The Wein bridge
oscillator output has been
collected, which was
designed to consider a
feedback loop to the input. c
Represents a tank circuit that
oscillates with the matching
of the resonance of the
programmatic oscillator

Fig. 3 Trans-impedance
amplification has been
applied for the current to
voltage conversion of the
processing signal to drive an
ultrasonic transducer. a The
output of the symmetrical
circuit acts as an input of the
trans-impedance circuit. b
Applying a high-speed
rail-to-rail CMOS
operational amplifier with an
excellent dynamic response
(BW = 5.5 MHz and
quiescent current is only
750 µA). c Trans-impedance
output

±5 V to ±20 V. We have used LM 318 op-amp for internal frequency compensation
features for our 82 kHz frequency drive. This op-amp-based circuit had been designed
as inverting input according to the input resistor and feedback resistor. LM 318 op-
amp was used for amplification of the output voltage by a factor of gain ratio. For
overcoming the variation of frequency from the oscillator, a narrow bandpass filter
has been introduced. The output of this circuit has a center frequency of 82 kHz.
We have applied both positive and negative feedback loops. Such configuration has
the advantage of any change in the most significant gain at the center frequency.
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Maintaining the filter circuit quality factor as Q > 10 is called a narrow bandpass
filter [18].WhenBWincreases, the quality factor decreases, andwhenBWdecreases,
the quality factor increases. The quality factor as:

Q = fc
BW

Full-wave rectification is the method of rectification used for every half cycle
of the input signal instead of the other half cycles. For both input cycles, a unidirec-
tional current-based circuit configuration was designed by applying 1N4148 diodes.
Considering the low cost and good signal output, this full-wave rectifier was shown
a uniform output signal. The output has a unidirectional signal which is doubled of
the half-wave rectifier. With considering no signal loss, the average DC output can
be calculated from the equation derived below [19]:

Vdc = 2Vmax

π
= 0.637Vmax

At the output of the rectifier circuit, a capacitor was applied for smooth DC output
voltage.

Standardize symmetrical output: 4013 IC was configured for the rectifying
circuit output. This IC consists of two identical, independent data type flip-flop. One
flip-flop consists of the pins like data, set, reset, clock inputs, and outputs. We were
connected 2Q to the data input 2D of the second flip-flop of the same IC for counter
application. During the positive-going transition of the clock pulse, 2D input was
transferred to the 2Q output. This operation had set and reset the device and was
accomplished when the signal level was high. The 4013 considers an input current
of 1 µA at 18 V and has a noise margin of 1 V at VDD = 5V, 2 V at VDD = 10V,
2.5 V at VDD = 15V. The symmetrical circuit can drive by the higher range of low
frequencies when occurred [20]. When the rectifier module achieves the double of
the center frequency, the symmetrical module divides the frequency by 2.

Trans-impedance amplification: The OPA340 op-amp was selected for current
to voltage amplification purposes in this part of the circuit system. This op-amp
can be optimized for low voltage, single-supply operation. As an ideal transformer,
operation was considered in the design (Fig. 3) so that I/V converted analog signal
as an input of the transformer is highly needed for smoothing the operation.

The symmetrical signal was operated through the OPA340 instrumentation. The
trans-impedance circuit was designed as a buffer for the symmetrical signal and acted
as digital to analog converters (DAC). According to Ohm’s law, the feedback resistor
and input current can be derived as [21]:

Vo − Vinv = R13 Ii

According to the op-amp law,
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Vo = a(0 − Vinv) = −aVinv

where a is the open loop gain,

A = Vo

Ii
= R13

1 + 1
a

Here, A is the trans-impedance gain.
Ultrasound pre-amps instrumentation: For ultrasound transmission, we had

chosen the LMH6629 op-amp. The pre-amplification circuit can operate both DC
and AC signals. This instrumentation was built with this ultra-low noise, a high-
speed operational amplifier [22]. This op-amp has low-input noise ranging from
0.69 nV√

Hz
to 2.6 pA√

Hz
and low distortion of −90 ∼ 94 dB, and ultra-low DC errors.

The decision was to choose this I.C. for precise level amplification to drive the
transformer by maintaining the same input range. The LMH6629 has excellent offset
voltage. Due to the input bias current, it avoids voltage errors. In this non-inverting
circuit configuration (Fig. 4), a parallel combination of a gain setting resistor R17 and
feedback resistor R3 value was determined. R3 was selected as an almost equal value
of the source resistor of the non-inverting terminal’s resistor of Rs16. The following
equation can determine the value of the resistors of R3 and R17:

R3 = AvRs 16

R17 = R3/(Av − 1)

Av = 1 + R3

R17

Power transformer for transducer excitation: An ideal step-up transformer
(Fig. 5) was selected, maintaining a 2:5 turn ratio of the primary and secondary
winding [23]. The ratio can be expressed as:

Np : Ns = 2 : 5

Here, Np is the number of turns in the primary coil, and Ns is the number of turns in
the secondary coil, primary voltage is VF3, the primary current is IF3, the secondary
voltage is VF4, and secondary current is Io.We calculated the input–output current
and voltage by using the equation as follows [24]:

Np

Ns
= Io

IF3
= VF3

VF4

Io = Np

Ns
IF3
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Fig. 4 Low-noise pre-amplifier for transducer drive

Fig. 5 Transformer circuit
for transducer drive
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A specific transducer can operate appropriately due to the maximum excitation.
We were given priority for matching the frequency of the driving circuit and the
transducer. The frequency generator might be pretty unstable. A range of varying
frequencies might be generated at the hardware level. Because of that, a variable
ranged frequency driving transducer has been selected, which can drive an entire
frequency range of 30 kHz to 300 kHz. The transducer’s output voltage specifies
200–500 Vpp and is adjustable with the defined range of frequencies [25]. The supply
voltage range of the transducer is 12–24 VDC.

3 Result and Discussion

Themicrocontroller-based oscillator acts as the pure sinwave function generator. The
simulation circuit was designed for Wien bridge configuration only, making the pre-
determined function generator’s frequency resolution (82 kHz). We had followed the
Changpuakonline calculator to determine the output frequency of the Wien bridge
circuit for different resistors and capacitors values. For a clear 82 kHz frequency
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Table 1 Calculating
different values for Wien
bridge frequency response

Resistor values (k�) Capacitor values
(nf)

Frequencies (kHz)

1.326 2 60

520.965 0.0047 65

483.754 0.0047 70

2.2 1 72

42.44 0.050 75

40.809 0.050 78

1.989 1 80

1.2 1.5 82

0.194 10 82

0.959 2 83

1.872 1 85

1.768 1 90

resolution, we had determined the resistor value as 1.2 k� and capacitor value as 1.5
nf. Table 1 has given different R1 (k�) and C2 (nf) values for different frequencies.
The desired frequency can be changed according to the matching of the function
generator. The simulated circuit can be responded to in the range of 60–90 kHz
frequencywhen the different R1 (k�) andC2 (nf) values are changedwith the desired
manner in theWien bridge circuit configuration. The selected frequency (kHz) results
for variable resistors and capacitors have been given in Table 1 [26]. For fulfilling the
need, we had chosen the resistors and capacitors in the Wien bridge configuration,
and it is highly recommended that the frequency should be ranged from 60 to 90 kHz.

3.1 Different Low-Frequency Output from the Same
Simulated Circuit

The output from the oscillator circuit was recognized as VF5, which shows an 82 kHz
frequency AC output. The arbitrary values of the Wien bridge resistor and capacitor
had taken from above Table 1. For the values of R1 = 2 k� and C2 = 1 nF or R1 =
1.2 k� and C2 = 1.5 nF or R1 = 0.194 k� and C2 = 10 nF, the following results
were found from the simulation. The simulation was turned the desired result by
changes of the values of the oscillator circuit only. The RC oscillator circuit was also
simulated for 90 kHz frequency but had a good frequency response in the resonance
condition of 82 kHz (Fig. 6).
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Fig. 6 Oscillator output signals (left to right: 82 and 90 kHz). a In the picture, the 82 kHz frequency
simulated output had achieved for the defined resistors and capacitors values.bRepresented a 90kHz
output signal driving according to the same RC values

3.2 DC Steady-State Analysis of the Oscillator and Final
Output Signal:

The steady-state analysis of zero initial value and the transientmethodwas considered
for the simulation. The results were found with 90% accuracy, 1% absolute value
increment, andmaximum 100mA current increment. The capacitor threshold 100 pF
and iteration limit of 1000 were defined during the simulation. The V F4 in Fig. 7
represents a clear 15 V DC signal where V F5 is expressed as the oscillator signal.

Fig. 7 DC steady-state signal output of the oscillator (V F4) compared with final output (V F5)
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3.3 Nodal Analysis and Trans-Impedance Gain Calculation:

The oscillator output voltage was found as 11.47 V. It is needed to reduce the voltage
for the proper operation of the narrow bandpass circuit. So, we had applied a rectifier
and a resistor for limiting voltage input at the narrow bandpass filter as 5.99 V. The
full-wave rectifications were applied before the operation of the D-type flip-flop
(4013). Through the rectification, it had a voltage drop from 1.61 V to 30.51 mVA
parallel capacitor has been used for smoothing the rectification output. The D-type
of 4013 IC had connected to the circuit, which generated a 50 mV balanced output.
The differential input was applied consecutively to the negative terminal and at the
positive terminal of theOPA340-based trans-impedance circuit as 2.61 and5.3V.The
positive terminal input current was measured as 425.13 µA, which had a simulated
output of 3.22 V.

Here,

Vo = 3.22V, Vinv = 2.61V, R13 = 4.99 k�, Ii = 425.13µA

According to the op-amp law, the derivation is-

Vo = a(0 − Vinv) = −aVinv

a = open loop gain = − Vo

Vinv
= −3.22

2.6
= 1.238

A is the trans-impedance gain:

A = Vo

Ii
= R13

1 + 1
a

= 4.99

1 + 1
1.238

= 4.99

1.807
= 2.76

For the high gain amplification (Av = 10) and low-noise (−3 dB) operation,
LMH6629 op-amp-based pre-amp instrumentation has been considered to drive the
power transformer.

3.4 Transformer Output Analysis

The simulated output for the ultrasound pre-amp instrumentation circuit was iden-
tified as the primary voltage and current, which was simulated as VF3 = 6V, IF3 =
60 mA. From the transformer equation, the output of the overall circuit system had
been calculated as:

Np

Ns
= Io

IF3
= VF3

VF4
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Io = Np

Ns
IF3 = 2

5
∗ 60mA = 24mA

Np

Ns
= VF3

VF4
or

VF4 = Ns

Np
VF3 = 5

2
∗ 6 = 15V

3.5 DC Transfer Characteristics

The input signal of the circuit system was applied as a pure sin wave which is an AC
signal. We had designed a D-type flip-flop circuit that contained a low signal rather
than the input for further signal operation. FromFig. 8, theDC transfer characteristics
have shown the input voltage Vs output. The upper most signal was represented as
the transformer output. Then, the immediate lower signal has shown here, expressed
as VF5 or oscillator output. The immediate lower signal was identified as VF3,
which has shown transformer input signal or trans-impedance instrumental circuit
gain output.

Fig. 8 DC transfer characteristics of trans-impedance output
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Fig. 9 Fourier coefficients for 82 kHz frequency signal in the frequency domain (frequency vs.
phase and amplitude)

3.6 Fourier Analysis and Harmonic Distortion of Overall
Circuit System:

We have simulated all operating points for Fourier series analysis. The analysis
represents the signal in the time domain for 82 kHz frequency. Fourier coefficient
analysis (Fig. 9) in the simulation process was considered for 16 harmonics and
4096 samples for the signal expressed as D ∗ cos (kωt + θ). Table 2 represents the
time, amplitude, and phase change of the final output. From the simulation results
of the circuit system, 0–16 harmonics have shown a phase change of −18.54° of the
originated signal from the oscillator.

Harmonic distortion at V F4 (transformer’s output) had simulated as 0.2463%.
Harmonic distortion at V F5(oscillator output) had simulated as 306.15%.
Harmonic distortion at V F3 (transformer’s input) had simulated as 0.2463%.
Harmonic distortion at V F2(D-type flip-flop) had simulated as 343.98%.

3.7 Result from Transient and Hysteresis Analysis of DC
Outputs

The circuit simulation responses had measured from 0 to 100 µs (Fig. 10). For every
time step, all the nodal voltage and current weremeasured from the simulation. These
waveforms have been defined using pair of time–voltage coordinates.



Design and Simulation of a Trans-Impedance-Based Instrumental … 241

Table 2 Fourier series
coefficients

Time Amplitude Phase

0 15 0

1 1.25 −89.96

2 811.35μ −2.64

3 809.46μ −3.93

4 807.05μ −5.18

5 804.28μ −6.38

6 801.3μ −7.55

7 798.34μ −8.68

8 795.52μ −9.77

9 792.97μ −10.85

10 790.74μ −11.91

11 788.81μ −12.97

12 787.12μ −14.04

13 785.58μ −15.13

14 784.04μ −16.24

15 782.38μ −17.38

16 780.48μ −18.54

Fig. 10 Mixed transient analysis (final output VF4)

The output signal’s hysteresis analysis shows in Fig. 11, which had started from
1 to 15 V of 100 points. The lower signal from the D-type flip-flop was recognized
as VF2. The transformer input signal was recognized as VF3, which has increased
due to the increase of input voltage in a linear way. When the transformation has
occurred, the output signal increases as long as the increase of input voltage. The
transformer’s output was shown as VF4, which have recognized as the upper signal
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Fig. 11 Hysteresis analysis of DC outputs (input voltage vs. output voltage)

of VF3. We had maintained a 2:5 turn ratio for the transformer in the simulation
process. For 12 V input, it was reached the maximum of 15 V. The oscillator output
voltage had maintained as approximately 12 V.

The systemdescribed here is a design and simulation only.Here, an ideal operation
was maintained in the simulation process. Due to the propagation of the signal, the
temperature has increased nonlinearly.

3.8 Discussion of the Results

We had considered a full sin wave with a 0-degree phase angle for 12 V input voltage
in the simulation process. The system could be deployed by a 12 V battery on the
replacement of the voltage source. The oscillator circuit had dual input at inverting
and non-inverting terminals. The inputs of the circuit system were measured as
3.76 V and 12 V. Both the op-amp terminals have a feedback connection with their
output. The non-inverting terminal was created oscillation for the RC values that
already have discussed. The 5.99 V output voltage from the oscillator was driven
by rectification to the input at the LM318 inverting terminal. A precise level output
was shown as 6 V. A narrow bandpass filter was applied to integrate with the LM318
inverting terminal. The input of 1.6 V consisted of a series of 100 � resistor and
1 µF capacitor and feedback of 1 k� resistor to the output. A full-wave rectifier has
doubled the frequency in its DC output and divides it through a D-type flip-flop. The
symmetrical circuit input was measured as 30.51 mV. The outputs from 2 and 2Q
were measured consecutively as 50 mV, 426.61 µA, and 50 mV, 425.13 µA. These
output signals have symmetrical characteristics. The trans-impedance amplification
was applied at the output of the D-type flip-flop. OPA340 CMOS op-amp has been
applied in this circuit systemwith dual input of 2.6V at inverting terminal and 5.3V at
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the non-inverting terminal. The output of pre-amp instrumentation has given a high-
precision output of 3.22 V signal. The 5.3 V, 407.48 mA input at OPA340-based
trans-impedance circuit output was applied at inverting terminal of LMH6629. The
output of LMH6629-based pre-amp circuit was measured with a clear 6 V, 60 mA
output. The 6 V was applied to the 2:5 turns ratio-based ideal transformer. The
power transformer had transformed the signal to 15 V. The ultrasound transducer has
to operate in the range of 12–24 V and transmits a voltage of 400 V_pp.

4 Conclusion

Affecting grain quality and grain losses by insects/pests in developing countries
recognizes as a significant factor. With the reduction of grain losses, a novel weevil
repeller circuit was designed and simulated. A semi-circular transmitter was consid-
ered for the transmission. The antenna has been conceded of the most relevant ultra-
sonic sensors. We have anticipated that the transmission of an 82 kHz frequency of
US can prevent an undesired attack by the weevil on grains and seeds. The quality
factor of the filter circuit was maintained. A trans-impedance gain of 2.76 has been
maintained by choosing low noise and precision-level ultrasonic driving IC. Finally,
the expected outcome was measured by simulation of a 60 mA signal. The Fourier
coefficients were represented the clear phase change. The harmonic distortion of the
oscillator was improved (306.15–0.2463%) in such kind of circuit configuration. An
ideal transformer transposed the output as 15Vwhen the nodal analysis was executed
during the simulation. The silent features of our electronic pest repel device ensure
available power, the affordable cost for individual farmers, compactness, and no harm
and toxicity, even considering the children’s safety. The aim of further research will
be an evaluation of the capabilities of the US.
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Abstract This research work conveys the computational analysis of hafnium (IV)
oxide and its doped crystal by Si, Ge and Sn replacing on the oxygen atom in HfO2,
as hafnium (IV) oxide has been used in power-electronics devices of MOSFETs and
electronics as RRAM due to wide band gap which makes a vast problems creating
high resistances. Regarding this case, the hafnium (IV) oxide has selected inputs
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how the band gap has decreased later than doping by the large surface area atoms,
such as Si, Ge and Sn. The first principle method in view of density functional theory
(DFT) expresses the structural geometry, electronic structure and optical properties
utilizing conformist calculations pertaining to HfO2 executing the computational
avenue of the CASTAP regulation frommaterial studio 8.0. The band gap was found
in 4.340 eV, 2.033 eV, 1.686 eV and 3.210 eV forHfO2, Hf0.88Si0.12O2 Hf0.88Ge0.12O2

andHf0.88Sn0.12O2 crystals through the GeneralizedGradient Approximation (GGA)
with Perdew Burke Ernzerhof (PBE), and the DFT and PDOS were simulated for
evaluating the nature of 6s2, 5p6, 4f14, 5d2 orbital for a Hf atom, 3s2, 2p6 orbital for Si
atom, 4s2,3p6, 3d10 orbital for Ge atom, 4d10, 5s2, 5p2 for Sn atom, 2s and 2p orbital
for O atom of Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2 crystals. The optical properties,
for instance, absorption, reflection, refractive index, conductivity, dielectric function
and loss function, were calculated.

Keywords Band gap · DOS · Optical properties · Dielectric function · Doping ·
DFT

1 Introduction

On the scientific area, there are many challenges for the use of the existing and
prospect generations of MOSFETs [1, 2]. MOSFETs consist of four parts, such as
body, gate, drain and sources, while a decisive and instantaneous barrier is occurred
during the optimization of the gate stack. In this case, the interfaces of HfO2 with
Si or metal electrodes can be enhanced by optimization and operation of MOSFETs
in opto-electric devices, while the Fermi level of the metal is remained between
minimum conduction band (MCB) and maximum valence band (MVB) of Si for
the application in RRAM and ferromagnetic devices [2, 3]. Next, the higher viable
opportunities for MOSFETs are involved for Si and non-Si substrates (Ge and Sn)
with HfO2 in the thin film and edge CMOS applications [4]. It has been illustrated
that the additional and elementarymodeling exertions ofmolecular crystals forHfO2,
and doped by Si, Ge and Sn through the analysis of first principle methods using
computational theory has executed in this study that is almost zero before. The main
point of doping replacing the oxygen atom in HfO2 is figured out for the valance
shell and its structural configuration although the main driving force comes from
the metal atom for MOSFETs. In addition, it has accounted for the other impending
applications in resistive randomaccessmemory (RRAM) [5], automotive electronics,
power converter, insulated gate in the bipolar transistor and amplifier of electronic
devices [6–8]. Due to poor conductivity of oxygen atom in HfO2, a large defect and
empirical problem have been raised for the stored information in filaments, nano-
ionic devices and grain boundaries [9, 10] even opto-electronic devices [11]. For the
case, it is the strongest and foremost fact for investigation of replacing the oxygen
atom in HfO2 by doping to produce new doped crystal as new MOSFETs [12] for
uses in RRAM [13] and other electronic devices. On the other hand, it is mentioned
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and substantiated that the doping is a widely utilized method to overcome the barrier
from MVB to MCV of electron transferring for recovering and proliferating the
performance of metal oxide materials. However, this manuscript has sorted out as
follows HfO2, Hf0.88Si0.12O2 Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2 crystals including
the electronic structure, density of states and optical properties. For evaluating the
required parameters, theGGAwith PBE avenue of computational method is used due
to its outstanding accuracy and acceptance for heavy metals containing crystals [14–
22]. Finally, a comparative study for reflectivity, absorption and dielectric function
among HfO2, Hf0.88Si0.12O2 Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2 has performed for
further investigations.

Lastly, in the perspective of our country, Bangladesh is going to face the 4th
Industrial Revolution in both the industries and advance electronics material sectors,
where adequateMOSFETs, resistive randomaccessmemory (RRAM)characteristics
of HfO2-based MOSFETs and RRAM device resources and development will be
necessitated, otherwise, the revolutions will be hindered due to energy and lost the
achievement for the goal of next development. To solve the upcoming difficulties
with advanced electronicsmaterials, theHfO2 is one of themost demandedmaterials.
Unfortunately, thewide band gap (5.69 eV)makesmany difficulties for their versatile
uses in opto-electronic devices. Regarding this case, the silicon (Si), germanium (Ge)
and tin (Sn) are doped to form as Hf0.88Si0.12O2 Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2

crystals which are compared with HfO2 and take the challenge for the 4th Industrial
Revolution in our country.

2 Computational Methods

For case of simulation and optimization, there are placed some conditions, such
as the convergence criterion at 3 × 10−6 eV/Å, total energy at 1 × 10−3 Å and
the maximal stress at 5 × 10−2 GPa. This condition has executed for geometry
optimization by GGA with PBE functional which is taken from CASTEP module of
the material studio V8.0 [23]. In addition, the cut-off for the molecular optimization
and structural geometry was obtained at 500 eV, and k point was remained at 2 × 2
× 2 having the setting of norm-conserving pseudo-potentials options for evaluation
of the electronic structure, band structure and structural geometry. Next, the optical
features were similarly simulated by the same condition and function, as well as a
comparative data for the band gaps, DOS, PDOS and optical properties for HfO2,
Hf0.88Si0.12O2 Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2.
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Fig. 1 a Structure for HfO2, b structure for Hf0.88Si0.12O2, c structure for Hf0.88Ge0.12O2, d
structure for Hf0.88Sn0.12O2

Table 1 Structural calculation by GGA with PBE

Crystals a b c α β γ Crystal type Space
group

Density
g/cm3

HfO2 5.040 5.074 5.269 90.00 90.00 90.00 Orthorhombic Pca21 10.37

Hf0.88Si0.12O2 5.040 5.074 5.269 90.00 90.00 90.00 Orthorhombic Pca21 10.37

Hf0.88Ge0.12O2 5.040 5.074 5.269 90.00 90.00 90.00 Orthorhombic Pca21 10.37

Hf0.88Sn0.12O2 5.040 5.074 5.269 90.00 90.00 90.00 Orthorhombic Pca21 10.37
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Fig. 2 a Electronic structure HfO2, b electronic structure Hf0.88Si0.12O2, c electronic structure
Hf0.88Ge0.12O2, d electronic structure Hf0.88Sn0.12O2

3 Results and Discussions

3.1 Geometry of Optimized Structure

The lattice parameter values of HfO2, Hf0.88Si0.12O2, Hf0.88Ge0.12O2 and
Hf0.88Sn0.12O2 are calculated and noted in Table 1 after optimization of initiated
design crystal geometry. Withal, the optimized structure is added in Fig. 1a–c which
was taken after simulation GGA with PBE as the forthcoming functional from other
method of GGA [24–26].

3.2 Electronic Band Structure

To scrutinize the electronic properties of HfO2, the energy band and band gap struc-
ture are demonstrated in Fig. 2a, whereas the zero-point energy has been considered
as the Fermi level. The band gap of HfO2 puts on show accounting at 4.340 eV
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Table 2 Band gap for HfO2,
Hf0.88Si0.12O2
Hf0.88Ge0.12O2 and
Hf0.88Sn0.12O2

Crystals/functional GGA with PBE (eV) Reference

HfO2 4.340 4.340 [27]

Hf0.88Si0.12O2 2.033 Newly predicted

Hf0.88Ge0.12O2 1.686 Newly predicted

Hf0.88Sn0.12O2 3.210 Newly predicted

as an indirect band gap having G symmetry point which is consistent overlapped
with the reference results of 4.340 eV [27]. After 12% Si, 12% Ge and 12% Sn
atom doping on HfO2, the band gap has reduced at 2.033 eV, 1.686 and 3.210 eV
for Hf0.88Si0.12O2 Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2 as shown in Fig. 2b–d, but they
have shown the direct band gap. By which it stands for that Hf0.88Ge0.12O2 has a high
capacity on HfO2, Hf0.88Si0.12O2 Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2 (Table 2).

3.3 The Density of States and Partial Density of State

The density of the state indicates the point of electronic band structures and the split
of an orbital. The GGA with PBE method was used to calculate the density of states
(DOS) of Hf, Si, Ge, Sn and O atoms of HfO2, Hf0.88Si0.12O2 Hf0.88Ge0.12O2 and
Hf0.88Sn0.12O2 crystals. Form Fig. 3b–e, the sum of DOS for HfO2, Hf0.88Si0.12O2

Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2 crystals consists of 6s2, 5p6, 4f14, 5d2 orbital for
a Hf atom, 3s2, 2p6 orbital for Si atom, and 4s2,3p6, 3d10 orbital for Ge atom, 4d10,
5s2, 5p2 for Sn atom and 2s and 2p orbital for O atom.

Secondly, the conduction band found at the DOS of HfO2, Hf0.88Si0.12O2,
Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2 crystals at 0.00 to 5 eV. The DOS of the valance
band is found at −0.1 to −5 electron/eV, while the DOS of the conduction band is
recorded at about 10 to 20 electron/eV. To compare the s, p and d orbitals for both
doping andundoped, the orbitals forHf0.88Si0.12O2 Hf0.88Ge0.12O2 andHf0.88Sn0.12O2

are much higher than HfO2, and it can be said that the Si, Ge and Sn doping on HfO2

have increased the DOS of any crystal showing in Fig. 3a–e.

4 Optical Properties

4.1 Reflectivity

Reflectivity is themeasurement of reflected light from the surface area of thematerial
relative to the amount of light incident on the material. In this investigation, the
reflectivity of HfO2, Hf0.88Si0.12O2, Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2 is shown in
Fig. 4. The initial reflectivity of HfO2 has recorded 0.16, and with the increase of
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Fig. 3 a Total density of states for HfO2, Hf0.88Si0.12O2 Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2, b
partial total density of states for, c partial total density of states for Hf0.88Si0.12O2, d comparison s
orbital for SrTiO3 and Hf0.88Ge0.12O2, e partial total density of states for Hf0.88Sn0.12O2
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Fig. 4 Reflectivity of HfO2,
Hf0.88Si0.12O2
Hf0.88Ge0.12O2 and
Hf0.88Sn0.12O2

energy, it increases. The less reflectivity means more efficient quantum dots. After
doping Si%, Ge% and Sn%, the initial reflectivity has recorded 0.17, 18 and 16which
decreases with the increase of energy and proved Hf0.88Si0.12O2, Hf0.88Ge0.12O2 and
Hf0.88Sn0.12O2.

4.2 Absorption

The absorption spectrum of a material depends on the scenery of the energy band gap
which follows the indirect band gap usually absorbs more temperature than the direct
band gap semiconductor device, because there are fewer phonons at low tempera-
ture. The absorption spectrum of Hf0.88Si0.12O2, Hf0.88Ge0.12O2 andHf0.88Sn0.12O2 is
higher than HfO2. From Fig. 5, it is clear that with the increase of energy, the absorp-
tion of materials HfO2, Hf0.88Si0.12O2, Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2 increases
but Hf0.88Ge0.12O2 shows better value of absorption than HfO2, Hf0.88Si0.12O2, and
Hf0.88Sn0.12O2.

4.3 Refractive Index

The refractive index is oneof themost important optical properties of a semiconductor
material indicating the ability of passing light through the medium, as well as it
is also related to the absorption of materials and band gap engineering. However,
Fig. 6 exhibits the refractive index though the several of photon energy composing
of the real part and the imaginary part for HfO2, Hf0.88Si0.12O2, Hf0.88Ge0.12O2 and
Hf0.88Sn0.12O2 showing a contrary pattern. With beginning of photon energy, the
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Fig. 5 Absorption of HfO2,
Hf0.88Si0.12O2
Hf0.88Ge0.12O2 and
Hf0.88Sn0.12O2

Fig. 6 Refractive index of
HfO2, Hf0.88Si0.12O2
Hf0.88Ge0.12O2 and
Hf0.88Sn0.12O2

refractive index for real part stays about 2.5 up to 1.0 eV and afterward they follow a
constant pattern with slightly different values of refractive index, and the imaginary
part is remained about 0.0 before 2.5 eV but it is fluctuated after this photon energy.

4.4 Dielectric Function

It is the most important factor for semiconductor devices, such as diode, MOSFETs
and RRAM. Using the electric dipole approximation, the optical dielectric constant
can be determined. In addition, it is composed of real and imaginary parts as the
summation by following equation:
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Fig. 7 Dielectric function of
HfO2, Hf0.88Si0.12O2
Hf0.88Ge0.12O2 and
Hf0.88Sn0.12O2

ε = ε1(ω) + iε2(ω)

Here, ε1 (ω) denotes the real part of dielectric constant, and the ε1(ω) expresses
the imaginary part as the dielectric loss factor. The probability of photon absorption
for the band structure of any material is closely related to the imaginary portion of
the dielectric constant, and also related the energy or charge capturing ability for
transistor or battery. However, it is expressed the electric charge discharging ability
of devices. Contrary, the real part of the dielectric constant is maintained the energy
storage potential in the electric field. From Fig. 7, the real portion is always higher
than the imaginary part within the energy at 1.0 to 1.8 eV so that it can be said that the
HfO2, Hf0.88Si0.12O2, Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2 are highly energy storage
materials within this energy. Afterward, it acts the opposite nature as the discharging
materials in the range from 2.0 to 4.0 eV because the imaginary part shows higher
value than real portion for HfO2, Hf0.88Si0.12O2, Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2.

4.5 Conductivity

The conductivity can be explained in terms of band gap of electronic structure by
the transition of electron from the valance band to the conduction band leaving
the hole or charge. The cardinal fact of this forthcoming paragraph is related to
the electron transition, while the larger value of conductivity mentions the higher
ability of charge mobility and lower barrier. Figure 8 depicts the comparative study
of the conductivity value of HfO2, Hf0.88Si0.12O2, Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2

crystals. The conductivity values of both real and imaginary parts starting fromalmost
zero at 0.0 eV photon energy. The real part of conductivity increased with a similar
trend for HfO2, Hf0.88Si0.12O2, Hf0.88Ge0.12O2 andHf0.88Sn0.12O2 in the energy range
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Fig. 8 Conductivity of
HfO2, Hf0.88Si0.12O2
Hf0.88Ge0.12O2 and
Hf0.88Sn0.12O2

from 0.0 eV to 5.0 eV and reached conductivity real peaked value 2.8 and 3.0 eV, but
the conductivity value of Hf0.88Ge0.12O2 within energy range 1.0–3.0 eV is higher
than HfO2, Hf0.88Si0.12O2, Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2. On the other hand, the
imaginary part values of HfO2, Hf0.88Si0.12O2, Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2 are
gradually declined after Fermi energy in the energy range from 3.0 eV, and reached
conductivity imaginary peaked values −2.1 and −5.0.

Fig. 9 Loss function of
HfO2, Hf0.88Si0.12O2
Hf0.88Ge0.12O2 and
Hf0.88Sn0.12O2
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4.6 Loss Function

The loss function is a central ingredient of optical properties. It is made by two
regions on basis of photon energy, for instance, the lower photon energy division
and higher photon energy division for crystal materials. There is a close relationship
between loss function and dielectric function of solid materials. In the energy loss
function, dielectric function reflects the response of a semiconductor to an external
electromagnetic perturbation. The calculated exploration of loss function values for
HfO2, Hf0.88Si0.12O2, Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2 illustrates in Fig. 9. It can
be seen that loss function of Hf0.88Ge0.12O2 is higher than HfO2, Hf0.88Si0.12O2 and
Hf0.88Sn0.12O2.

5 Conclusion

The metal oxide semiconductor, particularly the MOSFETs, in gate stack architec-
ture is the cardinal materials for modern electronic device and technologies, while
the HfO2 crystal is the solution with doping the Si, Ge and Sn. The HfO2 crystal
conveys the band gap at 4.340 eV, and after doping Si%, Ge% and Sn%, the band
gaps are reduced, while the band gap is recorded by 2.033 eV, 1.686 eV and 3.210 eV
of Hf0.88Si0.12O2, Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2 crystals, respectively. Secondly,
the optical properties, due to Si, Ge and Sn doping, have changed. The optical dielec-
tric function, absorption, reflectivity, loss function and conductivity ofHf0.88Si0.12O2,
Hf0.88Ge0.12O2 and Hf0.88Sn0.12O2 are greater than HfO2. Finally, it can be said that
the Si%, Ge% and Sn% doping in HfO2 almost acted as a promising semiconductor
material for MOSFETs and RRAM.
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5G MIMO Antenna in Wireless
Communication with Higher Efficiency
and Return Loss

Afrin Binte Anwar, Rima Islam, Debalina Mollik,
Prodip Kumar Saha Purnendu, Raja Rashidul Hasan,
and Md. Abdur Rahman

Abstract With the advancement of wireless communications technology, 5G wire-
less mobile communication will be developed into a new generation. Multiple inputs
multiple-output (MIMO) technology is predicted to be a useful element in the 5G
communication area to enhance the performance that is yet unexplored in literature.
This paper offers a suggested antenna model for minimizing return loss and a good
efficiency factor for inset fed multiple-input-multiple-output (MIMO) microstrip
patch antenna with a small size of mm is proposed for 38 GHz (Ka-band) which
is in 5G frequency bands. Although many publications addressed this work, mini-
mization of the system loss and increasing return loss, the gain is not yet found in
the present literature. The proposed antenna consists of two antenna elements that
are parallel to each other. Both antennas are constructed with the main substrate
of Rogers RT 5880 and a superstate of polyimide film. The architecture of both
patch antenna is 3.561 mm * 2.449 mm * 0.254 mm, return loss −66.009846 and −
66.008594 dB, Voltage StandingWave Ratio (VSWR) of 1.0010017 and 1.0010019,
and gain 7.512 dB for both antennas. Considering all of the mentioned factors, the
developed antenna is supposed to be suitable for or 5G communication technologies
in the future.

Keywords CST · 5G · Gain · Ka-band · Radiation efficiency · Surface current ·
VSWR

1 Introduction

5G mobile communication is going to be commercialized soon, for the significant
advancements in communication technology. However, many nations’ 5G frequency
bands have been implemented but return loss of 5G antennas could not minimize by
the research and it is revealed by literature [1]. In the current situation,many countries
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throughout theworld have transitioned entirely to 5G networks, whereas some lower-
middle-income countries like Bangladesh, Bhutan, Maldives, and Pakistan and so
on are going to make a plan to put out 5G network infrastructure in various stages
within the following some years to respond to the rising demand of smartphones,
intercellular networks as well [2].

Millimeter wave has been untapped spectrum (3–300 GHz) to meet the demand
of the next generation [3]. Researchers are highly interested in 5G MIMO antennas
because they have a large capacity and high data rate. MIMOwas first in Bell labora-
tories from 1997 to 2002 under name Bell Laboratories Layer Space–Time (BLAST)
[4].Globally,mobile data usewill increase a lot in 2025; per user averagewill increase
up to 28 gigabytes in 2025. Per subscriber average will be in peak in the region of
North America, per user it will be up to 50 gigabytes in 2025 [5]. As currently using
spectrum is very crowded, 5G antenna technology is highly encouraged, and 5G
allows the improved amount of data transmission [6]. 5G networks have been estab-
lished inmanyhigh- andupper-middle-incomecountries,whereasmanycountries are
yet aiming to plan infrastructure systems in stages over the next few years to accom-
modate the increased demand for smart phones and Internet-connected devices. The
growth of the Internet of Things will be increased as well. Moving on to millimeter
waves will provide new issues in antenna design for smartphones and base tower
antenna. There is some issue about the frequencies in millimeter wave: these are
propagation loss, signal attenuation, and path loss. Atmospheric disturbances are
also among them due to its signal to interference noise ratio (SINR) being hampered
[7]. Tomeet all of thesemassive numbers of people using themobile network system,
efficient antenna structures with small sizes, easy fabrication, and high performance
will be required. The microstrip multiple-input-multiple-output (MIMO) technology
is used for its ability to givemultiplexing gain and diversity gain for better link quality
and improved link capacity in wireless systems [8]. High mutual coupling between
the elements is a problem in MIMO antenna it degrades the performance of a MIMO
antenna system. This paper is to be arranged as Sect. 2 describes theory and method-
ology, Sect. 3 demonstrates the proposed antenna including design, Sect. 4 illustrates
simulation results, a comparative study is shown in Sect. 5 and this paper will be
completed by the conclusion. Necessary references have been mentioned after the
conclusion.

2 Theory and Methodology

2.1 Equation for Antenna Designing

For enhancedperformance, amulti-slotted insert feedhas beendesigned for nicrostrip
MIMO antenna to work it on at 38 GHz. In free space, the geometric view is given
of the designed antenna in Fig. 1.
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Fig. 1 Approached
microstrip patch MIMO
antenna’s structure (in free
space).

In a simulation environment, the maximum and minimum frequencies are first
determined. The maximum andminimum frequency ranges are 40 GHz and 35 GHz,
respectively. Then as a substrate, Rogers RT5880 (lossy) was selected which had 2.2
permittivity and polyimide is chosen as a superstate purpose (Fig. 2).

The frequency of 38 GHz has been chosen as the operating frequency. Width and
length of the patch are computed using the calculations below.

W = c0

2 fr
√

εr+1
2

(1)

The specified frequency width is calculated by using Eq. (1). As bandwidth and
gain are proportional to width, further modification is needed. If W aperture area
will increase mean gain will increase and the fringing field will increase mean more
radiationwill occur.However, in design, antenna’swidth cannot be increased because
there are some physical limitations for fitting it in some particular devices.

Using this equation, effective permittivity εreff is calculated.

Fig. 2 Microstrip patch
antenna’s structure with slot
size, depth, and feedline
width
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εreff = εr + 1

2
+ εr − 2

2

(
1 + 12

h

w

)−0.5

(2)

Effective length,Leff, is calculated using this equation using previously determined
effective permittivity value.

Leff = c0
2 fr

√
εreff

(3)

where Leff = Effective length.
And then using the below equation, length extension �L due to fringing field is

calculated.

�L = 0.412

(
w
h + 0.264

)
(εreff + 0.3)

(εreff − 0.258)
(

w
h + 0.813

) (4)

Using Leff and �L, actual length is calculated.

L = Leff − 2�L (5)

However, mutual coupling is a problem in MIMO antenna. Several techniques
are there to reduce mutual coupling and those are the spacing between two elements
should be greater than λ/4, placing two elements perpendicular two each other, using
parasitic element and so on [9]. However, there are only two elements as result it is
possible to keep the space between the elements are very large compare to λ/4.

After getting all parameters considering all the above equations, the MIMO
antenna is designed in CST. Then cuttingmultiple slots and keeping a proper between
the two-element, the operating frequency radiation pattern and mutual coupling are
avoided [10].

2.2 Mutual Coupling Analysis of MIMO Antenna

The definition of mutual coupling is when one antenna transmits energy and that
energy is absorbed by the nearest antenna. Usually, spacing between antennas is
much little in mobile applications what affect the performance of the antenna. Due to
channel correlation, the system’s performanceusually deteriorates inMIMOsystems.
The reason for this is the mutual coupling which makes changes in the distribution
of current. As a result, there are distortions of the radiation pattern in every antenna
element. On the other hand, radiation pattern distortion increases diversity gain and
eventually then shows better MIMO antenna performance. Mostly, surface and space
waves are responsible for mutual coupling. The MCij empirical mutual coupling
model is represented as
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MCi j = exp

(
−2di j

λ
(α + jπ)

)
, i �= j (6)

MCi j = 1 − 1

N

∑
i

∑
i �= j

MCi j (7)

Here,

MC = Mutual coupling
dij = dij is the distance in the middle of i-th and j-th antenna elements
N = the number of array elements
α = controlling parameter of the coupling level.

The given structure gives ideas about reduction techniques of mutual coupling.
Here, bandwidth, efficiency, isolation level, diversity gain, substrate materials, and
envelop correlation efficiency are compared with the system performances ofMIMO
antenna [9, 11].

2.3 Reduction Techniques for Mutual Coupling

See Fig. 3.

Fig. 3 Different approaches of the MIMO antenna’s mutual coupling reduction techniques [9]



264 A. B. Anwar et al.

Fig. 4 Step 1 is the primary architecture of antenna and step 2 is the final view of antenna

Fig. 5 Rear view of antenna
and side views of antenna

3 Antenna Design

CST studio 2016 version was used to determine the simulated design, as well as its
geometry and various viewpoints. The designed microstrip patch antenna is depicted
in the front, rear, sideways, top, and bottom views (Figs. 4 and 5).

The following are the parameters that have been utilized during the design of the
suggested microstrip MIMO patch antenna (Table 1):

4 Simulation and Analysis

In this section, all simulation results have been obtained and discussed. This paper
has been contributed to innovation in research works for communication field. New
contributions have been stated below:

• This paper has higher return loss which is −66.008594 dB.
• High efficiency and high gain.
• Mutual coupling is −55.822797 dB which is considered good.
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Table 1 Parameters of
proposed antenna’s model

Model’s symbols Model’s parameters Dimension (mm)

Wp Patch’s width 3.561

Lp Patch’s length 2.449

W Ground/substrate
plane’s width

20

L Ground/substrate
plane’s length

20

a Slot width 0.2

b Slot length 0.3

Sh Height of substrate 0.254

f t Feedline width 0.695

ht Ground thickness 0.035

GW Distance between patch
and feedline

0.1

d Depth 0.8

4.1 S-Parameter

Computer simulation software CST 2016 version is used for measuring the S-
parameter of this MIMO antenna. From the simulated result, port 1 and port 2 also
have a similar bandwidth of 37.5–38.936 GHz for s11 < −10 dB. Thus, the MIMO
has been satisfied the impedancematching criteria.Mutual coupling less than−15 dB
is considered good for MIMO antennas. In 2 elements MIMO, S2,1 and S1,2 represent
mutual coupling means transmission cosecant between two elements. In the simu-
lated results, S1,1 −66.009846 dB and S2,2 −66.008594 dB, S2,1 is −55.822797 dB
and S1,2 is −55.82278 dB at resonant frequency 38.77 GHz which is very good for
antenna performance (Figs. 6 and 7).

4.2 VSWR

The ideal value of VSWR is 1 where maximum power is transferred. The obtained
VSWR of the preferred antenna model at port 1 is 1.0010017 (VSWR1), and in port
2 is 1.0010019 (VSWR2) at the operating frequency of 38.225 GHz, as shown in
Figs. 8 and 9 which is good for power delivery.
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Fig. 6 a and d are the antenna’s return loss for free space, whereas b and c are the reverse isolation
and the insertion loss due to passive device case

4.3 Result Analysis of Gain and Directivity

Both of gain and directivity are crucial parameters which are considered during
evaluation of an antenna’s performance. Antenna gain is a performance parameter
that is measured against a reference source. 7.512 dB is the gain of the designed
antenna (Figs. 10, 11, 12, 13, and 14).
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Fig. 6 (continued)

Fig. 7 Bandwidth of the suggested antenna design

Fig. 8 VSWR versus the frequency graph in port 1 (shown at the free space)

4.4 Overall Efficiency and Radiation Efficiency

This formula is used to determine antenna efficiency (Fig. 15).
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Fig. 9 VSWR versus the frequency in port 2 (shown at the free space)

Fig. 10 3D view of gain of the designed antenna for frequency 38.225 GHz (in free space)

Fig. 11 For frequency 38.225 GHz, a 2D polar chart of gain for the antenna
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Fig. 12 Radiation pattern in three dimensions at frequency 38.225 GHz (directivity) (in free space)

Fig. 13 Radiation pattern (directivity) 2D far field directivity (in free space) for frequency
38.225 GHz

Efficiency = [
Gain/Directivity

] × 100%

4.5 Surface Current and Smith Chart

The surface current is 406.4 A/m. In antenna analysis, as a function of frequency,
the Smith chart shows antenna impedance. Using this chart, proper modification can
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Fig. 14 Gain in opposition to frequency graph (shown in free space)

Fig. 15 Radiation (red graph) and total (blue graph) efficiency curve (shown in free space)

be made if a proper match is not obtained in a particular frequency. In this proposed
antenna at resonant frequency 38.225 GHz, the input impedance had been gotten all
most matched to the ideal 50 � coaxial feed line (Figs. 16 and 17; Table 2).

5 Comparative Study

Various antenna characteristics, such as the S-parameter (S1,1, S2,2, S1,2, S2,1), Voltage
Standing Wave Ratio (VSWR), gain, directivity, bandwidth, efficiency, and reso-
nant frequency, were investigated in this study and have been identified in many
recent research publications. After doing a simulation on CST at 38 GHz, the reso-
nant frequencies were discovered to be 38.225 and 38.77 GHz. Better S1,1 and S2,2
parameterswere foundwith goodmutual couplingwhen it had been analyzedwith the
different references and articles given in Table 3. 5G communication system with
optimal gain, efficiency, and bandwidth has been received. In the table, different
parameters and simulation results which are shown in the last row were analyzed
with many previous research works. Table 3 demonstrates that, when compared to
models produced in the previous experimentation, the greater value of S1,1 and S2,2
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Fig. 16 Surface current of recommended antenna (shown in free space)

Fig. 17 Smith chart diagram which has shown the impedance view of the antenna

was obtained; hence, the proposed model absorbs more power into the antenna due
to the high return loss. The S1,1 and S2,2 parameters are the most important for high-
speed procedures. The suggested antenna’s high bandwidth will be advantageous for
speedy data transfer in a 5G wireless communication.

Table 4 also provides a contrastive experimentation of the proposed antenna
models. This table briefly discussed antenna architecture and substrate material and
compared with the earlier mentioned antenna’s architecture in different research
works. From the correlation, it can be observed that the suggested antenna has
improved simulation results than the others antenna due to the compact architec-
ture. Furthermore, different substrate materials have produced different results in
recent studies. For any antenna-related application, technology of new generation
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Table 2 Brief overview of the obtained parameters of the recommended antenna

Parameters of antenna Obtained values

S1,1 −66.009846 dB

S2,1 −55.822797 dB

S1,2 −55.82278 dB

S2,2 −66.008594 dB

Bandwidth 1.436 GHz

Gain [38.225] 7.512 dB

VSWR1, VSWR2 1.0010017, 1.0010019

Efficiency [38.225] 84.27%

Radiation efficiency [38.225] −1.402 dB

Directivity [38.225] 8.914 dBi

Surface current [38.225] 406.4 A/m

includes higher gain, efficiency, and smaller size. As a result of the comparative
analyses shown above, it may be concluded that the recommended antenna could
be a preferable alternative for wireless communication than the previous antenna’s
architecture.

6 Conclusion

The proposed work has led us to conclude that the proposed MIMOmicrostrip patch
antenna is compatible with the upcoming 5G technology. Operating frequency of the
suggested antenna is 38.225 GHz for both antennas which have a gain of 7.512 dB,
the efficiency of antenna is 84.27%. Radiation efficiency at 38.225 GHz frequency is
−1.402 dB. This antenna has total efficiency −3.91 dB. The radiation pattern of this
antenna has showed that it will work only in one direction. Hence, the simulation
results havebeen showed that this antennahas better gain, return loss, and efficiency at
the operating frequency 38.225 GHz. The results indicate that the proposed antenna
can withstand the higher operating frequency in 5G communications. The design
of the antenna is quite simple and kept appropriate spacing between two antennas
ensuring proper mutual coupling. Future studies should target the applications like
biomedical, industry, and other scientific fields. This work can be provided as a
reference for future 5G applications research.
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Table 4 Comparison of obtained results with others

Antenna’s architecture (length × width
× substrate height)

Description of materials (substrate) Reference paper

8 × 5.9 × 1.6 FR4 [12]

116.2 × 196.88 × 1.575 RT duroid 5880 [13]

14 × 12 × 0.38 Rogers RT/ duroid 5880 [14]

6 × 6.25 × 0.578 Rogers RT5880 (lossy) [15]

25 × 35 × 0.8 FR4 [16]

3.561 × 2.449 × 0.254 Rogers RT5880 (lossy) This work
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Designing of a Charging Capacity Model
(CCM) for Electric Vehicles
and Easy-Bikes

Shafquat Yasar Aurko , Riyad Salehdin , Faiaz Allahma Rafi ,
and K. Habibul Kabir

Abstract On the verge of the 4th Industrial Revolution, the growth of electric
vehicles (EVs)(e.g., Easy-bikes) all over the world, especially in developing coun-
tries, leads to grid overloading due to non-coordinated charging of large number of
EVs. Coordinated charging of EVs is expected to mitigate this problem. This paper
proposes a variant model of Coordinated charging, i.e., Charging Capacity Model
(CCM), which sets a limit on the number of EVs allowed to be charged at different
hours of the day. The proposed CCM uses a modified Particle Swarm Optimization
(PSO) algorithm. For implementation, Internet of Things (IoT) and data analytics are
also used. The proposed model is simulated for the case of Bangladesh, with a spe-
cific type of EV called the Easy-bike, which is a popular three-wheeler vehicle in the
country. This model achieves peak shaving and valley filling for the EV load curve
and calculates hourly charging capacities for each charging station for the average
load curve of eleven months. These results enhance the policymakers to mitigate any
overloading problem due to EV integration.
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1 Introduction

In thewakeof decreasing fossil fuel reserves, the emergenceof electric vehicles (EVs)
as a replacement for fossil fuel-driven conventional vehicles is one of the dominant
features of the 4th Industrial Revolution. EVs have a very low carbon footprint and
produce no tailpipe emissions. As conventional vehicles emit greenhouse gas, the
proliferation of EVs would greatly help in reducing global warming. Also EVs are
2–4 times more efficient compared to conventional fuel-based vehicles [1]. All these
are making EVs a great demand on the market. There are 10 M registered EVs in the
world by 2020, a yearwhich has seen increase of EV sales by 41%.However, the rapid
increase of electric vehicles comes at a great cost—it needs a well-developed power
generation and distribution system as well as plentiful and sophisticated charging
infrastructures.Unfortunately,many countries do not have the charging infrastructure
and the suitable power grid needed to support the simultaneous charging of large
numbers of EVs. Such unplanned and non-coordinated charging results in increasing
the chances of grid overloading, which in turn, inadvertently leads to load shedding.
The most feasible solution to this problem is a coordinated charging scheme, which
prevents overloading in the power grid due to EV charging. This paper proposes the
Charging Capacity Model (CCM). The proposed model accounts for the number of
EVs present all over the country. An optimized EV load curve is generated, using
a modified Particle Swarm Optimization (PSO) algorithm to achieve peak shaving
and valley filling. It prevents the total load from surpassing the generation capacity
and uses that to set limits on the number of EVs that can be charged at a given time,
which is taken as one hour in this paper. From there, the number of charging stations
required throughout the country is calculated, and the number of EVs allowed at each
charging station at each hour is obtained. Using Internet of Things (IoT) devices,
through data analysis and cloud computing, the Distribution SystemOperator (DSO)
can monitor the situation on ground and can notify both the charging stations as well
as the EVs. The system envisioned by the CCM is shown in Fig. 1.

There are two main objectives for this paper. The first objective is to find the
charging capacities for each time interval throughout 24h. The second objective is
to find the optimized number of charging stations and using that information, to
find the number of EVs that can be charged per charging station at an hourly basis.
In this paper, this model has been demonstrated for the case of Bangladesh as the
test zone. A specific type of EV, the electric three-wheeler called Easy-bikes (EB),
is considered in this model. This is because it is the most widespread EV type in
Bangladesh at present, and thus, the EVwith the most significant effect on the power
grid of the country. But unfortunately for Bangladesh, the charging infrastructure
and the power sector are not developing as fast [2]. Thus, this model is well suited
for implementation in the scenario of Bangladesh. For the given data of the electric
grid and the EBs in Bangladesh, this model achieves peak shaving and valley filling
for the load curve of EB charging and suggests an optimized load curve, which is
then used to find the charging capacities at different hours of the day. This includes
the total number of EBs allowed to be charged at each hour throughout the country,



Designing of a Charging Capacity Model (CCM) for Electric . . . 279

Fig. 1 System envision by the proposed model

as well as the number of EBs that can be charged at each charging station at an hourly
basis, which has been demonstrated in this paper for the total load of eleven months
of 2021. This provides a total load curve with reduced peaks and raised valleys,
minimizing the chances of grid overloading.

2 Literature Review and Related Works

Easy-bikes (EB) are the most widespread EVs in Bangladesh, with currently 1 M of
these all over the country [3, 4]. Their utility as a ride-sharing vehicle with relatively
low cost has led to their popularity even with little promotion from the authorities. At
present, Easy-bikes are responsible for providing primary transportation for over 250
M people [5], which indicates that they have a great effect on the grid compared to
other types of EVs. Despite this, there are only 14 standardized EV charging stations
operating in Bangladesh. These have a total capacity of 278 kW [6], whereas the
charging of the 1 M Easy-bikes in the country consumes a total of 450 MW on a
daily basis [5]. Most of these are charged using household connections [7], from
locally set up charging shops [8]. Due to legal loopholes, licenses are not issued
to Easy-bikes by the government of Bangladesh [9], leading to lack of regulation,
inefficient design, and usage by inexperienced drivers, often leading to accidents.
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With problemsmounting, the Bangladeshi government officials are finally starting to
take steps for legalizing and thus regulating Easy-bikes. BEPRChas started preparing
guidelines for Easy-bikes [10], and licenses are to be provided to Easy-bike drivers
to bring them under regulation [11]. In such a situation, the proposed CCM is well
suited for application and acceptance in Bangladesh.

Non-coordinated charging of EVs is linked to many negative impacts, among
which the power overloading problem is clearly the most significant problem with
very tangible effects. Most of the research works on this subject involve load shifting
through real-time scheduling with the use of heuristic algorithms, utilizing user
data and preferences [12–14]. However, controlling and scheduling the EVs directly
is difficult to implement in countries with overpopulation and huge numbers of
EVs, especially when many of these take away the freedom of the EV users in
the scheduling, making it a very automated process.

The proposed CCM only sets limits on the charging capacities at different hours
of the day. In contrast to the noted works, this model is far easier and cheaper to
implement as it does not involve real-time scheduling. CCM is more practically
implementable as it is easier to control the charging capacity of charging stations
than the behavior of EV users. PSO has been chosen for the optimization of EV
load curve. This is because it has some distinct advantages in comparison with other
optimization algorithms which include ease of operation, fewer variables to work
with, faster convergence time, and also its global optimum can be further enhanced
[15]. The PSO algorithm has beenmodified for optimizing the EV load in this model.

The next section describes the proposed CCM model in detail.

3 Proposed Charging Capacity Model (CCM)

The general mathematical model is developed in this section. It can be applied for
all types of EVs. In this paper, only Easy-bikes are being considered, as this is the
most widespread EV type in Bangladesh, which is the test case. The operation of the
CCM model consists of five steps which are described below.

3.1 Generating the Electric Vehicle Load Curve

The first step to the CCM operation is to obtain the electric vehicle load curve data.
For this, first the average power consumed by an individual electric vehicle [16],
PEVi , is calculated. This is shown in Eq. (1),

PEVi = (1− SOCi )
Emaxi

CTi
, (1)
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where i is the identity of the Electric Vehicles (i = 1, 2, 3, . . . , N ), SOCi is the state
of charge , Emaxi is the maximum energy that can be stored in the battery of EVi

(depends on the type of EV), and CTi is the Charging time of EVi . It is to be noted
that the power consumed, PEVi , for all EVs of a particular value of battery capacity
Emaxi is the same. As SOCi for an EVi decreases, the time CTi required to charge it
increases, and vice versa.

Next, the total EV load at a given time t is obtained. First, the EV charging pattern
is obtained by the percentage distribution of EVs being charged throughout the day
(found from data or surveys). Then the percentage of the EVs, d%, being charged at
time t , is multiplied by N , which is the total number of EVs of a particular type of
vehicle throughout the test zone. This is then multiplied by PEVi to find the total EV
load Pd at a given time t as shown in Eq. (2).

Pd = PEVi × N × d%

= (1− SOCi )
Emaxi

CTi
× N × d% (2)

3.2 Generating the Non-Electric Vehicle Load Curve

The next step is to obtain the non-electric vehicle load curve. The total load Ptot
curve is first obtained, and the calculated EV load is subtracted from it to obtain the
non-electric vehicle load curve, shown in Eq. (3). The non-EV load at a time instant
t is denoted by Pn .

Pn = Ptot − Pd (3)

3.3 Problem Formulation

Next, the load limit of the EV loads, Plimit, is calculated, to which the total EV load
at a time t has to be confined to. This is found by subtracting the maximum non-EV
load from the maximum power generation capacity of the power grid Ps . This is
shown in Eq. (4).

Plimit = Ps −max(Pn) (4)

The determining function for the objective function of this problem is given by
Eq. (5), which represents the power difference of the Pd from the load limit Plimit.

F = Plimit − Pd

= Plimit −
N∑

i=1

((1− SOCi )
Emaxi

CTi
). (5)
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In this paper, there are two objective functions. One is to increase the valley when
the non-EV load is low (valley hour) and the objective function for this case is given
by Eq. 6,

Fmin = minimize F (6)

The second one is to reduce the peak when the non-EV load is high (peak hour)
and the objective function for this case is given by Eq. 7,

Fmax = maximize F (7)

Here, the constraints are

subject to

F = Plimit −
N∑

i=1

((1− SOCi )
Emaxi

CTi
)

Pd < Ps,

0 < SOCi < 1, (8)

The constraint (0 < SOCi < 1) sets the characteristic limits of the state of charge
of an EV. However, as this is a completely random variable, this is not controllable
and is not part of the optimization function. Constraint (Pd > 0) means that (Pd)opt
is never zero.

The problem formulated with the objective functions and constraints is then opti-
mized using the modified PSO to obtain the optimized EV load curve, (Pd)opt.

3.4 Description of the Modified Particle Swarm Optimization
(PSO)

The next step of the CCM model is the optimization of the non-coordinated EV
load, which is carried out using the modified Particle Swarm Optimization (PSO)
algorithm. The flowchart for this modified PSO algorithm is shown in Fig. 2.

For this model, the modification is introduced in the position updating phase of
the optimization. The condition here is to optimize the EV load pattern according
to the Non-EV load pattern. If the value of the non-EV load at time t is below the
mean value of non-EV load pattern, the EV load at time t is maximized, but it is
minimized if the vice versa is true. Within this operation, the state of the EV load is
also taken into account. If the EV load at the non-EV peak hour is higher than the
mean unoptimized EV load, then the EV load is lowered at that point, and the amount
by which the position is reduced, D, is distributed equally among all EV loads that
are below the mean EV load at all times t , meaning the valley hours of the EV load
curve, valley(PEV).
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Fig. 2 Flowchart of the modified PSO algorithm

From this modified PSO algorithm, the optimized EV load curve is obtained,
given by (Pd)opt.

3.5 Calculating the Charging Capacity Limit

After (Pd)opt values have been obtained, the number of EVs that are allowed to be
charged at different time intervals, Nopt, is calculated by dividing the (Pd)opt at those
time intervals by the value of PEVi , shown by Eq. (9).

Nopt = (Pd)opt
PEVi

(9)

Now, the total number of EVs being charged throughout the test zone for all
times, t , is confined within the values of Nopt, which reduces any chance of the grid
overloading. From here, the number of full capacity charging stations,C , required for
each value of Nopt is calculated by dividing it by the number of EVs that a standard
charging station can support, n.

C = Nopt

n
(10)
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From the values of C , the maximum number of charging stations, Cmax, is deter-
mined, which is then considered to be the number of charging stations that should be
constructed in the test zone. The Nopt is then divided by the Cmax to find the number
of vehicles that can be charged at each charging station at each time interval t .

Nc = Nopt

Cmax
(11)

With Nc values, theDSOcanmonitor the number of EVs in every charging station,
to make sure that the limits of the model are being obeyed.

3.6 Mathematical Model with Respect to Easy-Bikes
in Bangladesh

Coordinated charging of Easy-bikes using the proposed Charging Capacity Model
(CCM) is expected to help alleviate many of the problems faced by all the stake-
holders. These are the government, the DSO, the Easy-bike owners, and the common
people. Implementation of the CCM would mean the government regulation would
be easier, while the peak shaving and valley filling will make operations easier for
the DSO. The Easy-bike (EB) owners can cut their losses while the ordinary people
would be the biggest beneficiaries.

To formulate the solution for the study case of Bangladesh, the variables in the
mathematical model are related with the data in this regard. This is summarized in
Table1.

In this paper, the proposed model is applied for Easy-bikes in Bangladesh. The
power consumed by each of the EVs, PEVi , is an average of 0.4 kW [17], as the Emax

value is about the same for all Easy-bikes using the same type of batteries.
The percentile distribution for the charging pattern of Easy-bikes is based on

survey from several Easy-bike users and the employees in charge of several existing
charging stations. This percentage distribution, d%, is shown in Fig. 3.

Table 1 Summary of values of mathematical variables for Bangladesh

Qualities Notation Value

Total number of easy-bikes (present estimate) N 1 M [3, 4]

Power consumed individual easy-bikes PEVi 0.0004 MW [17]

Generation capacity Ps 21,000 MW [18]

Maximum non-EV load max(Pn) 12,500 MW

Load limit of EV loads Plimit 8500 MW

Maximum number of EBs in a charging station n 12
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Fig. 3 Percentile distribution of easy-bike charging patterns in Bangladesh

Fig. 4 Non-EV load curve

At present, total number of Easy-bikes present all over Bangladesh, N , is about
1 M [3, 4]. The value of Pd for Bangladesh for each time instant t for 24h is then
calculated using Eq. 2. The total load considered in this model is calculated by taking
the average of the total load for 24h for a typical day for every month, which are
acquired from the official reports of the PowerGrid Company of Bangladesh (PGCB)
[19]. From here, the Non-EV load curve is found by subtracting the EV load curve
from the total load curve, shown in Fig. 4.

Total generation capacity, Ps , of Bangladesh is currently at 21,000 MW [18]. The
maximum non-EV load, max(Pn) is found to be about 12,500 MW in accordance
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with the load curve data used [19]. Thus for Bangladesh at present, Plimit has a value
of 8500 MW. For Bangladesh, typical Easy-bike charging station can charge up to
maximum of 12 Easy-bikes at a time. This information was acquired through survey,
by contacting the owners of five known charging stations, in Gazipur, Jhenaidah, and
Dhaka, over phone, keeping the COVID-19 situation in consideration. So n has a
value of 12 in this case. It is assumed that this would remain the same for the new
charging stations as well.

With these parameters set, the optimization operation is carried out on the data of
Bangladesh, and the results are shown in the following section.

3.7 Communications Strategies

Communications are an important component in the CCM. This is segmented into
two parts: the communications of the charging stations to and from the DSO, and
the communications of the electric vehicles with the DSO. The first part is vital, as
the DSO has to issue the number of electric vehicles allowed at each hour to all the
charging stations consistently, as well as collect data from the charging stations. For
this, Internet of Things (IoT) can be used to connect the charging stations with the
DSO. This can be server-workstation network, with the central server being in the
DSO. The charging stations are also connected to each other using IoT, in a parallel
connection. The electric vehicles would be connected to the DSO through wireless
communication through other IoT devices, and can view the vacancy status of their
nearby charging stations based on the data provided by the DSO.

4 Result Analysis

When all the steps in the previous section are carried out with the data for Easy-
Bikes in Bangladesh, the results for the optimized charging capacities are acquired.
The results, of the charging power capacities and the charging station capacities, are
described below.

4.1 The Results for Charging Power Capacities

Figure5a shows the Pd load curve, as well as the (Pd)opt load curve, which has
been generated using the modified PSO algorithm. It can be seen clearly that load
shifting, consisting of both peak shaving and valley filling has taken place. One
important reason why the algorithm did not lower the peaks to very low nor raise the
valley too high, is that simply reversing the peaks and valleys to suit the needs of the
power grid cannot be implemented practically. It is not feasible to completely lower
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Fig. 5 Comparison of unoptimized and optimized load. a EV load, and b total load

the Easy-bike charging during the peak values at night, nor is it practical to force
the EVs to be charged during the day, when most Easy-bikes are usually active. The
goal of this optimization is to simply lower the number of EVs trying to charge at
the same time to prevent an overloading condition. The total load curves before and
after optimization is shown in Fig. 5b.

It can be seen that the optimization of the EV loads has significantly lowered
the peaks of the total load curve as well as raised the valleys. It can be noted
that this change appears graphically small. However, it should be remembered that
these results are in accordance with the present penetration level of Easy-bikes in
Bangladesh. At present, the maximum EV load at any point is less than 450 MW,
while the total load at any point of time throughout the day is a maximum of 12,500
MW in accordance with the data used for this optimization. For higher penetration
levels and more advanced forms of EVs such as full electric cars and buses, which
have much higher values of Emax, the contribution from this model would be much
more significant. Table2 summarizes the results of the optimization algorithm for
peak shaving and valley filling.

4.2 The Results for Charging Station Capacities

After the number of EVs allowed at each time instant t is obtained, it is necessary to
find the number of charging stations needed to support these infrastructures. These
charging stations, of course, have to be legitimate and under the regulation of the
DSO, as well as being state of the art, capable of supporting communications and
integration of Internet of Things (IoT) devices. By that reasoning, the total number
of charging stations with maximum filled capacity required for all times t is found, in
accordance with Eq.9, as described in Sect. 3. From all the values ofC , themaximum
value, Cmax, is obtained, which is found to be 66,667, which indicates the required
number of charging stations throughout the country.

The optimized highest number ofEVs allowed throughout the country for different
time instants, is shown in Fig. 6a, and the number of EVs allowed per charging station,
is shown in Fig. 6b.
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Table 2 Values of the parameters and capacities throughout the model

Criteria Parameters and results

Parameters N PEVi Ps Plimit n

1 M 0.0004 MW 21,000 MW 8500 MW 12

Results min(Pd ) max(Pd ) min((Pd )opt) max((Pd )opt) Cmax

40 MW 380 MW 88.1 MW 380 MW 79,167

Fig. 6 Number of allowable EVs. a For all over the country at each hour throughout the day, and
b for each charging station at each hour throughout the day

Table2 summarizes the findings of the paper in terms on the charging station
information.

4.3 Result Discussion

The results shown by this section clearly illustrates that the CCM satisfies both the
objectives of this paper. For the case of Bangladesh, the optimized electric vehicle
load curve are obtained for which peak shaving and valley filling are achieved, as
shown by Fig. 5. The number of charging stations and the number of EVs allowed
per charging station at every hour are also obtained, as shown in Fig. 6. This satisfies
the second objective of the paper. The results are summarized in Table2.

5 Conclusion and Future Direction

Most countries in the world are beginning to adopt EVs in a large scale, and as
EVs are expected to completely replace the ICE-based vehicles in the not so distant
future, the overloading of the grid due to mass charging of EVs is unavoidable. The
CCM, as proposed by this paper, is well suited for test areas where large numbers
of EVs have to be charged. This model is demonstrated for the Easy-bike charging
in Bangladesh. The results, for the data of eleven months of 2021, show that this
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model successfully achieves peak shaving and valley filling for the EV load curve,
thus reducing the peak of the total load, reducing the chances of overloading and
load shedding. The adoption of this model is expected to ensure the grid stability
while allowing higher EV penetration for similar test cases all over the world, as it
is relatively easy to implement and very much suited to practical needs of countries
like Bangladesh.

This model does not have any provisions yet for the accepting and rejection of
vehicles, for the individual charging stations, which will arise out of potential delay
in the arrival of EVs, as well as the time of charging of each vehicle. Practically, an
algorithm has to be in place for managing the individual EVs at the charging stations.
Other types of EVswill also have to be considered for the practical application of this
model. As well as this, the locations of the charging stations are also an important
parameter that has to be calculated. The authors plan to work on these topics in future
works.
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Designing of an Underwater-Internet
of Things (U-IoT) for Marine Life
Monitoring

Asif Sazzad , Nazifa Nawer , Maisha Mahbub Rimi ,
K. Habibul Kabir , and Khandaker Foysal Haque

Abstract Marine life and environmental monitoring of deep sea have become a
major field of interest for quite a long time because of the immeasurable region of
the area of the ocean that comes with its own dynamics and vulnerabilities. Creating
the Underwater-Internet of Things (U-IoT) model within Underwater Wireless Sen-
sor Network (UWSN) provides the scope of ensuring proper marine life monitoring
which supports the aspects of 4th Industrial Revolution. The U-IoT network model
is designed for an automated, efficient, smart process of data transfer for both under-
water and overwater communications through acoustic waves and Radio Frequency
(RF) data transfer techniques, respectively. The proposed U-IoT network model is
created with an optimum number of autonomous underwater vehicles (AUVs) and
surface sinks in order to address Bangladesh’s overfishing problem (e.g., hilsa over-
fishing problem) which guarantees efficient management of the banning period by
the authority. The network model is evaluated by comparing different deployment
methods of AUVs and surface sinks taking the South Patch region of Bay of Bengal
as the target area. The result shows that the proposed model transfers adequate data
of marine life motion from the seafloor can enhance efficient administration of the
overfishing problem.
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1 Introduction

Marine life environment greatly impacts aquaculture, ecosystem which is source of
biodiversity, food, life, etc., [1]. A healthy marine environment is critical for the
fishing industry also a reliable source of animal protein for many people around
the world whose income heavily depends upon the ocean accelerating influence in
the global food economy. However, due to uncontrolled population growth, climate
change, over-fishing, coastal pollution, eutrophication, etc., oceans are suffering,
jeopardizing future food security. This necessitates marine life monitoring for a
healthy ecosystem, as well as sustainable economic growth and food production.

Numerous studies on marine life monitoring are conducted using parameters,
i.e., radioactivity monitoring [2], biodiversity measurement [3], underwater noise
measurement [4], measurement of the effect of contaminant [5], coastal and oceanic
observation [6], etc. In order to collect and deliver marine life data, an Underwater
Wireless Sensor Network (UWSN) is essential to measure these parameters.

Therefore, in this paper, to build such an UWSN, Underwater-Internet of Things
(U-IoT) is suitable and effective method. U-IoT enables continuous collection, send
and aggregation of data on physical parameters of the marine life environment
through underwater-IoT and transfer it for further processing through overwater-
IoT (traditional Internet of Things). Deployment of U-IoT tremendously impacts the
aspects of Fourth Industrial Revolution to create a smart network. It supports the
analysis using machine learning and artificial intelligence in order to extract viable
information for utilization in the Underwater Marine Life Monitoring system .

This paper proposes an efficient U-IoT network architecture to monitor marine
life environment combining the motion detection of underwater objects with sensor
nodes, autonomousunderwater vehicles (AUVs), surface sinks andoffshore sinks that
optimizes data transfer time delay. The U-IoT network is modeled integrating both
underwater and overwater communications. The data flow from sensor nodes to the
surface sinks involves underwater acoustic communication, and standard terrestrial
mode of communication, radio frequency, is used for data transfer from surface sinks
to offshore sinks incorporates overwater radio frequency (RF) communication. Here,
sensor nodes (deployed at the seafloor) generate data and transfer to next layer AUVs
above them. The data is finally transferred to off-shore sinks through the surface sinks
as shown in Fig. 1.

For underwater sensor network, acoustic waves are used as means of data transfer
instead of traditional terrestrial methods of communication, such as radio frequency
(RF). Under the water, RF highly attenuates the transfer of data (i.e., low data rate)
[7], which reduces the transmission range rapidly [8], whereas acoustic waves have
a low rate of absorption that enables long range data transmission with adequate data
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rate [9] and thus is a reliable data transfer medium for the proposed U-IoT model. In
the proposed model, the South Patch region of Bay of Bengal is taken as the target
region where Bangladesh’s overfishing problem (e.g., hilsa overfishing problem) is
addressed that guarantees efficient management of the banning period. In the result
section, it is shown that data generated at the seabed due to motion of the marine life
is efficiently detected with the adequate data rate at the off-shore sink nodes, that
aids the detection of overfishing problem.

This architecturemodel of the proposedU-IoT is explained in detail in the sections
beyond. The proposed paradigm is briefly compared to recent work on UWSN and
U-IoT technology in Sect. 2. In Sect. 3, the U-IoT network model is described using
a reference region. Further in Sects. 4 and 5, detailed simulation model is illustrated
with appropriate reasoning. Lastly, the conclusion and the proposed model’s future
scopes are discussed in Sect. 6.

The structure of the paper is as follows. Section2 describes the literature review,
Sect. 3 describes the network model of proposed U-IoT. Sections4 and 5 illustrates
the detailed simulation model with appropriate reasoning. Lastly, Sect. 6 concludes
discussing the proposed model’s future scopes.

Fig. 1 Overview of U-IoT in monitoring marine life environment using acoustic wave for under-
water and RF for overwater communication
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2 Literature Review

Measuring different parameters (e.g., temperature, pressure, oxygen saturation, salin-
ity, pH, Ammonia, etc.) of water to monitor marine environments with IoT-based
smart technology [10] is challenging because most of the researches are done in
a limited scale, i.e., small aquarium system or a fish pond, whereas the proposed
approach allows for large-scale water quality monitoring.

Effective node deployment in the underwater seafloor is evaluated in a hierar-
chical UWSN using edge computing where Ant Colony-Based Efficient Topology
Optimization [11] and Swarm optimization [12] are utilized to optimize deployment
costs while maximizing network life and efficient node sensor range. An effective
model for node battery life is proposed using Linear Regression Technique and Deep
NeuralNetworkmodelingoutperforming these techniques [13]. These articlesmostly
focus on finding node deployment positions with different optimization algorithms
ormodeling techniques optimizing node sensor energy, deployment cost maximizing
network life, etc. The network we proposed is compatible with all the modeling and
optimization algorithms.

In large-scale UWSNs, research on autonomous underwater vehicles (AUVs)
is done with a cluster-based AUV-aided data gathering method to make a trade-off
between energy savings anddata transfer latency [14]. To solve this trade-off problem,
a multi-hop realistic underwater sensor network model is simulated using acoustic
wave [15] that suggests efficient AUV-aided underwater routing protocol (AURP)
for improved data transmission reliability. The aforementioned studies focusing on
AUV movement paths or clusterization can be collaborated with this research work
suggesting the effective number of AUVs required.

Different parameters decide profitable routing algorithms. For UWSN, a number
of energy-efficient and reliableMACnetworks havebeenproposed [16].A simulation
for the U-IoT results in a high data packet transfer rate with low energy consumption
and low latency [17]. In this study, an efficient model is simulated that proposes an
architecture with the least amount of data transfer latency.

None of the studies cited above propose an optimal amount of surface sinks for
reducing data transfer time. As a result, this paper is driven to create an underwater
sensor network that proposes node cluster head orientation with the help of ocean
vehicles and various number of surface sinks that maximizes data transfer time from
node to off-shore sinks.

3 Network Model

The network model of U-IoT is obtained by deploying different underwater target
devices such as nodes, AUVs, surface sinks and off-shore sinks. Firstly, the overall
description of data transfer between these objects is explained. Later, a reference
region is chosen in accordance with its importance of monitoring marine life with
U-IoT.
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Fig. 2 3D view of U-IoT simulation model

3.1 Description of UWSN Data Transfer Model for Marine
Life Monitoring

For marine life monitoring, the U-IoT is developed using nodes, AUVs, surface and
offshore sinks as shown in Fig. 2. In the proposed model scenario, data is transferred
from nodes to the AUV forwarded to the surface sinks that are in range; otherwise,
the data is stored. Afterward, data is transferred from the surface sink to the off-shore
sink, where it is collected in the nearest terrestrial network. As an example, Cox’s
bazar and Teknaf region of Bangladesh is used as reference to build the UWSN to
create U-IoT.

3.2 Proposed Scenario of Marine Life Monitoring: Case
Study of Over-Fishing Problem of Hilsa in Bangladesh

The preservation of Hilsa fishery resources is one of Bangladesh’s most critical
issues.Overfishing during the breeding season has put fishing stocks ofBangladesh in
jeopardy. In order to address Bangladesh’s overfishing problem, many new inventive
ideas are developed by issuing a banning period where fishing is kept to halt. Despite
government legislation, illicit and unauthorized fishing occurs during the ban period.
However, existing techniques of controlling overfishing do not completely alleviate
the problem because it is unable to monitor abnormalities during the dark hours.
In order to be able to solve the predicament and provide an infallible solution, an
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Fig. 3 Target region (Bay of Bengal-South Patch) for monitoring marine life

UWSN using U-IoT is built considering the South patch region of Bay of Bengal
shown in Fig. 3

Bay of Bengal is taken into account as it is one of the favorable oceans with huge
occurrence and variety of marine species with four fishing grounds which are (i)
South patches, (ii) South of south patches, (iii) Middle ground, (iv) Swatch of no
ground [18]. TheUWSN formarine lifemonitoring system is conducted in the region
of South patcheswhich covers an area of 3662 km2 and falls underCox’sBazar region
of Bangladesh [18] that can be utilized to monitor the underwater environment even
at night, ensuring 24-h monitoring and control of the overfishing situation.

4 Simulation Model

The underwater sensors are positioned in a 10 km× 10 km region in the proposed
model to make the calculation easier and a maximum depth of 100 m for the South
patch region is taken into account which is shown in Fig. 2, where 46 nodes are
placed on the seabed since the delivery rate and energy usage are both optimal [19].
The node sensor range is set at 35m ensuring short-range acoustic communication
[19]. Moreover, nodes are deployed in clusters where each cluster has a cluster head,
and all other nodes in that cluster send their data to that cluster’s cluster head, which
communicates with AUV within its range and provides data with data generation
rate of 1 kbps [11]. The nodes are placed at seabed both uniformly and randomly
that will be further discussed in the next section.

To reduce packet loss, AUVs are deployed in the middle layer between the surface
sink and nodes. Through graphical analysis, efficiency of AUV deployment is found
that is further examined in Sect. 5.
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Table 1 Parameters for marine life monitoring for Bangladesh’s hilsa scenario

Oceanic parameters Value

No. of nodes 46

Node sensor range 35m

Data generation rate 1 kbps

AUV sensor range 1700m

Depth of lower level AUV (from sea bed) 30 m

Depth of upper level AUV (from sea bed) 70 m

Speed of AUV 1.0m/s

Boat sensor range 40km (Sigfox)

For optimal data transfer to the surface sinks, the AUV sensor range employed in
the simulation is set at 1700m [20]. When the target items fall into the sensor range
of each sender, they interact with one another. The upper-level target device within
at a radius of 1700m data is transferred from the lower level to the upper-level target
device [20]. AUVs transport data to surface sinks and from surface sinks to off-shore
sinks stationed in the study area in a similar manner. Also, it is assumed that the data
collected from the AUVs will be sent from the boat through Sigfox. So, 40km is
considered as the sensor range for terrestrial communication from the surface sink
to offshore sink [21].

Finally, two sinks are positioned at Teknaf and Cox’s Bazar which will receive
data from the surface sinks (considered boat in the proposed model) and will process
it further.

The UWSN deploying U-IoT to monitor marine life is modeled using specific
object parameters and their values which are given in Table1. In the next section, the
above-mentioned parameters are further explained using the Netlogo model envi-
ronment in order to draw the appropriate conclusions from the simulation results.

5 Discussion of Simulation and Result Analysis

In this section, firstly the optimum node positioning at seabed is discussed along its
graphical outcome. Secondly, the AUV deployment scenario involving layering of
different number of AUVs is analyzed, and the result generating optimum use of
the devices is concluded accordingly. In the similar manner, the number of surface
sink usage is also carried out. Finally, using the optimal node, AUV and surface sink
deployment a comparison analysis is given in the following subsections.
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5.1 Uniform and Random Node Deployment in Seabed

Simulation is carried out using uniform and random node positioning in the U-IoT
network model as shown in Fig. 4.

In case of uniform node deployment, greater rate of data transfer occurs at any
time instance as a constant number of node is linked to the AUV for data transfer.
On the contrary, in case of random node distribution, the data transfer rate is reduced
as the number of nodes connected to AUVs at each time instance keeps changing.
Sometimes, a few nodes are connected and sometimes none, causing this fluctuation
of data rate transfer. Thus, from the simulation output as shown in Fig. 5, it can be
deduced that data generated by the uniformly spaced node is received at the sink
faster compared to when the network is randomly deployed.

As a result, the uniform distance within the node cluster head is taken into account
because it depicts a closer relation to the ideal case scenario.

Fig. 4 Orientation of sensor cluster with a uniform cluster-heads, b random cluster-heads

Fig. 5 Effect of uniform and random node deployment on network performance
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5.2 Optimal Deployment of Underwater AUV and Surface
Sinks in UWSN

In the middle layer, data transmission is done to the AUVs and from AUVs to the
boats by implementing various scenarios as shown in Fig. 6.

In Fig. 7 analysis of different number of boat classifications used in both scenarios
is shown, respectively.

The data sent by the AUV is limited to themaximum data packet of 5 kbps that can
be transferred to the target devices causing data received by the upper level AUVs
to get limited as well. Thereby, after installation of two boats, no matter how many
surface sinks are introduced, the rate of data transfer between AUVs and boats does

Fig. 6 AUV and surface sink localization in U-IoT with different number of boats, i.e., 1, 2, 3, 4.
a Scenario 1: for 3 AUVs, b scenario 2: for 2 AUVs

Fig. 7 Network performance. a Effect of scenario 1: for 3 AUVs, b effect of scenario 2: for 2 AUVs
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Fig. 8 Co-relation of data packet sent from the underwater sensor node and the received data
volume at the overwater off-shore sink

not increase. Now, it can be seen from the simulation that using two boats results in
faster transfer of data, regardless of the number of AUVs employed in two layers.

The main objective of this paper is to increase the rate of data transfer. So, when
3 AUVs are used, more data is received by the upper level AUV from the lower level
AUV as an extra AUV is present in the bottom layer. Thus, from Fig. 7b, among the
two scenarios, it can be concluded that the scenario with 3 AUVs gives the best flow
of data to the surface sink.

Finally, the above-mentioned research proves that the scenario with three AUVs
localized in two layers communicating with two boats provides the best possible data
transmission in the U-IoT network model.

5.3 Data Transfer for UWSN Using U-IoT

From the analysis obtained above, a time-based comparison graph is plotted in Fig. 8
showing the total data generated by the nodes versus the total data received in the
sink. The node data generation plot is linear as the data generation rate is taken to
be constant as mentioned in Table1. Due to the relative speeds of the mobile sensor
devices (AUVs and surface sinks), link between two layers in the proposed UWSN
deploying U-IoT is not formed at all times. And as data is only received when a link
exists between two layers, a time delay is generated causing the received data graph
to be a delayed plot.
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5.4 Discussion of the Simulation Results for Marine Life
Monitoring System

The optimal deployment of AUVs is carried out in two different scenarios, and the
optimum number of surface sinks is found through creating four different scenarios
in the above simulation analysis. Optimal deployment of AUVs and surface sinks
in the proposed scenario refers to maximum data transfer rate from the underwater
node sensors to overwater off-shore sinks.

The main objective is to reduce the overfishing problem in Bangladesh, which
requires all day supervision through collection ofmarine life environment data. From
the collected data, the population of adult hilsa fish can be monitored with the help
of their motion detection. Moreover, if any kind of illegal activities take place, the
sensor nodes will sense irregularity in underwater marine life motion detection. For
example, if any fishing activities take place during the banning period, the motion
of fishing net will be detected by the nodes providing variation in dataset. Thus,
from the dataset record the extent of overfishing occurrence can be easily deduced to
guarantee proper implementation of the banning process as the unauthorized fishing
can be prevented through sufficient data transfer of marine life motion. Therefore,
employingU-IoTwithin a short period of time allows accurate and faster data transfer
ability, ensuring effectivemeasure availability in the regionwhenever any irregularity
is found in the received data.

6 Conclusion and Future Scopes

In this research, it is demonstrated that the UWSN architecture can implement the U-
IoT network model efficiently, which can be used to monitor marine environmental
conditions and collect specialized data. The results discussed above also provide
proper evidence for the usage of optimal carrier deployment both underwater and
overwater. This ensures an efficient, automated and reliable rate of data transfer
through the U-IoT device positioning. Moreover, the U-IoT network model that is
created in this paper also allows 24/7 surveillance ofmarine life. Thus, the overfishing
problem in Bangladesh can be mitigated, ensuring proper regulation of the banning
period through adequate transfer of data of marine life motion.

Furthermore, this architecture model ensures proper marine life monitoring in any
part of the world, resulting in long-term ecosystem preservation. It is also evident
that underwater sensor networking is an area with a lot of room for advancement in
the future. Further, variables in IoT devices, like energy efficiency, storage capacity,
memory installation, carrier band limitation and other data routing protocols can help
to improve the model even more which will contribute to 4th Industrial Revolution.

Beyond the existing analysis of this paper, incorporation of efficient routing pro-
tocol to improve data delivery rate is the next focus of this research work.
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Beam Splitter Based on Dual-Core
Photonic Crystal Fiber for Polarized
Light Using Gold Metal Nanowires

Md. Ruhul Amin, S. M. Shahriar Nashir, Nazrul Islam, Md. Ahsan Habib,
Mohammad Rubbyat Akram, and Sujay Saha

Abstract Abeam splitter focused on a dual-core photonic crystal fiber with a hexag-
onal lattice structure has been designed. The Finite Element Method (FEM) is used
to create and characterize the polarization splitter. The splitter can split polarized
light into two polarization states at the wavelength of 1.55 µm. This work presents a
working wavelength of about 1300–1950 nm. An extinction ratio that values lower
than 10 dB with a total length of 850 nm can ensure an ultra-broadband bandwidth
of 650 nm covering all communication bands. This proposed splitter may be capable
of playing a vital role in communications and sensing applications.

Keywords Splitter · PCF · Coupling length · Extinction ratio · Fabrication

1 Introduction

The rapid growth of population and technology advancement demand more high
speed and extensive capacity communications system. The PCF has unique char-
acteristics. Polarization splitters can split light into two states (x-polarized and y-
polarized light). Hence, the signal distortion can be reduced. The splitters focused
on gold metal-filled PCF with all elliptical air, holes were designed, in 2015, with
better bandwidth (1420–1980 nm) and a shorter length of 254.6 µm [1].

Wang et al. designed a square lattice structure with two elliptical air holes in the
core output that were given in a short length of 93.3 µm, but a fast bandwidth of
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70 µm with an extinction ratio of −79.3 dB at 1.55 µm wavelength [2]. Dou et al.
published a paper in 2018 that described an energy transmission channel between
dual-cores in a square lattice with two pitches [3] and obtained a device length of
103 µm with a bandwidth of 177 µm. He et al. designed a dual-core PCF using
tellurite glass to get a short span of 89.05 µm with a bandwidth of 150 nm [4]. As it
has four elliptical air holes with two ellipticity factors of 1.62 and 3.4, the structure
is comparatively complex. Thus, the fabrication will be difficult. In 2019, Xu et al.
designed a polarized splitter with a new approach using liquid and Ti infiltrated PCF
having a short splitter length of 83.9 µm [5]. However in the reference level at −10
dB, the splitter represents a very ultra-scarce bandwidth of 32.1 nm.

According to the study, it is challenging to simultaneously design a splitter with
an ultra-short length, a wide bandwidth, and a high extinction ratio. Because of the
complicated elements of design characteristics and unavoidable terms between band-
width and distance, the extinction ratio of specific splitters is relatively high but low
bandwidth and vice versa. The proposed model shows the overall best performance
in our work and can be used in optical communications systems compared to others.

2 Proposed Model and Theory

The cross-sectional view of the proposed model polarization splitter is shown in
Fig. 1. The background material is silica, whose dispersion relationship is computed
by the Sellmeier equation [6]. This PML will absorb all the reflections and light
confinement in the entire computational area. The model consists of three types of
air holes. Two of them are circular (sizes are small and large), and another one is
elliptical.Here,d1 andd2 define the smaller and larger air hole diameters, respectively.
And also, da and db determine the major and minor axis of elliptical air holes, and
η = da/db defines the ellipticity. Λ1 and Λ2 denote the pitch between two large
circular air holes and between one small and one large air hole.

To create a dual-core, remove two small air holes along the y-axis and fill up
two small air holes with gold metal along the x-axis (blue air holes in Fig. 1). The
gold-filled air hole diameters dg are equal to large air hole diameter d2. From the
improved Drude–Lorentz model, the relative permittivity of gold is computed as [7]

εm(ω) = ε∞ − ω2
D

ω(ω − jγD)
− �ε�2

L

(ω2 − ω2
L) − j	Lω

(1)

where εm , ε∞, �ε, and ω are denoting the relative permittivity, the relatively high-
frequencypermittivity ofmetal, theweighting factor, and the incoming light’s angular
velocity, respectively.

One of most important parameters of the coupling components of dual-core PCFs
is the coupling length. For measuring the coupling length, the performance of the
suggested splitter may be examined by utilizing four modes which are shown in
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Fig. 1 Cross-sectiononal view of the splitter

Fig. 2, where Fig. 2 illustrates x-polarized and y-polarized light. Then, the following
relation of coupling length can be expressed as [8]

Lx,y = λ

2(nevenx,y − noddx,y )
(2)

here, L is the coupling length, and subscripts define the x- and y-polarization states. λ
is the wavelength of the light. n indicates the effective mode index in the fundamental
model, and the subscripts of n denote the polarization directions, and the superscripts
indicate the light modes. For splitting the light into two cores, we have to maintain
CL and CLR that meet the terms denoted as L = mLx = nLy , where m, n both
are positive integers by propagating light from one core to another. The higher the
coupling strength between the cores, the shorter the coupling length. The coupling
length ratio that plays an vital role to achieve efficient beam splitter is defined by

CLR = Ly

Lx
(3)

CLR needs to be 2 (when Lx < Ly) or 1/2 (when Lx > Ly) to get optimum output
within a short length from the splitter.

The light propagates from one core to another and for the input power in a specific
core for particular polarized light, the output power can be calculated by following
equation [9]:
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ddo-x)c(neve-x)a(

ddo-y)d(neve-y)b(

Fig. 2 Electric field for four polarization modes of the splitter

Px,y
out = Px,y

in cos2
(

πL

2Lx,y

)
(4)

where Pin is the input power for a particular polarized light and L is the fiber length
or length of the splitter.

In the polarization splitter, the key parameter is extinction ratio (ER), which can
differentiate several types of beam splitter with different polarization states whether
it is efficient or not. It is used to define working spectra of the splitter and can be
expressed as [4]

ER = 10 log10

(
Py
out

Px
out

)
(5)

3 Optimization Process

The splitter’s components are found using the COMSOL multiphysics simulation
program. Figure3a visually depicts the connection between effective refractive index
and wavelength. The effects of using gold medals in the structure are described,
corresponding to several figures.
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For finding the value of CLR = 2 as well as getting better result, the diameters,
pitch, ellipticity are optimized and analyzed at the wavelength 1.55 µm. The param-
eters of the mentioned PCF’s initial values are as follows: Λ1 = 2.1 µm, Λ2 = 2.1
µm, d1 = dg = 1.2 µm, d2= 0.65 µm, da = 1.2 µm, db= 0.8 µm.

By changingΛ1 andΛ2 simultaneously, the effects of pitch variation are shown in
Fig. 3b. In this situation, whenΛ1 andΛ2 are altered from 1.8 to 2.3µm by holding a
fixed difference of 0.1 µm between Λ1 and Λ2 and other parameters will remain the
same as before. By increasing pitch, the coupling length also increases, but the core
power will be inconsistent. On the other hand, the pitch is more decreased, and the
adjacent air holes may fall in a collision through the shorter length is always selected
for splitters.After optimizing, CLR is 2.045 at pitch = 2.1 µm.

When the big air holes diameter (d1) is varied from1.0 to 1.4µm, then the coupling
length of x-polarized light(Lx ) is increased from 844 to 1056 µm, and y-polarized
light (Ly) is decreased from 470 to 387µmwhich is shown in Fig. 4a as the diameter
is increased.

(a) (b)

Fig. 3 Effective refractive indexes of core modes with respect to wavelength and electric field for
four polarization modes of the splitter

(a) (b)

Fig. 4 Coupling length versus big and small air holes diameter
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By decreasing the spaces between air holes bubbles, the bigger air holes improve
energy transfer between the two cores, and so a larger diameter of d1 shows a shorter
coupling length. Therefore, the value of diameter (d1) is optimized to 1.2µm at CLR
= 2.047.

When the diameter of the small holes (d2) is decreased from 0.75 to 0.55 µm to
enrich the birefringence, it is necessary to reduce pitch in each step of decreasing d2
to maintain space between large and small air holes. Hence, the d2 = 0.65 µm for
achieving the optimized result which is shown in Fig. 4b.

In Fig. 5a, changing the ellipticity (major axis) of the elliptical holes, which is
varying from da from 1 to 1.4 µm when db is constant. Then, the coupling length
increases, allowing more vital plasmonic interaction between the cores and the gold
nanowires. However, the change in CLR also has to be considered while changing
the ellipticity. When ellipticity is being changed, the CLR is 2.047 when da is equal
to 1.2m, which is incredibly near the required value of 2.

For Fig. 5b, changing the ellipticity db (minor axis) of the elliptical air holes is
varying from 0.7 to 0.9 µm. The coupling length increases, which can allow more
vital plasmonic interaction between the cores and gold nanowires. When ellipticity
is being changed, the CLR is 2.047 when da is equal to 1.2m, which is extremely
near the required value of 2.

In other terms, the suggested design parameters’ optimum values are Λ1= 2.1
µm, Λ2 = 2.1 µm, d1 = dg = 1.2 µm, d2= 0.65 µm, da = 1.2 µm, and db = 0.8 µm
for CLR = 2 at the wavelength of 1.55 µm.

The sensing applications’ performance depends on the plasmonic material, so
there must be careful about utilizing the material. There are several options to choose
from among copper, silver, or gold as plasmonic material as these have higher reso-
nance peaks. All of this gold provides a stable and optimal solution.

The effect of using gold metal in the proposed structure is shown in graphical
format in Fig. 6a, where coupling length in left Y -axis and CLR in right Y -axis are
increasing according to thewavelength increases, and the CLR is always nearly equal
to 2. But in Fig. 6b, in the absence of gold metal in the proposed model PCF, the

(a) (b)

Fig. 5 Coupling length versus major and minor axis of the ellipse
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(a) (b)

Fig. 6 Coupling length and coupling length ratio (CLR) with respect to wavelength for the splitter

coupling length in left Y -axis increases, but CLR in right Y -axis can reach only the
value of 1.13 instead of 2, which is not a desired optimal solution. Hence, the use of
gold metal nanowires as plasmonic material significantly impacts transferring power
between two cores. Otherwise, it isn’t easy to complete the power transfer of any
signal system or optical system.

4 Results and Discussion

If the normalized power in a core is maximum, the core will be minimal, and vice
versa for dividing light into two cores. Because NP is a function corresponding to
the propagation distance, the splitter length can be found through NP’s output curve.
Figure 7a shows that at a propagation distance of 855 µm, the NP of the x-polarized

(a) (b)

Fig. 7 Normalized power in core A presents the function of propagation distance and extinction
ratio as a function of wavelength for optimized structure parameters
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ray is highest while the NP of the they-polarized glow is minimal. However, the
polarized beams’ power dwindles due to an ohmic drop in the gold metal nanowires.

The ER in the decibel unit is used to define the working spectrum with the ER
more significant than 20 dB, shown in Fig. 7b. The splitter offers a very comparatively
high ER of 108.52 dB at 1.55µm and gradually falls with the wavelength, which can
realize through Fig. 7b. The proposed splitter also tries to control the ER higher than
10 dB around the broad spectrum of about 650nm from 1300 to 1950 nm, covering
all essential communication bands for optimizing proposed structure parameters.

5 Fabrication

When the structure parameters are varying, then it is necessary to fabricate the tol-
erance of the structure. The parameters can vary up to ±2 and ±3%. However, the
system’s ability can be handled under ±1% [10] and the consecutive effects on ER
according to the wavelength are shown in Figs. 8, 9, 10, 11, and 12. From Fig. 8, as
the pitch, Λ in X-axis is lessening by 1%, 2%, and 3%, it is visible from Fig. 8 that
the bandwidth lifts to 410nm, 600nm, and then decreases to 500nm, respectively.
A little bit of information is visible when the pitch increases about 3%, and short
bandwidth is found as angles raised by 1% more than ever. The leading cause is that
the CLR doesn’t reach the desired value CLR, equal to 2.

In the proposed structure, the desired CLR value of 2 was found because of
the combined effect of several optimized design parameters and using gold metal
nanowires as plasmonic material. Furthermore, above the realization, it can be added
that the optimized structure can control over ER around 10 dB at the wavelength of
1.55 µm for pitch fluctuation.

Fig. 8 Extinction ratio as a
function of wavelength for
the fabrication tolerance of
pitch, Λ
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(a) (b)

Fig. 9 Extinction ratio as a function of wavelength for the fabrication tolerance of large air hole
diameter, d1

(a) (b)

Fig. 10 Extinction ratio spectrum for various fabrication defects of major and minor axis, da & db

The ER spectra can be affected for the variation of the large air hole diameter d1 by
±1, ±2, and ±3% are shown in Fig. 9a. The increment of d1 by 1, 2, and 3% notably
enhances the bandwidth, but the maximum ER shifts at the wavelength of 1.4, 1.2,
and 1.6 µm separately. When d1 is reduced by 1, 2, and 3% where bandwidth 200,
100, and 200nm is generated, the splitter performance will also fall. This happens
as the structure is changed with varying d1. Thus, the splitter can’t maintain the
appropriate CLR of 2 under a bandwidth of 650nm. The variation in the small hole
diameters, d2, can change the bandwidth of the splitter a few. This fabrication is
shown in Fig. 9b. The effect of varying d2 in the ER at 1.55 µm is that it is 35.46,
24.95, and 24.95 dB when d2 is decreased by 1, 2, and 3% separately. Comparably,
the ER of 35.27, 35.277 and 41.43 dB is generate because of the enhancement of d2
by 1, 2 and 3% individually.
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Fig. 11 Extinction ratio
spectrum for fabrication
tolerance of the diameter of
gold nanowires, dg

Changing the ellipticity of the major and minor axis creates almost the same
splitter implementation as mentioned above, which is shown in Fig. 10a, b when
the major and minor axis are reduced to 3%, then the maximum ER shifts to the
wavelength of 1.45 µm and shifts to 1.5 µm when reduced by 2% and to 1.55 µm
when declined by 1%. For increasing the major or minor axis about 1, 2, and 3% the
peak ER is found at 1.4µmwavelength at 10 dB reference level. So, the reduction of
daor db by 2%, the ER is increased and the enhancement of daor db by 1, 2, and 3%
individually. So, the above evaluation shows that the birefringence of the structure
can be maintained through the varying in the ellipticity of elliptical air holes.

In Fig. 11, the fabrication tolerance of gold-coated air holes diameter slightly
increases the bandwidth when gold-filled air holes diameter is increased by 2%. For
the 2%decrement and 1%increment of dg , themaximumERwill be shifted to 1.4µm
and the peak rest at 1.55µm. Due to the change in gold-coated air holes diameter, the
maximum ER will be shifted when dg plays an ignorable effect on broadband of the
splitter, which is shown in Fig. 11. Here, a small amount of gold nanowires shows an
avoidable impact on theproposedmodel PCF.Whenall the parameters of the structure
change simultaneously, then inspect mathematically for the utmost fluctuation of
fabrication, as shown in Fig. 12. For the variation of Λ1,Λ2, d1, d2, da, db and dg
while changing these all parameters by ±1, ±2, and ±3% continuously at the same
time, then ER curve will be shown in Fig. 12a, b. Among the three cases, an overall
good result is generated while all structure parameters are increasing. But the change
in all parameters can’t reach the optimized desired output bandwidth. The bandwidth
of almost 150nm and for 1, and 2% incrementing range from the wavelength of
1.45–1.6 µm in Fig. 12b where this figure can show an optimal ER among all of this
variation.

Discussing and realizing all of the fabrication tolerance impact on the splitter from
Figs. 8, 9, 10, 11, and 12, it can be said that the splitter can handle it’s own feature
and mechanism with reasonable changes in structural parameters.
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(a) (b)

Fig. 12 Extinction ratio versus wavelength for the variation of all model parameters showing the
resilience of the proposed splitter to fabrication tolerances

Table 1 Performance comparison between the proposed device and other works

Reference no. Device length
(µm)

ER (dB) Bandwidth (ref.
level)

Working
spectrum (nm)

[1] 254.6 − 111 560nm (< − 20
dB)

1420–1980

[2] 93.3 − 79.3 70nm (−20 dB) –

[3] 103 − 73 177nm (20 dB) 1508–1587

[15] 56.33 132.33 530nm (20 dB) 1225–1755

[16] 481.3 − 98 200nm (20 dB) 1450–1650

Proposed work 855 108.52 650nm (< 10 dB) 1300–1950

The splitter process depends on the types of the beating of two orthogonal polar-
ized photons’ even and oddmodes. Because the extension way of the coupling region
and the splitter is uniform, the higher-level methods have not been realized. Stim-
ulated in the suggested photonic crystal fiber structure splitter [11]. The existence
of a higher-level mode in the suggested structure is also investigated: The higher-
level mode (LP11) has even and odd ways of x-, and y-polarized photons with lower
practical index values and higher losses than the initial modes.

Due to the low device length and substantially increased efficiency, the suggested
layer is added on a square lattice [12]. Furthermore, extremely birefringent fibersmay
be created by utilizing a square lattice with elliptical air holes of low ellipticity, which
is better suited for single-mode transmission [13]. On the other hand, the working
spectra of a PCF based on a square lattice are always higher than that of a PCF based
on a triangular lattice [14]. As a result, PCFs on a square lattice can manage large
amounts of data. More power, and it’s easier to connect to other gadgets.

Finally, the suggested rending of splitters is likened. To that of existing splitters
in the composition, it is summarized in Table1. The size of various splitters is deter-
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mined by splitter length, extinction ratio, bandwidth, and operating spectrum. Table2
shows that there are just a few works [5, 8, 17]. Splitter bandwidth was calculated
using a reference level of about 10 dB, while almost all used a 20 dB reference level.
So the calculate bandwidth, we used a reference of 20 dB in our research. Some
splitters are also noted for their short lengths and narrow bandwidths [2–5, 17] and
some are broadband but large size [1, 8, 9, 18, 19]. Within the mentioned splitters,
the suggested splitter has the lowest device length and the greatest extinction ratio. It
also has a wide bandwidth that spans all communication frequencies, making it the
most broad-spectrum splitter available. Our splitter model outperforms as originally
stated splitters in terms of aggregate effectiveness.

6 Conclusion

Finally, this paper describes a dual-core PCF-based flatten and broadband polariza-
tion splitter. The FEM is used to optimize and quantitatively evaluate the structure.
The suggested model’s hexagonal structure is filled with gold for improved split-
ter performance based on the plasmonic resonance. The splitter is most effective at
1.55 µm wavelength, with a higher extinction ratio of 108.52 dB and a length of
just 850m. It can also sustain ER higher than 10 dB throughout a large spectrum
of 650nm from the wavelength of 1300nm nm to 1950nm nm, which covers many
ranges of communication bands.
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Investigating the Performance
of Delay-Tolerant Routing Protocols
Using Trace-Based Mobility Models
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Abstract The mobility patterns of nodes significantly influence the performance
of delay-tolerant network (DTN) routing protocols. Trace-based mobility is a class
representing such movement patterns of nodes in DTN. This research analyzes the
performance of DTN routing techniques on trace-based mobility regarding delivery
ratio, average latency, and overhead ratio. Three real traces:MITReality, INFOCOM,
and Cambridge Imotes are implemented on five DTN routing techniques: Epidemic,
Spray and Wait, PRoPHET, MaxProp, and RAPID. For more explicit realization,
Shortest Path Map-Based Movement from synthetic mobility model has also exper-
imented with the traces. The Opportunistic Network Environment (ONE) simulator
is used to simulate the considered protocols with these mobility models. Finally, this
research presents a realistic study regarding the performance analysis of these DTN
routing techniques on trace-based mobility along with Shortest Path Map-Based
Movement by considering the variation of message generation intervals, message
Time-To-Live (TTL), and buffer size, respectively.

Keywords Delay-tolerant network · Routing protocol · Trace-based mobility
model · Performance analysis · Opportunistic network environment simulator

1 Introduction

Delay-tolerant networking (DTN) architecture has been proposed to address the
application drawbacks in dynamic networks, which may experience topological
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diversity due to the intermittent connectivity among nodes. Several reasons exist
behind such intermittent connections of nodes in DTN: bounded coverage range of
nodes, extensive distribution of mobile nodes, restriction of resources (i.e., energy),
higher interferences or other medium impairments, etc. These characteristics make
the DTN scheme a perfect replacement for conventional Mobile Ad Hoc Network
(MANET).MANETarchitecture is not suitable for those applications since an instan-
taneous path from source to destination nodes is required for transmitting data. Also,
any delay handling mechanism to account for these delays because of intermittent
connectivity of nodes is absent in MANET. Therefore, higher latency decreases
the data delivery rate in these cases, whereas DTN architecture improves the success
rate of data delivery by exploiting the “Store-Carry-and-Forward” strategy onmobile
nodes suffering intermittent connections to each other. Within this approach, nodes
store data on limited buffer storages, while connectivity is unavailable and bears data
for an interim period to forward before the connection of nodes with the target node is
available. Thus, DTN can be an excellent option to deliver data successfully in those
networking scenarios intended to operate in heterogeneous mobile networks, inter-
planetary communications, rural communications, extreme and emergency terrestrial
environments, viz. natural disaster-affected areas, etc. [1, 2].

Several routing protocols have been proposed for DTN scenarios to improve the
data delivery rate considering minimum latency and overhead. The flooding-based
protocol can be considered the first-generation protocol where the message is repli-
cated uncontrollably. Epidemic [3] is an example of a flooding-based protocol. Later,
message replication was restricted to next-generation protocols. Spray and Wait [4]
is a notable instance of this type of protocol. Then, a probabilistic concept is adopted
in the message routing strategy. Probabilistic Routing Protocol using the History of
Encounters and Transitivity (PRoPHET) [5] protocol is an example of such prob-
abilistic protocols. Resource allocation-based and schedule-based protocols are the
posterior protocols. Resource Allocation Protocol for Intentional DTN (RAPID) [6]
and MaxProp [7] are examples of such routing techniques. Although such protocol’s
application perspectives are different, researchers have been investigating better
routing solutions for DTN scenarios.

However, the movement pattern of nodes’ is an essential factor to consider in
DTN architecture. The message transmission time depends on the nodes’ movement
pattern and the distance between the source and destination node. This transmission
time may vary from a few minutes to more hours or multiple days. Accordingly, the
performance of data delivery of the routing technique significantly depends on the
selection of a proper mobility pattern [8]. Moreover, the frequency and duration of
the contact are influenced by the movement pattern of nodes. The nodes’ movement
model depends on various factors such as the entire networking area, map of the
street, and nodes’ speed. Mobility patterns can be categorized into two types. The
first type is synthetic mobility pattern which is a statistical model. In this case,
mobility pattern is generated according to particular rules. Shortest Path Map-Based
(SPMB) Movement [9] is one example of such a model. These synthetic mobility
models are mainly specified for a group of users.
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On the other hand, real trace-based mobility is another type of movement pattern.
These real traces are developed from many real-life applications and exhibit the
actual behavior of nodes in a specific environment. Several real traces are available
in an online-based repository known as the CRAWDAD project [10]. Traces are
established on contact traces and GPS traces. A finalized contact list is supported
by a contact trace when two or more nodes are involved in a contact. Contact’s
start time and end time are also included there. Differently, the location of nodes is
given for a specific duration in GPS traces. However, unfortunately, some application
restrictions have been realized in real traces. New scenarios, which are outside the
collections, are not supported by traces.

Furthermore, traces have a fixed size, so it is impossible to extend the size of
the traces, and they are unable to support any variation from user contexts. So,
traces would not consider if the users were moving in challenging and troubling
environments. Apart from this, the utilization of traces in simulation is less cost-
effective as external files are necessary to read the information related to contacts.
In comparison, synthetic movement models offer additional functionalities. These
models support different new scenarios and allow the parameters to be adjustable.
Accordingly, if the change of any network-related attributes, viz., if the network is
extended due to increasing node density, synthetic mobility models can afford that
is absent in real trace-based mobility models [11].

This study has investigated a comparative performance analysis of several DTN
routing protocols considering three real traces: MIT Reality, INFOCOM, and
Cambridge Imotes. Shortest Path Map-Based Movement from synthetic mobility is
also considered in our study for simplifying the comparison. Opportunistic Network
Environment (ONE) Simulator [12] is used as the simulation tool to perform all
the simulations. We have analyzed the performances of simulated protocols consid-
ering three traces and one synthetic mobility model based on three performance
metrics: delivery ratio, average latency, and overhead ratio. The remaining portion
of this paper consists of: Relevant literature study is provided in Sects. 2 and 3
which presents a brief description of considered mobility models in this research,
and Sect. 4 gives a short review of experimented DTN routing protocols. An expla-
nation regarding the simulation environment and necessary parameters is given in
Sect. 5, whereas Sect. 6 analyzes the comparative performances of simulated routing
protocols. Lastly, Sect. 7 contains the conclusions and some directions for future
research works.

2 Related Works

Real trace-based mobility and synthetic mobility models are considered in many
research works by researchers. Besides, performance analysis of DTN routing proto-
cols from various perspectives also gained attention in various researches. In [13], the
authors have considered performance metrics such as delivery ratio, latency, buffer
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occupancy, and hop count to evaluate the performance of several DTN routing proto-
cols. Only RandomWaypoint from synthetic mobility is used as the mobility model
in this case. A comparison of several synthetic mobility models such as Shortest
Path Map-Based, Map-Based Movement, and Random Waypoint is presented from
various perspectives in [14]. Nevertheless, real trace-based mobility models are
unaddressed here. Furthermore, the authors in [15] have demonstrated the energy
consumption of the existing DTN protocols using three synthetic mobility models,
namely RandomWalk, RandomWaypoint, and Shortest PathMap-Basedmovement.
Performance comparison of those synthetic models for simulated DTN protocols is
also given. Although several mobility models are examined, the absence of any real
traces can be considered the limitation of this work. On the other hand, two experi-
mental scenarios are considered to analyze the performance of four different conven-
tional DTN routing techniques on the Tirana city map based on four performance
metrics in [16]. Except for any real traces, Shortest Path Map-Based model is chosen
here. In [17], a performance analysis of social-based routingprotocolswith traditional
DTN routing protocols is investigated. This study considers only the Shortest Path
Map-Based Movement model, which is an example of a synthetic mobility model.
This performance analysis is conducted using three performance metrics: delivery
ratio, average latency, and transmission cost. In addition, the impact of increasing
node density and TTL is considered. However, the trace-based mobility models are
excluded from this research. Another performance comparison of synthetic mobility
models is exhibited in [18] without including any real trace. In this study, existing
DTN routing techniques are involved. Moreover, performance analysis of several
DTN routing protocols along with the energy efficiency is studied in [19]. Like
the previous works, real traces were absent in this study, while only the Shortest
Path Map-Based Movement model is adopted as the default mobility model. These
pitfalls of the above works motivated us to investigate the impact of real traces on
the performance of DTN routing approaches.

3 Mobility Models Under Investigations

In our study, we have included three real trace-based mobility models: MIT Reality,
INFOCOM, and Cambridge Imotes. Shortest Path Map-Based Movement from
synthetic mobility model is also considered in this research to get a comparative idea
about the outcomes. A brief explanation of the above-mentioned mobility models is
given in this section.

MIT Reality is a trace that is campus-oriented. It is based on 97 Nokia 6600
cellphones which are interconnected through the Bluetooth interface. In this trace,
the contact information was obtained from the course-wise faculty members and
MIT students in the 2004–2005 academic year. This contact information was formed
not only from the data transmission among participants but also from the location
and proximity of the participants. The total duration of this trace is 246 days [20].
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INFOCOMtrace is also recognized asHaggle 3 project trace. This trace originated
from a conference having the same name and sponsored by IEEE. This conference
was organized in 2005. Here, 41 volunteering participants carried the same number
of Intel Motes (Imotes) devices through Bluetooth connectivity. Later, the organizers
associated 98 participants with the same number of Imotes devices in 2006, and the
dataset found from there is known as INFOCOM 6. The entire duration was 3 days
for both INFOCOM 5 and INFOCOM 6. INFOCOM 5 is endorsed within this study
so we would use INFOCOM to identify INFOCOM 5 trace [11].

Cambridge Imotes is another campus-based trace. In this trace, 36 Imotes were
provided to the same number of participants in the University of Cambridge campus
area. Such devices were set up in the most well known and trendy places on campus
for 10 days. Bluetooth interface was used here as the communication technology. It
is also familiar as Haggle 4 project trace [11].

Shortest Path Map-Based Movement is a synthetic mobility model. It is a more
realistic model than other map-based movements. Here, map data that is fixed
provides random paths where nodes are moving randomly. Random points on the
map are chosen by the nodes based on their recent positions. Nodes further try to
discover and pursue the shortest path to the random points. The current locations
construct the shortest path of these random points following Dijkstra’s algorithm.
The target random points are randomly selected, or a list known as a Point of Interest
(POI) is formed. This list is chosen depending on the popular real-life places, viz.,
well-known tourist places, shops or restaurants, etc., which are prominent and trendy
[12].

4 Investigated DTN Routing Protocols

We have experimented with five DTN routing protocols: Epidemic, Spray and Wait,
PRoPHET, MaxProp, and RAPID in this research. This section describes the basic
mechanisms of these protocols.

In Epidemic protocol, uncontrolled replication of messages takes place. In this
strategy, the source node replicates themessage it has continuously. Then, it forwards
the message copies to those encountered nodes that have not received any copy of
this message yet. In such a manner, the intended target node will receive the message
copy eventually. The main drawback of this routing strategy is that multiple copies
of the same message will flood the network. Furthermore, another shortcoming of
Epidemic is that the concept of limited resource utilization (i.e., bandwidth, buffer
space, etc.) is absent in this approach. So, to deliver data successfully in a network,
it will consume a significant amount of network resources. This deficiency makes
Epidemic the worst candidate for routing in DTN [3].

Spray and Wait protocol exploits the limited replication concept in message
forwarding. In this case, a limited number of message copies are forwarded to a
similar number of relay nodes. Source node will forward L copy of the message
to the L relays. Here, L denotes the maximum number of message replicas that are
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allowed to be dispatched. The value of L is influenced by some factors, viz. network’s
node density, etc. Spray and Wait strategy incorporates two phases [4]:

Spray Phase: In the “Spray” phase, a message-carrying node will forward L
replicas of a message to the L number relay nodes.

Wait Phase: L relay nodes will wait by carrying L replicas of the message until
their expected encounter with the destination node to deliver the carried replicas of
the message. This phase is known as the “Wait” phase.

Probabilistic Routing Protocol using History of Encounters and Transitivity
(PRoPHET) is a forwarding protocol where the message carrier node maintains a set
of probabilities. Nodes’ actual real-world confrontation likelihood is considered in
this approach. While a meeting with a message carrier source node will take place,
a message will be forwarded to the encountered nodes depending on probabilities.
The encountered node which has a higher chance of delivery will obtain the message
first [5].

In theMaxPropprotocol, specific schedules are assigned andprioritized to forward
data packets. A message carrier node maintains a ranked list of data packets to
determine which packet will be forwarded or dropped on a primitive basis. This
ranked list depends on the cost computed from the source node to all destined target
nodes and reflects themessage delivery probability estimation. The packet preference
is maintained in the MaxProp protocol depending on the minimum hops count by
avoiding the multiple version reception of the same message [7].

The resource allocation problemof theDTNenvironment is addressed inResource
Allocation Protocol for Intentional DTN (RAPID) protocol to improve the routing
performance. In such a case, DTN architecture is assumed as a scheme that is utility-
driven. This utility-driven scheme maintains a utility function responsible for refer-
ring a utility value Ui to each data packet following the parameter related to the
packet routing. Ui acts as the expected contribution of packet i against the identified
forwarding parameter. Into this utility, the packet which results in a higher increase
will be replicated earlier in the RAPID protocol. RAPID will copy every message as
long as the network resources, i.e., bandwidth, etc., permit [6].

5 Simulation Environment

We have analyzed the influence of the selected mobility models (both synthetic
and trace-based) on the examined routing protocols on behalf of three performance
metrics: delivery ratio, average latency, and overhead ratio. To do so, we have varied
the values of message generation intervals (5–15 s to 45–55 s), message TTL (6 h–3
d), and buffer size (5–25 MB) successively to run simulations on the configured
protocol and mobility models. When one parameter is varied, the remaining are kept
fixed (message generation interval: 25–35 s, TTL: 1 d, and buffer size: 5MB). Table 1
demonstrates the necessary parameters essential for simulations, while Table 2 repre-
sents the critical information related to selected mobility models (trace-based and
synthetic). The overall simulation area is considered as 4.5 × 3.4 km. As the traces
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are campus or conference venue aligned, a single group of pedestrian is treated as
mobile nodes carrying handy mobile devices. The speed of mobile nodes is assumed
as 0.5–1.5 m/s. However, the number of mobile nodes is kept fixed according to the
real traces. For the convenience of comparison, the same number of mobile nodes is
used in the synthetic mobility model—Shortest Path Map-Based movement. Blue-
tooth technology is utilized as the communication interface among the mobile nodes.
Due to justification and evaluating the performance comparison of simulated proto-
cols on selected real trace-based and synthetic mobility models, we have normalized
the entire simulation as 3 days. All the simulations are performed on the map of
Helsinki city (the default map for ONE simulator).

Table 1 Necessary parameters for simulation [21]

Parameter Value

Simulation area 4500 × 3400 m

Simulation time 3 d

Routing protocols Epidemic, Spray and Wait, PRoPHET,
MaxProp, and RAPID

Number of message replica (for Spray and
Wait)

10

Seconds in time unit (for PRoPHET) 30

Mobility models MIT, INFOCOM, Cambridge Imotes, and
Shortest Path Map-Based

Interface type Bluetooth

Transmit speed 2 Mbps

Transmission range 10 m

TTL 6 h, 12 h, 1d, 2 d and 3 d

Message generation intervals 5–15 s, 15–25 s, 25–35 s, 35–45 s and 45–55 s

Buffer size (MB) 5, 10, 10, 15, 20, 25

Message size (MB) 1

Table 2 Parameters related to mobility models (trace and synthetic mobility) [21]

Mobility Type Number of nodes Duration

MIT reality Trace/Campus 97 3 d

INFOCOM (Actually INFOCOM 5, also known
as Haggle 3)

Trace/
Conference

41 3 d

Cambridge imotes (Haggle 4) Trace/Campus 36 3 d

Shortest path map based Synthetic
mobility

100 3 d
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6 Discussion on Simulation Outcomes

This section provides a brief discussion and analysis of simulation outcomes.Wehave
adopted three performancemetrics: delivery ratio, average latency, and overhead ratio
to analyze the performance of the simulatedDTN routing protocols on the considered
mobility models.

Delivery Ratio: This metric indicates the ratio between the number of messages
perfectly delivered to the destined targets and the total number of source-generated
messages. Since delivery ratio reflects the success rate of message delivery, it is
expected to be higher for a network. Figures 1, 2 and 3 demonstrate how the delivery
ratio is changedwith the variation ofmessage generation intervals (5–15 s to 45–55 s),
TTL (6 h–3 d), and buffer size (5–25 MB), respectively, for the selected mobility
models on the simulated DTN routing protocols.

Figure 1 represents that the delivery ratio increases gradually for all mobility
models on simulated protocols with the increase of message generation interval (5–
15 s to 45–55 s).Here, TTLand buffer size are kept fixed at 1 d and 5MB, respectively.
Shortest Path Map-Based mobility has the highest delivery ratio than others for all
protocols in this case. So, this synthetic mobility model has a higher delivery ratio
than the real traces here. In addition, the limited replication strategymakes Spray and
Wait as well as MaxProp the best performer for delivery ratio than other protocols,
and they both exhibit a higher success rate of message delivery for the Shortest Path
Map-Based Movement model. On the other hand, MIT Reality trace for Epidemic

Fig. 1 Delivery ratio versus message generation interval
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Fig. 2 Delivery ratio versus TTL

Fig. 3 Delivery ratio versus buffer size

protocol experiences the lowest value of the delivery ratio. In this case, the flooding-
based forwarding strategy to route messages in Epidemic reduces the success rate of
message delivery.

Figure 2 clarifies that the synthetic mobility model—Shortest Path Map-Based
has the highest delivery ratio than the real traces with varying TTL (6 h–3 d). Here,
message generation interval and buffer size value are maintained fixed at 25 s–
35 s and 5 MB, respectively. Both Spray and Wait and MaxProp protocols have
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the highest delivery ratios in the Shortest Path Map-Based mobility. But between
these two protocols, the MaxProp has a slightly higher delivery ratio. So, MaxProp
protocol in the investigated synthetic mobility is the best performer for delivery ratio.
In opposition, MIT reality for Epidemic protocol shows the worst performance for
delivery ratio, similar to the prior result.

Similar to Figs. 2 and 3 provides the same result for delivery ratio with increasing
buffer size (5–25MB). Here, MaxProp protocol for Shortest PathMap-BasedMove-
ment model shows the highest delivery ratio among all protocols with real traces.
Epidemic protocol for MIT Reality trace is the worst performer in this case. Here,
message generation interval and TTL are kept constant at 25 s–35 s and 1 d,
respectively.

Average Latency: Average delay computes the average value of the time differ-
ences among the generation of the messages (which are delivered successfully) at
sources and their delivery to destination nodes. For efficient routing of messages in
a network, the value of this metric requires to be small. Figures 4, 5 and 6 indicate
the average latency of simulated protocols on the implemented mobility models with
varying message generation intervals (5–15 s to 45–55 s), TTL (6 h–3 d), and buffer
size (5–25 MB).

From Fig. 4, it is clear that the MaxProp protocol configured with MIT Reality
trace has the highest latency. In contrast, INFOCOM on Spray and Wait protocol
exhibits the lowest latency making it the best performer in terms of delivery delay.
TTL and buffer size are set at 1 day and 5 MB, respectively, as with the previous
cases.

MIT Reality for MaxProp protocol exposes the highest latency for increasing the
message lifetime (6 h–3 d), while message generation interval (25–35 s) and buffer

Fig. 4 Average latency versus message generation interval
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Fig. 5 Average latency versus TTL

Fig. 6 Average latency versus buffer size
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size (5 MB) are fixed, as in Fig. 5. So, it is the worst-performing routing protocol
in this case. Furthermore, Spray and Wait protocol on Cambridge Imotes is the best
performer in terms of average latency with variation in TTL.

From Fig. 6, it is observed that MIT Reality on MaxProp protocol has the highest
latency value with increasing buffer size from 5 to 25 MB. So, it is the worst-
performing protocol for the average latency metric. The Spray and Wait protocol
configured with INFOCOM trace is the best performer since it has the lowest latency.

Overhead Ratio: This performance metric measures the transmitting efficiency
of a network. It can be defined as the estimation of the number of redundant packets
that are to be relayed to deliver a single data packet and are supposed to be minimum.
Figures 7, 8 and 9 depict the impact of overhead ratio for the selectedmobilitymodels
on the experimented protocols with varying message generation intervals (5–15 s to
45–55 s), TTL (6 h–3 d), and buffer size (5–25 MB).

It can be decided from Fig. 7 that Spray and Wait protocol configured with
INFOCOM, Cambridge Imotes, and Shortest Path Map-Based Movement model
has the lowest value of the overhead ratio. But among these three, INFOCOM trace
has a little lesser value of the overhead ratio (for 35–45 s and 45–55 s). Except that,
for other message generation interval values, these three models have the same value.
So, it is evident that Spray and Wait protocol on INFOCOM is the best performer
in this case. Here, TTL (1 d) and buffer size (5 MB) are maintained fixed as in the
earlier. Besides, MIT Reality trace on MaxProp protocol has the highest value of

Fig. 7 Overhead ratio versus message generation interval
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Fig. 8 Overhead ratio versus TTL

Fig. 9 Overhead ratio versus buffer size
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overhead ratio with the increase of message generation interval. So, it is the worst
performer in this case.

MIT Reality for MaxProp protocol exploits the maximum overhead ratio in Fig. 8
among the others with the variation of TTL from 6 h to 3 days, while message gener-
ation interval (25–35 s) and buffer size (5 MB) are kept constant. On the contrary, it
seems that INFOCOM, Cambridge Imotes, and Shortest PathMap-BasedMovement
Model for Spray and Wait protocol have the lowest overhead ratio values altogether.
But among the three mobility models, INFOCOM trace configured with Spray and
Wait protocol has the least minimum values of the overhead ratio. So, INFOCOM
trace is the best-performing trace on Spray and Wait protocol.

It can be seen from Fig. 9 that the worst performer for the overhead ratio is MIT
reality in MaxProp protocol against the change of buffer size. Message generation
interval and TTL are preserved at 25–35 s and 1 day, respectively. Contrarily, Shortest
Path Map-Based Movement model on Spray and Wait performs the best compared
to all since the value of the overhead ratio is the lowest for it in such a case.

7 Conclusions and Future Work

In this research,we have analyzed the impacts of the examinedmobilitymodels (three
trace-based mobility models and one synthetic mobility model) on the performance
of the five DTN routing protocols mentioned above, considering the variations of
message generation intervals, TTL, and buffer size in turn. After evaluating all of the
simulation outcomes, we conclude that Shortest Path Map-Based Movement model
on MaxProp protocol has the highest delivery ratio with the variation of both TTL
and buffer size. Furthermore, this synthetic mobility model has the highest delivery
ratio for the increasing message generation interval for MaxProp and Spray andWait
protocols. On the other hand, MIT Reality on the Epidemic protocol is the worst
performing for delivery ratio with the change of message generation interval, TTL
and buffer size, respectively. Besides, MIT Reality on MaxProp protocol shows the
worst performance for average latency and overhead ratio with varying message
generation interval, TTL and buffer size. In addition, INFOCOM on Spray and Wait
protocol for average latency and overhead ratio with varying message generation
intervals, Cambridge Imotes on Spray andWaitwith varyingTTL for average latency,
and INFOCOM on Spray and Wait for overhead ratio with varying TTL exhibit the
best performance. Furthermore, Spray and Wait on INFOCOM is the best performer
for average latency with varying buffer sizes. At the same time, Shortest Path Map-
Based Movement on Spray and Wait has the best performance for overhead ratio.
The future research endeavor will investigate the impacts of trace-based mobility
models on the performance and energy consumption of social-aware DTN routing
protocols from different perspectives.
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A Study on DC Characteristics of Si-, Ge-
and SiC-Based MOSFETs

Kazi Mahamud Al Masum, Tanvir Yousuf Shohag, and Md. Shahid Ullah

Abstract This paper instigates the findings on switching and DC characteristics
such as transfer characteristics and output characteristics as well as carrier concen-
tration, electric potentials of the metal–oxide–semiconductor field-effect transistors
(MOSFET) after changing its materials by silicon (Si), germanium (Ge) and silicon
carbide (SiC) using COMSOL Multiphysics 5.5 software. Though there have been
various researches on the MOSFET with many materials for years, the comparative
study on MOSFET’s DC characteristics is presented here showing what changes
happened with the materials of it. Among the three nMOS, the Ge-MOSFET notably
shows the minimum threshold voltage along with maximum terminal current rating
than the other Si- and SiC-based MOSFETs for exactly the same study setup, which
means the Ge-based MOSFET as a voltage-controlled device needs less voltage to
switch but give a higher range of saturation current as a current source, which all are
discussed here.

Keywords MOSFET · Power device · DC characteristics · Switching ·
Semiconductor device · Si · Ge · SiC · Wide bandgap material

1 Introduction

The trend of power electronics devices is run based on the operation in high voltage,
the high temperature as well as high density, and after the age of Si, as a wide-
bandgap semiconductor material, SiC started playing a crucial but popular role in
the evolution process of this industry for the last two decades and Ge also becoming
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popular in someaspects [1–4].Another critical aspect of this topology is the switching
characteristics of power switches like power diodes, MOSFET, IGBT and BJT [1–9].

Vast research has been going on power MOSFET and its overall performance
with different materials and structures of MOSFET used [1, 2, 10–13]. SiC devices
show about 80% lower loss in switching than the Si devices in some aspects so that
hybrid application of Si-IGBT and SiC-MOSFET was also proposed [14]. On the
aspect of on-resistance and high-temperature application, the SiC-MOSFET showed
better performance than theSi-MOSFET [5]. For overcomingMOSFET’s challenges,
research on junction field-effect transistors (JFET) was done by using different mate-
rials like Si, SiC and others [15]. Researchers presented how the MOSFET’s oxide
layer can be degraded by the total ionization dose causing the change in threshold
voltage and current rating [16]. DC characteristics of a MOSFET under optical illu-
mination were also researched [16]. Most of these types of research are based on Si,
SiC, GaAs, GaN, etc., but the other materials like Ge [15].

However, the DC characteristics of MOSFET for specific parameter settings are
discussed in this paper after varying the semiconductor materials by Si, Ge and SiC.
The responses of the three MOSFETs based on Si, Ge and SiC sequentially in terms
of the electron concentration, hole concentration, electric potentials, transfer charac-
teristics and output characteristics by using the COMSOL Multiphysics simulation
software. Throughout the analysis, it’s observed that for certain methodology the
Ge-MOSFET shows better responses than the other two despite the triumph of Si
and SiC [2, 5, 6].

2 MOSFET’s Basic Concept

2.1 NMOS Construction

A semiconductor device, MOSFET is one type of field-effect transistors, which has
oxide insulation in the gate metal. Amongmany types ofMOSFET, the enhancement
type MOSFET with n-channel is more popular because of its advantages over others
and its construction is shown in Fig. 1 [13, 16].

An nMOS is a voltage-controlled device with highly N-Type doped source and
drain region as well as p-type doped body region, and it has four types of terminals,
which are known as source(S), drain(D), gate(G) and body(B) [13].

2.2 N-Type MOSFET’s Switching and Its DC Characteristics

Since the source and body both are being grounded, then the gate-to-source voltage
(V gs) is responsible for creating the channel between the source to drain as well as
controlling the threshold voltage (Vt), which is the cause the channel to start creating,
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Fig. 1 An N-Type enhancement MOSFET from the perspective view [16]

and finally, the drain-to-source voltage (V ds) is controlled the terminal current (Id)
[4]. The output characteristics curve with the triode and saturation region of a basic
nMOS is shown in Fig. 2 [16, 17].

3 Experimental Setups

3.1 The Geometry and Mesh of the Experimental N-Type
MOSFET

The geometry of the MOSFET of width 3 µm, depth 0.1 µm and height 0.7 µm is
shown in Fig. 3a, and the mesh of the model is presented in Fig. 3b, respectively.
This same geometry and mesh of Fig. 3 of the MOSFET are used for all the three
Si-, Ge- and SiC-based MOSFETs in this paper.

As a baSiC-MOSFET structure shown in Fig. 1, the N+ Source, as well as the N+

Drain regions both are 0.03µm longwith 0.5µmwidth alongwith N-Type doping of
1×1020 1

cm3 . All other portion is considered as the body region which is p-type doped
with 1× 1017 1

cm3 . The oxide layer of the gate is 30 nm with the relative permittivity
of 4.5. The simulation is set up with the default temperature of 293.15 K.
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Fig. 2 Output characteristics of an enhancement N-Type MOSFET [17]

3.2 The Materials and Its Properties Selection

In Table 1, the material properties applied for Si, Ge, SiC are documented. The
most basic properties are included here and others are generated by COMSOL
Multiphysics simulation software.

3.3 The Study Setups

The study is set up with gate voltage (Vg) for a range 1−5 V with an interval of
0.5 V as well as the drain voltage (Vd) for a range 0−5 V with an interval of 0.5 V
to observe the transfer characteristics, output characteristics and others, which are
represented for all three MOSFETs in the following.
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(a) Geometry of the MOSFETs

(b) Mesh of the MOSFETs

Fig. 3 Structural design used for all three materials MOSFETs

4 Results and Discussions

4.1 Transfer Characteristics

Figure 4 shows the transfer characteristics for the Si, Ge and SiC-MOSFETs, respec-
tively. In this result, it is shown that theGe-MOSFETgets an advantage as a switching
device as it needs the minimum threshold voltage (Vt) about 1 V, whereas the
Si-MOSFET needs 1.2 V and the SiC-MOSFET needs 2.8 V approximately.

Since the SiC-MOSFET needs a higher threshold voltage, for the drain voltage
below 2.8 V, this cannot be operated as well as the output characteristics curve cannot
be found for this range.



340 K. M. Al Masum et al.

Table 1 Applied properties of the three materials [3, 5, 18, 19]

Property Applied values for

Si Ge SiC

Relative Permittivity 11.7 16.2 9.7

Thermal conductivity [W/mK] 131 60 450

Density [kg/m3] 2329 5323 3200

Band gap [eV] 1.12 0.664 3.26

Electron affinity [eV] 4.05 4 3.24

Effective density of state, the conduction band [1/m3]
[1/m3]

2.8 × 1019 1.04 × 1019 1.7 × 1025

Effective density of state, the valence band [1/m3] 1.04 × 1019 6.0 × 1018 2.5 × 1025

Mobility of the electron [m2/V s] 0.145 0.390 0.090

Mobility of the hole [m2/V s] 0.050 0.190 0.012

Electron lifetime, SRH [µs] 10 1 × 10−3 2.5 × 10−6

Hole lifetime, SRH [µs] 10 1 × 10−4 5.0 × 10−7

4.2 Electron Concentrations

Figure 5 shows the electron concentrations for the Si-, Ge- and SiC-basedMOSFETs,
respectively. Among all surface results for the given values of Vd with a fixed Vg,
only the last one result of the range, which is for Vd = 5 V and Vg = 4 V is shown
in Fig. 5 for all the three MOSFETs, respectively.

However, for the same setup and same drain and gate voltage, the SiC-MOSFET
has a larger depletion region than the other two which is found in both Figs. 5c and
6c, which may affect output characteristics. The material properties of SiC may be
responsible for this characteristic.

4.3 Hole Concentrations

Figure 6 shows the hole concentration for the Si-, Ge- and SiC-based MOSFETs,
respectively. In Fig. 6, we observe how the hole concentratedmore around the source,
channel and drain side are less down with the increase of Vg and Vd.

The depletion region is also increased with the increase of Vg and Vd , which
is clearly noticed by Fig. 6 for all the three Si, Ge and SiC-MOSFET, respec-
tively. Similar to Fig. 5c, the SiC-MOSFET shows a larger depletion region than
Si-MOSFET and Ge-MOSFET.

The depletion region is also increased with the increase of Vg and Vd , which is
clearly noticed by Fig. 6 for all the three Si, Ge and SiC-MOSFET, respectively.
Similar to Fig. 5c, the SiC-MOSFET shows a larger depletion region than the Si-
MOSFET and Ge-MOSFET.
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Fig. 4 Transfer
characteristics of Si, Ge and
SiC-MOSFETs

(a) For Si MOSFET 

(b)  For Ge MOSFET

(b)  For SiC MOSFET
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Fig. 5 Transfer
characteristics of Si, Ge and
SiC-MOSFETs

(b)  For Ge MOSFET

(b)  For Si MOSFET

(b)  For SiC MOSFET
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Fig. 6 Hole concentrations
of Si, Ge and SiC-MOSFETs

(a) For Si MOSFET 

(b) For Ge MOSFET 

(c) For SiC MOSFET 
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4.4 Electric Potentials

Figure 7 shows the electric potentials for the Si-, Ge- and SiC-based MOSFETs,
respectively. For all the three MOSFETs, the drain has the highest electric potentials
as the MOSFETs are reached saturation, which is expected due to the given value of
Vd ≥ (Vg−Vt), discussed in Fig. 2.

4.5 Output Characteristics

Figure 8 shows the output characteristics for the Si, Ge and SiC-MOSFETs, respec-
tively. For Si MOSFET, since Vt = 1.2 V, is shown in Fig. 4a, we see the output
curves for different values of Vg, the terminal currents of the saturation region are
different. For example, for Vg = 5 V, we get the terminal current of saturation is
about 700 µA, which is shown in Fig. 8a.

After that, for Ge-MOSFET, since Vt = 1.0 V, is shown in Fig. 4b, we see the
output curves for different values of Vg, the terminal currents of the saturation region
are different. For example, for Vg = 5 V, we get the terminal current of saturation
is higher than the other Si and SiC-MOSFETs, about 1800 µA, which is shown in
Fig. 8b.

Finally, due to the SiC-MOSFET’s Vt = 2.8 V, found in Fig. 4c, the output curves
couldn’t be found for the range of 1−2.5 V of Vg since the channel can’t be created.
In Fig. 8c, after the Vg = 2.8 V, the output curves are presented, though the terminal
current of the saturation is much lower than the Si- and Ge-based MOSFETs for the
same parameters and values. In this study, most of the material properties of SiC are
close to the 4H-SiC so that for other types of SiC like 6H-SiC and 3H-SiC the result
may be different.

Another important factor in this study is the simulation and is run with the
COMSOL Multiphysics 5.5 software which is itself run with pre-assumed and pre-
determined values and parameters, which could affect the whole simulation process.
However, the geometry of MOSFET used for all three times plays an important role
in the characteristics. By changing the oxide layers, doping concentrations, other
parameters of the structure or properties of materials, the characteristics would be
dramatically changed. But for any study or operational setup like the above scenarios,
the Ge-based MOSFET can give better performance, which may show us an alter-
native, maybe the better scope over today’s Si material and devices. Moreover, there
are many other research scopes on this particular topic to get faster and efficient
semiconductor devices.



A Study on DC Characteristics of Si-, Ge- and SiC-Based MOSFETs 345

Fig. 7 Electric potentials of
Si, Ge and SiC-MOSFETs

(a) For Si MOSFET  

(b) For Ge MOSFET 

(c) For SiC MOSFET 
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Fig. 8 Output
characteristics of Si, Ge and
SiC-MOSFETs

(a) For Si MOSFET 

(b) For Ge MOSFET 

(c) For SiC MOSFET 
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5 Conclusion

The results for the three different materials MOSFETs, found by the simulations, are
surprising as the Ge-MOSFET has shown better switching response than the other
Si and SiC-MOSFETs on the basis of lower threshold voltage and higher current
rating. The Ge-MOSFET needs half the threshold voltage than the SiC-MOSFET
for this setup and more than two times more terminal current than Si-MOSFET and
more than ten times more terminal current than SiC-MOSFET. Though this study
isn’t challenging for migrating to other semiconductor devices from Si material, this
indicates the possibility and positivity of future research not only on the SiC devices
but also on other semiconductors like Ge devices.
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A Compact UWB Array Antenna
for Microwave
Imaging/WiMAX/Wi-Fi/Sub-6 GHz
Applications

Liton Chandra Paul, Golam Arman Shaki, Tithi Rani, and Wang-Sang Lee

Abstract This article represents the design and performance analysis of a compact
(36.25 × 34.75 × 0.79 mm3) ultra-wideband (UWB) microstrip patch array antenna
having parasitic elements whose operating frequency ranges from 2.77 to 12.85GHz.
The UWB antenna is mounted on Roger’s RT 5880 (lossy) substrate (2.2, 0.0009).
The entire design process and simulation is performed by CST. The results of the
designed UWB antenna show that the reflection coefficient is−32.8 dB at 3.45 GHz,
−35.33 dB at 4.68 GHz, −22.524 dB at 7.78 GHz, and 18.23 dB at 12.09 GHz, gain
is 3.92 dB at 4.68 GHz, directivity is 4.55 dBi at 4.68 GHz, and VSWR is 1.0348 at
4.68 GHz. Moreover, the maximum radiation efficiency is 98%. Due to compact size
(995.153 mm3) and ultra wide operating band of 10.08 GHz, the designed antenna is
a suitable model for many wireless applications including microwave imaging (3.1–
10.6 GHz), WiMAX (3.4–3.6 GHz), WLAN, WiFi-5/6 (5.180−5.925 GHz, 5.940–
7.075 GHz), and Sub-6 GHz (3.3–4.9 GHz) applications. The designed antenna has
a stable radiation pattern with a good gain and efficiency.

Keywords Microstrip patch array · UWB · Microwave imaging · WLAN ·
WiFi-5/6 · WiMAX · Sub-6 GHz · CST
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1 Introduction

An antenna is a microwave transducer because it converts electrical signal to
electromagnetic signal or radio waves which deals with microwave frequencies
(300−300 GHz) and vice versa. In this modern age, the revolution in communication
network technology requires the enlargement of low profile antennas that are efficient
in holding high performance over a wide range of frequency [1]. It is noted that in the
last two decades, ultra-wideband communication has achieved extraordinary consid-
eration due to its potential facilities like low power utilization, high energy radiation,
the rapid data transmission rate, low power density, and larger frequency spectrum
which delivers an excellent output to the consumers. The ultra-wideband (UWB) can
be spelled out as the technology of transferring data over a wide bandwidth (BW)
along with the transmission of −10 dB BW which is more than one-fourth or 25%
of a center frequency [2, 3]. The military radar and satellite communication systems
require ultra-wideband antennas [4]. Microstrip patch antennas (MPAs) serve the
purpose for such applications as they are low profile, easy to fabricate, occupy less
volume, and mechanically robust when applied on rigid surfaces [5].

An UWB system anatomy is defined by the Federal Communications Commis-
sion (FCC) where any radio system operates within 3.1−10.6 GHz [6, 7]. Moreover,
it is observed that ultra-wideband (UWB) antennas have a stable radiation pattern,
high impedance matching, and high performance. The UWB communication system
has endured appreciable recognition from both industrial and academic sectors [8].
Generally, antennas are designed to radiate the power in the desired pattern. Though
numerous UWB antennas are presented and designed by different researchers in
different shapes like rectangular shaped, elliptical shaped, pentagon shaped, hexag-
onal shaped, U-shaped, C-shaped, lamp post shaped, circular shaped, square shaped,
etc., the designers are still analyzing UWB for further development. However, the
maximum gain is not high enough for many published UWB patch antennas, espe-
cially for compact patch antennas. In [9], the square-shaped antenna is mounted on
FR-4 substrate having an operating frequency band of 2.33−12.4 GHz. Though effi-
ciency is greater than 90%, the size of the antenna is comparatively large (40 × 43
mm2). Authors have presented a six circular cut hexagonal-shaped antenna (36 ×
36 × 1.6 mm3) designed on FR-4 [10]. The operating frequency band is very large
(3−27.57 GHz) with a percentage bandwidth of 160.75%. A circularly polarized
antenna is discussed in [11], where the dimension of the designed antenna is 60 ×
55 × 1.59 mm3 building on FR-4 substrate (εr = 4.4). This UWB antenna resonates
at 4.3, 5, 6.1, 7.4, 8.9, and 9.2 GHz having gains of 1.08, 3.23, 3.36, 2.77, 3.07, and
4.87 dB. A heart-shaped antenna is presented in [12] for UWB applications whose
dimension is 0.2λ × 0.17λ covering the frequency band of 2.90−10.70 GHz. The
gain and radiation efficiency of the designed antenna are 5.3 dB and 86.6%, respec-
tively. The authors have claimed this antenna is applicable for radar and microwave
imaging. In [13], a U-shaped dielectric resonator antenna (DRA) is presented which
operates within the band of 2.4−11.4 GHz.
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A compact microstrip patch array antenna (CMPAA) is proposed for UWB appli-
cations operating within a band from 2.77 to 12.85 GHz with a percentage band-
width (PBW) of 129% which satisfies the UWB spectrum determined by FCC
(3.1−10.6 GHz). The UWBCPMAA having a large bandwidth of 10.08 GHz is suit-
able for microwave imaging, WiMAX (3.4−3.6 GHz), lower 5G (3.33−4.2 GHz),
5 GHz WiFi (5.180−5.925 GHz), 6 GHz WiFi (5.940–7.075 GHz), Sub-6 GHz as
well as X-band (8–12GHz). The CPMAA is also capable of operating for both uplink
(5.925−6.425 GHz) and downlink (3.7−4.2 GHz) in satellite communication. Simu-
lation, analysis, and optimization of this proposed antenna are performed by using
the simulation tool named Computer Simulation Technology (CST Studio Suite).
Section 2 represents the design and structure of the antenna. In Sect. 3, different simu-
lated results are represented such as reflection coefficient graph, 2D, 3D, and Carte-
sian plot of gain and directivity, E and H-fields, current distribution, Z-parameter,
and VSWR. And at last, conclusion is presented in Sect. 4.

2 Design and Structure of the Antenna

The microstrip patch array antenna consists of two patches as appeared in Fig. 1a
mounted on Roger RT 5880 (lossy) substrate having a compact size of 36.25× 34.75
mm2. Substrate thickness plays a significant role in performance of the design. The
thickness of the selected Roger RT 5880 is 0.79 mm as well as the thickness (copper)
of the patch elements and modified ground plane including parasitic elements is
0.035 mm.

The length and width of the feed are 18.58 and 2.4 mm, respectively. Three
parasitic elements are used. Two are on the dielectric substrate, and the other is
on the ground plane. The length and width of the parasitic elements placed on the
dielectric substrate are 6mm, 2mmand 7mm, 2mm, respectively. The other parasitic
element which is placed on the ground plane has a length of 33 mm and a width of
5.85 mm as illustrated in Fig. 1b. The thickness of these parasitic elements is also
0.035 mm and is made of Copper. Two connectors are carried out from the patches.
The connector which is placed in the upper portion between the patches has 8 mm
of length and 2 mm of width. And the other connector taken from the patches and is
connected to the feed has a length of 18 mm and a width of 2.95 mm. The amplified
view in Fig. 1c depicts the single element of the patch of theUWBCMPAA. Figure 1d
illustrates the 3D view of the compact antenna. The important factors of the CMPAA
are enlisted in Table 1.

3 Simulation, Result and Discussion

The compact UWB MPAA is designed and optimized by using CST-MWS. The
simulated scattering parameter (S11 parameter) of the patch array antenna is presented
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(a) Top view (b) Back view 

(c) Amplified view    ( d) 3D view

Fig. 1 Compact UWB MPAA

in Fig. 2. There are four lobes within the entire frequency band. The reflection
coefficients are −32.8, −35.33, −22.524, and −18.23 dB at the frequencies of 3.45,
4.68, 7.78, and 12.096 GHz, respectively. The −10 dB impedance bandwidth is
10.08 GHz (2.77 GHz to 12.85 GHz) which covers the UWB spectrum frequency as
determined by FCC. The 3D gain at the resonant point of 4.68 GHz, gain (Cartesian)
at 4.68 GHz and 3D directivity at 4.68 GHz of the patch array antenna is illustrated
in Fig. 3a, b and c and afterward, the linear gain and directivity graph is plotted in
Fig. 3d.

From the illustrated figures, it is seen that at 4.68 GHz, the gain and the directivity
are 3.92 dB and 4.55 dBi, respectively. However, since the output curve covers a huge
frequency band from 2.77 to 12.85 GHz, it has four lobes in total, and we observed
gain and directivity at all the points within the coverage band which reflects the
antenna achieves good gain and directivity within the entire spectrum frequency.
The 2.86, 5.79, and 5.97 dB are the gains at 3.45, 7.8, and 12.09 GHz, respectively,
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Table 1 Factors of the
designed compact UWB
MPAA

Description and symbol Value (mm)

Substrate’s length (L) 36.25

Substrate’s width (W) 34.75

Substrate’s thickness (h) 0.79

Metal’s thickness (t) 0.035

Length of the parasitic-1 6

Width of the parasitic-1 2

Length of the parasitic-2 7

Width of the parasitic-2 2

Length of the parasitic-3 33

Width of the parasitic-3 5.85

Ground plane’s length (Lg) 28.76

Ground plane’s width (Wg) 18.13

Feed’s length 18.58

Feed’s width 2.40

Radius of circle 1

Stub’s length 4

Stub’s width 1

Fig. 2 S11 curve of the
designed compact UWB
MPAA

of the remaining three lobes. Similarly, 3.08 dBi, 5.95 dBi, and 6.13 dBi are the
directivities at 3.45 GHz, 7.8 GHz, and 12.09 GHz, respectively. It is also observed
from Fig. 3d that the gain and directivity vary from 2.28 to 5.97 dB and 2.65 dBi to
6.14 dBi, respectively, within the large operating frequency. Hence, the maximum
gain is 5.97 dB and maximum directivity is 6.14 dBi which makes the CMPAA
suitable for UWB spectrum. The polar plots representation of the radiation patterns
(both E-fields and H-fields) of the compact UWB MPAA for φ = 0º and 90º at
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(a) Gain (3D) at 4.68 GHz (b) Gain (cartesian) at 4.68 GHz

(c) Directivity (3D) at 4.68 GHz (d) Gain and directivity vs. frequency

Fig. 3 Gain and directivity curve of the designed compact UWB MPAA

3.45, 4.68, 7.8, and 12.09 GHz are plotted in Fig. 4. For 3.45 GHz, the maximum
half power beam width (HPBW) is 83.7 ◦ at ϕ = 90◦. At ϕ = 0◦, the prime lobe
magnitude is 17.5 dBV/m for E-field and −34 dBA/m for H-field. Similarly at ϕ

= 90◦, the prime lobe magnitude is 17.6 dBV/m for E-field and −33.9 dBA/m for
H-field. The prime lobe is directed at 0 ◦ for ϕ = 0◦ while the main lobe is directed
at 8 ◦ for ϕ = 90◦. For the remaining frequencies of 4.68, 7.8 and 12.09 GHz, the
polar plot values of the radiation patterns for E-fields and H-fields are demonstrated
in Tables 2 and 3, respectively.

The VSWR of the compact UWBMPAA is shown in Fig. 5. The value of VSWR
fluctuates within 1−2 throughout the entire frequency band, and it is 1.0348 at the
resonant point of 4.68 GHz which implies good port impedance matching charac-
teristics of the compact UWB antenna. In Fig. 6, antenna efficiency is plotted with
respect to the operating spectrum. Radiation efficiency can be defined as the ratio of
gain to directivity. The maximum antenna efficiency is 98% and the minimum effi-
ciency is 86.4% at 4.68 GHz which reflects that the designed compact UWB array
antenna radiates most of the received power.

In Fig. 7, the surface current distribution is displayed at four different frequen-
cies. The maximum surface currents are 146.457 A/m at 3.45 GHz, 145.613 A/m
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Fig. 4 E-field and H-field
curve of the proposed
compact UWB MPAA

(a) 3.45 GHz   

(b) 4.68 GHz 

(c) 7.8 GHz  

(d) 12.09 GHz 
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Table 2 E-field properties

Index E-field

4.68 GHz 7.8 GHz 12.09 GHz

ϕ = 0◦ ϕ = 90◦ ϕ = 0◦ ϕ = 90◦ ϕ = 0◦ ϕ = 90◦

Lowest side lobe level (LSLL) (dB) −1.3 −1.7 0 0 −2.2 −1.2

Half power beam width (HPBW) 113.8 ◦ 74.3 ◦ 62.9 ◦ 81.2 ◦ 31.4 ◦ 67.9 ◦

Main lobe Magnitude (dV/m) 17.8 18.7 20.4 20.5 20.7 20.7

Main lobe direction 0 ◦ 20 ◦ 180 ◦ 169 ◦ 0 ◦ 1 ◦

Table 3 H-field properties

Index H-field

4.68 GHz 7.8 GHz 12.09 GHz

ϕ = 0◦ ϕ = 90◦ ϕ = 0◦ ϕ = 90◦ ϕ = 0◦ ϕ = 90◦

Lowest side lobe level (LSLL) (dB) −1.3 −1.7 0 0 −2.2 −1.2

Half power beam width (HPBW) 113.8 ◦ 74.3 ◦ 62.9 ◦ 81.2 ◦ 31.4 ◦ 67.9 ◦

Main lobe magnitude (dV/m) −33.7 −32.8 −31.2 −31 −30.8 −30.8

Main lobe direction 0 ◦ 20 ◦ 180 ◦ 169 ◦ 0 ◦ 1 ◦

Fig. 5 VSWR

at 4.68 GHz, 161.538 A/m at 7.8 GHz, and 165.481 A/m at 12.09 GHz. The Z-
parameters of the UWB CMPAA is illustrated in Fig. 8 which indicates that the real
part is close to 50 � (48.9 �), while the imaginary value is close to 0 � (−1.6266
�) at 4.68 GHz.
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Fig. 6 Radiation efficiency

The impedance matching is very good for the antenna with respect to 50�. The
overall antenna output results are summarized in Table 4. FromTable 5, our proposed
antenna possesses compact size withmaximumbandwidth andmaximumgain. In [4]
and [14], though the UWB antennas have slightly lower volume than our proposed
UWB antenna, the presented UWB antenna in this paper has very larger bandwidth
as well as better gain.

4 Conclusion

The proposed compact microstrip patch array antenna (995.153 mm3) with a thick-
ness of 0.79 mm having a modified ground plane and parasitic elements generates
an operating frequency band ranging from 2.77 to 12.85 GHz. The main objec-
tive of the antenna was to obtain ultra wide operating band and compactness, and
the design array antenna entirely covers UWB spectrum (3.1−10.6 GHz) as well
as secures its compact size without compromising other performance parameters
like gain, VSWR, and efficiency. The impedance requirements are also obtained as
expected. The maximum gain (5.97 dB) and maximum radiation efficiency (98%)
of the compact UWBMPAA are also found very satisfactory. The optimized param-
eters used in this design provide the effective outcome for which the designed
antenna is capable of working appropriately in the target frequency bands, and the
achieved bandwidth meets the UWB requirement and the FCC’s standardization. As
a result, the proposed compact UWB patch array antenna can be used for microwave
imaging (3.1–10.6 GHz), WiMAX (3.4–3.6 GHz), WLAN,WiFi-5/6 (5.180−5.925,
5.940–7.075GHz), Sub-6GHz (3.3–4.9GHz), andmany other wireless applications.
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(a) 3.45 GHz (b) 4.68 GHz

(c) 7.8 GHz (d) 12.09 GHz

Fig. 7 Surface current at different frequencies

(a) (b)

Fig. 8 Z-parameters a Real part and b Imaginary part
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Table 4 Results of the designed compact UWB MPAA

Description Value (mm)

Lower cut-off 2.77 GHz

Upper cut-off 12.85 GHz

−10 dB Bandwidth 10.08 GHz

Resonant frequency 4.68 GHz

Reflection coefficient at 4.68 GHz −35.33 dB

VSWR at 4.68 GHz 1.0348

Maximum gain 5.97 dB

Maximum directivity 6.14 dBi

Maximum radiation efficiency 98%

Impedance (Real Part) 48.9 �

Impedance (Imaginary Part) −1.6266 �

Table 5 Comparison table

Index Reference number This work

[4] [14] [15] [16]

Year 2017 2019 2017 2019 2021

Size (L × W
× h) mm3

921.6 858.624 1440 2032 995.15

Substrate
thickness
(mm)

1.6 1.6 1.6 0.508 0.79

Substrate
material
(dielectric
constant,
tangent loss)

FR-4
(4.4, 0.0019)

FR-4
(4.4, 0.02)

FR-4
(4.4, 0.02)

Teflon
(2.55, 0.002)

Rogers RT 5880
(2.2, 0.0009)

Operating
frequency
range (GHz)

3.4–9.4 5.86–6.37 2.9–12.4 2.32–5.24 2.77–12.85

No. of prime
resonant
point (GHz)

2 1 4 2 4

Resonant
point (GHz)

4.4, 8 6.08 1.5, 3.5, 5.2,
5.8

2.55, 4.31 3.45, 4.68, 7.8,
12.09

Reflection
coefficient
(dB)

≈−31.5, ≈−22 −18.58 ≈ −44 ≈ 24.9,
≈−22.5

−35.33

Maximum
gain (dB)

≈ 2.5 2.98 3.01 4.31 5.97

−10 dB BW
(GHz)

6 0.503 9.5 2.92 10.08Fi
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An Integrated Framework
for Bus-Driver Allocation in Bangladesh

Mondira Chakraborty and Sajeeb Saha

Abstract Intelligent transport system (ITS) aims to launch constructive vehicular
connectivity and synchronization techniques which notably improve travel efficiency
by reducing traffic gridlock, irregularities, mishaps, etc. There are numerous appli-
cations of ITS innovations in first world countries where emergent nations are yet
depending on the fragmented disorganized analog public transportation system. The
key challenge in underdeveloped countries is the maintenance of efficient timetables
and scheduling of public transportation systems. In this paper, we have proposed a
bus transit framework that consists of a timetable and a bus-driver scheduling algo-
rithm to resolve this predicament. A coherent timetable considering passenger load
in traffic rush hours is generated for scheduling the fixed number of trips and lines. To
schedule the buses and drivers, three selection procedures—First Serve Check First
(FSCF), Equal Allocation (EA), Random Allocation (RA) have been implemented
and analyzedwith varying numbers of trips and lines. The experimental results depict
that, FSCF schedules with a minimum number of vehicles and drivers, though the
algorithm runtime is higher compared to other approaches.

Keywords Public transport framework · Intelligent transportation system (ITS) ·
Bus-driver scheduling

1 Introduction

Intelligent transport system (ITS) is a quantum leap in sustainable transportation
technology as it aims to innovative services relating to different modes of transport
and traffic management. At present, well-developed countries are using different
neoteric forms of ITS to reduce crimes, traffic violations, and to enhance security.
Some major applications of ITS are vehicle management, smart traffic manage-
ment, speed alerts, RFID in freight transportation, variable speed limits, dynamic
traffic light sequence, collision avoidance systems, etc. A dynamic vehicle routing
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and scheduling model that incorporates real-time information using variable travel
times is a necessity for any smart city. On the contrary, in third world countries,
underdeveloped and impoverished transportation systems combined with an enor-
mous population make it critical to organize and maintain trip schedules and main
resources manually at an operational level.

As an example, our case study shows that Dhaka, the capital of Bangladesh which
is an inhabitant of about 20.2 million people in total 306.38 km2 area, needs nearly
30 million trips per day [1, 2]. Cater to these huge schedules, the bus is the only
major available public transport system, as buses carry 47% of the total trip and
70% of motorized trip [2]. Handling this rapid growth of population, the number
of public transports like buses is also increasing in a disorganized, ill-disciplined
manner which is causing more traffic violations and traffic gridlocks. Every year
more than 1000 buses and minibuses are registered in Dhaka [2]. According to the
registration records of BRTA, the number of buses andminibuses registered in Dhaka
from 2009 until 2016 is available in Table1.

In this megacity, people on average spend 2.35h in the traffic of which 1.30h are
due to traffic jams which means wastage of 1.30 man-hour of resource per day [3].
Fig. 1 shows that people are loosing 55% of their traffic hours during staying in the
traffic [3]. Similarly, vehicle drivers are also loosing almost three hours due to traffic
jams every day. On average, their daily working hour is slightly over 12h. It means
they are losing almost 25% of their working hour [3].

In the context of sustainable urban development, next-generation public trans-
portation (PT) services along with ITS are receiving considerable attention. Over

Table 1 Number of registered buses and minibuses in Dhaka (yearly) [2]

Year 2009 2010 2011 2012 2013 2014 2015 2016 Grand
total

Bus 914 1231 1501 1218 971 1364 2221 3419 27,537

Minibus 112 149 136 103 83 135 103 164 10,214

Total 1026 1380 1637 1321 1054 1499 2324 3583 37,751

Fig. 1 Wastage of time due to traffic jam [3]



An Integrated Framework for Bus-Driver Allocation in Bangladesh 363

the years, many researchers have proposed different approaches to deal with prob-
lems related to the bus-driver scheduling problem such as vehicle scheduling problem
(VSP) and crew rostering (CR) problem. Few state-of-the-art used column generation
techniques combined with the genetic algorithm [4]. Besides these approaches, some
studies used heuristic approaches like hyper-heuristic [5],meta-heuristic [6], variable
neighborhood search heuristic [6], hybrid heuristic combined with greedy random-
ized adaptive search procedure (GRASP) [7], etc. There are some other approaches,
namely fuzzy genetic [8], unicost set covering problem (SCP) combined with col-
umn generation [9] which are used to solve the bus-driver scheduling problem as
well. An appropriate and optimal scheduling procedure is a necessity to reduce traf-
fic violations, a high rate of roadside mishaps, traffic crimes, and gridlocks. The key
contributions of this work are summarized as follows:

• We Design a bus-driver scheduling framework considering the driver workload
and rush-hour traffic demand.

• We develop an allocation algorithm with three strategies to schedule the trips with
the minimum number of buses and drivers.

• We conduct an extensive evaluation to analyze the performance of the proposed
strategies.

The rest of the paper is organized as follows: Sect. 2 contains a comprehensive
literature survey on transport scheduling problems and possible solutions, Sect. 3
explains the significance and impact of the proposed approach and procedure of
implementing the framework, and Sect. 4 outlines the comparative analysis in terms
of different performance indicators. Finally, Sect. 5 summarizes the result of our
analysis and the future scope of our work.

2 Literature Review

In this paper, a bus-driver scheduling timetable which is similar to various generic
problems like vehicle scheduling problem (VSP), crew assignment problem (CAP),
or crew rostering (CR) is designed to fit perfectly with the various customized neces-
sities of authority. There are two related mathematical solutions which are the clas-
sical set covering problem (SCP) and the set partition problem (SPP). Both of these
problems are NP-hard problems, and different techniques to handle these problems
are immensely outlined in the Operational Research Literature (ORL) [10]. A small
number of papers have discussed the use of a composite version of column genera-
tion (CG) with other procedures, e.g., [11] to solve instances which can be up to 138
tasks, one paper analyzed the use of CG combined with a genetic algorithm (GA) [5].

There are two types of integrated approaches:(i) partial integration and sequential
solution procedures and (ii) complete integration where decisions of the integrated
problemsmust be taken simultaneously [12]. Some completely integrated approaches
assume the existence of a homogeneous fleet and generic drivers. This assumption
implies that the vehicles have the same characteristics and can be assigned to the same
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set of trips, and drivers are alike and can be assigned to any feasible duty without
considering their qualifications. If heterogeneous fleets are considered, the vehicle
scheduling problem (VSP) must identify the type of vehicle required to cover each
trip. However, vehicles are commonly considered alike within each type of fleet.
This problem is a particular case of the multi-depot vehicle scheduling problem
(MDVSP) where one depot has a single fleet type and it can be formulated as a
network flow problem. The MDVSP has been integrated with the CSP [13]. Another
heuristic method called hybrid heuristic that combines greedy randomized adaptive
search procedure (GRASP) and Rollout meta-heuristics can solve instances of up to
250 tasks. An algorithm based on iterated local search (ILS) similar to variable
neighborhood search and very large-scale neighborhood search (VLNS), as well as
a self-adjusting algorithm, based on evolutionary approach is also used to tackle the
problem.

3 Methodology

Our approach is moderately focused on the geographical area like Dhaka city, which
includes circumstances of huge population density, regular traffic congestion, frag-
mented public transport system with low or no usage of ITS. Our proposed method
is delineated to inaugurate a proper and defined bus-driver scheduling model which
can be customized and modified according to a specific environment’s needs. Dhaka
city’s total number of trips is nearly 20.5 million where transportation modal share
is approximately car—5.1%, rickshaw—38.3%, walk—19.8%, public bus—28.3%,
private bus—1.8%, CNG—6.6%, railway—0%, and lastly, the total number of bus
routes or line in Dhaka city is 149 [14]. Each depot considers a group of lines or
routes. In this approach, our goal is to schedule one depot which consists of a few
lines or routes. The scheduling process is composed of four major distinct events
which are described below:

1. Line Planning: The concept of line relies on the idea of a route with a fixed
round time to complete the trip and return to the depot. This prototype combines
choosing the option of more than one line, and each line contains a schedule of
trips. Let L = {l1, l2, l3, ..., lm} where li ∈ L , which means set of lines.

2. Trip Scheduling: The trip schedule consists of a predetermined time range where
after a discrete-time gap a set of trips is allocated, it is decided according to peak-
hour, off-hour, and each line’s passenger load. Let T = {t1, t2, t3, ..., tk} where
ti ∈ T , which is a specific time range and time gap is α = td − td−1 as 1 < d ≤ k.

3. Driver Scheduling: Each trip is assigned with a driver by maintaining all the
labor and transportation laws. Drivers are elected in a way such that they do not
collide with more than one trip at a time and their working hours decently gap.
Let D = {d1, d2, d3, ..., dn} where di ∈ D, which means set of drivers.

4. Bus Scheduling: In bus scheduling, every trip is also allocated with a bus to
cover a trip. Fit and appropriate buses are selected and paired up with drivers to
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complete the trips. In this selection procedure, it is also checked if any vehicle
is working continuously for 4h without any break or any vehicle crossed the 8-h
limit. Let V = {v1, v2, v3, ..., vn} where vi ∈ V which means set of buses.

To create a better visual representation, let us assume that a bus agency of Dhaka
city discharges a preset number of trips from one depot with two precise lines which
has a complete trip round time of about one hour for Line 1 and two hours for Line 2
per day. It is also designed concerning the passenger load of peak and off-hour time.
Here, drivers and vehicles need to be assigned in the most optimal way possible so
that each driver gets a break after the continuous 4h journey and work limit of 8 hour.
Our main objective is to reduce the number of drivers and vehicles needed to cover
the total trip count.

Table 2 describes a realistic version of the total timetable and scheduling result
for two distinct lines which shows the arrangements of a part-time range. It shows
the trips reserved for a time gap of half-hour grouped with specific drivers and
vehicles. As found in our case study, 7:00 AM to 10:00 AM is a rush-hour time span,
and clearly, the passenger load is heavy during this period, so more general public
transportation like the bus is required to meet the expectations. The percentage of
total trip allocation during this peak and off-hour, total trip time, number of lines, trip
distribution for each line, etc. can be set by authorized customization and particular
region’s demand. According to our case study, we have set 60% of total trips during
peak hours and the rest 40% to off-hour. We also set the number of trips, drivers, and
vehicles equal for drafting our model.

Our proposed model’s algorithm is divided into two portions: Timetable Dataset
Generation and diver-vehicle mapping according to generated data. Timetable
Dataset Generation creates a timetable for each line according to the basic Dhaka
city trip assignment, and the mapping algorithm maps drivers and vehicles to the
listed trips. The major notations used in the algorithms are listed in Table3.

3.1 Timetable Dataset Generation

To prepare the trip schedule, an algorithm is developed that creates a dataset of
the trips based on the trip time, the number of lines and sets the interval between
two trips according to real scenarios of the Dhaka bus route (Lines 1–2). In our
general study, it is found that 7:00 am to 10:00 am and 5:00 pm to 8:00 pm are
considered as rush hours in Dhaka city. So, the allocation of trips for each line’s
schedule according to peak-hour and off-hour time period is decided (Lines 3–9).
In the state-of-the-art works, the maximum number of trips considered 50 per line
with 10 fixed intervals [15]. In this paper, a half-hour time gap has been considered
though it can be customized according to the system requirement. The round time for
each trip is different in every line ranging from 1 to 4h. The number of lines ranges
from 2 to 19 and trip number from 80,000 to 200,000, which is relatively higher in
every spectrum of the state-of-the-art sample data. These generated datasets are used
to evaluate the performance of the studied algorithms.
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Table 3 List of notations

Symbol Description

N Total trip number

T Total scheduling period

α Time gap (explain in trip scheduling part)

L Line’s list

D Driver’s list

δ Drivers in break list

ε Drivers in instant available list

ω Drivers in working list

V Vehicle’s list

ν Vehicle’s in service list

θ Vehicles in instant available list

η Vehicles in working list

ρ Peak-hour trip demand

σ Off-hour trip demand

btl Number of assigned trips in t ∈ T time of l ∈ L line

Δd Working hour of d ∈ D
Δv Working hour of v ∈ V
�d Trip completion time of d ∈ D
�v Trip completion time of v ∈ V
Λd Continuous working hour of d ∈ D
Λv Continuous working hour of v ∈ V
Ωd Total working hour of d ∈ D
Ωv Total working hour of v ∈ V

Algorithm 1: Timetable Generation()
1. Initialization
2. Set N , L, T , α, ρ and σ

3. for L = {l1, l2, l3, ..., lm} do
4. for T = {t1, t2, t3, ..., tk} do
5. Decide t j as peak time or off time
6. Allocate btl according to ρ or σ

7. end for
8. end for
9. Print the Scheduling

3.2 Driver-Vehicle Mapping

Algorithm (2) dvvhcMapping() allocates a pair of drivers and buses to each trip
so that drivers or vehicles do not get assigned in more than one trip at the same time.
It starts by initializing variables (Line 1). For each distinct time gap, the driver’s list
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Algorithm 2: dvvhcMapping()
INPUT: N , D, V , each line’s timetable
OUTPUT: Mapping between driver and vehicle for each line’s timetable
1. Initialization
2. for T = t1, t2, t3, ..., tk do
3. Update δ and ν

4. if ε �= 0 then
5. for L = {l1, l2, l3, ..., lm} do
6. while btl �= 0 do
7. tr p ∈ btl
8. btl ← btl /tr p
9. Select drv from ε and vhc from θ

10. Mark (tr p, drv, vhc) as assigned and not instant available
11. end while
12. end for
13. end if
14. if ω �= 0 then
15. Update Δd and Δv where d ∈ ω and v ∈ η

16. if Δd == �d then
17. Mark d ∈ ω on break if Λd ≥ 4hr
18. Mark d ∈ ω as not available if Ωd ≥ 8hr
19. Otherwise, mark d ∈ ω as instantly available
20. Remove d from ω list
21. end if
22. if Δv == �v then
23. Mark v ∈ η on break if Λv ≥ 4hr
24. Mark v ∈ η as not available if Ωv ≥ 8hr
25. Otherwise, mark v ∈ η as instantly available
26. Remove v from η list
27. end if
28. end if
29. end for

in the short break and the vehicles in the service list get updated; if they completed
the break time, they are made available for the next trip assignment (Lines 2–3).

For each line, the driver and vehicle for each trip are allocated from the available
list for a particular time. Three algorithms, namely Random Allocation (RA), Equal
Allocation (EA), First Serve Check First (FSCF), are implemented separately to
select drivers and vehicles. RA selects drivers and buses spontaneously without any
precondition. EA provides a chance to every driver and vehicle to complete a trip,
and after that, if any trips are left, drivers and vehicles are repeated. FSCF chooses
drivers or vehicles from the available driver or vehicle list and always starts selecting
from the top of the list. This procedure repeats any drivers and vehicles who are again
available, after completing a trip. Usually, this algorithm focuses on utilizing drivers
and vehicles most optimally. Then after selection, those units are marked as not
available until the trip completes (Lines 4–13). After that, the drivers in the working
list, which are assigned to a trip, are updated and checked if any of those completed
the assigned running trip. If any drivers are continuing trips for 4h or more, then the
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Table 4 Performance evaluation metrics

Metrics Description Range

Trips Number of trips covered by all lines 80,000–200,000

Lines Number of lines with a fixed round
timenewline to complete per trip

2–12

Round time Time to complete one trip and return 1–4h

Runtime Algorithm’s execution time In millisecond

drivers are given half hours break. If drivers complete 8 working hours excluding
break hours, then those drivers are restricted from any more trips (Line 19). If any
driver engaged in longer trips that cross the break time constraint, then a break is
assigned immediately after completing the trip (Lines 14–21).

After completion of a trip, a vehicle is checked if it is running continuously for
4h then it is sent to servicing or if it is working for 8h, then it is restricted for any
more trips. If none of the conditions work, then it is made available for another trip.
Eventually, removing the vehicle from the working list and thus repeating this whole
procedure is followed for each time gap (Lines 22–29).

4 Performance Evaluation

In this section, we evaluate the performance of the proposed bus-driver allocation
strategies. C++ programming language is applied to execute all of the introduced
algorithms, and for compilation, g++ is used. All experiments are conducted on a
GNU/Linux machine, using Intel Core i3. With a timeout of 500s, we have run every
instance. These graphs are generated using the OriginPro-2018 version. Numerous
instances are generated for diverse trip range and line number, then compared with
RA, EA, and FSCF algorithms to analyze the performance of each of these. Here,
for any selection, RA chooses the drivers or vehicles randomly from the available
list. EA starts choosing from the top of the list and does not repeat any drivers or
buses until it chooses everyone at least once. FSCF also chooses from the top of the
list, but it repeats drivers or vehicles if the first chosen ones complete their trips and
are again present in the available list. We have generated a variety of instances of
this problem by fluctuating the parameters. Here, we assume each line’s trip round
time roughly includes mild congestion time. However, trip planning for any delays
or missed trips is not considered due to any mishaps and accidents. We assumed
every trip completes on time without any hindrance. The performance metrics are
discussed in Table 4 briefly.

Figures2a, b sequentially show the driver and vehicle number comparison of
three discrete algorithms with a different number of trips where the number of lines
is fixed to five. In the graph, the x-axis represents the number of trips and the y-axis
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Fig. 2 Impact of number of trips (5 lines)

represents the number of drivers in Fig. 2a and the number of vehicles in Fig. 2b. It is
quite noticeable that the FSCF algorithm gives better results from the beginning, and
it improves when trips are increased. FSCF algorithm needs fewer number drivers
and vehicles to complete trips where RA and EA need strikingly more. The runtimes
of the three algorithms are depicted in Fig. 2c. Here, the x-axis is similar to the
previously mentioned graphs, and the y-axis is runtime in milliseconds. Though
FSCF gives better outcomes in drivers and vehicles selection, its execution time is
usually a little higher than RA and EA.

Now, we have fixed the trip numbers to 200,000 and then compared the driver
number and vehicle number orderly in Fig. 3a, b and analyzed the performance of
each algorithm. In both graphs, the x-axis represents the number of lines and the
y-axis represents the number of drivers in Fig. 3a and the number of vehicles in
Fig. 3b. Usage of drivers and vehicles does not seem to increase when line numbers
are increasing; moreover, it maintains a nearly straight line for every algorithm. So in
both cases, escalation of line number brings fewer changes in the driver and vehicle
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Fig. 3 Impact of number of lines (200,000 trips)

selection. As mentioned in previous graphs, the FSCF algorithm gives better results
in these cases when selecting drivers and vehicles.

There is also another runtime comparison in Fig. 3c of three algorithms with a
different number of lines where trips are fixed to 200,000. In the graph, the x-axis
represents the number of lines and the y-axis represents the runtime in milliseconds.
Though in Fig. 3c runtime of all the algorithms has irregularities in the curvature.

5 Conclusion

The purpose of our work is to create a consolidated framework for bus-driver alloca-
tion according to a schedule that is designed by considering the usual rush-hour time
in Bangladesh. In this paper, a well-organized timetable for bus transit is outlined
to generate required trips per line at every time gap according to traffic peak hours.
After generating the schedule dataset, it is used in three different methods, namely
First Serve Check First (FSCF), Equal Allocation (EA), RandomAllocation (RA) for
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scheduling the trips with a minimum number of buses and drivers. These algorithms
are executed for a varied span of total trips and line count. The experimental results
indicate that the FSCF method can schedule with a minimum number of vehicles
and drivers, though the algorithm runtime is slightly higher than other approaches.

In this work, we did not consider any missed or delayed trips in the assignment
of bus or drivers. In the future, we plan to develop a quality-aware driver selection
mechanism while considering the uncertainties in the trips. Moreover, state-of-the-
art heuristic methods can be compared to determine the effectiveness of the proposed
methods.
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Incongruity Detection Between Bangla
News Headline and Body Content
Through Graph Neural Network
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Abstract Incongruity between news headlines and the body content is a common
method of deception used to attract readers. Profitable headlines pique readers’ inter-
est and encourage them to visit a specific website. This is usually done by adding
an element of dishonesty, using enticements that do not precisely reflect the content
being delivered. As a result, automatic detection of incongruent news between head-
line and body content using language analysis has gained the research community’s
attention. However, various solutions are primarily being developed for English to
address this problem, leaving low-resource languages out of the picture. Bangla is
ranked 7th among the top 100 most widely spoken languages, which motivates us
to pay special attention to the Bangla language. Furthermore, Bangla has a more
complex syntactic structure and fewer natural language processing resources, so it
becomes challenging to perform NLP tasks like incongruity detection and stance
detection. To tackle this problem, for the Bangla language, we offer a graph-based
hierarchical dual encoder (BGHDE) model that learns the content similarity and
contradiction between Bangla news headlines and content paragraphs effectively.
The experimental results show that the proposed Bangla graph-based neural network
model achieves above 90% accuracy on various Bangla news datasets.
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1 Introduction

News that is misleading or deceptive has become a major social issue. Much of the
information published online is unverifiable, exposing our civilization to unknown
dangers. Every day, the amount of news content produced skyrockets. However,
unlike newspapers, which only print a certain amount of content each day, making
articles online is relatively inexpensive. Additionally, many of these news stories
are generated by automated algorithms [5], lowering the cost of news production
even more. Several news organizations aim to attract readers’ focus by employing
news headlines unrelated to the main content to draw traffic to news stories among
the competitions. News headlines are well-known for forming first impressions on
readers and, as a result, determining the contagious potential of news stories on social
media. People in information-overloadeddigital surroundings are less inclined to read
or click on the entire content, preferring to read news headlines. As a result, deceptive
headlinesmay contribute to inaccurate views of events and obstruct their distribution.
The headline incongruity problem in Bangla news is addressed in this study, which
involves determining if news headlines are unrelated to or distinct from the main
body text. Figure1 depicts a scenario in which readers could expect to learn precise
information about picnic places and picnic spot traders based solely on the headline;
however, the news content comprises a Bangla movie advertisement. Because the
body text is only accessible after a click, many readers will ignore the discrepancy
if they only read the news headlines. Inconsistency in content is becoming more of
a concern, lowering the quality of news reading.

Researchers have suggested a number of realistic techniques to address the detec-
tion problem as a binary classification utilizing deep learning based on manual anno-
tation (i.e., incongruent or not). A neural network technique is used to learn the
features of news headlines and body text in a new way [6]. These techniques, how-
ever, face two significant obstacles. For starters, current models focus on recognizing
the link between a short headline and a lengthy body text that can be thousands of
words long, which makes neural network-based learning difficult.

Second, the lack of a large-scale dataset makes training a deep learning model for
detecting headline inconsistencies, which involve a variety of factors, more difficult.
The headline incongruity problem is solved using a Bangla graph-based hierarchical
dual encoder (BGHDE) in this study. It captures the linguistic interaction between a
Bangla news headline and any size of body text. By integrating the headline and body
paragraph text content as nodes, it makes use of the hierarchical architecture of news
stories. On one hand, this method builds a network with nodes for headlines, and on
the other hand, it creates a graph with nodes for body paragraphs. Then, between
these nodes, we link undirected edges.

The BGHDE is trained to calculate edge weights on a large number of headline
and paragraph nodes, with the more relevant edge weight being given. Then, by
aggregating information from surrounding nodes, BGHDE updates each node rep-
resentation. The iterative update technique propagates relevant data from paragraph
nodes to the headline node, which is important for spotting content inconsistencies.
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In this paper, we basically followed the data preparation and modeling part from the
paper [21] and tried to reproduce the work for Bangla. However, our contribution
can be summarized as below:

1. We propose a graph-based architecture for the first time to detect incongruity
between Bangla’s new headline and body text.

2. We provide an approach for synthetic data generation and made all the code and
preprocessed dataset publicly available.1

3. We have analyzed and presented our model performance both on synthetic dataset
and real-world datasets. Apart from news dataset, we also tested ourmodel perfor-
mance, how it can detect irrelevant comments on manually collected comments
from social networking cites like Facebook and YouTube.

The findings demonstrate that the proposed method can be utilized to detect incon-
sistencies in real-world Bangla news reports. As shown in Fig. 1, even for new
themes like picnic locations and traders, BGHDE can successfully detect anomalies
in headlines and body content. The remainder of this article will be discussed in the
following manner: Sect. 2 begins with a summary of the research on headline incon-
gruity detection and the use of neural graph networks with text. The data creation
procedure is then introduced in Sect. 3. Finally, Sect. 4 discusses the baseline models
that were tested in this work. The proposed model is then thoroughly discussed. In
Sect. 5, we give the experimental setup for model evaluation, as well as a discussion
of the results obtained from various kinds of Bangla news and empirical study in
the field. Finally, we consider the study’s implications in terms of combating online
infodemics and news fatigue. Finally, Sects. 6 and 7 conclude the paper with a dis-
cussion of the study’s shortcomings as well as future research opportunities in the
field of news incongruence detection.

2 Related Works

In the present era of the digital world, people are more likely to skim through the
headlines and perceive information using both direct memory measures and more
indirect reasoning measures [3]. Thus, misleading information can lead to cause
more harm. There have been a lot of machine learning algorithms used. Despite
the lack of a large-scale realistic dataset being the main issue with this challenge,
some studies were able to obtain good results by utilizing manually annotated small-
scale datasets. An attention-based hierarchical dual encoder model is used to detect
incongruity between the headline and the news body [22]. They have also published a
million-scale dataset and introduced augmentation techniques to enhance the training
data.

Both incongruity detection and stance detection are related as they share a common
basis: to identify the relationship between a brief piece of content and a long piece of

1 https://github.com/aminul-palash/bangla-news-incongruity-detection.

https://github.com/aminul-palash/bangla-news-incongruity-detection
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Fig. 1 Graph illustration of
an incongruent headline
problem between the
headline and the body
paragraphs. The
inconsistency between
paragraph 3 and other texts is
represented by a separate
color node in the graph

content. The goal of the 2019 Fake News Challenge was to encourage the develop-
ment of stance detection models. For false news identification, a multi-layer percep-
tronmodel with one hidden layer [14] propagated lexical and similarity features such
as bag-of-words (BOW), term frequency (TF), and term frequency-inverse document
frequency (TF-IDF). However, the winner of the contest for Fake News Challenge
2019 used the XGBoost [2] algorithm with extracted hand-crafted features. One of
the recent studies used semantic matching [10] dependent on inter-mutual attention
by generating synthetic headlines that corresponded to the news body content and
original news headline to detect the incongruities. However, for low-resource lan-
guages like Bengali, this kind of work is rare due to a lack of well-developed datasets.
In the paper [6], they explored neural network models and pre-trained transformer
models to detect fake news for fake news detection in Bangladesh. They have also
released an annotated Bangla news dataset that can be used to create an automated
fake news detector.

Graph neural network (GNN) is semi-supervised learning which utilizes graph-
structured data [8]. GNNmodels can learn hidden-layer representations by encoding
local graphs and features of vertices while maintaining the linear model scales of
graph edges. The fundamental advantage of GNN models over traditional models
such as recurrent neural networks (RNNs) and convolutional neural networks (CNNs)
is that GNN models embed relational information and pass it on to neighbor nodes
during training. As a result, GNNmodels have succeeded miraculously in NLP tasks
like question-answering [17, 20], relationship extraction [24], and knowledge base
completion [16].
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Fake news detection using GNN models has become a common practice nowa-
days. The paper [23] introduced FAKEDETECTOR, an automatic fake news detec-
tor model based on explicit and hidden text features that constructs a deep diffusive
network model to simultaneously learn the representations of news articles, produc-
ers, and subjects. The hierarchical graph attention network was also used by the
researchers, which uses a hierarchical attention method to identify node representa-
tion learning and then employs a classifier to detect bogus news [13].

To the best of our knowledge, our work is the first to detect incongruity between
news headline and body for Bangla. In our work, we proposed a Bangla graph-based
hierarchical dual encoder (BGHDE) model for automatic detection of Bangla news
headline and body.

3 Datasets for Detecting Headline Incongruence Problem

We propose an approach for detecting incongruity between Bangla news headlines
and content where we specifically tackle three significant challenges for preparing
the dataset. We followed the same approach from this paper [21] for preparing our
dataset for Bangla language. The first is the scarcity of manually annotated training
datasets, as well as the high expense of creating them. The second is the length of
news stories, which can often be long and arbitrary, making them challenging to
model for machine learning. The last one is the paragraph creation from the Bangla
news corpus, as our news dataset does not contain any paragraph separation. In the
sections below, we will go over each obstacle in detail.

There are millions of news articles over the internet, and previously, the ground
truth was manually annotated in earlier investigations [1, 19]. However, it is almost
impossible to annotate ground truth for each news manually. Therefore, although
some previous studies created manually annotated datasets, we adopt an automated
approach for creating the annotations.

To begin with, we gather news stories from reputable target news sources. Then,
we pick a collection of target news articles at random to manipulate, i.e., change
them to look like incongruent news sources.

For the news pieces chosen for alteration, we replace some paragraphs with para-
graphs obtained from other news sources. This collection of parts is created indi-
vidually and is not used for training or testing. We carefully monitor the alteration
process to ensure that no news stories are duplicated.

The news corpus that we employ in this paper comes from the famous Bangla
news site ProthomAlo,2 which consists of over 400k authentic Bengali news articles.

Figure. 2 shows the overall workflow of incongruent level data preparation [21].
There is one target news article and one sample news article. In our case, we select
sample news articles randomly from the real news corpus. The sample news content
paragraphs are thenblended inwith the intendednews content. Themaximumnumber

2 https://www.kaggle.com/furcifer/bangla-newspaper-dataset.

https://www.kaggle.com/furcifer/bangla-newspaper-dataset
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Generated news articles with incongruity

Fig. 2 Illustration of how news items with incongruent headlines are created. Paragraphs from
samples articles are mixed with target news articles randomly. Total five types of data mix-up
processes are shown (Type I, Type II, Type III, and Type IV)

Table 1 Statistics of our Bangla data

Headline Content

Dataset Samples Avg. Std. Avg. Std.

Train 228,000 5.58 1.45 319.35 205.41

Dev 120,000 5.58 1.43 319.01 241.06

Test 120,000 5.57 1.43 323.55 214.124

of paragraphs that can be switched is determined by the number of paragraphs in
the target news article. We randomly manipulate paragraph swapping processes that
address different difficulty levels on the target news article.

From Fig. 2, there is a total of four types of samples that can be generated by the
generation process. But we do not pick the first two types (I and II) for preparing our
training datasets so that we can keep consistent same distribution with the original
and generated news content in length. So we keep types three and four (III and IV)
for preparing our synthetic training datasets (Table 1).

As there was no paragraph separation on our collected dataset, we had to separate
paragraphs synthetically based on the number of sentences on the news content.
Thus, we split the news article by paragraph, where each paragraph contains five,
ten, twenty, and so on sentences based on the length of news content.

Furthermore, we preprocessed the data by removing unnecessary punctuation
from both headline and body content. We also discarded the news data that contains
small body content.

4 Methodology

Our goal is to determine if the content of the news article matches the news headline.
First of all, we extracted semantic information from the data as the distributed rep-
resentation of words and sub-word tags has proven effective for text classification
problems. Therefore, we used pre-trained Bangla word embedding, where an article
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is represented by the mean and the standard deviation of the word vector represen-
tation. For this experiment, we used Bengali GloVe 300-dimensional word vectors
pre-trained embedding,3 and our coverage rate was 43.34%.

For detecting news incongruities, we adopt a graph neural network (GNN)-based
architecture following [21]. GNN is a type of deep learning method that can be used
for processing data represented as a graph [15] for making node-level, edge-level,
and graph-level analyses.

Our proposed Bangla graph-based hierarchical dual encoder (BGHDE) illustrated
in Fig. 3 takes the headline and paragraph contents into account to detect incongru-
ency in an end-to-end manner. Our proposed architecture is followed from this paper
[21] which implements an incongruity detection method for English dataset. The
architecture consists broadly of four steps which we describe briefly below.

First of all, the BGHDE creates a graph that is undirected representing its innate
structure for each news article. After that, it was utilized to train the neural net-
work with graph structure. Finally, a hierarchical gated recurrent unit (GRU)-based
bidirectional recurrent neural network (RNN) framework is utilized to generate a
representation with node structure of each headline text and paragraph text, as well
as context-aware paragraph representation.

A group of nodes called vertex represents the headlines text and each correspond-
ing paragraph of the Bangla news material. The edge of the graph represents the link
between headlines and its corresponding paragraphs of the Bangla news.

Secondly, to avoid undesirable flattening of the node representation between the
congruent and incongruent paragraphs during GNN propagation, the next step is to
learn the edge weights of the input graph representation.

We employ the paragraph congruity value as a label to supervise the edge weights
during the cross-entropy loss.

Because of this edge-level monitoring, the BGHDE can assign larger weights
to congruent paragraphs and lower weights to incongruent paragraphs, allowing
congruent paragraphs to communicate more information to the headline node than
incongruent paragraphs alone.

Later, the node characteristics are transmitted into surrounding nodes in the third
phase using the established graph structure and trainable edge weights from the
GNN framework. In an edge-weighted form, BGHDE uses the convolutional graph
network (GCN) aggregation function [9].

Finally, the incongruity of scores of news pieces is predicted for the last stage. The
GNN graph classification problem is the same as this. The global-level graph rep-
resentation and the local-level node representation must be fused together; BGHDE
adapts a fusion block presented in [18].

3 https://github.com/sagorbrur/GloVe-Bengali.

https://github.com/sagorbrur/GloVe-Bengali
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Fig. 4 Left plot represents training and validation loss, and the right plot represents accuracy of
the validation data during training

5 Experiments

The title and the appropriate paragraphs of the subsequent body text are encodedusing
a single-layer GRU with 200 hidden units. In contrast, a single-layer bidirectional
GRU with 100 hidden units is used to encode the paragraph-level RNN. There are
three GNN layers, each with 200 hidden units. Hidden unit dimensions of 200,
200, and 100 for the FC layers are applied after feature propagation on the graphs,
respectively. We use the Adam optimization algorithm [7] to train the model, starting
with an initial learning rate of 0.001, which is decayed every three epochs by a factor
of 10. We use 120 samples for each mini-batch during training. We clip the gradients
with a threshold of 1.0. The hyperparameter for tradeoffs for edge loss is set to
0.1. We use pre-trained Bangla4 GloVe [12] embedding consists of 300-dimensional
vectors to initialize the word embedding. The number of words that appear at least
eight times in the training dataset determines the size of the embedding matrix’s
vocabulary. The model has 1,214,702 total trainable parameters. We obtained an
accuracy of 0.9560 and an AUC score of 0.9860 on the validation set. We show the
loss and paragraph and document accuracy obtained during training in Fig. 4.

We use PyTorch [11] and PyTorch Geometric [4] frameworks to implement the
model and Google Colab to run the experiments.

6 Results and Discussion

To validate our process, we conduct rigorous quantitative and qualitative analyses.
We conducted a large-scale experimental analysis to evaluate our proposed Bangla
graph-based hierarchical dual encoder (BGHDE).We performed an evaluation based
on criteria like accuracy on both paragraph-wise and whole document or news article

4 https://github.com/sagorbrur/GloVe-Bengali.

https://github.com/sagorbrur/GloVe-Bengali
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Fig. 5 Examples of some partial representation of news articles that contain incongruity between
headline and content paragraphs, and colored paragraph is the incongruence paragraph

calculated while all types of a common evaluation matrix for the predictive model
also added.

6.1 Performance Evaluation on Synthetic Dataset

Figure5 illustrates some examples of incongruent data detected by our proposed
model on synthetic test datasets. Our tested dataset contains news from both
Bangladeshi5 and West Bengal6 news articles which helps to analyze the model
performs better. Table2 shows the model’s performance on different datasets when
it was used to detect headline inconsistencies.

5 https://www.kaggle.com/ebiswas/bangla-largest-newspaper-dataset.
6 https://www.kaggle.com/csoham/classification-bengali-news-articles-indicnlp.

https://www.kaggle.com/ebiswas/bangla-largest-newspaper-dataset
https://www.kaggle.com/csoham/classification-bengali-news-articles-indicnlp
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Table 2 Second table

Dataset Size Acc
(para)

Acc (doc) Evaluation

Precision Recall F1-score Support

Prothom
Alo

6000 0.9658 0.9918 0.98.80 0.9956 0.9918 [3000 3000]

bdnews24 2000 0.9175 0.94.50 0.7554 0.913 0.9431 [1000 1000]

Ananda
Bazar

1000 0.9175 0.9450 0.9623 0.97 0.9431 [500 500]

Ebela 5000 0.9192 0.9702 0.970 0.9704 0.9702 [2500 2500]

Zee News 5000 0.9026 0.9542 0.9511 0.9576 0.9543 [2500 2500]

Ittefaq 8000 0.9445 0.9866 0.9812 0.9922 0.9866 [4000 4000]

Jugantor 6999 0.9494 0.9862 0.9830 0.9893 0.9861 [3458 3477]

6.2 Evaluation on Real-World Dataset

To see how effective our dataset and proposed models are in detecting incongruent
headlines in the real world, we have conducted this process by collecting data con-
taining actual articles in which any form of the generation process has not modified
the body text. It is difficult to annotate read news containing incongruity manually,
and we perform inference on a real news dataset without annotations. After that,
we evaluated our model performance manually. But we achieved very poor perfor-
mance. For example, the datasets we used have no paragraph separation, and we need
to separate the articles into paragraphs randomly. Another one is that we only train
our model on synthetic datasets.

We also evaluated our proposed model on detecting incongruent comments Fig. 6
on different sites like YouTube, Facebook, and various Bangla news sites. As a

Fig. 6 Incongruity detection on comments data
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result, we collected more than two hundred comments data containing relevant and
irrelevant comments with corresponding news articles. We achieved an accuracy of
0.73 on the Bangla comments dataset.

7 Conclusion and Future Work

For the first time, a graph neural network was used to handle the headline incongruity
problem in Bangla news stories. We discovered a few false positive scenarios when
a model misinterpreted a coherent article for an incongruent headline using manual
annotations. Although the computer accurately predicted the label, according to
the idea of headline incongruity, such a “briefing” item does not mislead readers
by delivering false information. Our findings suggest that more research is needed
in the future to improve data generation and gathering processes. The findings of
the evaluation experiments, however, reveal that the proposed technique accurately
detects such deception. We hope that our research helps to create more trustworthy
online news ecosystems in Bangla.
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Computer Vision-Based Waste Detection
and Classification for Garbage
Management and Recycling

S. M. Yeaminul Islam and Md. Golam Rabiul Alam

Abstract Waste management systems and their inherent problems are still a matter
of great concern amid this cutting edge of science and technology. Pile of untreated
waste in open environment aids to a wide range of problems such as air and water
pollution, untidy and unhealthy surroundings,wastage of recyclablematerials, poten-
tial health risk of waste management workers and many more. The root cause of this
problem points to a single fact that is toomuchmanual labour involved in the garbage
treatment process (collection, separation and recycling)—cannot keep up to the pace
with which garbage generation happens. An efficient recycling method is imperative
to solve this problem,which can be achieved by a fast, real-time garbage detection and
classification system. In this research, we will propose a novel deep learning-based
approach for automatic detection and classification of five kinds of waste materials,
namely, kitchen waste, glass waste, metal waste, paper waste, plastic waste, from
the garbage dump for an efficient recycling process, which not only improves the
efficiency of the current manual approach but also provides a scalable solution to
the problem. The contributions of this paper include a fully human labelled data set
consists of 2200 images of garbage dumpwith 135,541 annotated objects from afore-
mentioned categories and a real-time garbage object localization and classification
framework based on a lightning fast, fairly accurate and end-to-end deep learning
algorithm. For the baseline, we have articulated a single-stage object detection and
classification framework and initialised the detector training process with pre-trained
weights (trained on MS COCO data set) of the feature extractor. Then, with some
fine-tuning and employing a few transfer learning tricks, we have proposed a waste
object detection framework, that yields a mAP of 66.08% at an IoU threshold of
0.35 with an inference speed of roughly 55–58 ms in a single-GPU environment
on both images and videos. It surpasses the performances of all the contemporary
frameworks which deal with waste separation task.
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1 Introduction

Bangladesh is a densely populated country with its population is on course to be
around 17 crore by the end of this year. This huge population comes with a lot of
human-made hazards, and ‘solid waste’ is surely a major part of it. An enormous
volume of garbage waste is getting generated each day, particularly in urban areas,
and regrettably, their treatment process is getting deteriorated as the days pass by. The
major cities of Bangladesh generate around 16 thousand tons of waste a day, which
summing up to more than 5.84 million tons a year. This amount is on the rise and
will reach 47 thousand tons per day and approximately 17.16 million tons per year
due to rapid expansion of urban area, population growth and hike in per capita waste
generation rate. With the current amount of urban inhabitants, the waste generation
rate is 0.41 kg per capita per day and the garbage collection efficiency ranges from
37 to 77% in different cities [1]. So, a big difference has been observed between the
wastes being generated and the wastes being treated here. Waste materials are not
properly handled or recycled as a result of a lack of awareness and implementation of
the legislation. Consequently, it is a growing headache for the municipalities—how
to manage these solid waste efficiently and ensure not only a healthy environment
for the residents but also make effective use of the litters as well through recycling
(Fig. 1).

Fig. 1 Challenges of vision-based garbage recognition system for recycling
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1.1 Research Problem

The complete garbage management process through proper recycling and disposing
takes huge amount time and manual labour. Recycling of solid waste is mostly
dependant upon the garbage separation process, as different types of waste require
different treatment. Automated solution to this problem involves computer vision and
sensor-based approaches, which can help an automatic machine to filter out the waste
objects as per their pre-defined classes and tag them accordingly. It imposes a wider
range of challenges as well. The waste objects in nature can be obscured, twisted,
camouflaged, transparent, aged and transformed in different forms, which makes it
extremely difficult for such systems, to generalise well in production environment.
In spite of several attempts like, letsdoitworld (https://github.com/letsdoitworld/wad
e-ai), the problems still persist in absence of an enriched data set with contextual
images and a solid framework to detect and classifymajor categories ofwaste. So, our
research problem is to find a fast and efficientwaste object detection and classification
system which has to work well in real-world multiple overlapping garbage objects
and multi-class scenario that impose aforementioned challenges.

1.2 Aims and Objectives

A few decades back, a robotic agent, moving inside a dumping station and deliber-
ately segregating wastes into pre-defined categories, will surely qualify for a science
fictionmovie! Fortunately,with the advent of IoT-enabled smart devices and robotics,
fast and remote maintenance of mechanical activities can be facilitated and waste
management can surely be a part of it. But, a problem arises that those systems require
accurate representation of the kinds of waste to be treated. Some aspiring researchers
addressed this problem and their solutions [2–6] but lack of contextual representation
of garbage objects in their data sets, high inference cost, etc., make them question-
able for edge device deployment. Now, detecting trash in open environment is a
daunting task, as it can be twisted, pellucid, shattered and camouflaged and adding
to that, the vast feature diversity of our natural world has to be taken into consid-
eration as well. In this work, we will propose a solution of an automated garbage
separation system using computer vision and end-to-end deep learning techniques,
to encounter these issues. Our proposed system will be able to detect, localise and
classify garbage objects from piles of waste in natural environment all in real time
through pictures/videos/cameras. This information then can be passed to a robotic
agent immediately to automate the process using a microcontroller-based embedded
system. So, in summary, our propositions are

1. A fully human labelled data set consists of 2200 images of garbage dump. The
data set should be evenly balanced to avoid data driven bias, which represent
contextual images to fight against concept drift and data drift problem, annotated
up to object-level granularity to detect and classify individual object from images.

https://github.com/letsdoitworld/wade-ai
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2. A real-time garbage separation framework based on a fast and accurate object
recognition algorithm, which can detect and classify multiple overlapping waste
objects across three different scales (small, medium, large) from a variety of
backgrounds.

1.3 Organisation of the Report

The report is structured in the following manner—In Sect. 2, we shall try to explain
the concepts related to the subject matter in detail. In Sect. 3, a comprehensive walk
through of the previous studies will be provided. Then, in Sect. 4, we shall briefly
explain the data collection procedures and considerations of our proposed garbage
detection data set. Afterwards, in Sect. 5, the framework architecture and design
choices will be reviewed. Finally, we will wrap up with the experimental results and
some future scopes of this research in Sects. 6 and 7, respectively.

2 Background Study

2.1 Waste Generation

Waste generation is something that cannot be avoided as long as we, humans, live in
this beautiful planet Earth. Garbage has been the by-product of this ecosystem since
the outset of human civilization. But during the recent years, there is a significant
amount of artificial materials prevail around us, which, when converted to waste,
result in dangerous non-biodegradable objects—which is the most concerning thing
about waste generation nowadays. As types and quantities of waste vary in different
localities, we will try to depict the scenario from a Bangladesh perspective. In city
areas, MSW generation rate is increasing with the growth of population. As reported
in [7], a total of 7.7 thousand tons of solid waste are being generated from the
six divisional cities of Bangladesh on a daily basis, while the capital itself has a
69% share in the total waste volume. The formation of the total stream of waste
is approximately 74.4% of organic matter, 9.1% of paper, 3.5% of plastic, 1.9% of
textile and wood, 0.8% of leather and rubber, 1.5% of metal, 0.8% of glass and 8%
of other wastes [8]. The constituents behind this waste composition are population
growth, advanced life styles, economic conditions, seasonality, weather, amount of
recycling and waste management programmes. The waste generation rate is linearly
evolving with respect to the GDP growth of this nation as well.
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Fig. 2 Waste management framework in Bangladesh adopted from [1]

2.2 Waste Management Systems

The overall waste handling process here is not structured in a profound manner.
Figure 2 is a clear illustration of the existing garbage handling framework in
Bangladesh. There are three roughly established process of waste management in
Bangladesh and the recycling process is completely ignored in almost all the cases
(only 10–15%of totalwaste, that too by informal private channels), as the prerequisite
waste separation task is a tedious thing to do.

2.3 Sensor-Based Robotic Agent

An autonomous robotic agent can have a vision sensor, to capture real-time scenes
while surfing around the designated places. The captured images will then be anal-
ysed and waste object can be detected and classified via a waste object recognition
framework. Then, the robotic agent will auto-separate the garbage objects in their
respective categories for recycling or permanent disposal.

2.4 Computer Vision

Now, people, who use cameras as the sensors of the micro controllers, usually rely
on images to give them information about the objects that they were looking at. In
general, they use computer vision to identify objects within an image. The name
computer vision is kind of self-explanatory which enables a computer to identify
objects autonomously.
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2.5 Object Detection and Classification

Image classification—Image classification algorithms take an image as input, trans-
form it in a giant one-dimensional vector, process the input and yield the predicted
label of that image with some metric like loss, probability, accuracy, etc. Object
detection—Object detection algorithms take an image as input, transform it in a
giant one-dimensional vector, process it and output one or more bounding boxes
with the class labels, depicted on top of each bounding box.

Now, the object detection algorithms can be further classified into 2 major cate-
gories, namely Single-Stage Detectors refers to the family of algorithms that detects
and classifies the object using a single network and one forward pass. This has
attracted many researchers off late, mainly because of its faster inference speed and
practical applicability. Thesemodels can also be optimised in such away that they can
be used in mobile devices. Examples—YOLO models [9–12], RetinaNet [13], SSD
[14], etc. Multi-Stage Detectors, which employ two networks—one for predicting
bounding boxes around detected objects and another for classifying the object in
the box. These algorithms are based on region proposals and comparatively slow to
make predictions than their single-stage counterparts. But they are more accurate
than the single-stage detectors. Examples—R-CNN [15], Masked R-CNN [16], Fast
R-CNN [17], etc.

2.6 YOLO Models

YOLO is a CNN-based object detection algorithm. This algorithm uses a single
neural network and within a forward pass—the network breaks down the total image
area into multiple local regions and predicts the bounding boxes and probabilities of
those regions. The first version of this model [9] yielded greater localization errors,
although operates at an impressive 45 FPS. In YOLOv2 [10], the authors adopted
the idea of the anchor boxes from the R-CNN paper [17]. The representation of the
bounding boxes is modified a bit (instead of estimating the bounding box position
and size directly, offset values are predicted formoving and reshaping the pre-defined
anchor boxes relative to a grid cell) to allow small changes which eventually expected
to have a less dramatic effect on the predictions, resulting in amore stablemodel. The
latest improvementYOLOv4 tried to combine all the common recipes of success from
the rich vision recognition research domain termed as—Bag of Specials—Change in
activation function, better backbone, better feature aggregator and propagation path,
etc., and Bag of Free bees—lots of data augmentation techniques, modification in
the loss function, using a better regularising method etc.; and present a fast, accurate
and strong object detector which achieved state of the earth performance running on
a single-GPU environment (Fig. 3).
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Fig. 3 High-level network architecture

3 Related Works

Our local researchers pointed out the problem and its severity in [1, 18]. In [18],
authors proposed a high-level framework combining legal bindings, economic instru-
ments and public awareness to tackle this problem. And in [1], authors portray
the existing process of garbage collection to separation and processing scheme
and expressed their proposition to haunt them down (mostly high-level proposition
demanding process changes). In [8], authors proposed an electro-mechanical sensor-
based system using microcontrollers and operational amplifiers to auto-separate
common forms of wastes. But the practical applicability of this system is in ques-
tion mainly because of the diversity of the waste objects possess which is difficult
to capture with the amount of information that these sensors provide to make a
prediction.

In [19], authors dealt with slightly easier problem which is tagging street clean-
liness. They have used street cameras from different localities and tried to develop
an array of localised models for area specific inference that indicates training a
lot of discrete model which does not seem like a scalable solution of the problem.
Moreover, they used Näıve Bayes and AdaBoost classifiers to make the prediction
observing the whole image, which missed the detection granularity down to object
level that is subjective for object separator to work. Recently, deep learning tech-
niques have become increasingly popular because of their capabilities to extract rich
features automatically from images, highly efficient parallel processing on GPUs to
satisfy these resource hungry algorithms, fast and efficient optimizing techniques and
a wonderful research community. That is why, most of the modern literature tried to
address the problem using the same. In [20], authors used end-to-end deep learning-
based system to do a similar task. For training efficiency, they have employed a
pre-trained OverFeat model as the feature extractor backbone and GoogleNet model
as classification head. Moreover, this paper addressed the detection granularity down
to object level which makes it a better candidate for waste separator model. But, the
data set they have developed is heavily biased towards, and did not handle over-
lapping objects, and didn’t use techniques like non-max suppression to choose the
most relevant bounding box from multiple predicted bounding boxes at a specific
IoU threshold.

In [21], authors adopted a deep learning-based object localizer and classifier
approach to figure out waste objects of 2 categories, namely biodegradable and
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(c)(b)(a)

Fig. 4 Representative of waste images from [3, 22, 24]

non-biodegradable. But, authors did not portray any experimental results in this
paper. No specific network architecture, loss function, result analysis or information
regarding the data set are present here. In [22], authors adopted state of the earth
MobileNet, DenseNet and inception networks for waste object classification and
portrayed good level of accuracy metric. But, the waste object is not represented
contextually (Fig. 4c) in the data set as they adopted the TrashNet data set and they
have not taken the detection granularity to the object level as well. In [23], the authors
used transfer learning to train a Faster R-CNN model pre-trained on PASCAL VOC
data set which detects and classifies three categories ofwaste objects, namely landfill,
recycling and paper. They have also adopted the TrashNet data set and engaged lots
of augmentation techniques to artificially generate contextual images. This yields
significant improvement over the last works involving this data set with a mAP of
68.3% but the algorithm does poorly in paper class and it also ignored some other
waste categories like glass, metal, plastic, etc.

In [3], authors trained a multi-layer hybrid deep learning network. This system
involves both high-resolution camera and sensors to extract useful features and finally
processes the image features using a CNN-based algorithm and deploys a fully
connected MLP to blend image features with other information to classify waste
as recyclable or others. This system tried to mimic human sensory organs like eyes
with a pre-trained AlexNet model and ears/noise with a MLP and achieved a better
classification accuracy than other systems at that time. But 2 problems still persist—
the model fails to pinpoint the waste object rather classifies the whole image frame
which can containmultiplewaste objects and although they employed image augmen-
tation to present different form of the image to the model, and the background and
natural diversity of the real world is still absent here as seen from Fig. 4a. In [24], the
authors tried with classifiers like support vector machine and neural network models
like AlexNet, with applied data augmentation techniques. But the context is missing
here along with multiple overlapping object detection and classification which can
be seen from Fig. 4b. An improved work using this data set has been published in [4],
where authors tried data augmentation techniques like building collage of images,
employing GANs, etc., to artificially manipulate the real-world scenario and yield
some good results but no inference test has been provided involving real-world waste
image, which raises the question of their practical applicability.
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Fig. 5 Representative of waste images from [25]

In [25], authors used an end-to-end deep learning approach in a hierarchical
manner to detect and classifywaste in food trays. Theyhavepublished their developed
data set (Sample: Fig. 5) and adopted amulti-labelmulti-class classification approach
to annotate the data set to improve the accuracy. But the usage of 7 individual CNNs
to classify the waste objects significantly increases the computational complexity
and inference time, making it hard to deploy the system in edge devices for prac-
tical applications. In [2, 5], authors used more realistic images to deal with context
problems and both contributed their own data sets GINI and TACO but both of them
represented very small amount of annotated objects (1494 and 4784, respectively)
and unbalanced class distribution. Architecturally, [2] offers only binary detection—
garbage is present or not which takes out the recycling application, and the inference
time required is not feasible for practical applications as well. Reference [5] detects
only litters leaving the biodegradable wastes out of equation. It does not support
multi-scale detection; hence, small sized objects are often get ignored. Moreover,
both of them used a region proposal-based 2-stage object detector which is slower
to make inference on real-time data.

4 The Garbage Annotated in Context Data Set

Building the data set is one of the more challenging tasks of any machine learning
project. The struggle becomes scarier when we do not have any benchmark data set
for our problems—which actually happened in our case. Now, building data set can
be done in a few different ways as follows. A brief overview of them is illustrated
below.
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4.1 Publicly Available Open Labelled Data Sets

The existing open source data sets regarding waste management domain use mostly
out of context images, portray unbalanced class ratio, do not provide object-level
annotations, etc. (as illustrated in previous section). Moreover, our required classes
were absent in those data sets as well. That is why, we were unable to adopt any of
them for our work.

4.2 Web Scraping

The next option is writing an automated web scrapper script to search keywords
of required images and download accordingly. It is a proven method and has been
adopted in various works like Web Scraping of COVID-19 news stories to create
data sets (https://dl.acm.org/doi/fullHtml/10.1145/3453892.3461333). Now, images
found on the Internet are of lots of different sizes and pixel resolutions. Some images
are of pretty low resolution and our target task can contain 50–100 objects per frame
which can make the job difficult for the detector on very low resolution images. So,
we have written our own image-scrapper-from-web script (https://github.com/Yea
minul/Automation). After accumulating all the downloaded images, we also manu-
ally inspected each image and took decision as per the merit of the image to portray
the real-world waste scenario. There is a demonstration of a few sub-categories of
waste images thatwe have downloaded in Table 1.We have tried to cover the common
categories of waste that are seen in the garbage dump in Bangladesh.

4.3 Capturing Images

Taking videos or capturing images of the subject can also be considered as an option
to develop a data set of this kind. This can be achievable by (a) manually clicking
each image or capture video by ourselves or (b) crowd sourcing, which is employing
people to take images of the subject matter for us. (c) Installing programmed camera
in our environment of choice.Due to lackoffinancial support andother endorsements,
we were unable to take (b) and (c) as an option. So, we had to proceed with manually
clicked photographs by ourselves.

https://dl.acm.org/doi/fullHtml/10.1145/3453892.3461333
https://github.com/Yeaminul/Automation
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Table 1 Search category granularity to accumulate garbage photos through web scrapping

Metal Glass Kitchen waste Plastic Paper

Alloy metal scrap Broken glass jar Biodegradable
waste

Coke plastic
bottle waste

Cardboard waste

Crushed coke cans Broken glass
waste

Chicken bones
waste

Plastic waster
bottle waste

Craft paper waste

Electronic scrap Broken plate
waste

Egg waste Industrial
plastic waste

Magazine paper
waste

Ferrous metal
scrap

Broken glass
waste

Fish waste Laboratory
plastic waste

Newspaper waste

Household metal
scrap

Crushed glass
waste

Food waste Medical plastic
waste

Paper waste

Metal rod scrap Glass bottle waste Food waste
close-up

Plastic bottle
waste

Pizza box waste

Metal waste Glass waste Fruit waste Plastic
container waste

Paper scrap
close-up

Non-ferrous scrap Light bulb waste Fruit waste
close-up

Polythene
waste

Shredded paper
waste

Crushed steel
drums

Recycled glass
waste

Kitchen fish
waste

7up plastic
bottle waste

Soap packet waste

Tin canes waste Scrap glass waste Kitchen waste Onetime coffee
cup waste

Tissue waste

Used nuts and
bolts

Shattered glass
waste

Organic waste Onetime plastic
cup waste

Torn paper bag

Broken window
glass

Tea bag waste Plastic bag
waste

Used diapers

Vegetable waste Used tissue waste

Waste paper junk

4.4 Using Data Augmentation

As deep learning algorithms are data hungry ones, when we have a relatively small
data set, it becomes difficult to train a model and generalise it well on unseen exam-
ples. In these cases, different kinds of data augmentation can be adopted to extrapolate
more training data. Geometric transformations like flipping, cropping, rotation and
translation are the most common data augmentation techniques. Using data augmen-
tation in training images not only enriches our data set by creating variation, but also
reduces model over fitting problem. We have adopted a wide range of data augmen-
tation techniques, which not only limited to the image transformations stated above,
but also expanded towards some modern techniques like photometric distortion, cut
mix, mix up and mosaic data augmentation as described in [12].

As we can see from Figs. 6 and 7, we have made our efforts clear to leave minimal
distribution difference between the two sources of image collection, in easy words,
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(a) (c)(b)

Fig. 6 Annotated images of garbage waste—self-taken photographs

(c)(b)(a)

Fig. 7 Annotated images of garbage waste—web scrapped images

we have tried to carefully pick up photographs form the scrapped images which can
better mimic the real-world scenario.

4.5 Data Set Preparation Steps

Finally, if we summarise the steps that we had taken for building the data set,

1. First, we have visited 10 different dumping stations in Dhaka City; captured the
spotted trash using mobile phones and accumulated more than 1200 images. We
have taken images from different angles and verticals trying to mimic a moving
agent which will automate the process. All the images are captured in different
lighting conditions (Haze, Cloudy, Sunny, etc.) during daytime at an optimum
resolution.

2. Then, we have carefully investigated the images and identified the varieties and
different orientations with which waste appears in open environment.

3. After that, we have wrote a web scrapper in Python to download photographs
of given category (refer to Table 1) from Google Images automatically. We have
accumulated photographs of more than 70 different sub-categories waste, which
belong to our main five categories.

4. From there, we have carefully investigated and picked 1000 photographs from
the collection that matches the real scenarios by hand.
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Fig. 8 Annotation count and percentage per category

5. We have annotated the final images using the labelling tool [26] in PASCAL
VOC format.

6. The annotated images are then further verified by two another human individual
and finally used for model development purpose. The primary objective had been
to keep the contextual images only to guard against the data drift and concept
drift problem.

We have also tried to make our data set evenly balanced so that no data driven
bias exists in the trained model as illustrated in Fig. 8.

5 Model Overview

5.1 Problem Formulation

Considering an image of garbage waste, our goal is to predict and draw rectangular
bounding boxes wrapped around each and every waste object present in that image
and assign each detected object to one of the considered classes. Consequently, this
can be formulated as a multi-label K-way classification problem.We employ an end-
to-end deep learning method which uses a proven (1) feature extractor backbone to
project rich image features to latent space, (2) leverage the idea of Spatial Pyramid
Pooling and Path Aggregation Networks to significantly increase receptive field with
almost no incremental time cost and collect image features from different level of the
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Fig. 9 CNN architecture used in our waste detection and classification framework

backbone network for different detector levels. We have also used a single objective
function inclusive of all the losses and optimise that using Adam or RMSProp opti-
mizer for dense prediction of waste objects. (3) Finally, we have used the YOLOv3
(anchor based) head, to detect and classify waste objects in three different scales. We
have also used post-processing techniques like non-max suppression to filter out the
most ideally fitted bounding box around the subject (Fig. 9).

5.2 Feature Extractor Backbone

While choosing the backbone of this framework, we had to make an optimum choice
between maintaining both classification accuracy and detector efficiency simul-
taneously. The criterion of choice is—(1) higher input size—for multiple small
object detection, (2) deep layers—for higher receptive field size to deal with the
increased input size, (3)more parameters—for greater learning capacity of themodel.
The Darknet53 network used in [11] provided a significant improvement over the
detection efficiency while maintaining good enough classification accuracy than the
contemporary models. It shown promising results in cases of training the detector
using the pre-trained backboneweights,which is very convenient for transfer learning
strategy which we have adopted here. The CSPDarknet53 [27] that we have used
here further optimises the framework by reducing the computations up to 20% hence
decreasing the inference cost.

5.3 SPP-PAN Neck

Spatial Pyramid Pooling block after the CSPDarknet53 block significantly improves
the receptive field size, highlighting the most significant contextual features without
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adding almost any computational overhead. Receptive filed size is an important
property of the convolutional neural nets which enables a network to detect small
to largest objects in multiple scale. We have also used Path Aggregation Neck as a
parameter aggregator from different backbone level for different detection heads, to
enable effective propagation of low-level image features towards the detector layers.

5.4 YOLOv3 Detection Head

This is the last block of the system and is responsible for detecting and classifying
waste objects in images across 3 different scales having strides 32, 16 and 8, respec-
tively. Consequently, an input image of size 416 * 416will be able tomake detections
across scales 13 * 13, 26 * 26, and 52 * 52. Starting from input, up to the first detection
layer, the network only downsamples the input, where feature maps of a layer with
stride 32 are used to perform the detection. Afterwards, layers are upsampled by a
factor of 2 and added with feature maps of a previous layer. Consequently, detections
made at layer with stride 16. Similar strategy is repeated to yield the final detection
at the layer with stride 8. Output processing techniques like non-max suppression
also has been implemented in this block to filter the most accurate bounding boxes
wrapped around an object from the predicted ones.

5.5 Loss Function

With the final detection result at hand, we will be able to calculate the loss with
respect to the true labels now. The loss function consists of four parts: (1) centroid
(xy) loss, (2) width and height (wh) loss, (3) objectness (object and no object) loss and
(4) classification loss. Putting everything together in perspective, the final equation
looks like below

TotalLoss = λ ∗ (CIoU((x, y), (x, y) ∗ objmask)

+ λ ∗ (CIoU((w, h), (w, h) ∗ objmask)

+ (BCE(class, class) ∗ objmask) + (BCE(obj, obj) ∗ objmask)

+ λnoobj ∗ (BCE(obj, obj) ∗ (1 − objmask) ∗ ignoremask)

The first two components of the above function calculate the loss of the bounding
box regression problem. Previously, RMSE had been used in this case but it does not
converge well (when the large sized objects cause large loss values). IoU loss (refers
to the ratio of overlapping area of the predicted BBox and union of them), being a
ratio by nature, solves this problem.We have used amore recent advancement named
as CIoU loss which brought the distance between centre points, and the aspect ratio
into the loss calculation. Then, the usage of Binary Cross Entropy loss to calculate



404 S. M. Yeaminul Islam and Md. G. R. Alam

objectness and noobjectness loss is self-explanatory being a binary classification
problem. By estimating this objectness loss, we can steadily show the model to
distinguish an area of intrigue. At the same time, we do not need the algorithm to
cheat by making wrong region proposals. Henceforth, we need noobjectness loss
to punish those false positive assumptions. Finally, we used independent logistic
classifiers instead of Softmax as suggested in [11] to calculate the class loss.

6 Implementation and Ablation Study

6.1 Implementation Details

Below are the key highlights of our training process.

• The weights of our feature extractor backbone have been initialized using the pre-
trained model, CSPDarknet53 [27], which has been trained on huge MS COCO
data set [28]. As a result, our model was able to exploit the rich hierarchy of
already learned representations; helping it to reduce over fitting and achieve a
better generalization. The original architecture has been tweaked to perform 5-
way classification task as per our requirement. We have observed a significant
uptake in performance with transfer learning through qualitative and quantitative
experiments.

• We have adopted a fivefold cross-validation method for all the experiments and
trained the detection head, freezing the weights of the feature extractor layer, to
iteratively search the optimum set of hyperparameters which yield best training
and validation results. For each fold, the data set is split randomly into 80%
training set, 10% development set and 10% test set.

• As we have used an anchor-based method for the object detector, the dimensions
of those priori boxes are vital. We have run a K-means algorithm on our whole
data set images, to figure out the clusters of bounding box dimension distribution
and found 9 optimal anchor box coordinates (3 per each scale). Hypothetically,
we can say, it would increase the accuracy of the detector as we have considered
IoU loss for the bounding box regression task (Fig. 10).

• We have used Tensorflow 2.0 for model building and training purpose. We have
also exported the model using TFlite and TFServing for edge device deployment
in real world use cases.

• The hyperparameters are as follows: the training steps are 10,000; the step decay
learning rate scheduling strategy is adopted with initial learning rate 0.01 and
multiply with a factor 0.1 at the 8000th steps and the 9000th steps, respectively;
the network is optimized using RMSprop with momentum and weight decay are,
respectively, set as 0.9 and 0.0005. Images of input resolution 416 * 416 have
been fed to the network during the forward passes. All architectures use a single
GPU to execute multi-scale training in the batch size of 64, while mini-batch
size is 4 because of the huge architecture and GPU memory limitation (Studies
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Fig. 10 Customised anchor
box coordinates determined
by running K-means
algorithm over the whole
data set images

from [12] revealed that mini-batch size has a pretty limited effect on detectors
performance).

• Different experiments have been carried out borrowing ideas from [12] which
involve using a lot of image augmentation techniques, cross mini-batch normal-
ization, varying the IoU threshold for assigning ground truth, etc.

• All the training and experiments are run on a single-GPU environment using 4 GB
GeForce GTX 1050 Ti GPU.

6.2 Overall Performance

MeanAverage Precision (mAP) [29] has been used formodel performance evaluation
along with sensitivity (recall), F1 score and inference speed. The mAP score has
been calculated by taking the mean AP over all the classes and compared at different
IoU thresholds to extract the best setting. Finally, the IoU threshold has been set
as 0.35 which achieved a good balance between sensitivity (recall) and specificity
(precision). The defined metrics have been monitored via Tensorboard tool. Table
2 gives the performance of 2 Single-Stage Anchor box-based object recognition
frameworks fine-tuned for our use case.

It is evident that the modified YOLOv4 model exceeds the earlier one is almost
all the categories as it embarks upon all the bag of tricks from rich computer vision
research domain. The 3 scaled approach makes the objects across various scales
detectable. The deep architecture of the feature extractor has increased the size of
the receptive field along with more parameters and robust learning. In both cases,
the transfer learning strategy worked out well as the relatively small data set yielded
considerable results. We have exported the model via TF Serving for edge device
deployment and test sample inference. It requires 52 MB additional memory alloca-
tion for processing a single example. The relatively poor performance of glass waste
and paper waste can be overcome by hard negative mining of the falsely detected
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examples. The overall performance of the model can be improved by enriching the
data set to deal with more distribution differences of waste in wild.

6.3 Ablation Study

We have collected 50 more images outside the main data set from different places
and conducted the ablation study. Firstly, we can see the effective low-level feature
learning from the backbone in Fig. 11. This indicates the model generalises well on
unseen examples even from slightly different data distribution which points towards
effective transfer of knowledge from pre-trained weights. The use of SPP-PAN
Neck instead of Feature Pyramid Neck results significant improvement over mAP
score backed by better propagation of low-level features to high-level latent space and
rise in receptive field resolution. The choice of YOLOv3 head as the Single-Stage
Anchor-based detector makes the real-time inference possible by the making all the
estimations in one forward pass. The choice of CIoU loss over RMSE significantly
speeded up the convergence and reduced the training time.Our proposedGACOdata
set featuring multiple overlapping objects in contextual waste images annotated up
to object-level granularity makes the model to operate well in real-life scenarios as
well (Fig. 12).

Fig. 11 Feature visualisation from feature extractor backbone

Fig. 12 Sample inference on real-world garbage data
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Table 3 Bench-marking our ‘garbage annotated in context (GACO)’ data set w.r.t other data sets

Data set #Images–#Objects #Classes class Distribution Context

Garbage in images
(GINI) [2]

1484–1484 2 Unbalanced Real world

TrashNet [24] 3000–3000 6 Balanced Not real world

Trash annotated in
context (TACO) [5]

1500–4784 25 Unbalanced Real world

Labelled waste in
wild (LWW) [25]

1002–7200 19 Unbalanced Real world

Garbage annotated
in context
(GACO)-ours

2200–135,541 5 Balanced Real world

6.4 Result Comparison

In Table 4, we evaluate the proposed method and other prevailing waste object
recognition methods with respect to mAP score, the type of problem addressed,
sensitivity, inference time and deployment readiness in edge devices. All the data of
other methods are directly obtained from their original papers. We have only consid-
ered the works which addressed waste recognition up to object-level granularity as
hypothetically we can say that, garbage cannot be separated if not detected properly.
Moreover, most of the models are trained and evaluated on imbalanced data sets
containing manipulated waste images as described in Related Works, which arise
the question of general applicability of those methods. So, we can say, our objective
of delivering a fast, accurate object detection model capable of recognising common
categories of wastes from messy real-world scenarios has been served through our
proposedmethod. Table 3 gives the high-level comparison of our data set with respect
to others.

7 Conclusion

So, here, we have proposed a deep learning-based single-stage waste recognition
framework which can make real-time predictions of garbage objects in contextual
images both in images and videos. We have taken a data-centric approach to build up
a relevant data set and leverage the fine-grained ideas and recipes to build a decent
framework for waste object detection and classification task. It is pretty lightweight,
computationally cheap and easily deploy-able in edge devices which makes it conve-
nient to use in practice. There is still a huge room for improvement in this work. The
diverse distribution difference of the domain along with limited no. of training exam-
ples has been tried to cover up by transfer learning, data augmentation techniques up
to some extent. Further research can be directed towards enriching the data set using
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the techniques that has been elaborated in The garbage annotated in context data set
optimises the model further to enhance the learning capability with fewer parame-
ters involved. However, we have proposed a novel deep learning-based approach to
fight against one of the most prominent problems which prevails in our country at
the moment. So, we believe its solid baseline to take the work forward and enrich
further.
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Design and Development of Road Surface
Condition Monitoring System

Md. Imran Hossain, Mohammad Shafat Al Saif, Md. Rezaul Islam Biswas,
Md. Seyam Mia, Abir Ahmed, and Md. Saniat Rahman Zishan

Abstract With an aging population, the demand of transportation is increasing. As
a result, the road safety has become a critical issue. The road condition may differ
from one place to another. Early detection of road condition can prevent number of
accidents and casualties. In this paper, a system is proposed to reduce difficulties of
the rider. The system can exert the unknown crippled point, potholes of any road by
the acceleration of a vehicle whenever it passes away. Besides the position tracking
andmonitoring system, it will locate the respective location automatically and update
current condition in Google Map. This location tracking information will help the
upcoming rider to get the overview of the road beforehand.

Keywords Road monitoring · Safety alert · Accident reduction · Potholes
detection

1 Introduction

Nowadays, the number of personal vehicles is increasing in Bangladesh because of
the popularity of ride sharing services. People can save their time by using motor
bike ride sharing service instead of public transport. As the number of vehicles
increasing, road crashes have also risen markedly in last few years. As compared
to other vehicles, motorcycle rider deaths number is alarming. Because of the road
condition, immature driver and lack of attention on the road surface, number of
accidents are increasing.
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In order to reduce road accident, there are many things that one needs to consider
such as vehicles, breaking time andmostly road condition. After analyzing the reason
that mostly responsible for accident, road condition detection is chosen to be solved
in this paper. Accidents could be reduced if the rider is aware of the road condi-
tion before riding. It is necessary to find an efficient and low cost solution to find
the abnormal surface in the road. One of the solution can be vibration acceleration,
which is generated vibration if a vehicle passes through any abnormal surface [1].
This abnormal surfaces are also depending of the road capacity, traffic effect and
other natural disaster based on situation [2]. To consider all this parameters, advance
technology like machine learning can be used but it will make the system more
complex. There are complex solutions available like calculating the road condition
based on those parameters using advance neural network techniques [3] or instead
of vibrational sensor, laser sensors can be used [4]. One of the techniques to collect
data from surface is smart phone [5]. Data can be collected from smartphone with
magnetometer and accelerometer sensors, then different algorithms, e.g., random
forest (RF), support vector machine (SVM)will help to analyze the abnormal surface
in the road [6]. This kind of advance techniques is required to quickly recognize the
anomalies in the road and reduce the errors given by the system [7]. Road accidents
sometimes increase during rainy season due to slippery road. So, detecting wetness
of the road using planar capacitive sensors and updating the rider beforehand can also
reduce accidents [8]. Accident can be reduced by accruing knowledge of tire-road. To
detect the tire-road, friction co-efficient and forces need expensive sensors [9]. But
in Bangladeshi condition, it will not help because of high cost. So, more cheap solu-
tion needs to be find out. Different microcontroller based solutions given by many
researchers. This type of devices first collect data using accelerometers and then
analyze the data to find out the anomalies. After finding out the location, it updates
it server to take precautions for the next time [10, 11]. In 2011, the road condition
wasmeasured and composed by accelerometers, distancemeasuring instruments and
graphic displays. It used the PRI and IRI analyzer with the pavement roughness level
classifications [12]. In 2012, Pieto Bucci et al. propose a method to initialize the road
condition,which can improved a road detection system in terms ofmobile application
GPS and accelerometer [13]. Amonitoring systemwith linking the globalmonitoring
data, real-time camera data, vibrating sensors, light meters and accelerometer was
designed by Taylor et al. [14].Measurement was done to particulate article exposures
along routes with the road users. The idea of mobile sensing detection and reporting
the surface visibility of roads was developed by MIT Computer Science and Artifi-
cial Intelligence Laboratory. They used the P2 architectures and accelerometer. The
micro-electro-mechanical sensors (MEMS) will recognize the road surfaces based
on measuring the acceleration force due to gravitational force “g” in three axes. By
analyzing the continuous data flow from the sensor, the crippled position will be
detected automatically via a microcontroller. Patricia et al. developed a system of
identifying existing and emerging ITS technologies for both vehicles and motorcy-
cles [15]. Another research from Kindai University Higashiosaka, Japan, authors
developed an obstacle detection system for moving bicycle with the help of distance
measuring sensors and they gave the graphical viewof the avoidances [16]. This paper
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considers all of these aspect and proposed a model which will do simple calculation
and easier to develop.

In this paper, the main objective is to give an indication of potholes, cracks and
bumps, which affect driving comfort and on-road safety and the speed-breakers. It
will ensure a safe ride by collecting the data for the next rider. This device will
monitor the road continuously and find the potholes and bumps; then, it will store
the position of those roughness. The sored data then will be uploaded in a modified
Google Map, which will show the practical output to the user. This system will help
the department of roads and highways to find out where to repair a road.

2 Architecture of the System

An automatic pothole detection device can help a rider in many ways. The device is
fast enough to indicate the speed breaker and potholes and also locate the positions
on a map so anyone can be aware of the condition of the road. In Fig. 1, the block
diagram shows the whole process of the device, starting from sensing pothole to
locating the positions on the map.

The whole device is operating based on a microcontroller device. It is using
ARDUINO as the main microcontroller. To detect the potholes, a micro-electro-
mechanical system technology-based sensor is used. The sensor will sense the
potholes and sends a signal to locate the position. Arduino will take the location
coordinates to locate and store the position data to a SD card. It will be uploaded to

Fig. 1 Architecture of the proposed system
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the map to see the condition of the road from anywhere in the world. A GPS module
will give the exact position coordinate.

3 Simulated Result

Simulation of the system is divided into three parts according to the working princi-
ples: potholes detection, GPS locating andmonitoring system. Each part individually
simulated in Proteus 8.11 Software to verify the proposed model.

3.1 Detection of Potholes

Sensing the potholes is primary objective of this paper, the MPU-6050 sensor does
the job of sensing, and the sensor will be placed in the device vertically. It works
to sense the vibration and comparing it with the normal rating. After comparing the
values, the Arduino will decide if it is a normal value or not. Figure 2 shows potholes
detection simulation result in PROTEUS software.

Fig. 2 Simulation result of potholes detection
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Fig. 3 Simulation result of GPS locating system

3.2 GPS Locating

The GPS locating system is designed to locate the potholes and give a coordinate
value to the Arduino; then, the Arduino will store the coordinates to a SD card. The
GPS module is inside the device, but the antenna is placed on the device to avoid
connection with the satellite. The GPS send the coordinates continuously, but the
Arduino will take only the coordinate when the sensor senses any potholes. Figure 3
shows the simulated result of GPS locating system.

3.3 Monitoring System

Figure 4 shows amonitoring system, which is designed to detect and find the location
coordinates. The position of the coordinates is located on the map by the help of the
online database called Google Fusion Table.

The sensor detects the potholes, then Arduino commands the GPS module to
send the current location, when the Arduino gets the location coordinate, then it send
command to SD card module to store the location coordinates to process further
steps.
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Fig. 4 Simulation result of monitoring system

4 Implementation

In this section, implementation of the proposed model is shown. The device size is
small enough to setup in a bike easily. In the device, an acceleration sensor is used
to detect the potholes and the bumps. A GPS module is used to locate the position,
and the location coordinate is saved in a SD card to extract the location form the
Google Map for the next rider. The detection of bumps and potholes and locating
the position is done within a short period of time. All the coordinates saved in SD
card are uploaded manually to the Google Map. The entire system is power up by a
single DC battery, and all the process is controlled by an open source microcontroller
named Arduino UNO.

All the sensors, modules and the microcontroller are combined in a box made of
plywood. An additional power input port is available in the device in case of backup
power supply. A high frequency antenna is attached on the top of the device, which
can keep the connection of GPS to the satellite.
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4.1 Implementing Pothole Detection

The roughness detection is done by a 3 axis ARDUINO accelerometer sensor (MPU-
6050/GY-521). This sensor works by comparing the angle of inclination. After
placing the sensor on a bike, the value of g for all 3 axes is noted for the normal
condition. It is compared with the values that coming from the sensor at the time of
riding. The analog data pins of the sensor are connected to the ARDUINO analog
pins SCL to the A5 and SDA to the A4 pin as in this sensor database to obtain the
values.

4.2 Locating the Position of the Bumps

A GPS module (neo 6 m v1) is used with a high frequency GPS antenna
(1575.42MHz) to locate the positions of the bumps or potholes. The GPS locates the
position (latitude, longitude) when the sensor finds any roughness on the road. Rx.
The communication with the GPS is done by the RX pin of the sensor in connected
to the TX pin of the ARDUINO and TX of the sensor to the RX of the ARDUINO.

4.3 Storing Coordinates

Themodule communicateswithARDUINO throughSerial Peripheral Interface (SPI)
to store the data at SD card module. The SPI pins of the module CS, MOSI, MISO
and SCK are connected to 10, 11, 12 and 13, respectively. The module can store data
within short time. The procedure to insert the memory to the module is much easier.
All the coordinates that coming from the GPS is stored in a text file in the SD card.
In the text file, the coordinate will be saved the latitude first then the longitude. Both
the values will be in a row, which is separated by a single coma. The next upcoming
coordinates will be stored in next rows similarly.

A designed prototype is implemented after the successfully integration of every
part of the model. A 5 mm PVC board is used to build the casing for the whole
device. The charger port and the on off switch on the outside of the device which is
shown in Fig. 5.

5 Result Analysis

The prototype tested in different situation and applied different level vibration. After
analyzing the sensor values, calibration level for the sensor is set. The GPS module
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Fig. 5 Design prototype of the proposed model

is tested in different position indoor and outdoor. Variation in the result is found for
different position.

5.1 Pothole Detection System

In this part of the work, the sensor is connected to the microcontroller to see the
output. The sensor value is dependent on the many parameters like the position of
the sensor, level of speed, amplitude of the vibration. It is observed that all the output
of the sensor is responded to different situation and condition. Further, calculation
is done from collected data to find out the appropriate value to set for the scenario.
Then, calibration is done with the determined value by placing the sensor in different
positions. At the normal position, the sensor value is around 16,000, in a normal
vibration the value fluctuated from 1200–18,000. So, the value sets in the range
between “900–20,000”. ARDUINO collects all value from the sensor and processed
the data, then cross check with the range of set value. Thus, pothole is detected using
the sensors.
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Fig. 6 Sensor data

Figure 6 is showing the sensor values for some bumpy point on the road, and the
sensor gives a value along with the Z axis + 16,384 at a sensitivity of 2 g at normal
condition.

5.2 Storing Value to SD Card

The values from the GPS module are saved on a SD card. In this process, a SD
card module is used for the storing process. ARDUINO decide which value of the
coordinates is to be stored, then it will send the value to the SD card module. The
module will save the data to a text file that is created in the SD card previously. The
values are separated by a single comma for every time that is coming. Figure 7 is
showing the stored data in the SD card. The data stored every time in when the sensor
getting any potholes or bumps.

5.3 Locating on the Map

After saving the data, the next step will be locating the data on map. In this section,
the process to locate data is discussed. The text file that is created to store the data,
which will be uploaded. Then, it uploads the file to a web site named Google Fusion
Tables. This will locate the coordinates automatically to Google Map that will be the
final output of this paper.
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Fig. 7 GPS coordinates on
seral monitor

Table 1 shows the server data after uploading the stored coordinates file on the
Google Fusion Table. The latitude and the longitude that are separated by a comma
and in separate columns in the file. Figure 8 is showing the positions on the Google
Map from the Google Fusion Table. The potholes and the bumps located on the map
by the red dots.

6 Discussion

In current situation, the road accident is a major problem in Bangladesh due to
rapid increase of vehicles. Most of the time road condition is responsible for the
accidents. Rider who is not accustomed with the road condition have greater risk
to have an accident. Still in Bangladesh, riders are not used to with digital system
or device from which a rider can know the road condition before starting the ride.
Road surface monitoring system will reduce the problem, and the authority can take
required steps for repairing the roads. The time and the cost of survey will also be
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Table 1 Location tracked on a map

Detection No. Latitude Longitude

1 23.827750 90.418470

2 23.827815 90.419004

3 23.827693 90.418064

4 23.827781 90.418718

5 23.828012 90.419249

6 23.827781 90.417902

7 23.827720 90.418227

8 23.827726 90.418257

9 23.827735 90.418263

10 23.827782 90.418703

11 23.827787 90.418707

Fig. 8 Position tracking on the map

reduced for the developed system. The conditions of the roads are monitored, and
the locations of bumps and the potholes are located on the Google Map, which could
show the condition of the road to any user.

The cost of the device is only 3300 BDT, which is very affordable. The device
size is small so it can be easily mounted on the bike. The system does not require
any skill of the rider to detect the situation. The system is self-propelling. Thus, it
can ensure both safety and comfortability of the rider while using new technology.
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7 Conclusion

The main purpose of this paper is to introduce a platform where people riding bikes
can quickly find information of the road condition before riding on that road and
those who ride in the future will get information about where there are holes, cracks
and barriers. Proposed system can be implemented to reduce the number of bike
accidents on that road and to save their lives from the bike accident. This model will
reduce the uncertainty of the road condition by updating data in Google Map in real
time.

In the future, an auto balancing system can be developed for the biker on rough
roads. A system can be developed, which use the rider’s uploaded data automatically
and suggest accordingly. Data accuracy can be improved by measuring the potholes
conditionmeasurement like deepness or size of it usingmachine learning techniques.
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Abstract The mobile banking system is now very interested in blockchain tech-
nology because of its security mechanisms, data availability, increased transaction
processing speed, and decentralized a database. Users of mobile financial institu-
tions (MFIs) can use a mobile device to deposit money, withdraw cash, and send and
receive money from their accounts. Mobile banking allows users to access account
information, payments, deposits, withdrawals, and transfers, as well as investments,
ATM assistance, and content services. The distributed ledger technology (DLT),
often known as a blockchain, is a tamper-proof digital ledger that can store data
and distribute it among connected nodes. Many scholars have contributed to the
blockchain technology and consensusmechanism in their earlier studies. The process
of integrating consortium blockchain technology and the Proof of Authority (POA)
consensus protocol into Bangladesh’s mobile banking system is the subject of this
research. A model of blockchain architecture with its classification and consensus
protocol is also discussed. Moreover, the 51% security level of POA consensus
protocol is justified. This initiative will have a huge impact on the financial industry,
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1 Introduction

The banking sector is always investigating to find out the better transaction process
which will be safer, quicker, and cheaper. To foster market development, the
BangladeshBank issued permits formobile banking in July 2011. Five banks initially
grabbed at the possibility to begin active deployments, with three of the largest doing
so right ones and others doing so in early 2012. Brac Bank (bkash) and Dutch Bangla
Bank Limited had the fastest early expansion at the end of the first quarter of 2012 [1].
Mobile banking refers to a system that allows customers to conduct banking transac-
tions using their cell phone or other mobile devices. M-banking or SMS banking is
also known as mobile banking. Bangladesh currently has the world’s eighth-largest
population (Bureau, 2017), making it one of the regions rising economies. However,
when it comes to digital infrastructure, the country still lags behind other South
Asian Association for Regional Cooperation (SAARC) members. The digital differ-
ence between its neighboring countries bears witness to the same conclusion. The
rapid growth of Internet users in Bangladesh, on the other hand, has created several
chances for new businesses such as e-commerce, m-commerce, e-banking, and m-
banking. Even though some banks have established mobile banking platforms, the
service has failed to gain attraction [2].

Blockchain technology revolutionizes the way secure transactions and data are
stored on a network of devices. Cryptography is used to secure the data saved.
Although this technology provides revolutionary change and more convenient
services, the security challenges surrounding crypto technology are a critical subject
that we must be addressed [3]. Blockchain is a method of recording and storing
digital data that is nearly impossible to access by unauthorized parties. The system
cannot be changed, hacked, or cheated in any way. It is an ideal solution for finan-
cial transactions. Authentication protocols are critical in blockchain because they
allow only authorized parties to access the network as well as identify unauthorized
parties [4]. Nodes are in blockchain technology connected in peer-to-peer networks
and ledgers are stored in nodes. Blocks of digital data consist of distributed ledger
following a set of rules, and each block is periodically added to the ledger [5]. The
transaction using digital log is replicated and spread over the entire network on the
blockchain [6].

A consortium blockchain is like a hybrid blockchain in terms of combining
benefits for both private and public blockchains. Compared to a public blockchain
network, a consortium blockchain network is safer, more scalable, andmore efficient.
As a private and hybrid blockchain, it enables access restrictions. Multiple selected
organizations or groups of nodes are accountable for consensus and validating block
in consortium blockchain [7].
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The consensus algorithm is critical for preserving block security chains and
efficiency. The appropriate algorithm can dramatically increase a blockchain
application’s performance [8].

In the recent years, smart contracts have grown in popularity to automate the
execution of financial rules. The banking industry is looking for a solution of reducing
paperwork that provides smart contracts. The banking industry has seen a significant
transformation because of the adoption of this technology.

The rest of the paper has been organized in the following manner. Section 2
discusses the model of blockchain architecture and the classification of blockchain
technology. Section 3 shows the concept of smart contracts, the usage of smart
contracts in the blockchain and the usage of smart contracts in the mobile banking
industry. The consensus protocol and several types of consensus protocols are
explained in Sect. 4. Threats and attacks on the mobile banking system are discussed
inSect. 5.Aproposed integratedblockchain technologymodel for themobile banking
system is shown in Sect. 6. Section 7 provides the findings of results for including
the node validation process of POA consensus in the mobile banking system, the
difference of 51% attack between POA and POW. The advantage of integrating
consortium blockchain and POA consensus including in the mobile banking system
is also discussed. Moreover, the research challenges, the solution to overcome the
challenges, and the future work of this research are included. Finally, Sect. 8 draws
a conclusion in this paper.

2 Model of Blockchain Architecture

Blockchain or distributed ledger technology (DLT) is a system of recording informa-
tion and stores digital data in a way that unauthorized persons are difficult to access
[9]. A blockchain is a network of blocks that carry several of unique identifications
with a secure and legitimate manner (peer-to-peer). To put it another way, blockchain
is a network of computers connected to one another instead of a central server, which
means that the whole network is decentralized. In consequence, this system is not
feasible for changing, hacking, or cheating. For financial transactions, it is a perfect
solution. Authentication protocols play an important role in blockchain because it
allows only the authorized parties to access the blockchain network and unauthorized
parties must be found out [10].

Nodes are in blockchain technology connected in peer-to-peer networks and
ledgers are stored in nodes. Blocks of digital data consist of distributed ledger
following a set of rules, and each block is periodically added to the ledger [11].
Blockchain duplicates and distributes digital ledgers of transactions throughout its
whole network of computer systems [12]. The best strategy for improving decen-
tralization, accountability, equality, and transparency on the Internet is through
blockchain. A distributed database of records is a blockchain that can be a public
ledger or private ledger of digital records [13].
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Fig. 1 Blockchain architecture

Figure 1 illustrates the blockchain architecture and the components of the blocks
and connectivity of the blocks. Each ledger contains multiple blocks, and every block
has the following components—main data, a hash of the former block, a hash of the
present block, nonce value, and timestamp. A 32-bit whole number is referred to as
a nonce. When a block is built, a random nonce is created, which is then used to
generate a block header hash. The timestamp contains a small piece of data which
is stored in each block as a single serial number, and its primary role is to determine
the exact mining minute that has been approved by the blockchain network. Each
block connects with every block with its previous hash. The first block is referred
to as the genesis block because it has no previous block hash. Every hash value is
encrypted by SHA-256 or SHA-512 algorithm. For that reason, if anyone wants to
temper any block of data and update the chain with tempered data, the chain will
refuse the tempered block.

2.1 Classification of Blockchain Technology

There are mainly four types of blockchain system. They are as follows (Fig. 2).

Public Blockchain or Permission Less Blockchain. Anyone on the Internet can
join in the distributed ledger technology (DLT) and become an authorized node. The

Fig. 2 Classification of blockchain technology
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following things are possible using authorized nodes of public blockchain—access
records, conduct mining activities, verify the transaction with complex computation,
adding the transaction to the ledger [14]. Anyone in the network can verify transac-
tions, uncover problems, and propose changes, thus no records or transactions can
be modified. A public blockchain is independent and the network is slow. There is
no restriction to access. The network can be hacked if 51% of the network gain by
computational power [15].

Private Blockchain. Private blockchain is a closed and restricted network; only a
single entity can use the network with permission and open for selective personnel
who have permission to the network [16]. It may be small-scale organization or
enterprise. There is a controlling organization that sets permission, authorization, and
security for entity. The private blockchain can determinewhich node can display, add,
or edit record in an organization. Private blockchain makes a faster network because
of restriction of user limits. However, there is a claim that private blockchain is not
an actual blockchain because of the main theory of blockchain is decentralization.

Consortium Blockchain. A consortium blockchain is a permissioned blockchain
that is managed by multiple organizations. A public blockchain can be accessed by
anybody, whereas a private blockchain can only be accessed by one company or
organization [17]. A consortium blockchain is like a private blockchain in that it
allows numerous organizations or groups of nodes to participate, whereas a private
blockchain only allows one organization or corporation to participate. It is more
secure, scalable, and efficient than a public blockchain network. It offers access
controls as the private and hybrid blockchain.

Figure 3 illustrates how consortium blockchain works. Multiple groups of nodes
are selected to participate in the consortium. Validation rules or consensus protocols
are set to find out the valid node. Those nodes, which maintain the validation rules or
consensus protocols, are selected as valid nodes and are not maintained the validation
rules or consensus protocol which are selected as malicious or suspicious nodes in
this consortium blockchain. These malicious nodes are not part of the chain. Then,
the transaction queue and blocks of data are validated. When the transactions are
validated as verified transactions, then the transactions broadcast to all valid nodes
[18].

HybridBlockchain. The term “hybrid blockchain” refers to a network that combines
both private and public blockchains [19]. Sometimes, organization wants to play a
role as a private when it is necessary and which data are restricted and can be viewed
by an authorized person. Restricted data are permission-based. Nevertheless, certain
data are public and without authorization. User identity is protected from other users
for security reasons. In hybrid blockchain, confidential information is also verifiable
when needed. It is done by a different type of contract such as a smart contract. In
the hybrid blockchain, privacy is protected but communication with a third party
allows. Transactions offer better scalability and cheap and fast. Hybrid blockchain
is not transparent completely because records can be shielded [20].
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Fig. 3 How consortium blockchain works

3 Smart Contract

To create the automated execution of the business agreement, a smart contract creates
a vital role in the recent times. It is the collection of code that is stocked in the
blockchain and executed when the requirements are satisfied [21].

Smart contracts have a variety of advantages. They are resistant to tampering, self-
executing, and self-verifying. They are also transforming the face of the banking busi-
ness through error-free insurance claim processing, easy peer-to-peer transactions,
faster KYC processes, transparent auditing, and other initiatives.

3.1 Why Smart Contracts Used in Blockchain

Smart contracts consist of a set of computer instructions that execute when specific
conditions are fulfilled and are stocked on a blockchain. All parties are informed
by automating execution of smart contracts and eliminating the wasted time and
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middleman work [22]. Smart contracts can also automate a workflow, initiating the
next phase whenever certain criteria are met.

To carry out trustworthy transactions and agreements among disparate and anony-
mous participants, smart contracts do not require a centralized authority, a legal
system, or an external enforcement mechanism.

3.2 The Usages of Smart Contract in the Mobile Banking
Industry

Smart contracts may help a traditional mobile banking system in a variety of ways.
The usages of the smart contract for the mobile banking industry are listed below-

Security. Smart contracts are a very secure mechanism for banking transactions
because the smart contract overcomes the issue of dependency in the digital envi-
ronment [23]. All transaction records in smart contracts are encrypted, making them
exceedingly difficult to hack. Furthermore, because of each item on a distributed
ledger is related to the preceding and following entries, hackers must modify the
whole chain to change a single record.

Accuracy, speed, and efficiency. The contract is immediately executed when a
condition is met. There is no paperwork to deal with because smart contracts are
digital and automated, and no time is wasted rectifying errors that might arise when
filling out paperwork manually [24].

Autonomy and Savings. The smart contract can contribute in many ways to main-
stream banking. It is known that the banking sector has most of the activities depend
on a third-party contractual agreement when the banking solution is purchased. In
this situation, the smart contract canmake trust and enforceable conditionswith inter-
ested third parties for any case of a data breach [25]. It also makes other opportunities
for a bank like insurance claims facility, almost real-time remittance service, and
alternative auditing service and know your customer (KYC) facility by performing
error inspection, routing, and a transfer fund to the handler if everything is matched
with algorithm and originate proper. Moreover, smart contract also helps in trade
payment, where the funds are transported one time the amounts of trade payments
are deliberate accurately. Thus, smart contract can minimize the operational costs as
well as administrative costs.

Transparency and trust. There is no third party involved in smart contracts, and
encrypted records of transactions are exchanged between participants, making the
transactions trustworthy.
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4 Consensus Protocol

The banking sector, which handles millions of dollars in daily transfers from one part
of theworld to another, is one areawhere blockchain has had an influence. Consensus
algorithms are a type of protocol that allows humans andmachines to collaborate in a
distributed, decentralized environment [26]. They contribute to keeping the network
safe by verifying transactions. Before the blockchain is built, a consensus procedure
is usually established. It is the heart of a blockchain network, specifies a technique
for determining whether a transaction is valid or not. It offers a way to check and
confirmwhat information should be put to a blockchain’s record. Because blockchain
networks often lack a centralized authority to determine who is correct or incorrect,
all nodes on the network must agree on the network’s state while adhering to set
rules or protocols.

4.1 Types of Consensus Protocol

Many consensus mechanisms exist, including Proof of Work (POW), Proof of Stack
(POS), and Proof of Authority (POA), among others [27].

Proof of Work (POW). Proof of Work (POW) is a consensus mechanism that is
used to confirm a transaction and add a new block to the chain. Minors (a group
of people) compete against each other in this procedure to complete the network
transaction. Mining refers to the process of competing against one another. In each
round of consensus, POW chooses one node or miner to produce a new block based
on processing power. The participating nodes or miners must solve a cryptographic
problem to win the puzzle. The node or miner that solves the problem first has the
right to make a new block [28]. POW is a resource-intensive and power-hungry
protocol. In comparison with more efficient protocols, this approach wastes a lot of
computer power and electricity to solve cryptographic challenges [29].

Proof of Stack (POS). Unlike in Proof of Work, where a miner is paid to resolve
mathematical problems and create newblocks, the creator of a newblock is selected in
a deterministicway based on itswealth, also known as stake [30]. This implies that the
POS method does not have a block reward. Therefore, the miners collect transaction
fees. The POS method has its own set of disadvantages, and actual application is
exceedingly challenging.

Proof of Authority (POA). POA is a method for verifying and choosing nodes
who are unquestionably trustworthy and willing to accept responsibility for the
blockchain’s security [31]. In POA, there is no technical competition between valid
nodes as compared to the Proof of Work mechanism, which is commonly referred
to as “mining”. In this consensus, valid nodes approve the blocks of the transaction
by a voting process. In this voting procedure (N/2) + 1, the most legitimate nodes
must vote for validating new blocks to add them to the blockchain [32]. It means
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that when 51% of nodes put the vote for a block to validate, then this block will be
integrated into the blockchain and broadcast to all valid nodes otherwise, this block
will be identified as malicious data or suspicious data and it will be rejected to add
inside the blockchain. By this process, the blocks store in the individual node, and
the database will be decentralized and distributed database. To become a valid node,
there will be some conditions [33].

1. A valid node must ensure their real identities.
2. A valid node needs to gain a reputation.
3. The selecting process of a valid node should be equal for all nodes.

This consensus process operates with very little computing power and, conse-
quently, with very little electricity. To ensure that nodes are permanently connected,
the POA algorithm does not need to solve problems. Because the POA only requires
a small number of actors, the network can afford to update the blockchain more often
by shortening the time between blocks (block time) and processingmore transactions
(block size) for near-zero processing costs (transaction fees) as well as it is possible
to predict how long it will take for new blocks to be generated. This point changes
for various consensus such as POW and POS.

5 Various Types of Threats and Attacks on Mobile Banking
System

The mobile threat landscape is constantly changing, and both institutions and
consumers are concerned about the dangers. Among today’s rising worries are the
following:

Mobile Malware. Today malware viruses are particularly designed for the mobile
banking system. Some possible categories of attacks are [34].

1. Keylogger: Keylogger is a malicious attack that is used for stealing a user’s log
and sensitive information.

2. Spyware: Attacker can track a user’s information from a smartphone by attacking
spyware malicious program.

3. Trojan: The Trojan attack is the most familiar attack on the mobile banking
system. It infected the network system connecting the routerwith the smartphone.

Usage of untrusted third-party applications or unsecuredWi-Fi. Sensitive infor-
mation for a person or the entire system network can be observed by installing
untrustworthy mobile applications or utilizing unprotected Wi-Fi.

Tampering Bank Data. By executing middleman and replay attacks in the
communication media or network system, it is possible to alter the original data
[35].
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Phishing. Users lose access to their mobile devices when they open and click on
links in SMS and e-mail messages. Mobile usage has created a slew of weaknesses,
which fraudsters are keen to exploit.

Salami Attack. A salami attack is most associated with an automated alteration of
financial systems and data.

6 Proposed Model of Integration Blockchain Technology
in the Mobile Banking System

There are mainly four types of blockchain architecture, and many consensus proto-
cols exist, but for the mobile banking industry, consortium blockchain and POA
consensus protocol are the most preferable ones. Consortium blockchain architec-
ture provides the facilities to add multiple groups of nodes inside an organization,
and POA consensus protocol helps to find out the valid nodes and ensures the validity
of the nodes.

Figure 4 shows the integration process of consortium blockchain and POA in the
mobile banking system.

1. A user sends an authenticated transaction request to the acquiring bank.
2. A block is created to prepare a transaction.
3. Multiple groups of nodes are set to check the validation of the block using POA

consensus protocols. Assume the number of valid nodes is N.
4. Making a voting process among valid nodes. All valid nodes must give a vote

for each block of the transaction.

Fig. 4 Integration process of consortium blockchain and POA in the mobile banking system
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5. If the block of a transaction gets maximum numbers of such as (N/2) + 1, then
this block will add to the blockchain. Otherwise, this block will be marked as a
suspicious or malicious block.

6. When a block is successfully added to the blockchain, the block will be updated
into all distributed networks. After that, the receiver will get the money from the
issuing bank.

7 Result and Discussion

Proof of Authority (POA) consensus protocol verifies the validity of the connected
nodes and the requested nodes. Valid nodes are solely involved in the POAconsensus,
as shown in Fig. 5. Each node must prove its valid identity and acquire a reputation
to be considered a genuine node. With the current six legitimate nodes, two more
nodes are added to the mix. For the additional two nodes, actual identities (such as
Mac addresses, IP addresses, and so on) are necessary, as well as the ability to build
a reputation. About 51% clearance of the eight nodes is necessary to transact any of
the nodes.

In Table 1, the existing valid nodes (EVN) and new valid nodes (NVN) are
explained as the calculation of the minimum voting of POA consensus protocols.
N = EVN + NVN calculates the total number of nodes, whereas (N/2) + 1 calcu-
lates the minimum number of votes. Initially, several existing valid nodes are essen-
tial during the integration of blockchain technology with the POA consensus in the
mobile banking system of Bangladesh. According to Table 1, a bank has twenty
existing valid nodes for blockchain integration with POA mechanism at the begin-
ning, thereafter ten new valid nodes are appealed to take part in the vote. In this case,
minimum sixteen votes or appreciations are required among the thirty nodes for the
first transaction. After completing the first transaction, the number of existing valid
nodes is increased, and twenty new valid nodes have been added to the system. As
a result, minimum votes are raised into twenty-six. During the third transaction, no
new node is invited for joining due to that, the minimum number of votes is stable
on the system. In the transaction four, fifteen new valid nodes are offered, so that,
the number of minimum votes has been increased into thirty-four. In this way, the
minimum number of votes will be seventy-one for the transaction of fifteen whose
valid total will be one hundred forty following the addition of eleven nodes.

The number of minimum votes increases when additional legitimate nodes are
added to the blockchain, as seen in Fig. 6. The percentage rate is constant here,
although the number of votes andvalid nodes varies.When a result, asmore legitimate
nodes join, the number of minimum votes grows. Furthermore, new legitimate nodes
will be addressed to the blockchain frequently.Under the circumstances, hacker needs
to have 51%control over legitimate nodes to induce any transaction blockages, which
is quite difficult.

To entice the blockchain technology, both POA and POW consensus require a
51% attack. An attacker must control 51% of the network of legitimate nodes in
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Table 1 POA security level (T denotes transaction number, EVN expresses existing valid nodes,
NVN marks new valid nodes, and N indicates a total number of valid nodes)

T No. EVN NVN N = EVN + NVN Minimum vote, (N /2) + 1

01 20 10 30 16

02 30 20 50 26

03 50 0 50 26

04 50 15 65 34

05 65 05 70 36

06 70 05 75 39

07 75 08 83 43

08 83 03 86 44

09 86 04 90 46

10 90 06 96 49

11 96 12 108 55

12 108 05 113 58

13 113 09 122 62

14 122 07 129 66

15 129 11 140 71

Fig. 6 Validation nodes
versus minimum vote
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POA consensus, but in POW, an attacker must control 51% of the network compu-
tational power [36]. It is feasible to lure the data in POW if an attacker obtains 51%
of the processing capacity of network nodes. Researchers recently demonstrated
that a selfish miner with 33% mining power may obtain 50% mining power [37].
Computational power, on the other hand, has no bearing in POA.
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7.1 Advantage of Integration Consortium Blockchain
and POA in the Mobile Banking System

Although blockchain technology is a new concept in Bangladesh, the acceptance of
blockchain technology is growing rapidly around the world particularly in mobile
banking and financial sectors for its advanced functionalities. The benefits of
integrating consortium blockchain and POA protocol are given below.

1. Intermediary: Consortium blockchain introduces the decentralization and
distributed system. It will help to reduce intermediary costs.

2. Authentication and identification: POA ensures the authentication of nodes and
checks the identification by the reputation of the nodes.

3. Reduce Manual Agreement Processing: Smart contract reduces the manual
agreement and paperwork.

4. Less Power Consumption: POA does not need any computational power. In POA
consensus protocol, the node does not need any extra electricity for its operation.
Thus, it saves power consumption.

5. Maintain High Security: POA maintains the high security of the block. About
51% nodes need access to tempt the block, and the minimum number of votes
is changed by adding nodes. So, it is quite impossible to tempt a single block of
data.

6. Availability of Data: In consortium blockchain, data are always available within
valid nodes.

7. Integration of New Node: The consortium blockchain and POA have a fantastic
feature that allows to install a new legitimate node.

7.2 Research Challenge

The major challenge accompanying consortium blockchain is a lack of awareness
of technology in Bangladesh, especially in the mobile banking system, and a well-
known understanding of blockchain technologyworks in banking sector. Consortium
blockchain saves transaction cost and time but initially, it needs a high capital cost.
Moreover, trust between actors is difficult to establish in an audit and coordination
situation. In addition, a lack of research paper is also a research challenge.

8 Conclusion

The banking industry realizes that it requires better exploit technology for securing
mobile banking sector in Bangladesh. Blockchain technology can be one of the
possible answers. In this regard, the design of consortium blockchain allows to build
on a set of nodes for an organization, and the POA consensus mechanism contributes
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to determine the genuine node as well as their authenticity. It is noted that faster
block times, a better transaction throughput, and a higher level of security are the
advantages of the consortium blockchain and POA consensus methods. The focus of
this study is on themethods for ensuring data security on themobile banking business
in Bangladesh. There will be a huge revolution in data security if this technology
is used in the mobile banking system. In addition to, blockchain technology can
make the potential changes underlying the credit information system, loan manage-
ment system, payment clearing system, and digital verification of user’s using smart
contract and KYC. Although, blockchain is new a technology in Bangladesh, this
paper provides a comprehensive overview of blockchain technology that is critical
to the implementation of the mobile banking sector in Bangladesh. However, further
research is required on blockchain technology to handle data redundancy and big
data management.
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IoT-Based Smart Energy Metering
System (SEMS) Considering Energy
Consumption Monitoring, Load Profiling
and Controlling in the Perspective
of Bangladesh
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and Md. Shahriar Ahmed Chowdhury

Abstract Electricity usage is directly connected to the socio-economic growth of
a society. As a developing country, the increased demand for electricity supply in
Bangladesh has increased the emphasis on the need for accurate and reliable energy
measurement methods. The estimation of the electricity consumption from house-
holds, institutions and industries is a must for a government to profile the country’s
power capabilities and to plan for new installations if needed. From the perspec-
tive of the developing countries, mining authentic information about the ratio of the
electricity consumption to its production is a matter of dilemma due to the conven-
tional metering and billing system for the consumed electricity. In this paper, we
have proposed a design which eradicates many of the drawbacks of the current
system by integrating the energy measurement technology with IoT. Xtensa dual-
core 32bitmicroprocessor,Class 1 single phase energymeasuringdevice,MODBUS,
Wi-Fi, GSM/GPRS as communication protocols, MQTT as server, and MySQL as
database system have been used in the proposed system. In this paper, real-time
energy data monitoring, load control and emergency alert scheme have been demon-
strated. Besides, the daily load-wise electricity consumption has been estimated
throughout a week to analyze the fluctuations of three different loads considering
their electricity consumption (kWh) and the balance credited (3.75BDT/kWh) on a
daily basis. The output of this research has been found electrically, statically and
economically very significant, which can be implemented as the next generation IoT
based Smart Energy Metering System (SEMS) in the perspective of Bangladesh.
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1 Introduction

Electrical power has become part and parcel of the day to day lives of human beings. It
has become a necessity and a very important factor in the progress and advancement
of the society and the economy of a society. The demand for electricity has been on
the rise all over the world and correspondingly, also in Bangladesh. It is estimated
that by the end of the year 2021, the total electricity demand in Bangladesh will
be around 20,000 Megawatt [1]. Research done by Bangladesh Power Development
Board (BPDB) shows that since 1981, the GDP of Bangladesh has been on the rise
in correspondence with the annual electricity consumption [2].

An energy meter is an electrical device which measures the energy consumption
of any household, industry etc. In a traditional metering system, electromechanical
devices were used for energy measurement. This energy measurement system was
flawed as it could be easily tampered with and the meter readings could be manipu-
lated. There have been numerous cases where the consumers were being over-billed
by the authority, which is referred to as “ghost electricity bills” [3]. In order to erad-
icate the problems caused by the traditional metering technology, the Bangladesh
Government introduced a digital prepaid metering system, in which consumers are
able to use as much as electricity as they have paid for [4]. Each prepaid meter uses
a SIM card and a prepaid card analogous to the SIM card. Due to the reliability of
prepaid meters, the energy authorities of Bangladesh has planned to install 3.85 crore
prepaid energy meters in Bangladesh in the fiscal year 2020–2021 [5]. Even though
prepaid meters are more reliable and robust compared to the traditional postpaid
meters, they still lacks some very important features such as independent, remote
and real-time monitoring of the consumption of electricity, load control, online pre-
paymechanism etc.Moreover, there have beenmultiple complaints about overbilling
the consumers in prepaid meters by the billing authority [6].

Taking all the issues of traditional meters and currently used prepaid meters into
account, we have designed a Smart Energy Metering System (SEMS) that incorpo-
rates energy measurement with the Internet of Things (IoT). The term “IoT” refers to
the technology that connects the sensors, processors and computers to the networking
system. In this system, the energy consumption of the household machines and
devices are not only measured, but are also uploaded to the cloud server via the
MQTT protocol which can be accessed via a website or a mobile application for
real-time monitoring. The user and the authority can access an individual house-
hold’s daily/weekly/monthly consumption at any given time and analyze the load
consumption data. The user can manually control individual loads by turning it on or
off remotely or as a demand response mechanism in order to adjust with the gener-
ation profile. Moreover, an automatic online billing system is introduced where the
consumers can pre pay the electricity bills using an online payment gateway. A web
application and a mobile application have been developed for real-time monitoring,
load control, payment etc. Another important feature in our system is low balance
alert system where the consumers are alerted via text message in case of low elec-
tricity balance. An emergency loan system is also integrated into the system where
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any consumer can take a loan of 100 taka maximum in case of discontinuation of
electricity due to low balance.

2 Literature Review and Analysis of Related Works

We analyze the research objectives and outcomes as well as the drawbacks of the
researches done previously. The summary of the review can be seen in Table 1.

As seen from Table 1, the researches done previously in this category has various
drawbacks. In our proposed system,wehave tried to addressed the lacking of previous
works.

3 Proposed Design and Implementation

3.1 System Architecture

The current energy consumption measurement and billing system in Bangladesh
has limitations, such as the lack of a real-time monitoring system, no
daily/weekly/monthly electricity consumption record, no load control mechanism
and low balance alert mechanism. In our system we have overcome the limitations
posed by the current system as well as the drawbacks and limitations of previous
researches.

The complete architecture of the system can be seen in Fig. 1. As seen from the
architecture, the IoT based networking is based on GSM/Wi-Fi technology. At the
beginning of the system, the Intelligent Control Unit (ICU) initializes the GSM and
Wi-Fi module to connect to the network. After a successful connection, the system
establishes connection with the MQTT based cloud server. After initializing all the
sensors and network connections, MODBUS communication protocol is used in the
collection of meter readings from the energy measuring device and the meter data
are sent to the connected cloud server for real-time monitoring. At each cycle the
ICU checks for available balance of the user and when the balance reaches below
100 Taka, an emergency alert text message is sent to the user’s phone via GSM
module. An emergency loan system has also been introduced in the system where
any consumer will be able to take a loan of up to 100 Taka in case of unwanted
power outage due to low balance. The working flow-diagram of the proposed system
is described by the flowchart in Fig. 2.
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Table 1 Summary of previous researches and the corresponding drawbacks

Reference # Proposed Limitations

Mortuza et al. [7] GSM based automatic energy
meter reading and billing system

This proposed system fails to
describe an IoT platform for
remote monitoring of the
consumption of electricity

Mahfuz et al. [8] Smart energy meter and digital
billing system for
Bangladesh

This proposed system introduces
an SMS alert-based
communication system but fails
in terms of remote monitoring
and online payment gateway for
instant billing

Redwanul Islam et al. [9] An IoT based real-time low-cost
smart energy meter monitoring
system using android application

The developed system here has
been included with an IoT
platform which can be accessed
by a website and/or mobile
application. The drawback is it
does not introduce a load control
mechanism

Sahani et al. [10] IoT based smart energy meter The design architecture proposed
by this research lacks an online
payment gateway for payment
and also an emergency alert
system. The web application
developed by the researcher is not
user friendly and lacks a data
storage system for future
assessment

Ashna et al. [11] GSM based automatic energy
meter reading system with
instant billing

The system developed in this
research includes a user-friendly
platform for real time
consumption monitoring, instant
billing system and emergency
alert. The drawback is that it does
not include a load control scheme

Hlaing et al. [12] Implementation of WiFi-based
single phase smart meter for
Internet of Things

This research includes real-time
monitoring and load profile
analysis but fails to account for
individual load control,
emergency alert system and
instant billing scheme

Chaudhari et al. [13] Smart energy meter using
Arduino and GSM

The proposed system uses
Arduino as the microprocessor
and GSM as the network
connectivity technique, but fails
to describe a real-time data
monitoring platform, data storage
system, automated instant billing
scheme etc
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Fig. 1 Proposed architectural model of smart energy metering system

3.2 Hardware Description

Intelligent Control Unit (ICU). ICU or the intelligent control unit is the main
processing unit of the system. This is the part that is responsible for the processing of
the data gathered from the digital energymeter. In our systemwe have used anXtensa
dual-core 32 bit low power microprocessor that can operate at a rate of 240 MHz
clock speed. It holds a memory of 320 kb of Ram and 448 kb of ROM. One of the
main features of this processor is a built in Wi-Fi: 802.11 b/g/n connectivity.

Energy Measuring Device. The device is used in the measurement of real-time
energy usage. In our designed system we have used Class 1/Class energy measuring
device. The device is IEC 62,053–21/EN50470-1/3 international standard certified.
This bi-directional energy measuring device is able to measure both active and reac-
tive power of the electrical network. This device also supports RS485 MODBUS
RTU interface for remote reading of the measured data [14].

CommunicationProtocol. In order to establish communicationbetween the ICUand
the energy meter, MODBUS serial communication protocol is used. As the energy
meter that we have used in our system supports MODBUS RS-485 RTU, we have
opted for RS-485 as theMODBUS type. RS-485 is a serial data transmission standard
which is used widely in industrial implementations. One of the advantages of using
the RS-485 communication protocol is that it is a duplex communication system
where multiple devices on the same bus can create bi-directional communication
[15].
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Fig. 2 Overall flow diagram of the working principle of proposed smart energy metering system

GSM/GPRS Communication. The GSM modem used in our system is a piece of
hardware which includes multiple communication protocols within the system. The
TTLoutput and theRS232output are used in communicationwith themicrocontroller
and computers respectively. It can connect to any global GSM network with any 2G
SIM card [16]. The objective of using a GSM/GPRS communication device are
threefold.

• To connect to the internet/cloud server viaGPRS in order to publishmeter readings
for real-time monitoring and storage.

• To send “Low Balance Alert” to the corresponding consumer.
• To receive instant loan command from the consumer in case emergency balance

is needed to continue electricity supply.
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3.3 Software Tools

MQTT Broker. An MQTT broker refers to a client-based server that receives
messages from the clients and re-routes the messages to the destination. It is a many-
to-many communication protocol for interchanging messages between multiple
clients. The callback function of the MQTT server enables users to publish specific
messages to a pre-determined topics that the device is subscribed to [17]. Due to its
fast response and secure connectivity, we have used this protocol to transfer meter
data to the cloud servers [18]. In our proposed system, all the data from the energy
meter are published to an MQTT server via MQTT protocol.

Data Storage and Management. In order to store the meter data for future analysis
and loadprofiling, a data storage systemhas been adopted. In our proposed system,we
have used MySQL database management system. MySQL is a free and open-source
software under General Public License. A python script runs behind the database
management system (DBMS). This DBMS stores the crucial consumer information,
daily/weekly/monthly consumption data etc.

3.4 Design and Implementation of the System

Initially, the system was designed and simulated using the Proteus Design Suit prior
to the printed circuit board development. The design schematic of the system can be
seen in Fig. 3.

4 Experimental Outputs and Results

The developed system was experimented on customized electrical circuit board with
3 different light bulbs simulating 3 different loads. The main control circuit was
connected with the energy meter and the meter readings were processed prior to
uploading them into the MQTT server. In Fig. 4, we can see the main circuit board
and its operation.

4.1 Real-Time Monitoring of Energy Consumption

The energy data measured by the energy meter are collected and processed by the
ICU and uploaded instantly to the web server viaWi-Fi/GSMmodule. The decrypted
data received by the server and the web-dashboard displaying the received data can
be seen in Fig. 5a and b. The JSON format of the received data is:
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Fig. 3 Schematic (a) and 3-dimensional model (b) of the main control circuit

Fig. 4 Operational preview of developed smart energy metering system (SEMS) (a) and back-
ground model of main control circuit interfacing with the energy measuring device (b)

{“voltage”:“220.2”, “current”:“2.42”,"power”:“0.394”,“re”:“00.00”,“freq”:“50.12”,
“en”:“10.68”, “pf”:“0.9”,“pr”:“0”}.

In order to access thewebsite, each user is assigned a unique ID and password. The
authorized person needs to login with the corresponding credentials before he/she
can monitor the real-time readings. A mobile application was also developed which
can be seen in Fig. 6.
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Fig. 5 Decrypted meter data format received by the server (a) Smart Energy Metering System
(SEMS) dashboard (b)

Fig. 6 Mobile application for real-time energy consumption monitoring with load control

4.2 Electricity Consumption Data Analysis and Load
Profiling

In our proposed system, the hourly electricity consumption data of each connected
load is stored in the database which can be accessed by authorized people. In this
way, the faulty electricity billing and overbilling issue can be avoided. In order to
simulate the data storage system of the proposed device, we connected various types
of loads with load 1, 2 and load 3 as shown in Fig. 4. Load 1 was connected with
heavy loads such as air-conditioner, refrigerator etc., load 2 was connected with
various electrical household appliances which can be categorized as medium loads.
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Fig. 7 Graphical representation of electricity consumption (a) and amount of credit expensed
in accordance with the consumption (b) Legends: hsc—high significant consumption, nsc—non
significant consumption, scrt: significant cost reduction over time

For example, television, irons and load 3 was connected to lighter loads. After a
week of measuring, monitoring and storing the daily consumption, the load data was
analyzed as seen in Fig. 7.

The load profiles created from the available data from the SEMS website is
presented in Fig. 7a. We can see that electricity consumption was maximum in
Friday. 28.9 kWh of electricity was consumed that day. The minimum amount of
electricity was consumed on Sunday with 14.52 kWh. On average, in Friday and
Saturday, consumer’s consumption of electricity is much higher as explained by hsc.
On the other hand, Sunday, Monday and Wednesday sees low energy consumption
which is described by nsc. From Fig. 7b, we can see the initial electricity balance of
BDT 1000 is being adjusted each day in correspondence with the daily consumption.
Here, the cost of electricity is 3.75 BDT/kWh (for lifeline consumers).

More in-depth data can be analyzed as seen in Fig. 8 where energy consumption of
each connected load per day is graphically represented. On average, load 1 consumed
the maximum electricity everyday which is as expected. Load 2 and load 3 consumes
less electricity compared to load 1. The difference between the 3 load types was
maximum during Sunday and Monday, described by sf and the least during Tuesday
described by nsf.
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Fig. 8 Load-wise daily consumption of electricityLegends: sf—significant fluctuation, nsf—non-
significant fluctuation

Fig. 9 Payment method of the online payment gateway

4.3 Prepaid Bill Payment System

An instant billing mechanism has been integrated into the Smart Energy Metering
System. The consumers and users can login to the website or mobile app and select
“Bill Payment” option to pre pay the electricity bill. The billing system overview
from the website is presented on Fig. 9.

4.4 Emergency Alert and Loan Scheme

An emergency SMS or text alert system has been integrated into the proposed system
in order to notify the consumers about low electricity balance. The algorithm for this
alert mechanism is seen in the flow chart presented in Fig. 2. When the balance is
less than 100 taka, a “Low Balance” alert is sent to the corresponding consumer
via the GSM module. In special cases, when the consumer runs out of balance and
electricity is cut-off by the authority, an emergency loan of 100 taka can be requested.
The “Low Balance” alert received by the customer is seen in Fig. 10.
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Fig. 10 Low balance alert in consumer’s text message

In order to ensure reliability of the system, an alternative alert system has been
incorporated where if the Smart Energy Metering System is disconnected from the
server for more than 20 min, a “Device Failure” alert is sent to the billing authority
from the server.

5 Discussion and Conclusion

The current prepaidmetering technology used inBangladesh has limitations. Someof
themain limitations are lack of onlinemonitoring system, no electricity consumption
data storage system, load control, online billing scheme etc. Due to lack of proper
monitoring, ghost billing or overbilling issues have been reported. In this paper we
have presented a solution to the problems associatedwith the current energymetering
technology in Bangladesh. We have incorporated IoT with the energy measurement
technology and implemented many features that ensure reliability and robustness of
the system. Our proposed system measures the energy parameters such as voltage,
current, frequency, reactive power and sends the data over to the cloud server for
real-time monitoring via MQTT protocol. The data are stored in the database which
can be accessed anytime by the authorized person to evaluate the consumption and
the bill in order to avoid any faulty billing. A load control technology has also been
incorporated into the system where the user can control 3 different loads using the
mobile app or the web browser in order to reduce electricity usage and save cost.
The online prepaid billing system eases the life of consumers by saving valuable
time and the emergency alert and loan system improves the overall experience of
both the consumer and the authority. Integrating algorithm to detect electricity theft
and automatic demand response system to reduce electricity loss and increase the
reliability of the electrical network can be part of future researches.
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Use of Genetic Algorithm
and Finite-Difference Time-Domain
Calculations to Optimize “Plasmonic”
Thin-Film Solar Cell Performance

Abrar Jawad Haque, Mustafa Mohammad Shaky, Sabrina Nurhan Hasan,
Tawseef Ahmed Khan, M. Shamim Kaiser, and Mustafa Habib Chowdhury

Abstract Amethodology based on the use of finite-difference time-domain calcula-
tions and Genetic Algorithm is proposed that predicts aluminum nanoparticles (NPs)
can be used for improving the opto-electronic performance of thin-film solar cells.
Aluminum nanoparticles were coated with a thin silica shell layer that resulted in
shifting the absorption properties of aluminum nanoparticles to longer wavelengths
and aiding the chemical isolation of the highly reactive aluminum nanoparticle core.
Silicon thin-film solar cells were then modified with various sizes of aluminum
nanoparticles with varied shell thicknesses that were placed on top of the silicon
substrate, embedded inside it, and placed in a “sandwich” configuration, with one
particle on top of the substrate and another embedded inside, respectively. The results
showed that Al-silica core–shell nanoparticles in a “sandwich” configuration demon-
strated the most improved opto-electronic performance of solar cells when compared
to the other configurations studied. These promising results can open the door for
future collaborative use of Genetic Algorithm and FDTD calculations to design high
sensitivity photovoltaic devices.

Keywords Genetic algorithm · FDTD · Core–shell · Nanoparticle · Solar cell ·
Aluminum · Plasmonics · Surface plasmon resonance

1 Introduction

In this era of scarce natural resources and the constant search for sustainable energy
source, renewable energy, especially solar energy is showing tremendous potential
due to its abundance and sophisticated technological availability. A major focus
has been created globally to harness this enormous energy accounting for around
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3,400,000 EJ reaching the Earth each year [1]. A large barrier in implementation
of solar energy is production of solar cells, which is of very high cost. Among the
production cost, 40% accounts for wafer fabrication of the solar cell [2]. Thin-film
solar cells are one type of solar cells of only a few micrometers thick and comprises
few light absorbing materials, thus they are low in efficiency with low electrical
current generation capability. Several methods are under investigation to improve
the performance of these thin-film solar cells among which the use of plasmonic
nanostructures is showing good potentiality. Some metallic nanostructures exhibit
a phenomenon called localized surface resonance (LSPR) [3, 4]. This phenomenon
can be utilized to increase the opto-electronic performance of thin-film solar cells
[5, 6]. Among different materials, aluminum (Al) is known to have good optical
and plasmonic characteristics. However, aluminum is a reactive metal and in contact
with air tends to react vigorously forming aluminum oxide coating on its body.When
illuminated with light, different metals demonstrate different extinction spectra [7].
Aluminum has its peak extinction spectra in the UV region of visible light spectrum,
which is its another drawback. Coating of aluminum core with a few nanometers
thick silica shell is one method to shift the resonant peak spectra of the aluminum
towards the optical absorption region of amorphous silicon, along with chemical
isolation of the nanoparticle from the surrounding material, keeping the aluminum
nanoparticle core non-reactive.

Thus, for this study, aluminum nanoparticle core is coated with silica (SiO2) shell
for maximum interaction with the TFSC. Extinction spectra of homogenous (i.e.,
with no shell layer) Al nanoparticles (NP) were compared with Al NP with various
thickness of silica shell, to observe the shift in resonant wavelength. Later, three
different configurations were chosen to observe the opto-electronic performance of
the thin-film solar cells with Al nanoparticle. Al NP on top of the silicon substrate,
Al NP embedded inside the substrate and Al NPs in sandwich configuration (Fig. 1).
The performance of the three configurations was assessed individually by optical
and electrical parameters with various diameter of the core, various thickness of the
silica shell and different depths of the NP when embedded inside the substrate as
described below.

Fig. 1 Various configurations of a-Si substrate modified with Al-silica core–shell NP
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Artificial Intelligence (AI), a transformational technology, is considered one of the
foremost technologies driving the 4th IndustrialRevolution throughmachine learning
[8–11]. AI predicting behaviors of machines is expected to optimize machines for
optimal performance, ensuring proper growth in businesses with optimal machine
maintenance, reduced labor, better productivity, and balanced energy demand. The
Genetic Algorithm (GA) utilized in this paper is an AI-based method for the opti-
mization of any problem with wide nonlinear multidimensional searching spaces of
potential solutions [8–11]. Jalali et al. developed a GA code by utilizing an appro-
priate fitness function to optimize some nanostructures that were used for multilayer
antireflection coating on the surface of a solar cell substrate [10]. Later, Forestiere
et al. utilized GA to optimize the design parameters of plasmonic nanoparticle arrays
with the help of FDTD solver based on multiparticle Mie theory [11]. Additionally,
they designed a surface-enhanced Raman Scattering (SERS) substrate by using the
proposed GA optimization approach, where it demonstrated the importance of radia-
tive coupling to strengthen the near-field due to the presence of nanoparticles [11].
Thus, Genetic Algorithm (GA) was chosen among other methods available to opti-
mize a fitness function that implicates the aforementioned parameters. A fitness
function for the GA code was developed with the aid of a predetermined coding
scheme. The coding pattern was designed to consider the nanoparticle location and
morphology, such as core diameter, shell thickness, and their material property.

2 Design and Procedure

The simulation setup (Fig. 2) and simulation environment were constructed and
maintained to replicate real-life scenario, as explained elsewhere [12–16]. Proce-
dure of the experiment involved aluminum-silica core–shell nanoparticles placed on
top of the amorphous Si substrate, while varying the diameter of the Al core from
100 to 220 nm. Shell thickness (i.e., thickness of the silica coating) was varied from
2 to 20 nm. It should be noted that some larger particle sizes could not be investi-
gated due to computational limits. The optimal nanoparticle of top configuration was
determined using various performance parameters of TFSCs, explained below. The
procedure was repeated later with the NPs embedded into the Si substrate at a depth
of 2 nm from the top surface of the Si substrate. Next, the Al-silica core–shell NPs
were positioned in a “sandwich” configuration. The size of the Al-silica core–shell
NP on top was kept constant while varying the size of the NP that was embedded.
The depth for “sandwich” configuration was also maintained at 2 nm.

To determine the optimum placement of NPs in a sandwich configuration, the
depth of the embedded NP was later varied. The distance from the surface of the
Si substrate to the top boundary of the shell of NP was varied from 2 to 20 nm for
this purpose. This experiment demonstrated the coupling performance of electro-
magnetic radiation between the two nanoparticles in the “sandwich” configuration.
To calculate optical and electrical parameters such as optical absorption enhance-
ment factor (g), short-circuit current density (Jsc), and open-circuit voltage (V oc),
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Fig. 2 Illustration of the FDTD simulation setup of “sandwich” configuration of Al-silica core–
shell nanoparticles for optical and electrical analysis, using two top and bottom field and power
monitors. Direction of incident light is set along the z-axis. Other variations of simulations included
single Al-silica core–shell nanoparticle on top of the silicon substrate and single Al-silica core–shell
nanoparticle embedded inside the silicon substrate

simulations were done for all size and configurations of nanoparticles. Using these
values, other parameters such as fill factor (FF), power output (Pout), efficiency (η),
and change in percentage efficiency (%�η) were calculated [14]. The optical absorp-
tion enhancement factor (g) was calculated using the equation given below which is
defined as [14]

g =
λ2∫

λ1

h(λ)dλ (1)

where g is the sum of optical absorption enhancement factor across 150 frequency
points within the wavelength λ1 = 250 nm and λ2 = 750 nm and h(λ) is defined as

h(λ) = absorption across Si substratewith plasmonicNP at awavelength

absorption across bare Si substrate at that wavelength
(2)

The short-circuit current density Jsc and VOC values were calculated as shown
previously [16, 17]. The fill factor (FF) is calculated using the result of the normal-
ized open-circuit voltage VOC(n) [17] found from electrically simulated open-circuit
voltage from DEVICE (CHARGE) [13]. With previous values, the output power
per unit area (Pout) was obtained [17]. Finally, the efficiency, η, and the change in
percentage efficiency (%�η) were calculated using the result of total power output
as follows [16]:
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η = JscVocFF

1000 A/m2 × 100% (3)

%�η = η of substratewithNP− η of bare substrate

η of bare substrate
× 100% (4)

Additionally, by positioning a frequency domain power and field monitor across
the cross section of the core–shell nanoparticles and substrate, optical near-field
images were generated to have a better visual understanding of the FDTD results.

The Genetic Algorithm (GA) optimizer model was developed in MATLAB.
Firstly, initial populations are generated randomly with core at various diameters,
silica shell thicknesses, and embedded nanoparticle depths (substrate) using appro-
priate mapping approach. Second, these populations were encoded using the binary
encoding method (0 or 1). The first two bits on the left identify the location of the
core; the following three bits indicate the depth of the core–shell; the next two bits
indicate the shell thickness; and the final three bits indicate the core diameter. The
binary encoding used to represent each chromosome in the population is depicted
in Fig. 3, which is a flowchart for the GA algorithm developed is shown in for
this application. Then, each member of the initial population is evaluated using a
function referred to as the “fitness function”. The fitness function includes core at
various diameters, silica shell thicknesses, and NP depths (substrate) and utilized the
fitness value as selection criteria for determining the “goodness” of each individual
chromosome in the population. In this case, the widely used Roulette Wheel selec-
tion technique is utilized. Individuals are chosen based on their likelihood of being
chosen. Using crossover and mutation process (rate = 0.5), offsprings are created
which represents core at various diameters, silica shell thicknesses, and NP depths
(substrate). The identical procedures will be performed on the new population, and
the algorithm terminates when optimal configuration is identified. The mean square
error is used to determine the difference between the expected and actual values of
Jsc.

3 Result and Analysis

3.1 Opto-Electronic Performance Analysis

Extinction spectra of a single homogeneous Al nanoparticle and three Al-silica core–
shell nanoparticles with different shell thickness are demonstrated in Fig. 4. The
image depicts numerous peaks in the extinction spectra for all the nanoparticles
shown. This is due to the metal nanoparticle being relatively bigger in size, leading to
higher order multi-pole peaks in addition to the dipolar peak [18]. The thin-film solar
cells modeled for the simulations in this study were traditionally used amorphous
silicon (a-Si). The optical absorption range of the a-Si in this TFSC is represented by
the gray region of Fig. 4, spanning from 250 to 750 nm. Figure 4 shows a homo-
geneous 100 nm aluminum particle (i.e., an aluminum nanoparticle with no silica
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Fig. 3 Flowchart showing theGeneticAlgorithm (GA)optimizermodel used to predict and validate
the results of the FDTD simulations

coating around it) with an extinction spectra peak wavelength of around 300 nm.
The dotted blue curve, on the other hand, has a peak wavelength of 350 nm (i.e., an
aluminum nanoparticle with a 10 nm silica coating around it). Since a substantial
percentage of the absorbance spectrum of a-Si is more toward the longer wave-
lengths, the plasmonic resonant frequency of the Al NPs is not optimal for coupling
with the amorphous silicon substrate (i.e., is more red-shifted). Therefore, to make
the coupling between the silicon substrate of the thin-film solar cells and the Al
nanoparticles more amenable, the metallic NPs are coated with a dielectric layer
made of silica, as stated earlier.

Table 1 illustrates the computed opto-electronic performance parameter values
for an absorbent silicon substrate with a single aluminum-silica core–shell NP posi-
tioned on top of the silicon layer, with various aluminum nanoparticle core diame-
ters and silica shell thicknesses. The performance parameters are optical absorption
enhancement (g), short current density (Jsc), open-circuit voltage (V oc), maximum
power output (Pout), efficiency, and percentage change in efficiency. A ‘bare’
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Fig. 4 Extinction spectra plots of homogeneous aluminum particle, core–shell aluminum-silica
particles for varying shell thickness sizes (2, 5 and 10 nm), with absorption limits of a-Si

substrate refers to a silicon substrate without the presence of a nanoparticle. For
each diameter (100, 120, 150, 200 and 220 nm), the shell thickness sizes (2, 5, 10,
20 nm) were varied. It is worth noting that the optical enhancement factor for a
bare silicon substrate is 150. The simulation findings show that a shell thickness
size of 2 nm generated the maximum performance in terms of g for each core size
of aluminum nanoparticle, apart from 120 nm diameter NP, where a 5 nm shell
size produced the best result of g. In addition, the nanoparticle with a core diameter
of 150 nm and a shell thickness width of 2 nm had the greatest g factor of 280.37.
If other parameters (e.g., recombination rates) are ignored, this NP was anticipated
to generate the highest current from the thin-film solar cell as well, when compared
to all the other models. The expected outcome is seen when the Jsc values were
analyzed as given on Table 1. For the bare Si substrate, the Jsc value was 5.10 A/m2.
In comparison with the bare substrate, several of the Aluminum-silica core–shell
nanoparticles placed on top of the TFSC obtained over a 100 percent rise in Jsc. The
Jsc values obtained for core sizes of 150, 200, and 220 nmmaintain the same trend as
the g numbers as formerly narrated. Moreover, as previously expected, the NP with a
core diameter of 150 nm and a shell thickness size of 2 nm has the highest Jsc value
of 12.45 A/m2. Nonetheless, not similar to the g numbers, the best Jsc findings were
achieved for 100 nm core diameter and 120 nm core diameter with a shell thickness
size of 20 nm rather than a narrower shell thickness. Various rates of electron–hole
recombination in varying configurations of such plasmonic thin-film solar cellsmight
be one cause for this.

The most significant improvement is portrayed by the percentage change in effi-
ciency, which shows that 152.17% enhancement was produced for the 150 nm diam-
eter and 2 nm shell Al-silica NP. Furthermore, for almost all smaller size NPs (i.e.,
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Table 1 Opto-electronic performance parameters of Al-silica core–shell NPs of various diameter
and shell thickness in “top” configuration

Diameter (nm) Shell (nm) g Jsc (A/m2) Voc (V) Pout (W/m2) η % � η

Bare Si 150 5.1 0.4 0.41 0.0414 0

100 2 236.14 10.4 0.408 0.86 0.0865 108.81

5 218.38 9.9 0.407 0.82 0.0822 98.53

10 224.60 10.3 0.404 0.85 0.0848 104.76

20 232.63 10.6 0.404 0.88 0.0878 112.02

120 2 239.52 10.9 0.409 0.91 0.0907 119.1

5 269.26 12.2 0.411 1.02 0.1019 145.99

10 245.63 11.2 0.404 0.93 0.0927 123.79

20 261.78 11.5 0.409 0.96 0.0961 132.01

150 2 280.37 12.5 0.411 1.04 0.1044 152.17

5 277.26 12.2 0.411 1.02 0.1019 146.14

10 244.85 10.7 0.404 0.88 0.0885 113.68

20 244.95 10.1 0.408 0.84 0.0842 103.25

200 2 225.38 9.7 0.407 0.8 0.0804 94.09

5 215.81 7.6 0.404 0.63 0.0630 52.11

10 199.60 9.5 0.404 0.78 0.0784 89.36

20 203.26 8.4 0.406 0.7 0.0696 68.07

220 2 224.05 9.5 0.407 0.79 0.0789 90.64

5 200.89 8.8 0.404 0.73 0.0729 76.13

10 190.15 8.9 0.404 0.74 0.0738 78.25

20 160.67 7.4 0.404 0.61 0.0613 47.96

< 200 nm) that were simulated, the efficiency was greater than 100%, no matter the
size of the shell thickness, as given in Table 1. This shows great promise for models
of “plasmonic TFSCs” modified with Al-silica core–shell NPs placed on top of the
silicon substrate.

The opto-electronic performance parameter values for a “plasmonic” thin-film
solar cell with one aluminum-silica core–shell NP embedded into the silicon layer
(“embedded” configuration), with different physical parameter, are given in Table
2. The performance metrics were kept similar to the simulation models given in
Table 1, silica coatings of different shell thickness sizes (2, 5, 10, and 20 nm) were
varied for each of the five diameters (i.e., 100, 120, 150, 200, and 220 nm). As
stated earlier, absorption g factor for a bare substrate is 150 and Jsc of 5.06 A/m2.
When the shell thickness size is 20 nm, all the sizes of nanoparticles produced
the highest g values along with nanoparticle with diameter 150 and 20 nm shell
thickness generating themaximumgvalue.When it comes to Jsc, aluminumcorewith
diameter of 220 nm and shell thickness of 2 nm produced highest Jsc of 7.81A/m2 for
embedded configuration. In comparison, NPs implemented on top of the substrate
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produce a enhancement of 152.17% (Table 1) over NPs implemented inside the
substrate with an enhancement of 55.33% (Table 2) (in contrast to the bare substrate).
Thus, “embedded” configuration is considered non-significant when compared to
“top” configuration in terms of plasmonic efficiency.

To further improve the performance of the “plasmonic” thin-film solar cells, core–
shell Aluminum-silica nanoparticles were assembled in a “sandwich” configuration
to improve on the findings achieved inTables 1 and 2. Tables 3 illustrates theTFSC’s g
and Jsc numbers when the nanoparticles were arranged in a “sandwich” configuration
(i.e., a single aluminum-silica NP on top of the silicon substrate with another single
aluminum-silica nanoparticle embedded inside the substrate). Note that the g value
was 150 and the Jsc value was 5.06 A/m2 for the bare substrate. The nanoparticle on
top of the silicon substrate was maintained at a constant diameter and shell thickness
size in the sandwich configuration, which was the most advantageous configuration
derived from Table 1, where the NP core diameter was 150 nm and shell thickness
of coating 2 nm. The core diameter of the embedded aluminum NPs was varied,
where the optimum shell thickness size for each core diameter was utilized from

Table 2 Opto-electronic performance parameters of Al-silica core–shell NPs of various diameter
and shell thickness in “embedded” configuration

Diameter (nm) Shell (nm) g Jsc (A/m2) Voc (V) Pout (W/m2) η % � η

Bare Si 150 5.1 0.4 0.41 0.0414 0

100 2 185.28 5.6 0.401 0.46 0.0463 11.84

5 174.97 6.4 0.400 0.52 0.0524 26.58

10 183.69 6.0 0.399 0.49 0.0491 18.60

20 199.33 5.4 0.398 0.44 0.0441 6.42

120 2 192.34 5.1 0.399 0.42 0.0415 0.22

5 183.05 6.4 0.400 0.52 0.0522 25.96

10 195.29 5.8 0.399 0.48 0.0476 14.99

20 237.19 4.0 0.397 0.33 0.0330 −20.40

150 2 208.94 6.1 0.402 0.50 0.0503 21.39

5 194.54 6.3 0.400 0.52 0.0515 24.47

10 211.55 5.6 0.399 0.45 0.0454 9.66

20 261.00 3.8 0.397 0.31 0.0312 −24.68

200 2 233.16 6.7 0.397 0.55 0.0546 31.84

5 214.15 6.2 0.400 0.51 0.0512 23.60

10 230.76 5.2 0.399 0.43 0.0427 3.12

20 241.51 4.5 0.398 0.36 0.0363 −12.32

220 2 219.12 7.8 0.403 0.64 0.0643 55.33

5 222.05 6.3 0.400 0.52 0.0515 24.36

10 238.55 5.1 0.398 0.42 0.0420 1.42

20 244.35 4.3 0.398 0.35 0.0350 −15.54



468 A. J. Haque et al.

Table 3 Optical absorption enhancement, g and short current density, Jsc of thin-film solar cells
modified with nanoparticles in a “sandwich” configuration with varying core and shell sizes of
embedded Al-silica NPs

Diameter (nm) Shell (nm) g Jsc(A/m2)

100 5 330.69 12.4

120 5 348.98 12.1

150 5 374.42 11.9

200 2 407.45 13.3

220 2 415.60 13.4

Table 4 Performance parameters of thin-film solar cells modified with NPs in a “sandwich”
configuration with “top” NP diameter-150 nm, shell-2 nm and “embedded” NP diameter-220 nm,
shell-2 nm with varying depth distances

Depth, nm g Jsc (A/m2) Voc (V) FF Pout(W/m2) η % � η

Bare 150 5.1 0.400 0.205 0.41 0.0414 0.00

2 415.60 13.4 0.412 0.204 1.13 0.1127 172.09

5 423.29 13.5 0.413 0.204 1.14 0.1136 174.29

10 422.85 13.2 0.412 0.204 1.11 0.1111 168.34

20 392.39 12.4 0.410 0.204 1.04 0.1038 150.74

Table 2. The lowest g value was obtained for 100 nm core diameter of embedded
NP, whereas the lowest Jsc was produced for 150 nm core diameter of the embedded
nanoparticle. For both these cases, the shell thickness size was 5 nm. The optimal
result for both g and Jsc was produced when the core diameter was 220 nm, and the
shell thickness size was 2 nm (where g was 415.60 and Jsc was 13.4 A/m2) for the
embedded NP in “sandwich” configuration.

Later, the depth distance of the “sandwich” arrangement, in which the embedded
Aluminum-silica core–shell nanoparticles were inserted into the Si absorbing layer at
different depths from the top surface of the silicon substrate, was investigated. This
was accomplished by varying the spacing between the embedded nanoparticle and
the surface of the substrate. Table 4 summarizes the findings.

3.2 Optical Near-Field and Genetic Algorithm Analysis

Optical near-field enhancement images demonstrate electromagnetic field distribu-
tion pattern in the near-field region of the plasmonic nanoparticle and the absorbing
substrate. These images are generated by dividing the near-field data of the substrate
with nanoparticle with the data of bare substrate. Thus, they show the interaction of
the nanoparticle with the substrate when subjected to resonant electromagnetic wave.
For this study, near-field enhancement image of the optimum sandwich configuration
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was generated at resonant wavelength = 440 nm, at which top 150 nm diameter NP
demonstrated highest light coupling efficiency. Figure 5portrays the optical near-field
enhancement image of Al-silica core–shell nanoparticles in sandwich configuration
with top NP diameter (D)= 150 nm, shell thickness (S)= 2 nm, embedded NP diam-
eter (D) = 220 nm, and shell thickness (S) = 2 nm at Depth = 5 nm. The color bar
represents linear scale, where black region demonstrates regions no enhancement
and white (warm) region represents strong electromagnetic field distribution due
to high light-matter coupling. As can be seen, sandwich configuration of Al-silica
core–shell nanoparticle is resulting high electric field intensity in the near vicinity
of the nanoparticle on top, represented by the white regions. This can explain the
high electrical and optical performance of sandwich configuration when compared
to other models.

Fig. 5 Optical near-field enhancement image in x–z plane depicting EM field distribution pattern
for Al-silica core–shell NPs in sandwich configuration
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Fig. 6 a Plot of mean squared error (MSE) of results running Genetic Algorithm (GA) optimizer
model as a function of iteration and b Plot of the spread of Jsc values generated by FDTD and
predicted by GA optimizer model

Figure 6a shows themean square error (MSE) as a function of iteration on running
the Genetic Algorithm (GA) optimizer model. The iteration is run for the 110 epochs.
It has been found that the MSE decreases with the iteration and reach to acceptable
limit after 20 iterations. Figure 6b shows the box plot of Jsc for FDTD and GA.
The mean square error is used to determine the difference between the expected and
actual values of Jsc. The effect of core diameter and shell thickness on Jsc is shown
in Fig. 7a and b for “top” and “embedded” configurations, respectively. It has been
observed that the GA has selected optimal value of parameters such as position of
shell, shell thickness, and code diameter. The data fromFDTDcalculation follows the
same pattern as GA model result with small margin of error. This case is consistent
with the study conducted by Jalai et al. [10].

4 Conclusion

In this study, an automated design procedure employing Genetic Algorithm (GA)
integrated with finite-difference time-domain (FDTD) calculations has been used
to show that different configurations of aluminum-silica core–shell nanoparticles
can enhance the opto-electronic performance of thin-film solar cells. A “sandwich”
configuration consisting of a first nanoparticle of diameter of 150 nm Al core with
2 nm thick silica shell layer placed on top of the absorbing Si substrate, and a
second nanoparticle with a 220 nm Al core and 2 nm shell layer embedded inside
the Si absorbing layer generated the most favorable TFSC performance parameter
among the different configurations of nanoparticles studied. It has been postulated
that interparticle coupling of Al-SiO2 nanoparticles in a “sandwich” configuration
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Fig. 7 Plot showing the effect of aluminum core diameter and silica shell thickness on Jsc
values generated by FDTD and predicted by GA optimizer model for a “top” and b “embedded”
configurations, respectively

result in the enhanced performance of TSFCs, compared to a bare Si substrate. The
results of the FDTD calculations showed close agreement with predictions made
of the performance of such “plasmonic” TFSCs made by a GA optimizer model.
This is consistent with observations from the previous studies where GA results
follow the same trend as experimental data with low relative error. These promising
observations can be further explored to open the door for future collaborative use of
GA and FDTD calculations in a comprehensive manner to design high sensitivity
photovoltaic devices.

Acknowledgements The authors would like to thank Independent University, Bangladesh (IUB),
for funding this research (Research Project No: 2020-SETS-04) and Jahangirnagar University for
other logistical support.



472 A. J. Haque et al.

References

1. Breeze, P.: Power generation technologies. Newnes (2019)
2. Catchpole, K.A., Polman, A.: Plasmonic solar cells. Opt. Exp. 16(26), 21793–21800 (2008)
3. Dreizin, E.L.: Metal-based reactive nanomaterials. Prog. Energy Combust. Sci. 35(2), 141–167

(2009)
4. Maier, S.A.:Plasmonics-fundamentals and applications. Springer (2007)
5. Schatz, G.C., VanDuyne, R.P.: Electromagnetic mechanism of surface-enhanced spectroscopy.

Handb. Vib. Spectrosc. (2006). https://doi.org/10.1002/0470027320.s0601
6. Jensen, T., Kelly, L., Lazarides, A., Schatz, G.C.: Electrodynamics of noblemetal nanoparticles

and nanoparticle clusters. J. Cluster Sci. 10(2), 295–317 (1999)
7. Movsesyan, A., Baudrion, A., Adam, P.: Extinction measurements of metallic nanoparticles

arrays as a way to explore the single nanoparticle plasmon resonances. Opt. Exp. 26(5), 6439
(2018). https://doi.org/10.1364/oe.26.006439

8. Alì, G., Butera, F., Rotundo, N.: Geometrical and physical optimization of a photovoltaic cell
by means of a genetic algorithm. J. Comput. Electron. 13(1), 323–328 (2013). https://doi.org/
10.1007/s10825-013-0533-0

9. Shapiro, J.: Genetic algorithms in machine learning. In: Paliouras, G., Karkaletsis, V.,
Spyropoulos, C.D. (eds.) Machine Learning and Its Applications. ACAI 1999. Lecture Notes
in Computer Science, vol. 2049. Springer, Berlin, Heidelberg (2001). https://doi.org/10.1007/
3-540-44673-7_7

10. Jalali T.J., Marjan Mohammadi, A.: Genetic algorithm optimization of antireflection coating
consisting of nanostructured thin films to enhance silicon solar cell efficacy. Mater. Sci. Eng.
B. 247, (2019). https://doi.org/10.1016/j.mseb.2019.05.016

11. Forestiere,C., Pasquale,A.J., Capretti,A., et al.:Genetically engineered plasmonicNanoarrays.
Nano Lett. 12, 2037–2044 (2012). https://doi.org/10.1021/nl300140g

12. Ansys-Lumerical: www.lumerical.com/tcadproducts/fdtd/
13. Ansys-Lumerical: www.lumerical.com/products/#device
14. Shaky, M., Chowdhury, M.: Bowtie-based plasmonic metal nanoparticle complexes to enhance

theopto-electronic performance of thin-film solar cells. Appl. Opt. 60, 5094–5103 (2021)
15. Gupta, A., Kumar, P., Pachauri, R., Chauhan, Y.K.: Effect of environmental conditions on

single and double diode PV system: comparative study. Int. J. Renew. Energy Res. (IJRER)
4(4), 849–858 (2014)

16. Arefin, S.M.N., Islam, S., Fairooz, F., Hasan, J., Chowdhury, M.H.: Computational study
of “sandwich” configuration of plasmonic nanoparticles to enhance the optoelectronic
performance of thin-film solar cells. In: 2020 IEEE Region 10 Symposium (TENSYMP),
pp. 1237–1240 (2020). https://doi.org/10.1109/TENSYMP50017.2020.9230633

17. Fairooz, F., Hasan, J., Arefin, S.M.N., Islam, S., Chowdhury, M.H.: Use of plasmonic nanopar-
ticles made of aluminum and alloys of aluminum to enhance the optoelectronic performance
of thin-film solar cells. In: 2020 IEEE Region 10 Symposium (TENSYMP), pp. 1233–1236
(2020). https://doi.org/10.1109/TENSYMP50017.2020.9230672

18. Bohren, C.F., Huffman, D.R.: Absorption and Scattering of Light by Small Particles. Wiley-
VCH, Berlin, Germany (2004)

https://doi.org/10.1002/0470027320.s0601
https://doi.org/10.1364/oe.26.006439
https://doi.org/10.1007/s10825-013-0533-0
https://doi.org/10.1007/3-540-44673-7_7
https://doi.org/10.1016/j.mseb.2019.05.016
https://doi.org/10.1021/nl300140g
http://www.lumerical.com/tcadproducts/fdtd/
http://www.lumerical.com/products/#device
https://doi.org/10.1109/TENSYMP50017.2020.9230633
https://doi.org/10.1109/TENSYMP50017.2020.9230672


Explainable Sentiment Analysis
for Textile Personalized Marketing

Mukwaya Kasimu, Nakayiza Hellen, and Ggaliwango Marvin

Abstract According to the United Nations (UN), the 2030 Agenda recognizes
ending poverty in all of its forms and dimensions, including severe poverty which is
the biggest global challenge and a necessity for sustainable development. Sustainable
Development Goal (SDG) 1 aims to “end poverty in all its forms everywhere” but a
global uniform approach has not been found rather than country-specific programs
that tackle poverty with international initiatives to support them toward the SDG
poverty eradication goal. With the opportunities generated by the 4th Industrial
Revolution, nations can optimize their economic strengths to end poverty. Since
the textile industry is one of the economic power engines of many developing coun-
tries, optimal strategic enhancements can feasibly ignite unexplored potentials with
the emerging 4th Industrial Revolution technologies. With the rapid technological
infrastructural developments, cloud computing has powered up lots of e-commerce
businesses that enhance distribution of textile products. The problem is that there is
no feedback channel for local and global customers to share their experience with the
textile product developers and distributors, and this limits the marketing potentials of
the textile producers and distributors locally and globally. In this work, we propose
and demonstrate an explainable data-driven solution that optimizes 4th industrial
Artificial Intelligence potentials and Natural Language Processing to boost textile
product development and distribution. Our proposed Artificial Intelligence approach
to sentiment analysis transparently explains evolving customer sentiments and pref-
erences for textile products and provides insights for textile product development,
personalized marketing, and distribution of textile garments for women.
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1 Introduction

The Textile and Clothing (T&C) sector is one of the world’s oldest, largest, and most
international industries. It is a labor-intensive “starter” business for countries engaged
in export-oriented industrialization. T&C provides a variety of options, including
entry-level positions in developing countries for unskilled labor. The technological
characteristics of the T&C industry have made it suitable as the first step on the
“industrialization ladder” in poor countries such as Bangladesh, Sri Lanka, Vietnam,
andMauritius, which have since becomemiddle-income countries after experiencing
rapid output growth in the sector (Vietnam, Mauritius).

There are a variety of reasons why the apparel industry has been so vital to
economic progress. The sector consumes a huge amount of unskilled labor, which
is typically drawn from rural farming households. Despite cheap start-up costs, the
sector’s expansion provides a foundation on which to generate capital for more
technologically demanding activity in other industries. As the industry grows, more
modern technologies can be imported and paid for with cash generated by garment
exports.

The textile and garment industry is the preferred entry point for most emerging
countries seeking to enter the industrialized world. The ease of entrance into this
area, as well as the abnormally high pay in industrialized countries, has produced
advantageous conditions for the production and exportation of textile and garment
derived items. At the same time, this unique circumstance has fueled severe protec-
tionism in many industrialized countries where export markets are present, resulting
in a harsh struggle among the many participants. Surprisingly, it is the United States’
trade policies that have aided the growth of the textile and garment industries inmany
countries.

Although the fast adoption of e-commerce, particularly business-to-business
(B2B) e-commerce among the ready-made garments (RMG) industry is a crucial
potential for developing nations like Bangladesh to develop their local and inter-
national commerce. Despite the great expectations for reaping the benefits of B2B
e-commerce in RMG sectors, its adoption in these countries remains poorly under-
stood and under-researched. Most of these countries, on the other hand, have aban-
doned meaningful examination of direct customer feedback, their experience with
exported products, and all relevant data. The countries have rested it all on a B2B
model, which has created a significant chasm between them and their product users,
whose sentiments are mixed. More so for those who have employed the method have
limited knowledge about AI and how to appropriately use it to join the rift between
them and their consumers.

Consumer behavior and company practices have both changed as a result of
the Internet and social media’s usage. Organizations can benefit from social and
digital marketing by lowering expenses, increasing brand awareness, and increasing
revenues. Negative electronic word-of-mouth, as well as intrusive and annoying
online brand presence, poses substantial issues and hence the need for sentimental
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analysis to fully explore customers’ satisfaction, feelings, and their general experi-
ence. Sentiment analysis, call it opinion mining, is the strategy used to extract and
evaluate sentiments expressed in textual data.

The rise of reviews, forum discussions, blogs, microblogs, Twitter, and social
networks has increased the importance of sentiment analysis. For the first time in
human history, we now have access to amassive amount of opinionated data in digital
form that can be analyzed [1].

The 4th Industrial Revolution has expanded lots of technological infrastructures
that are underutilized by other industries which do not adopt quickly. Some of them
include cloud infrastructural technologies, Artificial Intelligence, and Internet of
Things among others. The textile industry can potentially adapt to the rapid tech-
nological trends [2, 3]. With explainable sentiment analysis, we can understandably
extract customer sentiments from textile reviews and ratings, textile socialmedia data,
and textile e-commerce platforms among others using abstracted machine learning
algorithms. We can transparently comprehend the evolving customer sentiments and
preferences to textile products which would iterate with changes in style and fashion
trends. We can interpretably derive insights for strategic textile product development
and improve textile customer service delivery besides textile distribution channels
and services. Explainable sentiment analysis would also greatly help in solidifying
the strategies for personalized marketing of textile products and this is a long-term
strategy for conquering local and global textile markets [4–6]. Our contributions are

• We propose and demonstrate an explainable and understandable technological
process of sentiment analysis that harmonizes with the 4th industrial Artificial
Intelligence revolution to boost economic growth of nations’ stakeholders in the
textile industry.

• We propose and demonstrate use of machine learning to predict textile product
recommendations based on customer reviews and ratings.

• We demonstrate an interpretable approach to derive insights to textile personal-
ized marketing, textile strategic product development, and distribution of textile
products with improved customer service.

The rest of the paper has been organized as—ExistingWorks in Sect. 2, Proposed
Approach in Sect. 3, Results and Discussion in Sect. 4, and eventually Conclusion
in Sect. 5.

2 Existing Works

The Internet has become ingrained in people’s daily lives, allowing many online
service companies to flourish. However, in order to continue their operations and
remain competitive, these businesses must be concerned about the quality of the
services they give. In this situation, it is critical to be able to gauge client satisfaction
with such services and sentiment analysis is the support tool that can help to enrich
customer satisfaction evaluations [7].
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Billions of people throughout the world, the online world, social networking sites,
smartphone applications, and other digital communications technology have become
part of their daily lives. According to January 2020 data, 4.54 billion people utilize
the Internet, accounting for 59% of the worldwide population. In 2019, there were
2.95 billion active social media users globally. By 2023, this number is expected
to reach over 3.43 billion. Digital and social media marketing may help businesses
achieve theirmarketing objectives at a lowcost.More than 50million companies have
Facebook pages, and 88% of enterprises use Twitter for marketing. These locations
are frequently used to increase public awareness of government services and political
messages or rallies.

People are spending a growing amount of time online looking for infor-
mation, discussing products and services with other customers, and interacting
with businesses. Companies have reacted to these customer behavior changes by
incorporating a crucial component in their advertising strategieswhich is to go digital.

Organizations like textile firmsmust deliberately employ social media advertising
to match with their intended audiences, with increased customers using social media
on a regular basis for activities such as finding news, researching on products, and
amusement [8]. The lack of appropriate scales to measure and investigate constructs
of interest, the incessant t changes in current and emerging social network platforms,
and its application analysis to research the flow of electronic speech, messages, and
the impact of such information on consumers’ point of view and behaviors is all
difficulties in employing social media to satisfy customers [7]. Digital and Social
Media Technologies (D&SMT) have become a part of lives of billions of people in
the past 20 years; since then, D&SMT (e.g., e-commerce, online brand communities,
digital advertising tactics, live chat services, mobile services) have transformed the
engineering of captivating customer experiences by availing new ways to reach,
inform, sell to, learn about, and serve customerswith an overarching social dimension
[9].

Understanding emotions is among themost crucial components of personal devel-
opment and growth and is key to human intelligence emulation. The ability to gather
public attitudes about social events, marketing campaigns, political movements, and
product choices automatically has aroused public attention causing emergence of
affective computing and sentiment analysis fields [9].

Smart textiles have been incorporated more in service ecosystems that go past
the current horizontal textile value chain. This brings more opportunities for textile
developers, product and service designers to develop close-to-the-body applications
in the well-being area. The role taken on by the body, the level of personalization,
and the prototyping process provides opportunities for ultra-personalization within
these latest embodied STS varieties.

This will increase smart textiles’ material and tangible features to include intan-
gible properties from services, like the capability to quantify, store data while
changing a material’s functioning over time. As a result, it is becoming highly vital
for textile developers and service providers to work more collaboratively so as to
build smart textile service (STS) types [10].
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Textile firms can offer personalized items at a minimal extra expense because
of mass customization, which has inspired a lot of research on the supply side but
little on customer views. Customers’ willingness to pay more for mass-customized
products may be influenced by their desire for distinctive items and the usage of
such items in their personal branding. It could also represent their desire to avoid the
drawbacks of standardized, off-the shelf items. These positive and negative impulses
are not always correlated, implying a segmentation strategy. The proposed model
incorporates additional antecedents derived from existing research in addition to
these primary impacts. A wide sample of real-world consumers confirms the key
predictions in testing of the conceptual model, revealing the existence of four client
categories, each with a particular attitude toward customized products [11]. This,
however, can only be achieved through analyzing sentiments of different segments.

Throughout the literature, there has been consistent evidence that many textile
firms have gone digital and while there has been much research on how to fully
utilize the Internet for profit maximization, there are challenges that come with the
digital platforms, for example, limited knowledge.

In the technological context, the 4th Industrial Revolution comes with its own
challenges that render most of the existing approaches obsolete. Thus, all companies
that aim at globalizing their markets must adapt to the new technological trends and
those that lag behind are all going to be knocked out of themarket.Moreover, the new
technological trend is founded on technologies that are not understandable bymost of
the stakeholders and participants in the global textile markets. In this paper, we aim at
orienting the textile stakeholder and business investors to some of the technological
trends that disrupts global markets and these include, Natural Language processing
and Artificial Intelligence for electronic commerce. We also introduce the concept of
data-driven textile personalized marketing based on customer experiences. Artificial
Intelligence has to be explainable for easy adoption in such a way that economic
power engines of developing countries can transparently and reliably guide on textile
product development and distribution. This is the future of the textile industry in the
4th Industrial Revolutionized global markets.

3 Proposed Approach

We proposed an explainable and interpretable approach to textile sentiment analysis
of reviews and ratings of textile industry stakeholders to understand the changes of
their customer sentiments and comprehensively interpret the predictions of Machine
Learning (ML) and Artificial Intelligence (AI) models for reliable strategic busi-
ness insights. This approach synchronizes with AI emerging technologies of the 4th
Industrial Revolution to enable textile business owners to understand the changes in
sentiment and preferences of their garment customers.
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3.1 Explain It like I’m 5(ELI5) Model Selection
and Description

We used ELI5 Python package XAI Libraries to explain the predictions of ML to
its built-in support for several ML frameworks [12]. ELI5 used weights associated
with every feature to depict the feature’s contribution to the final prediction power
in each ML model for decreased ambiguity and better interpretability of the labels
[13]. Since ELI5 shuffles the removed variable attribute values and randomizes the
chosen variable to analyze the decrease in the model’s performance, we used it to
compute and interpret the global explainability of the selected models in analysis of
the variable comment in the review text [14].

3.2 Dataset Feature and Description

In this study, we used women’s clothing e-commerce reviews [15] as the dataset.
This dataset comprises reviews given by anonymous real customers that is to say;
customers’ names were not included due to the fact that it involves real commercial
data of the customers, and recommendations to the company were swapped with
“retailer”. Table 1 illustrates the frequency distribution of dataset features (with their
descriptions) and the label (recommended IND).

The dataset had over 23,486 rows and 10 feature variables. Each row corresponded
to a customer review and included the relevant variables.

Table 1 Frequency distribution of dataset features [15]

Feature Description Unique count

Clothing ID Integer categorical variable that refers to the specific
piece being reviewed

1172

Age Positive integer variable of the reviewers age 77

Title String variable for the title of the review 13,984

Review text String variable for the review body 22,621

Rating Positive ordinal integer variable for the product score
granted by the customer from 1 worst to 5 best

5

Recommended IND Binary variable stating where the customer
recommends the product where 1 is recommended and
0 is not recommended

2

Positive feedback count Positive integer documenting the number of other
customers who found this review positive

82

Division name Categorical name of the product high-level division 3

Department name Categorical name of the product department name 6

Class name Categorical name of the product class name 20
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3.3 Data Preparation and Preprocessing

Text Cleaning: We began with cleaning the user review texts to remove delimiters
found in the review texts for example \n and \r.

Sentiment Analysis: We used the NLTK [16] sentiment analyzer to automate the
process by preparing text data for mathematical analysis instead tagging the user
comments (review texts) manually. This helped in elimination of all intuitive tags of
review texts with a 3 rating threshold such that positive feedback is based on a review
rating greater than or equal to 3 and negative feedback otherwise. We used NLTK
because the manual approach, intuitive tagging was insensitive to neutral sentiments
[16] (Fig. 1).

A positive sentiment was detected amongmost reviews similar to the rating distri-
bution. However, the occurrence of neutral rating was lower compared to medium-
ranged occurrence ratings when it came to the distribution of the ratings. The plot
on the bottom right of Fig. 2 shows that as the ratings got higher, positive sentiment
reviews exhibited an increasing occurrence. Surprisingly, a rating of 3 was attained
by neutral and negative and neutral sentiment reviews. Since 3 was the highest occur-
rence rating, it indicated that the customers’ were often motivated to assign a review
score.

In Fig. 3, the first top row demonstrates non-recommended reviews and lower
row illustrates recommended reviews although the same variables were used. This
helped us demystify the nature of recommended reviews depending on the mood
of the writing together with customer assigned ratings. Surprisingly, the department
distribution was not changing with status of recommendation but the rating was
completely changed. Figure 4, illustrates how the variables influence each other.
There is no linear relationship between the variables, therefore there is no multi-
collinearity. The maximum correlation is 79% between Rating and Recommended
IND.

Fig. 1 Sentiment occurrence by recommendation indicator
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Fig. 2 Percentage rating by sentiment frequency and rating

Fig.3 Review sentiment by department name and rating
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Fig. 4 Correlation matrix for all variables

Fig. 5 Correlation between
positive feedback count and
positive score

Figure 5 showed that there is a significant negative correlation between positive
feedback count and positive score. It suggested that most of the customers probably
gave just constructive criticism but not outright positivity.

3.4 Word Distribution and Word Cloud

Word cloud provides a graphic structure for the frequency of occurrence for specific
words by text formatting and word frequency resolution. The graphic structure we
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Fig. 6 Most frequent words for review titles

Fig. 7 Most frequent words in reviews

formed was filled with words such that larger sized text signified more frequency of
word occurrence as shown in (Figs. 6 and 7).

Unfortunately, word clouds only demonstrated the distribution of individual text,
and this removes theword context and disregards negative prefixes aswell. To resolve
this problem, we applied n-grams to increase the size of detected values from one
word to several other words. This enabled demonstration of frequency counts among
word arrangements (Fig. 9).

3.5 N-Grams by Recommended Feature

We realized that textile product inconsistency and cloth fit appeared as main subjects
in the reviews. The core subjects in the textiles product reviews that were recognized
by n-grams were: Fit (either the product’s marketed size truly matched customer
size and height), Hate or Love (customer feelings about the product), Complements
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Fig. 8 Most frequent words in highly rated comments

Fig. 9 a Word clouds by department name. bWord clouds by department name

(customer experiences with the clothing), Product consistency (whether the clothes
matches the marketed quality expectations) as visualized in (Figs. 10 and 11).

Fig. 10 Gram occurrence of non-recommended items (partial snipped image)
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Fig. 11 Gram occurrence of recommended items (partial snipped image)

These reviews are often unhelpful because they spoil textile distributor’s reputa-
tion yet the views on public online platforms are the most important assets. Other-
wise, positive reviews have no criticism, they carry affirmative confirmation for fit
therefore sharing this kind of experience with the textile product ( “True Size”, “Fit
Perfectly”, “Fit like a glove”) besides multiple 2-g with customer’s height proposes
positive reviews to approve product fit depending on size. The frequent appear-
ance positive reviews suggested that height and size were the main subjects’ neces-
sary retail customer consistency and satisfaction. “Received many compliments”,
“Look forward to wearing”, “Every time I wear”, “Looks great with jeans” are the
reviews that reflected customer’s experience with the clothing in public. This not
only expressed the relevance of trends but also suggested that textile product reviews
were a highly dependent on social space were customers talk about retailers and
fellow customers too.

3.6 Intelligent Supervised Learning

Supervised learning needs features (independent variables) and labels (dependent
variables). A tuple with the comment and customer rating label is created, and in this
case, the entire comment acts as the independent variable. But for the algorithm to
work, every word must be treated as a variable. Instead of applying sequential words,
the model records words that are present in the entire word dictionary existing in the
corpus of comments. For computational intensity reduction, only the top 5000 most
common words were considered. Word presence for a piece of text was checked
against word features in the dataset. This was done to every customer review using
a loop while retaining every label of the reviewer.

Logistic Regression

This preferred simple classificationmodel for multiple explanatory variables is given
by

p
(
Yi |Xi , . . . , X p

) = eβ0+β1X1+...+βp X p

1+ eβ0+β1X1+...+βp X p
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where X = (
X1, . . . , X p

)
is p explanatory variables for predicting the response

variable Y, and it can also be expressed as;

log

(
p
(
Yi |Xi , . . . , X p

)

1− p
(
Yi |Xi , . . . , X p

)

)

= β0 + β1X1 + . . . + βp X p

where the logit function of p exhibits linearity in explanatory variables for estimated
multiple logistic regression models to classically predict the probability of a given
observation as positive or negative for correct classification of new observations in
untrained labels. Here, test error rate is reduced by assigning each observation to
its most likely class trained on the values of the explanatory variables; hence, a test
observation with explanatory vectors x1, . . . , xp should be assigned to the class j for
which p

(
Y = j |X1 = x1, . . . , X p = xp

)
is largest. This corresponds to assigning a

test observation to class 1 if p
(
Y = 1|X1 = x1 . . . , X p = xp

)
> 0.5 , and to class−

1 otherwise in binary setting [2].

Fig. 12 Confusion matrix

Table 2 Classification report

Metric Precision Recall F1-score Support

0 0.56 0.78 0.65 596

1 0.96 0.91 0.94 3830

Accuracy 0.89 4526

Macro average 0.76 0.84 0.79 4526

Weighted average 0.91 0.89 0.90 4526

Accuracy score: 0.89
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Table 3 Training and
validation results

Metric Value

Train set accuracy 0.91

Train set ROC 0.89

Validation set accuracy 0.89

Validation set ROC 0.84

Our algorithm exhibited a total accuracy of 89% at prediction of textile product
recommendation based on customer sentiment. Its overall training accuracy was
91% with a validation training accuracy of 89% and a precision of 56% for negative
sentiment recommendation and 96% for the positive sentiment recommendation.
Hence, our algorithm ismore efficient at prediction of positive sentiment as compared
to negative sentiment according to the results in (Tables 2 and 3).

4 Results and Discussion

In this section, we illustrate and explain the simulated results obtained through the
process of executing the methodology explained above for improved interpretation
of customer sentiment.

The specific explanations of the various customer reviews (sentiment) depend on
frequency and weights of the text (words) in the message. Depending on the scale
of positivity or negativity represented in the “Specific explanations” column, the
algorithm classified the reviews according to the weights of each feature exhibited
in the text. The illustrations of the sentiment classifications are displayed below.
The label is what was automatically assigned by the algorithm where (0—represents
negative sentiment, i.e., reduced possibility of product recommendation based on
customer experience, 1—represents positive sentiment, i.e., higher chances that the
customer will recommend the product based on customer experience) as shown in
(Table 4).

5 Conclusion

In this work, we proposed and demonstrated a reliable AI approach to that transpar-
ently analyzes textile customer sentiments. We predicted the textile product recom-
mendation based on customer reviews and ratings, and we illustrated how textile
product development and distribution can be optimized for a positive return on
investment by utilizing a mix to emerging 4th Industrial Revolution technologies like
Natural Language Processing and Explainable Artificial Intelligence. We also illus-
trated the benefits of Artificial Intelligence (AI) technology adoption for e-commerce
and business production, development, and distribution operations.
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Table 4 Interpretable recommendation results

Our future work will be focused on building a standardized sentiment analysis
Application Programming Interface (API) for e-commerce businesses to explain-
ably analyze and interpret the experiences of their customers through reviews and
ratings. We also recommend that textile product development and distribution stake-
holders embrace and adopt Artificial Intelligence to innovatively guide their product
development for local and global markets based on customer preferences.
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Automatic Multi-document
Summarization for Bangla News Text
Using a Novel Unsupervised Approach

Mohammad Hemayet Ullah, Maimuna Rahman, Bonosree Roy,
and Md. Mohsin Uddin

Abstract Digitalization made the world remarkably agile; therefore, plenty of news
is published on a related topic in different newspapers. An automatic text summarizer
can contain all the primary information on a particular topic to understand the main
essence of news or an article quickly and efficiently. We have developed a novel
extractive-based multi-document summarizer for Bengali news. A very few summa-
rizers have been introduced for the Bangla language. To the best of our knowledge,
theword embedding technique has not been used in any of the prior summarizers. The
selected sentences of the summaries’ semantic and syntactic relationship are main-
tained through the utility of word embedding. In this paper, we have used predictive-
based embedding, which is continuous bag-of-words-based word2vec algorithm.
Since it is a multi-document summarizer, redundant sentences are present in the
dataset and are removed by a clustering technique. The proposed model gives a sta-
tistically significant result in terms of ROUGE-L F1-measure, which outperforms
the baseline system on the same scale. The proposed model achieves state-of-the-art
performance and can do a better readable and informative synopsis, which might
help the reader gain vital information reliably fast.

Keywords Multi-document summarization · Bengali news ·Word2vec · CBOW ·
Extractive summary

1 Introduction

Today’s world moves forward at a more incredible speed, and within the second,
numerous information, news, and articles are on the Internet. When a person looks
for a particular segment of information in the given space, it takes much more time
to find out that information. In this case, a brief would be helpful. Summarizing
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from the source can be time consuming for readers. An automatic summarizer could
be the most effective solution to solve this hurdle because it will do the task more
efficiently. Text summarizing is one of the most challenging tasks in the natural
language processing domain. With the assistance of an automatic text summarizer,
readers can get the information in a shorter time, and it is less biased than the
summaries generated by humans.

Text summarization is the processwhich sumsup the salient points of the bestowed
document while containing all the information without any redundant sentences. It
illustrates the principal notion of the initial record within half of the space. Sum-
marizing a text is a difficult endeavor because it necessitates both cognitive ability
and comprehension in order to develop summaries [16]. Two different approaches
are being followed in natural language processing (NLP) to generate summaries:
extractive summarization and abstractive summarization. As summarizing is a highly
complex task, therefore to avoid difficulty, extractive summarization has been used.
This technique works like a copy-paste fashion [16]. This method chooses a subset
of essential words, phrases, or sentences extracted from the primary source, merges
them, and summarizes where the inputs are taken directly from the text. Mainly, an
extractive method does not need to rephrase the original text. While highlighting the
main points, this method also avoids redundancy.

In contrast, an abstractive summarization method paraphrases the document and
minimizes the original document while keeping the essential part. Very few works
have been done for abstractive summarization because of its complex nature. While
generating a summary from the source, the source can be two types: single docu-
ment andmulti-document summarization. The single document summarization deals
with only one topic under one document, where multiple documents under one case
are considered in the multi-document summarization. A multi-document summary
succinctly portrays the information held in a group of records. They assist users in
comprehending and displaying the document cluster in a consistent manner [17].

Automatic text summarization is a very well-known, critical, and challenging
topic in the natural language processing domain. Previously in machine learning,
many works have been done regarding this topic, mostly in English. Perhaps a small
amount of work has been implemented in the Bengali language, but those systems
are inefficient. A multi-document extractive Bangla news summarization system has
beenproposed to contribute to theBangla language.Theproposed systemwill contain
a general extractive summary from multiple documents and also give a statistically
significant result compared to baseline approach.

We have used predictive-based embedding, which is word2vec, in this research
work. The reason behind choosing the word2vec is as follows, this method was not
used in the previous researchers. Moreover, it can put together similar terms in the
vector space and assume the next or previous word according to the context. There-
fore, we have built a model with a word2vec algorithm. Among two techniques of
word2vec, the continuous bag-of-words (CBOW) model to implement the system,
which is selected by researches follows the extractive method to generate summaries.
Latent semantic analysis (LSA), a baseline method, is also implemented for com-
parison with the proposed method.
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We have provided a brief review of the previous studies of multi-document sum-
marization in Sect. 2. The preparation of the dataset and the CBOW models imple-
mentation is discussed in Sect. 3. In Sect. 4, the experimental analysis, along with the
result, is mentioned. Finally, in the last Sect. 6, we concluded with the future vision
of our research.

2 Literature Review

The researchers had worked on different methods to deploy an efficient summa-
rizer for the Bangla language [17]. Bangla is the most used language, and it is
the seventh most spoken language in the world [9]. Due to the Bangla language
text’s multi-faceted structure, maximum work in text summarization is conducted
in English. This research has implemented the extraction-based summarizer based
on word2vector’s CBOW model, a shallow neural network to efficiently learn word
embedding in a given corpus text. The authors in [17] used the famous data mining
method, the term frequency (TF), for generating summaries from multiple docu-
ments. However, they have incorporated the frequency count with some statistical
tasks to score the words and maintain relevancy in the given corpus sentences. In the
research [2], a new model is based on a simple extractive summarization method.
The authors implemented an advanced sentence scoring method which are different
associations and linguistic rules. There are two steps summarization techniques in
their work where prime sentence selection is the vital one. The topic of the texts is
obtained utilizing the word and sentence frequency. Another work [9] developed a
hybrid summarizing system for Bengali documents. Where the system formulated
complete and neutral summaries based on the combination of three methods. The
methods are scoring the keyword, analyzing the sentiment of the sentences, and the
interrelation of sentences. They also consider time analysis to determine the specific
time for generating a single summary. In [8], an automatic Bangla summarizer was
built using statistical and mathematical procedures, including grammatical rules to
generate a precise summary. Here, a primary summary is generated at first using the
sentence score and position technique. After analyzing the prior summary and the
help of Bangla grammatical rules and the sentence simplification method, the final
summary is created in this paper [8]. Here, the evaluation was made for a single
document with the manual summaries written by humans and the system-generated
summaries. A study [14] presented a centroid-based summarizer named MEAD for
summarizingmultiple documents. It automatically summarizes news reports by using
cluster centroids. The cluster centroids are produced by detecting the topic and the
tracking system. This system determines the most probable sentences relevant to the
cluster topic utilizing the information of the centroid. Here, a unique utility-based
technique, named cluster-based sentence utility (CBSU), has been used for evalua-
tion purposes. Another study [3] suggested an A* algorithm to determine the best
score summaries from multi-document using the method to construct summaries for
English at a certain length. This system generates extractive summaries from a list
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of ranked sentences and can learn feature weight. A discriminative training algo-
rithm is also proposed to maximize the quality of a summary. Since multi-document
summarization needs multi-objectives, the researchers optimized the artificial bee
colony algorithm to multi-objective artificial bee colony (MOABC). The algorithm
is designed to increase the content’s coverage and decrease the redundancy from a
collection of documents for the English language. Some researchers used a multi-
document summarizer which uses the deep neural network’s representational abil-
ity and graphs for sentence connectedness. They developed a graph convolutional
network (GCN) architecture employed to a personalized discourse graph, where
three-sentence relations graphs have been considered in their approach. The combi-
nation of sentence relations and graphs gives a better result than those models which
do not use graphs [18]. In paper [5], an abstractive summary work has been per-
formed by a neural attention approach. Their model facilitates an LSTM networking
model in recognition with encoder–decoder and generates long string of words with
coherent, human-like sentences including the information from the source mate-
rial. Another work for multi-document summarizer [1] used the continuous bag of
words for the Arabic language to preserve the original information. Another study
[13], using the distributed bag of words, they introduce a multi-document summa-
rizer. Their approach is an unsupervised document-level reconstruction framework
based on centroid, which chooses summary sentences to decrease the reconstruction
error. A unique sentence scoring feature which is a graph-based method is imple-
mented for the Bangla news documents to generate a summary in [6]. This paper
[7] had explored the quantity of research work on Bangla text summarization to
draw the attention of the following researchers and provide them a clear direction
in this arena. Fourteen approaches had been briefly explained with the advantages
and disadvantages, including some opportunities for improvement, and a compari-
son has been made based on the incorporated features and evaluation outcome. In
paper [11], latent semantic analysis is used for the single Bangla document text sum-
marization. The researchers use LSA for finding semantically equivalent sentences.
When comparing closely similar sentences with no common words, a bag-of-words
representation fails to understand the semantic relationships between concepts. A
novel and straightforward extractive approach were suggested in [16] to address this
issue. It is based on the geometric sense of the centroid vector of a (multi) paper
by leveraging the compositional properties of word embeddings. The structure of
our system is motivated by [16], where a centroid-based summarization method was
used for multi-document and multilingual single documents. However, our approach
is different. In our work,

• Wehave developed amulti-document summarizer in the Bangla language utilizing
the vector representation of word embedding.

• A clustering technique which is a connected component algorithm is used to
remove similar sentences from the dataset.
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• Several Banglawords have been collected fromawell-knownnewspaper archive to
train the word2vec’s CBOWmodel. Here, it is an unsupervisedmethod. Therefore,
labeled data is not required for this purpose.

3 Proposed Method

The process of text summarization is very complex; on top of that, the Bangla lan-
guage’s structural pattern is more intricate. So to get a beautiful and elegant sum-
mary, this whole process has to go through many steps. Those steps of our work are
described in the following sections below including an illustration 1.

Fig. 1 Proposed method
Documents

Yes

NoAre sentences
Relevant?

Discard

No

Yes

Are sentences
Redundant?

Organize the
Sentence Coherently

Are the Criteria
Satisfied?

Final Summary

Relevant Sentences

Yes

No
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3.1 Overview of the Dataset

Collection of the Data The proposed method is unsupervised; on this account,
labeled data is not required for training the datasets. Moreover, numerous Bangla
words are collected from Prothom-Alo1 archived for training purposes. To create the
dataset, we have collected Bangla news reports from some of the leading newspapers
in Bangladesh, such as Prothom-Alo, Kaler Kantho,2 and Jugantor.3

Dataset Preparation A set consisting of four news reports from each newspaper
based on the same event and almost the sameheadline in the dataset. Several reference
summaries are produced from the set of data by different participants, and the best
one is taken for the final reference summaries, which includes the evaluation of
human judges. Though there is no judgment criteria for summary as humans have
the distinct inclination. Therefore, more informative and readable summaries are
identified as a higher priority, and then, the dataset was finalized. Our goal is to
summarize all the news in a single document and create precise, enlightening, and
unbiased summaries, which are the three challenging tasks. The final summaries
must be relevant and coherent without having any redundant information.

3.2 Preprocessing

Data preprocessing is an essential part of text summarization to make the text more
understandable. It makes the data more predictable and also helps to analyze the task.
Most of the time, the collected data contains unnecessary words and symbols which
need to be removed to make a sophisticated model. The quality of the data improves
to build a more reliable machine learning model. In the next part, we have described
our preprocessing steps for our proposed work.

Training the Word2Vec Model We train the word2vec model with numerous data.
Those data are collected from the Prothom-Alo archived that has been uploaded
in Kaggle.4 From 2013 to 2019, we randomly selected two to ten thousand news
documents published by the daily newspaper Prothom-Alo. These documents were
used to train different word2vec models. After examining the trained model, we
selected those models, which gives a better mapping between words. The collected
news articles are divided into sentences and then from sentences into words. Many
Bangla words train the model and the Gensim word embedding library5 for the
training word2vec model.

1 https://www.prothomalo.com/.
2 https://www.kalerkantho.com/.
3 https://www.jugantor.com/.
4 https://www.kaggle.com/.
5 https://radimrehurek.com/gensim/models/word2vec.html.

https://www.prothomalo.com/
https://www.kalerkantho.com/
https://www.jugantor.com/
https://www.kaggle.com/
https://radimrehurek.com/gensim/models/word2vec.html
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Stop Word Deduction Every language has some words which do not carry any
meaning in the sentences. Those words are known as stop words. To analyze and
build the model, stop words are deducted from the texts. It is a prevalent task that is
done in the preprocessing phase. The Bangla language has many words frequently
used in the context, though none have thematic meaning. For improving the accuracy,
stop words are not considered in the case of text processing, while keywords get the
priority instead. However, the deduction of stop words does not affect the meaning
of the sentence. In the perspective of the Bangla text, there is no authorized list of
stop words. Therefore, a list of four hundred stop words collected and ignored all
those listed words from every sentence of documents.

To produce an appropriate, concise, and meaningful summary, it is the most com-
plicated work in text summarization. Since our system summarizes multiple docu-
ments in a single document, similar sentences will emerge in the final summary. On
the other hand, the dataset is based on similar events so that the system might extract
irrelevant sentences, or the sentences, in summary, might not be serialized according
to the period. Therefore, maintaining relevancy as well as redundancy and coherency
is the main task for producing a more reliable summary.

Relevancy The most crucial task for summarization is maintaining disambigua-
tion. The system should extract the most relevant information for a more positive
perception of the event or topic that will summarize. Relevancy is met based on sim-
ilarities between newspaper headlines and sentences. Similarity scores have been
measured for every sentence of each document with a corresponding headline and
sorted all those sentences based on the similarity scores and selected the most rele-
vant sentences. Because word2vec measures the semantic similarity between words
that ensure the most relevant information, all those sentences of every document are
chosen and merged and then sent to the next phase 1.

Algorithm 1 Relevancy

1: procedure Relevant- Sentences(D[d1, d22, . . . , dn], h) �
where, D is the set of documents to summarize and h is the title of
documents

2: S[s1, s2, ..., sn] ← docToSent(D)
3: for each s in S do
4: relevancy ← word2vecModel(s, h)
5: if relevancy < threshold then
6: continue
7: else
8: R[r1, r2, · · · , rp] ← s

return set o f relevant sentences R
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Redundancy Redundant information deduction is another vital task for making the
summary engaging. In summary, the redundant information is evident as the previous
phase merged all the sentences in one document, R[r1, r2, . . . , rp]. The clustering
technique has been used for deducting redundant sentences for the final draft. Firstly,
similarities between every sentence have been measured and clustered in different
sets, where a set of similar sentences now belongs together. Few sets are units,
and few have the same components as we measured the similarity from all ends.
The connected component algorithm is used to ensure the unique presence of each
sentence and clustered them all sentences where no duplicate sentences arise, neither
in clustered set and unit set. Again, the most relevant sentences are chosen as Q from
each cluster and united for summary until the word limit exceeds the summary draft
2. These are the final sentences chosen for a multi-document summary.

Algorithm 2 Redundancy
1: procedure Redundant- Sentences(R[r1, r2, · · · , rp]) � where, R is the set of
most relevant sentences

2: for each ri in R do
3: for each r j in R do
4: S[i][ j] ← Similari t y(ri , r j ) � where, ri �= r j
5: for each row or i of S do
6: U [u1, u2, · · · , un] ← Similar Set (S[i]) � U belongs to a universal set
having common element in multiple sets

7: U ′[u′
1, u

′
2, · · · , u′

n] ← ConnectedComponent (U ) � No set has common
attribute at all.

8: Q[q1, q2, · · · , qn] ← Select Sentences(U ′, w) � w denotes the word limit,
and f for final selection

9: return f inal sentences Q

Coherency Coherence is the foremost thing in a summary to make the summary
more smooth and logical. After checking the redundancy, the stack of sentences
Q[q1, q2, . . . , q f ] is ready to finalize a summary F which consists of multiple doc-
uments. However, the sentences are not in the correct order to understand the sum-
mary. The original position of the sentences in the document is taken into account
for resolving this problem; if more than one sentences have the same position, then
their relevance score has been considered to finalize their position. The final script is
re-tested to ensure the desired quality and word limit of the summary. This inspec-
tion is a comparison with the information which have been deducted in a redundant
phrase. The most relevant sentences are selected while prioritizing the unit sets.
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4 Implementation of Baseline

Latent semantic analysis (LSA) [10] is a standard method for summarization; for
this reason, we have taken LSA as a baseline in this work. This method represents
the contextual meaning of the text through statistical analysis. Based on the term
frequency(TF) [15] score of each sentence of all documents, the initial matrix has
been generated, excluding the stop words as the stop words have been ignored dur-
ing frequency calculations. Therefore, the inverse document frequency (IDF) [15]
did not calculate. The initial one becomes a sparse matrix having a large dimension
depending on the size and number of the document provided for summarization.
For dimensionality reduction, singular value decomposition (SVD) [4] (version of
principal component analysis [18]) is applied. The finalmatrix has contextually high-
lighted the relevant information. In terms of multi-document summarization, it col-
lects redundant information multiple times that makes the summary very inadequate
to publish. Based on the proposedwork and experience, redundant checking has been
made, especially for this multi-document summary implementation. Hence, LSA
generates a comparatively better summary than the previous one. Set of documents
D = [d1, d2, . . . , dm] have been transformed into sentences S = [s1, s2, . . . , sn]. In
matrix A, the rows(m) and columns(n) have been initialized by zero where m =
number of documents and n = number of sentences. The frequency of each word
fwi of a sentence si counted in every document. Summing up each word score
of a sentence gives the frequency of a sentence’s f si . That frequency is divided
by the total terms contained by each document. SVD (A) gives a set of matrixes
[U (m × n), S(n × n), V T (n × n)], where U and V T both are orthogonal matrix, S
is a diagonal matrix, and (m × n) represents the row and column of each matrix,
respectively. We have a new set of matrix [U ′(m × k), S′(k × k), V ′(n × k)] after
selecting k element from the previous matrix [U (m × n), S(n × n), V T (n × n)].
Reconstructing a new set of the matrix gives a new (m × n) matrix A′. Final sen-
tences are selected from the reconstructed matrix A′ avoiding redundancy. In addi-
tion, this redundant technique is applied for improving the generic LSA method
for multi-document summarization. Otherwise, extracted sentences carry repeated
information.

5 Result Analysis

To evaluate the summaries, we have used ROUGE (recall-oriented understudy) [12]
matrices for the gisting evaluation for both the proposed work and the baseline
method. ROUGE-N, ROUGE-S, and ROUGE-L measure the amount of detail in
texts to compare with system and reference summaries.

ROUGE-N measures the overlap of N-grams between the system and reference
summaries. The most used ROUGE-1 and ROUGE-2 refer to the overlap of unigram
which means each word and bigram in both summaries. On the other hand, ROUGE-
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L is based on the longest common subsequence statistics [9, 11]. The frequently used
metrics of ROUGE [12] are recall, precision, and F-score which can be described
as the following formula:

Recal = number of overlapped words

total words in reference summary

Precission = number of overlapped words

total words in system-generated summary

F-score = 2 × Precision × Recall

Precision + Recall

According to the ROUGE evaluation, bothWord2Vec and LSA generated summaries
give a satisfactory result exhibited in Table 1

Here, Fig. 2 is the reference summary which is done by humans. Figure4 is the
baseline summary, and Fig. 3 is the summary of our proposed system. Our system is
novel because it is relevant to the topic, has no redundant sentence, and maintains
coherency. On the other hand, several redundant sentences in the baseline summary
appear in four and five number lines. There is also a punctuation error in the baseline
summary (Figs. 3 and 4).

Table 1 ROUGE score comparison

Summary Proposed method Baseline method

F-score Precision Recall F-score Precision Recall

ROUGE-1 0.61 0.55 0.67 0.42 0.44 0.42

ROUGE-2 0.37 0.32 0.44 0.18 0.17 0.19

ROUGE-L 0.43 0.39 0.47 0.26 0.27 0.26

Fig. 2 Reference summary



Automatic Multi-document Summarization for Bangla News … 499

Fig. 3 Proposed method generated summary

Fig. 4 Baseline method generated summary

6 Conclusion and Future Work

In this paper, we present an efficient way to summarize multi-document Bangla news
documents. The system follows the extractive method to make the final summary.
Moreover, our approach exploits the simplicity of word2vec’s continuous bag-of-
words (CBOW) technique. A baseline system using LSA is also developed to high-
light the effectiveness of the proposed summary in our research. However, in future,
the goal is to develop a summarizer that will create abstractive summaries as well as
to generalize the news according to relevant categories.
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Toward Embedding Hyperparameters
Optimization: Analyzing Their Impacts
on Deep Leaning-Based Text
Classification

Md. Rajib Hossain and Mohammed Moshiul Hoque

Abstract In the last few years, an enormous amount of unstructured text documents
has been added to theWorldWideWeb because of the availability of electronics gad-
gets and increases the usability of the Internet. Using text classification, this large
amount of texts are appropriately organized, searched, and manipulated by the high
resource language (e.g., English).Nevertheless, till now, it is a so-called issue for low-
resource languages (like Bengali). There is no usable research and has conducted on
Bengali text classification owing to the lack of standard corpora, shortage of hyperpa-
rameters tuning method of text embeddings and insufficiency of embedding model
evaluations system (e.g., intrinsic and extrinsic). Text classification performance
depends on embedding features, and the best embedding hyperparameter settings
can produce the best embedding feature. The embedding model default hyperpa-
rameters values are developed for high resource language, and these hyperparame-
ters settings are not well performed for low-resource languages. The low-resource
hyperparameters tuning is a crucial task for the text classification domain. This study
investigates the influence of embedding hyperparameters on Bengali text classifica-
tion. The empirical analysis concludes that an automatic embedding hyperparameter
tuning (AEHT) with convolutional neural networks (CNNs) attained the maximum
text classification accuracy of 95.16 and 86.41% for BARD and IndicNLP datasets.

Keywords Natural language processing · Low-resource text classification ·
Hyperparameters tuning · Embedding · Feature extraction

1 Introduction

Text classification is a fundamental research problem for natural language processing
(NLP), where each document is assigned a tag or labeled based on text semantics. In
recent times, low-resource text classification has been challenging due to the shortage
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of linguistic resources and proper research guidelines. Bengali is the seven most
widely spoken language in the world, and two hundred forty-five million people in
Bangladesh and some parts of India speak this language [1]. In the age of industrial
evaluation, lots of unstructured and unlabeled Bengali texts document have been
added to the World Wide Web, and in the near future, this unlabeled text document
will be the source of many historical events [2]. There are numerous applications
of Bengali text classification such as document organization, news filtering, spam
detection, opinion mining, socially harassment text identification, and patient report
classification.On the other hand, Bengali text classification is also a pre-requisite task
of machine translation, language identification, and word seance disambiguation. In
this situation, Bengali text classification should be a sensible solution that organizes,
searches, and manipulates a large number of unorganised text documents which
reduces the cost, time, and meet-up of the pre-requisite NLP downstream tasks .

However, there are much research which have conducted on Bengali text classifi-
cation based on statistical learning [3], deep learning [4] with pre-trained embedding
model, andmanual hyperparameters tuningmethod [5]. However, single research has
been conducted on embedding model hyperparameters optimization, e.g., automatic
embedding parameters identification (EPI) that can tune the hyperparameters for
Bengali embedding models [1]. Nevertheless, that research does not explain the ini-
tial, manual, and automatic hyperparameters impact on Bengali text classification. In
this study,we empirically show the impact of embedding hyperparameters onBengali
text classification and summarized the performance using two Bengali benchmarks
datasets, e.g., Bengali article classification dataset (BARD) [6] and IndicNLP [7].

The major contributions and findings of this research are as follows:

• Investigate the embedding model hyperparameters impact on Bengali text classi-
fication.

• Evaluate the embedding model performance using two Bengali benchmarks cor-
pora, e.g., BARD and IndicNLP.

• Investigate the Bengali language diversity on embedding and classificationmodels
and provide future research direction.

2 Related Work

There ismuch researchwhich has been conducted on low-resource text classification,
including Bengali. However, most of the Bengali text classification studies have been
conducted on pre-trained embedding model with non-tuned classification frame-
works [6]. There are three embedding models which have been developed for word
to vector representation such as Glove [8], FastText [9], and Word2Vec [10]. These
embedding parameters are well-tuned for the English language, not for low-resource
languages. As a result, the pre-tuned hyperparameters are not achieved a better result
for the Bengali language due to large morphological variation between English and
Bengali languages [1]. Hossain et al. [3] developed a statistical (e.g., SGD classifier)
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Bengali text classification system using pre-tuned embedding hyperparameters and
achieved 93.33% accuracy on self-build Bengali classification datasets. This model
was not achieved to better accuracy because of statistical classifiers as well as not
turning the embedding hyperparameters. Alam et al. [6] developed a Bengali article
classification dataset (BARD) and classification performance measured using the
statistical method with Word2Vec embedding model. However, this system calcu-
lates the folds wise performance, not considering the whole dataset performance.
Word2Vec with BiLSTM-based method has developed by Humaira et al. [11] for
Bengali text classification and maximum accuracy of 95.97% achieved for BARD
dataset. But this system only considered the 10.0% data for validation purposes.

The CNN classifier with the FastText embedding model, Bengali text classifi-
cation system, has achieved an accuracy of 96.85% for self-build datasets [4] with
six different categories. This system builds the embedding model using pre-tuned
embedding hyperparameters. A VDCNN and GloVe with embedding houseparents
optimization-based Bengali text classification system have achievedmaximum accu-
racy of 96.96% for a self-build dataset with 13 distinct categories. But the proposed
system was evaluated using only one self-build dataset [1]. Rahman et al. [12] devel-
oped a Bengali text classification system using CNN and LSTMwith character level
embedding and attained the maximum accuracy of 92.41% for BARD datasets. They
used only a 20% data sample for training and testing purposes and character level
embedding not containing the sentence level semantic/syntactic features. However,
this study provides an empirical summary of text classification and the impact of
embedding model hyperparameters using two Bengali benchmarks datasets (e.g.,
BARD & IndicNLP).

3 Empirical Model

The automatic embedding hyperparameter tuning (AEHT) and CNN combinedly,
named (AEHT-CNN)-based text classification framework, comprise three modules:
automatic embedding hyperparameters tuning, text classification training, and test-
ing. Figure1 depicts the overview of the empirical framework. The embedding hyper-
parameters tuning module tuned and generated the embedding model, whereas the
text classification model produces the classification model and testing module used
for text classification. The following subsections describe the details of each module.

3.1 Automatic Embedding Hyperparameters Tuning

The embedding hyperparameters tuningmodule takes the input as embedding corpus
(EC) and output the embedding model using embedding parameters identification
(EPI) algorithm. The embedding hyperparameters tuning approach follow the philos-
ophyofWitt et al. [13] research, andEPI algorithm is used for tuning hyperparameters
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Fig. 1 AEHT-CNNs-based Bengali text classification framework

(a) Impact of embedding dimension
(ED) on classification accuracy

(b) Impact of contextual windows
(CW) on classification accuracy

Fig. 2 Two hyperparameters (e.g., CW&ED) impact on Bengali text classification accuracy using
BARD datasets

[1]. In this research, we only considered the two most influential hyperparameters,
e.g., embedding dimension (ED) and contextual windows (CW), for three embedding
techniques (e.g., GloVe, FastText, andWord2Vec). The embedding hyperparameters
are tuned using Eq.1.

Θt = F(EC,Θi , λ, Γ ) (1)

Here, Θi and Θt indicate the initial and tuned embedding hyperparameters where
Θi & Θt ∈ {CW, ED}. F represents the hyperparameters tuning function, and λ

denotes the intrinsic evaluation method as well as objective function of F . The Γ

indicates that the total number of method is used in the tuning function and here, Γ ∈
{Word2Vec, GloVe&FastText}. The embedding corpus (EC) and tuning function F
have taken from the previous Bengali text classification research [1]. Figure2 shows
the overall performance of BARD datasets with two embedding hyperparameters
(e.g., ED & CW).

Figure2a, b shows the embedding dimension and contextual windows impact on
classification task. The acronym ED indicates the embedding dimension, e.g., fea-
tures for aword. The higher or lower EDdoes notmeanmuch better correlated feature
for embedding model. The ED and CW depend on the unlabeled embedding corpus
morphological variation and amount of uniqueword on the corpus. Thus, this empiri-
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cal visualization shows the outcome of the EPI algorithm impact on ED. For a similar
reason, the contextual windowCWvaries from corpus to corpus for any low-resource
language. As a result, Fig. 2b visualizes the CW’s impact on the developed corpus.
TheEPI algorithmachieved themaximumaccuracies of 91.18, 95.16, and 92.39% for
Word2Vec+AEHT-CNNs, GloVe+AEHT-CNNs, and FastText+AEHT-CNNs using
embedding dimension 300 with contextual windows 9. This embedding model is
used for text to feature representation purpose in the training and testing modules.

3.2 Text Classification Training

The text classification training module takes the inputs as tuned embedding model
(Em) and classification training datasets (CTD). The CTD contains BARD and Indic-
NLP datasets. The output is the two classification models (Tm). The CNN classifica-
tion method sequentially produces a classification model for the BARD dataset and
IndicNLP dataset. The i th dataset j th sample text extracts the feature using Eq.2.

I f = M(Em,CT D[i : j])|CT D[i : j]|
j=1 (2)

Here, M denotes the mapping function where each word of CT D[i : j] extract
a feature vector from Em and finally produce a 2D input feature matrix I f . The
|CT D[i : j]| indicates the length of j th text. The feature matrix fed to the single
layer multi-kernel CNNs models and the CNNs frameworks sequentially trained the
model using Eq.3 with Table1 hyperparameters [5].

CF[kth :] =
r∑

i=1

I f [i : end] ⊗ F[kth : end] + Bi (3)

Here, k th kernel (F[k th : end]) produces aCF[kth :] single dimension feature vector,
and r denotes the input feature matrix rows. The bias value Bi is added with the
output convolution value. Now, the activation, pooling, and dropout operations are

Table 1 Best performing CNNs hyperparameters

Hyperparameters Value

Batch size 128

Embedding AEHT-GloVe

Embedding dimension 300

Filter size 2, 3, 4

No. of filters 128

Pooling size 2,3,4

Activation LeakyReLU
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sequentially applied to the feature vector (CF). Finally, the flattened feature vector
is predicted the expected category name using softmax operation.

TheCNNsmodel has produced two classificationmodels for twodifferent datasets
(e.g., BARD & IndicNLP). These classification models are sued in the text classifi-
cation testing module.

3.3 Text Classification Testing

The text classification module takes two inputs, e.g., text classification model Tm and
classification testing datasets (CTDs), as well as output is expected category vector
(EO ). The CTDs contain two datasets as BARD and IndicNLP. The i th dataset j th
sample extracts the feature using Eq.2 and prepared a input feature matrix I f j and
calculate the expected category name using softmax Eq.4.

EO[1 : N ] = max

(
eΘWi×I f j

∑k=|C |
k=1 eΘWi [i :k]×I f j

)N

l=1

(4)

Here,ΘWi and |C | represent the i th datasets classificationmodel and total number
of categories. N indicates the total number of the test sample in the i th datasets. For
each dataset, try to assign an appropriate labeled using Eq.4. The output vector
EO [1 : N ] is used for performance measured purposes.

4 Experiments

The embedding hyperparameters tuning and CNN architecture have been deployed
in the TensorFlow (V2) of Python 3.6, Scikit-learn, Gensim 4.1.2, and GloVe. The
AEHT-CNNs architecture deployed at a core-i7 processor with NVIDIA GTX 1070
GPU 8 GB memory and physical memory of 32 GB.

4.1 Datasets

In this analysis, 100 semantic and syntactic word pairs datasets have been used for
intrinsic or embedding model evaluation purposes [14]. The semantic word pair
Kappa score is 78.00%, and the syntactic word pair Kappa score is 81.00%. At the
same time, two types of corpora have been used for embedding and classification
model generation purposes. The embedding corpus has been taken from the previous
text classification research [1], and overall statistics show in Table2.
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Table 2 Embedding corpus (EC) statistics

Embedding corpus (EC) attributes Attributes value

Number of text documents 969,000

Number of sentence 1,744,200

Maximum number of sentence (in a text) 170

Minimum number of sentence 1

Average number of sentence per document 7

Number of words 200,081,093

Number of unique words 9,517,390

Estimated required memory 16.7 GB

Table 3 Classification datasets statistics

Corpus attribute BARD IndicNLP

No. of category 5 6

No. of training texts 263,299 11,300

No. of testing texts 112,921 2,826

Max sentence (in a text) 121 89

This is the most extensive Bengali embedding corpus in terms of unique words
(e.g., 9.51 million) and the number of unlabeled texts (e.g., 0.969 million). There
are two Bengali benchmarks text classification datasets that have been used in this
analysis, e.g., BARD [6] and IndicNLP [7]. The two datasets were randomly split
into 70:30 ratio, e.g., 70% samples used at training phase and 30% samples used at
the testing phase. The datasets statistics summary is shown in Table3.

Themaximumnumber of category six used at IndicNLPdataset, but themaximum
number of training (e.g., 263,299) and testing (e.g., 112,921) sample used in BARD
dataset.

4.2 Evaluation Measures

The text classification is evaluated in two phases, e.g., embedding model evaluation
(e.g., intrinsic evaluation) and test dataset performance evaluation. The embedding
models are evaluating with the Spearman (ρ̂) and Pearson (r̂ ) correlations [14].
Testing phase evaluation measures such as macro-average precision (Map), macro-
average recall (Mar), weighted average precision (Wap), weighted average recall
(War), accuracy (Ac), and an confusion matrix (CM) are evaluated the system per-
formance [1].
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Table 4 Intrinsic evaluation summary for 100 semantic and syntactic word similarities with the
spearman (ρ̂) & pearson (r̂ ) correlation

Embedding model ED CW Semantic (%) Syntactic (%)

ρ̂ r̂ ρ̂ r̂

AEHT-GloVe 300 11 62.78 63.10 67.19 71.97

MEHT-GloVe 250 15 61.69 62.05 65.30 70.14

AEHT-FastText
(Skip-gram)

300 11 57.89 56.17 44.32 45.01

MEHT-FastText
(Skip-gram)

250 15 56.16 55.93 43.14 44.05

AEHT-Word2Vec
(Skip-gram)

300 11 44.90 45.10 31.97 30.32

MEHT-Word2Vec
(Skip-gram)

250 15 43.87 44.01 30.63 30.06

5 Result and Discussion

The embedding model tuning and model performance have been evaluated using
intrinsic and extrinsic measures.

Intrinsic Performance: The intrinsic evaluators evaluate the word level perfor-
mance, whereas the extrinsic evaluators evaluate the sentence or document level per-
formance. Table4 shows the automatic embedding hyperparameters tuning (AEHT)
and manual embedding hyperparameters tuning (MEHT) for 100 semantic as well
as syntactic performance. The intrinsic evaluation finds out that the AEHT-GloVe
achieved the maximum semantic accuracies of 62.78 and 63.10% for Spearman (ρ̂)
and Pearson (r̂ ) correlation whereas 67.19 and 71.97% accuracies for Spearman (ρ̂)
and Pearson (r̂ ) correlation of syntactic dataset. The automatic embedding hyper-
parameters tuning method achieved better performance compared to manual tuning
because the manual tuning does not consider all combinations of ED, CW, and intrin-
sic evaluation.

Extrinsic Performance: Now, the best performing embedding model is AEHT-
GloVe and four classification methods, e.g., CNNs [5], LSTM [12], BiLSTM [11],
and SGD [3] used to measure the classification performance (e.g., extrinsic perfor-
mance). The classification methods hyperparameters have taken from the previous
studies. The classification performance summarized in Table5. The maximum accu-
racy of 95.16% attained for the AEHT-GloVe+CNNs model from BARD datasets. In
contrast, the maximum accuracy of 86.41%was achieved from the IndicNLP dataset
using the AETH-GloVe+CNNs model. The minimum accuracies are 81.74% for
BRAD and 72.00% for IndicNLP using statistical classification model (e.g., AEHT-
GloVe+SGD). The CNNs classifier achieved better performance due to sentence and
document level, more correlated feature extracted in this technique, and well-tuned
hyperparameters settings.
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Table 5 Text classification performance summary for 30% test datasets of BARD & IndicNLP

Datasets Model name Map (%) Mar (%) Wap (%) War (%) Ac (%)

BARD Proposed (AEHT-
GloVe+CNNs)

93.00 91.00 95.00 95.00 95.16

AEHT-
GloVe+LSTM

91.00 91.00 93.00 93.00 93.17

AEHT-
GloVe+BiLSTM

92.00 93.00 94.00 94.00 94.07

AEHT-GloVe+SGD 78.00 79.00 81.00 81.00 81.74

IndicNLP Proposed (AEHT-
GloVe+CNNs)

82.00 78.00 86.00 86.00 86.41

AEHT-
GloVe+LSTM

80.00 77.00 84.00 84.00 84.70

AEHT-
GloVe+BiLSTM

81.00 78.00 85.00 85.00 85.93

AEHT-GloVe+SGD 70.00 69.00 74.00 74.00 74.00

Table 6 Performance comparison summary

Datasets Model name Accuracy (%)

BARD Word2Vec+SGD [3] 79.95

Word2Vec+BiLSTM [11] 92.05

Char-embedding+LSTM [12] 91.10

Proposed
(AEHT-GloVe+CNNs)

95.16

IndicNLP Word2Vec+SGD [3] 70.28

Word2Vec+BiLSTM [11] 82.07

Char-embedding+LSTM [12] 81.23

Proposed
(AEHT-GloVe+CNNs)

86.41

Text Classification Performance Comparison: There are some research which
has been conducted on the Bengali text classification system. However, most
researches evaluate the model performance using their datasets and have not pub-
lished their research materials. Few texts classification studies have recently been
carried out onBARDand IndicNLP datasets, but they have not used thewhole BARD
dataset samples and have not split the train and testing set with a standard ratio. So
in this study, we take their model’s hyperparameters and train and test with the stan-
dardized version of BARD and IndicNLP. Table6 shows the comparison summary.

The Word2Vec+BiLSTM method achieved an accuracy of 92.05 and 82.07% for
BARD and IndicNLP datasets which is smaller than the proposed method. This
approach is unable to extract word semantic and syntactic features using Word2Vec
embedding [11]. The Char-Embedding+LSTM model was not able to extract the
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(a) BARD Confusion Matrix (b) IndicNLP Confusion Matrix

Fig. 3 Confusionmatrix for AEHT-CNNsmodel with BARD and IndicNLP dataset. BARDdataset
categories with index: economy (0), entertainment (1), international (2), sports (3), and state (4).
IndicNLP categorieswith index: entertainment (0), international (1), Kolkata (2), national (3), sports
(4), and state (6)

sentence level better feature concerning CNNs [12]. The statistical model failed to
learn the word and document level semantics features [3]. So, based on the previ-
ous Bengali text classification research, the AEHT-GloVe+CNNs achieved the best
performance based on BARD and IndicNLP datasets.

Error Analysis: Error analysis provides the classification models strength and
weaknesses. In this study, the error analysis has conducted using a confusion matrix.
Figure3, shows the confusion matrix of BARD and IndicNLP datasets using the
best performing proposed model (e.g., AEHT-GloVe+CNNs). The confusion matrix
diagonal entries represent the correct prediction number, and another cell indicates
the wrong prediction number. For the BARD datasets, the maximum error rate is
24.04% for the economy category (e.g., 0 index), whereas the minimum error rate
is 1.95% for the sports category. The error occurred due to joint data distribution
between the category economy (0) and state (4).

For the IndicNLP dataset, the maximum error rate of 64.00% was found for the
international (1) category, and the minimum error rate is 5.00% for Kolkata (2)
category. Most data distributions in the International (1) category are shared with
the National (3) category. The BARD corpus total classification error is 4.84, and
the IndicNLP absolute classification error is 13.59. Due to class naming issues, e.g.,
BARDhas two confusing categories. The first one is international, and the second one
is state. The other three categories, e.g., economy, entertainment, and sports news,
may be overlap with the different three categories (e.g., international and state). For
a similar reason, IndicNLP obtained a higher classification error. The shared data
distribution is not properly distinguished by the CNNs features extractors. So, the
error analysis concludes that themodelweakness occurredwhen the class distribution
is shared a standard distribution, whereas the strengths are themodel able to carry out
the best embedding hyperparameters and extract the semantic and syntactic feature.
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6 Conclusion

This paper presented an empirical investigation on optimizing embedding hyper-
parameters and their impact on Bengali text classification tasks. The results con-
firmed that the automatic hyperparameters tuning method performed better than the
manual optimization. The intrinsic and extrinsic evaluators evaluated the embed-
ding model performance. The intrinsic evaluators evaluated the word level semantic
and syntactic feature, whereas the extrinsic evaluators evaluated the sentence or
document level features. The proposed method attained the maximum accuracy of
95.16% for the BARD dataset and 86.41% for the IndicNLP dataset. Although the
proposed technique showed reasonable outcomes with two hyperparameters (ED,
CW), the future study explores the impact of other hyperparameters. Moreover, the
current implementation only considered the non-contextual feature models (e.g.,
GloVe, Word2Vec, & FastText). The multilingual transformer-based language mod-
els, including BanglaBERT, m-BERT, and XLM-Roberta, will be investigated in
future.
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Design of Novel Feature Union
for Prediction of Liver Disease Patients:
A Machine Learning Approach

Rubia Yasmin, Ruhul Amin, and Md. Shamim Reza

Abstract Feature engineering is treated as a crucial step in any intelligent system
pipeline and practitioners often spend 70–80% of their time in this phase before
modeling. Especially, inmachine learning (ML), the performance of the classification
systemsdeteriorates as irrelevant features are added, evenwhen the features presented
contain enough information about the problem. ML researchers often use feature
selection and feature extraction techniques individually to filter out the redundant
information from the data, but would not get desired results or performance due to
choosing a single method only. In this article, we take an attempt to combine both
feature selection and feature extraction methods that give an improvement in the
prediction performance than using a single feature selection or feature extraction
method. In the application of the proposed method, we consider the Indian liver
disease patient dataset to classify liver disease using machine learning classifiers. In
addition, ensemble classifiers also take into account reproducing and robustifying
classification accuracy. The performance is evaluated and compared with different
metrics such as accuracy, precision, recall, and F1-score. Using the proposedmethod,
the KNN classifier can diagnosis 76.03% with a precision of 76.69%, recall 96.23%,
and 85.36% F1-score which is much better than the individual feature selection and
feature extraction approach. The proposed method can also be extended to medical
datasets other than liver disease so that these types of deadly diseases can be correctly
diagnosed for the betterment of humanity.
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1 Introduction

The information from different disease patients ismassive and complex. An early and
accurate diagnosis of a disease is very important in medical science. We can use this
disease information in prediction, and this also helps in the treatment plan. Different
machine learning techniques can be used to predict the disease by using the feature
information, then time and cost are saved. A massive amount of data affects the
performance of machine learning classifiers. Feature selection and feature extraction
are a dimension reduction technique that aims at filtering out the redundant infor-
mation from the data. Different techniques select their features differently because
there has no exact procedure to select the most informative variables. The different
researcher considers feature selection based on one chosen method only [1]. This
different chosen feature selection procedure produces different results. As a result,
we use a combination of feature selection and feature extraction strategies to increase
prediction performance.

The liver is the largest solid organ of the body which is shaped like a cone. A
person cannot survive without a functioning liver. If any disturbances occur in liver
function, then it causes illness that is known as liver disease which is also called
hepatic disease. The liver performs more than 500 functions, and some well-known
functions are the production of bile, production of important proteins for blood
clotting, purification of blood, helping in fat digestion, decomposing red blood cells,
and detoxifying harmful chemicals [2]. Liver disease is a broad term that covers all
the potential problems that cause the liver fails to perform its designated function.
Usually, more than 75% or three-quarters of liver tissue needs to be affected before
a decrease in function occurs [3]. Liver cancer, liver cirrhosis, hepatitis A, hepatitis
B, hepatitis C, and liver failure are common liver diseases. Liver disease cannot be
identified at the initial stage because it grows without any symptoms.

Themain objectives of this study are to predict liver disease accurately and reduce
the time and cost of diagnosis of the disease. To classify the liver patient accurately,
we use six different machine learning classifiers as logistic regression, K-nearest
neighbor, support vector machine, random forest, multilayer perceptron, ensemble
learning, and their performance is compared with different measures as accuracy,
precision, recall, and F1-score. Receiver operating characteristic (ROC) curve is
also used to compare the performance of classifiers.

2 Related Work

Singh et al. [1] have used the classification models such as logistic regression, Naïve
Bayes, SMO, IBK, J48, random forest in their research work. They used the ILPD
dataset fromUCI repository. After applying the feature selection method, the logistic
regression classifier gives an accuracy of 74.36% which is best. In 2014, Gulia et al.
[4] have used the Indian liver patient dataset to classify the disease patients. This
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research shows SVM which gives better results with an accuracy of 71.36% before
applying feature selection methods. After applying the feature selection method,
random forest algorithms give the best result with an accuracy of 71.87%. Razali
et al. [5] in their research paper used two regression algorithms and two classification
algorithms. In their work, the linear regression algorithm in liver disease dataset gives
better results than the Poisson regression algorithm.Neural networks andBayes point
machines are used as classification algorithm. The overall best result gives the Bayes
point machines for solving the problem relating to liver disease. It gives an accuracy
of 70.52% which is the best accuracy of other algorithms.

Ramana et al. [6] in their research work obtained 51.59% accuracy on the Naïve
Bayes classifier, 66.66% on BPNN, 62.60% on KNN, 55.94% on C4.5, and 62.60%
on SVM. They also compute other performance measures as precision, sensitivity,
and specificity. Recently, Azam et al. [7] worked on the ILPD dataset. The authors
applied five different classifiers to the dataset with or without applying the feature
selection technique. SVMgives the best result (71.22%) without applying the feature
selection technique, and K-nearest neighbors give the best result than all other
classifiers with an accuracy of 74.15% after applying feature selection.

3 Dataset Description

Indian liver patient dataset (ILPD) is used here to diagnose liver patients which are
collected from the University of California Irvine (UCI) machine learning reposi-
tory [8]. This dataset was originally collected from the northeast of Andhra Pradesh,
India. This dataset consists of 583 patients, whereas 75.64% are male and 24.36%
female. There have 416 disease cases and 167 non-disease cases shows in Fig. 1.
ILPD dataset contains 11 features, whereas one is considered an output feature.
The features are Age of the patients, Gender of the patients, Total Bilirubin, Direct
Bilirubin, Alkaline Phosphatase, Alamine Aminotransferase, Aspartate Aminotrans-
ferase, Total Proteins, Albumin, Albumin and Globulin Ratio and Target which is
the selector field used to split data into two sets. Only the Gender feature is categor-
ical. There have 4 missing values in Albumin and Globulin Ratio feature. The target
variable 1 indicates disease, and 2 indicates non-disease.

4 Feature Reduction and Classification Techniques

Feature selection and feature extraction are two major approaches for dimension
reduction. In feature selection, the subset of features is chosen from original features,
whereas feature extraction compromises the projection of original features in lower
dimensions.
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Fig. 1 Count plot of the target variable

4.1 Feature Selection Techniques

Feature selection is an important task in the field of machine learning as well as in
data science. It is a way to select the most informative features among many features.
The optimal feature selection removes the complexity of the system and increases
the reliability, stability, and also classification accuracy [9]. Statistical-based feature
selection methods evaluate the relationship between each input variable and target
variable using statistical techniques. It also selects those input variables which have
the strongest relationshipwith the target variable [10].We use themutual information
feature selection technique which is described below.

• Mutual Information Feature Selection

In the field of information theory, mutual information is used to select the most infor-
mative features of the given datasets. Mutual information is a measure between two
random variables X and Y that quantifies the amount of information obtained about
one random variable, through the other random variable. The mutual information is
given by

MI(x, y) =
∫
x

∫
y
P(x, y) log

p(x, y)

p(x)p(y)
dxdy

where p(x, y) indicates the joint probability density function of X and Y. p(x) and p(y)
are the marginal density function. The mutual information determines how similar
the joint distribution p(x, y) is to the products of the factored marginal distributions
[11].
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4.2 Feature Extraction Techniques

Feature extraction aims to reduce dimensions by building new values (features) from
the original features of the dataset. The created features are expected to contain
summarized information of the original feature sets. Therefore, a complex dataset can
be represented by a reduced set of features, which yet describe redundant information
of the initial set of features. Kernel principal component analysis technique is used
here as a feature extraction method.

• Kernel PCA

Kernel PCA can be considered as a nonlinear form of normal PCA. We run the data
through a kernel function and project it into a new high-dimensional feature space
momentarily. Now, we separate the classes by a straight line. Then, the algorithm
projects the data into a lower-dimensional space by using the normal PCA. Different
types of kernels such as ‘linear’, ‘rbf’, ‘poly’, and ‘sigmoid’ are used in kernel PCA
[12].

Recently, the feature union technique combines several feature selection and
extraction mechanisms into a single transformation. Usually, it produces a larger
dataset on which a model can be trained. For fitting feature union, each feature
selection and extraction mechanism are applied to the data independently. These
transformers are applied in parallel. There has no way of checking whether the two
transformers might produce identical features. The feature sets are disjoint in the
feature union method [13].

4.3 Classification Algorithm

Different classification algorithms have been studied in the machine learning
community. Most of the common learning algorithms are discussed below:

• Logistic Regression

Logistic regression (LR) is a classification algorithm that is a linear model, used
to predict a binary output, i.e., yes/no, pass/fail, 0/1, and so on. LR algorithms are
more robust and also applicable for nonlinear datasets which is the main advantage
[14]. Let, there are N input features like X1, X2, … XN, and P is the probability of
occurring the event, and 1-P indicates the probability of not occurring the event.
Then, the mathematical expression of N features of the model is in the form:

Logit(P) = log

(
P

1 − P

)
= β0 + β1X1 + . . . + βN XN (1)

where β0 indicates the intercept term, and β i (i = 1, 2, …, N) is the regression
coefficient.
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• K-Nearest Neighbor (KNN)

KNN is one of themost fundamental distance-based algorithms. The KNN technique
assumes that the entire training set includes not only the data in the set but also the
desired classification for each item. When a classification is to be made for a new
item, its distance to each item in the training set must be determined. Only the k
closest entries in the training set are considered further. The new item is then placed
in the class that contains the next items from this set of k closest items.

• Support Vector Machine (SVM)

Support vector machines are supervised learning models with incorporated learning
algorithms that analyze data and deduce patterns, used for classification and regres-
sion [5]. A support vector machine constructs an optimal hyperplane or set of hyper-
planes in a high or infinite-dimensional space that has the largest distance to the
nearest training data point of any class can achieve good separation. The empir-
ical classification errors are minimized, and the margin is maximized in SVM. The
classification SVM type-1 model minimizes the error function [15]:

1

2
wTw + c

N∑
i=1

ζ i (2)

And the classification SVM type-2 model minimizes the error function below:

1

2
wTw − vp + 1

N

N∑
i=1

ζ i (3)

• Random Forest (RF)

Random forest classifier is an ensemble supervised machine learning method. It
predicts the target variable by combining many decision trees usually trained with
the ‘bagging’ method. This classifier may smoothly handle big data with missing
values and be used to predict both the regression and classification problems. The
training algorithm for random forests applies the general technique of bagging, to tree
learners. Given a training set X = x1, …, xn with responses Y = y1, …, yn, bagging
repeatedly (B times) selects a random sample with replacement of the training set
and fits trees to these samples: For, b = 1, 2, …, B:

1. Sample, with replacement, n training examples from X, Y; call these Xb, Yb.
2. Train a classification or regression tree f b on Xb, Yb.

After training, predictions for unseen samples x′ can be made by averaging the
predictions from all the individual regression trees on x′:

f̂ = 1

B

B∑
b=1

f b
(
x ′)
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or by taking the majority vote in the case of classification trees [16].

• Multilayer Perceptron (MLP)

The multilayer perceptron (MLP) is one of the most common neural network models
in the fields of deep learning. A multilayer perceptron (MLP) is a class of feedfor-
ward artificial neural networks (ANN). MLP consists of three layers of nodes: an
input layer, a hidden layer, and an output layer. MLP is a relatively simple form of
a neural network because the information travels in one direction only. Each node
uses a nonlinear activation function except for the input nodes. A linear activation
function maps the weighted input to the output of each neuron. The two common
activation functions are both sigmoid and are described by

y(vi ) = tanh(vi ) and y(vi ) = (
1 + e−vi

)−1

Here, yi is the output of the i-th node (neuron), and vi is the weighted sum of the
input connections [17].

• Ensemble Learning Classifier

In machine learning, the algorithm ensemble model combines several base models
that give one optimal predictive model which have better performance. There have
three dominant classes of ensemble learning methods as bagging, stacking, and
boosting. Bagging or bootstrap aggregation is the most powerful and simple effective
method which generally considers many decision trees on different samples of the
input dataset and then averaging the results of predictors. Stacking is an advanced
ensemble learning technique that uses different learning models on the same dataset
to build a new model. A set of base-level classifiers is generated in the first phase
and in the second phase, a meta-level classifier is learned which combines the base-
level predictions. Boosting methods add different ensemble members sequentially
and correct the prediction errors then use the simple voting or averaging method to
combine the predictions [18].

5 Methodology

In methodology, before applying our proposed feature reduction method, we exten-
sively investigate different data pre-processing techniques. Data pre-processing is
required to improve the data quality and prepare the raw data to make it suitable
for machine learning algorithms [19]. Most of the real-world datasets need to be
pre-processed. Every dataset is different and creates unique challenges. In our ILPD
dataset, only ‘gender’ is a categorical feature. We encode it by the ordinal encoder
Scikit-learn package. The only 4 missing values in Albumin and Globulin Ratio are
replaced by the median. Boxplots are used to identify the outliers in our dataset. The
features such as Alkaline Phosphatage, Alamine Aminotransferase, and Aspartate
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Fig. 2 Proposed feature reduction strategy

Aminotransferase contain a greater number of outliers. After identifying outliers, it
fills in by mean. We check the outliers by z-score value. If an outlier exists, it has
been replaced by the median of this feature. StandaredScaler is used for scaling the
features. We use the methodology followed in Fig. 2, for conducting liver patient
dataset prediction experiments. Redundancy of the data is removed by using feature
selection and feature extraction techniques. The feature selection process based on
mutual feature information and the feature extraction process based on the kernel
PCAare considered here for selecting the redundant features in the dataset.Weuse the
feature union pipeline for our proposed combination method. This proposed feature
combination helps us to find out the most redundant and representative features that
are selected from both feature selection and extraction methods.

6 Evaluation Protocols, Result, and Discussion

The performance matrices such as accuracy, precision, recall, and F-score are used in
comparing the results of different classifiers. These measures are calculated from the
confusion matrix. The confusion matrix summarizes the actual and predicted results
of a classification model [20]. A confusion matrix is shown in Table 1.

Where TP is the number of correctly classified positive instances, FP is the
number of misclassified positive instances, FN is the number of misclassified nega-
tive instances, TN is the number of correctly classified negative instances. We can
find different performance measures from the given relationship:
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Table 1 Evaluation matrices Data class Predicted true Predicted false

Actual true TP FN

Actual false FN TN

Accuracy = TP + TN

TP + TN + FP + FN

Precision = TP

TP + FP

Recall = TP

TP + FN

F1 Score = 2 ∗ TP

2 ∗ (TP + FP + FN)

This paper represents how different feature selection methods and feature extrac-
tionmethods are combinedly used to accurately classify liver patients into two classes
as disease and non-disease.We use the feature union pipeline to combine both effects
of feature selection and extraction. Kernel PCA and mutual feature information are
used here as feature extraction and feature selection techniques, respectively.

The performance of different classification algorithms is compared before and
after applying feature union techniques. Six machine learning classifier is used to
classify the liver patient dataset.Our study shows that ifwe replaced themissing value
and outliers by median and select the most informative features by mutual informa-
tion feature selection method and add the effects of Kernel PCA, then classification
performance is improved.

We split the dataset into the train (75%) and test (25%) set after processing the
dataset. According to Table 2, the K-neighbor classifier gives an accuracy of 74.66%,
which is the best among the other classifierswithout applying a feature unionpipeline.
After using the mutual information feature selection technique, we select the 5 most
important features for training the dataset. Then, we select 5 principal components
for kernel PCA. After applying our proposed feature union, overall, we get better
performance of all the classifiers except the random forest classifier. From Table
3, the KNN classifier gives the best accuracy of 76.03%. So, we can say the KNN
classifier outperformed all other classifiers after selecting the most important feature
from the mutual information feature selection method and combining the effects of
kernel PCA via feature union pipeline.

ROC curve is a plot that summarizes the performance of a binary classification
model on the positive class. It is a two-dimensional graph, where the FP rate in the
X-axis and TP rate in the Y-axis. Figure 3 shows that almost all of the classifier
covered more area than other classifier using the proposed technique. The KNN
algorithm provides 76.03% accuracy, which is better than the other classifier using
the suggested technique, according to result comparison in Fig. 4.
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Table 2 Comparing table of the results of different classifiers on ILPD without feature union

Classifier Accuracy Precision Recall F1-score

Logistic regression 67.12 71.01 92.45 80.33

KNN 74.66 77.60 91.51 83.98

SVM 72.60 72.60 99.99 84.13

Random forest 73.29 75.57 93.40 83.54

MLP 62.33 73.83 74.53 74.18

Ensemble 72.60 73.91 96.23 83.61

Table 3 Comparing table of the results of different classifiers on ILPD after applying selected
feature union pipeline

Classifier Accuracy Precision Recall F1-score

Logistic regression 71.92 72.73 83.93 83.53

KNN 76.03 76.69 96.23 85.36

SVM 72.60 72.60 99.99 84.13

Random forest 71.23 74.62 91.51 82.20

MLP 66.44 78.79 73.58 76.10

Ensemble 69.86 73.13 92.45 81.67

Fig. 3 ROC curve of the dataset (a) without feature union, (b) with feature union

7 Conclusion

With data collection from feature extraction techniques in classical machine learning
systems as well as automatically learned features obtained from deep learning model
are often showed high dimensionality. Ingesting these features directly to build
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models would be foolhardy and generally requires a large amount of memory,
computation power. In this study, we deal with the potential problem by inte-
gratingmutual information feature selection and kernel principal component analysis
(KPCA) feature extraction techniques. To test the effectiveness of our methods, we
have considered liver patients’ data. Based on the accuracy and different evaluation
matrices, we may conclude that our method reduces the feature’s dimensionality
and improves the classification performances considerably. In the application of the
proposed system to medical data, it can be used as an adjunct tool to cross-check the
diagnosis of liver cancer with the doctor’s assessment.
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Classifying Humerus Fracture Using
X-Ray Images
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Karl Andersson , and Md. Sazzad Hoassain

Abstract Bone is the most important part of our body which holds the whole struc-
ture of human body. The long bone situated in the upper arm of human body between
the shoulder and elbow junction is known as “Humerus”. Humerus works as a struc-
tural support of the muscles and arms in the upper body which helps in the movement
of the hand and elbow. Therefore, any fracture in humerus disrupts our daily lives.
The manual fracture detection process where the doctors detect the fracture by ana-
lyzing X-ray images is quite time consuming and also error prone. Therefore, we
have introduced an automated system to diagnose humerus fracture in an efficient
way. In this study, we have focused on deep learning algorithm for fracture detection.
In this purpose at first, 1266 X-ray images of humerus bone including fractured and
non-fractured have been collected from a publicly available dataset called “MURA”.
As a deep learning model has been used here, data augmentation has been applied
to increase the dataset for reducing over-fitting problem. Finally, all the images are
passed through CNN model to train the images and classify the fractured and non-
fractured bone. Moreover, different pretrained model has also been applied in our
dataset to find out the best accuracy. After implementation, it is observed that our
model shows the best accuracy which is 80% training accuracy and 78% testing
accuracy comparing with other models.
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1 Introduction

A humerus fracture is a break in the upper arm’s humerus bone. Plain radiography
is used to identify humerus fractures [22]. To determine the type of fracture, its
anatomical location followed by fragmentation and displacement levels is taken into
account. Albeit experienced surgeons may misdiagnose because humerus fracture
has various representations [5]. As a result, an effective, as well as accurate method,
is required to classify the fracture. Deep learning is a subset of artificial intelligence
that extracts features and creates transformations using a cascade of many layers of
nonlinear processing units. It is based on the learning of several levels of features
or representations of the data. With the success of employing a deep learning model
to identify and categorize images, there has been interest in using deep learning in
medical image analysis in a variety of domains, including skin cancer diagnosis,
diabetic retinopathy, mammographic lesions, and lung nodules identification. Tri-
als in orthopedic surgery and traumatology, on the other hand, are extremely rare,
despite their relevance to public health. Therefore, for this research, a CNN model
is employed to classify humerus fractures as it proved to perform better in case of
image classification [4, 9, 17, 23]. A dataset is collected and preprocessed. Data
augmentation is applied to increase the robustness of the dataset. A CNN model is
applied to train and test the dataset.

The following sections of this paper are organized as follows: Sect. 2 describes the
previous works based on ALL detection. Section3 depicts the entire methodology
where whole CNN model used in this paper has been illustrated broadly. Section4
is about the the result of our research, and finally, Sect. 5 is about conclusion and
future work.

2 Literature Review

This section basically covers the previous research works related to the detection
of bone fracture. Sasidhar et al. [20] in 2021 applied 3 pretrained model (VGG16,
Densenet121 and Densenet169) on humerus bone images collected from the MURA
dataset for detecting the fractured bones . They showed their best accuracy 80%using
DenseNet161. Demir et al. [7] introduced an exemplar pyramid feature extraction
method for classification of humerus fracture. They employedHOG and LBP for fea-
ture generation. They achieved a outstanding accuracy which is 99.12%. However, in
this research, only 115 images images have been usedwhich is very poor. Chung et al.
[5] in 2018 developed a deep convolution neural network for classifying the fracture
types where they gained a promising result with 65–86% top-1 accuracy. Negrillo-
Cárdenas et al. [14] in 2020 proposed a geometrically-based algorithm for detecting
landmarks in the humerus for the purpose of reducing supracondylar fractures of the
humerus. In this research, they calculated the distance between two corresponding
landmarks which is 1.45mm (p < 0.01). Sezer and Sezer [21] shoulder images had
been evaluated by CNN for the feature extraction and the classification of the head of
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humerus into three categories, for example, normal, edematous andHill-Sachs lesion
with 98.43% accuracy. Negrillo-Cárdenas et al. [15] in 2019 considered a geometri-
cal approach and spatial for detecting the landmarks on distal humerus. In this paper,
they calculated 6 points for each bone. All these research took humerus as parameter.

Deviating from humerus fracture, some researchers also used other bones as
parameter, for example, shoulder, femur, calcaneus, etc. De Vries et al. [6] in 2021
worked on predicting the chance of osteoporotic fracture (MOF) where they devel-
oped three machine learning models (Cox regression, RSF, and ANN) to show the
comparison. Here, they showed that Cox regression outperformed the other models
with 0.697 concordance-index. Pranata et al. [16] applied ResNet and VGG for the
detection of calcaneus fractures using CT images where they gained a good accu-
racy 98%. Adams et al. [1] worked on the detection of neck of femur fractures where
they implemented deep convolutional neural networks. In this work, the researchers
showed an accuracy of 90.5% and AUC of 98%. Devana et al. [8] utilized machine
learning model for the prediction of complications following reverse total shoulder
arthroplasty (rTSA). Here, they applied five classifiers where XGBoost gained the
top AUROC and AUPRC of 0.681 and 0.129.

After analyzing all the previous research work, it can be concluded that, in
[7, 20], research on humerus fracture detection has been done, but further improve-
ment is needed here. In [5, 21], humerus fracture classification has been done where
they classified the fracture types rather detection. Negrillo-Cárdenas et al. [14, 15]
studies were about the detection of landmark on humerus. So, it is clear that there
has been very little research on humerus fracture detection. So in this study, we have
tried to make a contribution on the detection of humerus fracture using deep learning
model (Table1).

3 Methodology

This section is about thewhole network architecture that has beenutilized in this study
to detect humerus fracture. Figure 1 illustrates the system flowchart of this study.

As we can see in Fig. 1, this study starts with collecting dataset. After the data
collection, all the images are sent to the data augmentation section. After that, pre-
processing step is applied to the augmented data where the images are resized and
then converted to an array. After the completion of pre-processing step, the processed
images are sent to the CNNmodel where the features are extracted, and classification
step finally predicts the images as “positive” or “negative”.

3.1 Dataset

The dataset we have used in this research for humerus fracture detection is col-
lected from a public source which is named “musculoskeletal radiographs (MURA)”
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Table 1 Related works

Reference Year Parameters Methodology Performance

[20] 2021 Humerus bone
fracture

VGG16,
Densenet121,
Densenet169

Accuracy: 0.80

[7] 2020 Humerus fractures HOG, LBP Accuracy: 99.12

[5] 2018 Proximal humerus
fractures

DCNN Accuracy: 0.65–0.86

[14] 2020 Landmarks in the
humerus

Geometrically-based
algorithm

Distance between
two corresponding
landmarks 1.45mm
(p > 0.01)

[21] 2020 Diagnosis of
proximal humerus

CNN 98.43

[15] 2019 Distal humerus Geometrical
approach

Calculated 6 points
for each bone

[6] 2021 Hip, wrist, spine, and
humerus fractures

Cox regression, RSF
and ANN

Concordance-index
0.697 for Cox
regression

[16] 2019 Calcaneus ResNet and VGG Accuracy: 0.98

[1] 2019 Neck of femur Deep convolutional
neural networks

0.91 (accuracy) 0.98
(AUC)

[8] 2021 Shoulder
arthroplasty

LR, XGBoost, RF AUROC:681,
AUPRC: 0.129 (for
XGBoost)

dataset. TheMURAdataset is a large dataset containing40,561 images collected from
12,173 patients which is labeled by board-certified radiologists of the Stanford Hos-
pital whether it is positive or negative. To inquire the different types of abnormalities
present in the dataset, the report has been reviewed manually hundred abnormalities
where fifty three studies have been marked as fractures, 48 has been marked with
hardware, 35 has been marked with degenerative joint diseases, and 29 has been
marked with other mixed abnormalities.

Anyway, this dataset contains 7 types of bone fracture images, namely elbow,
finger, forearm, hand, humerus, shoulder, and wrist. As we are working with the
detection of humerus fracture, so only the X-ray images of humerus fracture have
been considered in this study. Total of 1266 (669 negatives and 597 positives) X-ray
images of humerus have been used in MURA dataset which are collected from 727
patients.
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Fig. 1 System flowchart

3.2 Data Augmentation

Enhancing the performance of a model is an all time challenging task. Data aug-
mentation helps to a great extent in this case. Generally by the data augmentation,
the dataset is increased by creating altered copies of data which are already exist.
It is about fabricating more data from the existing dataset without losing the data
information. Data augmentation lessens the risk of over-fitting problem by increasing
dataset. However, data augmentation can boost the model accuracy when the dataset
is insufficient.

As stated earlier, in this study,we have used total of 1266X-ray images of humerus
including positive case and negative casewhich is relatively smaller for deep learning
method. That is why we have implemented the data augmentation process on our
dataset before training the model. For this augmentation, ImageDataGenerator has
been utilized here. The settings for image augmentation that we utilized have been
illustrated in Table 2.

Table 2 Data augmentation settings

Augmentation techniques Range

Rotation 25

Width shift 0.10

Height shift 0.10

Zoom 0.40

Horizontal flip True

Fill mode Nearest
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3.3 Pre-processing

Image pre-processing creates a positive effects on image by increasing the quality of
feature extraction. Image pre-processing is needed to clean the image dataset prior
to train the model and inference. It generally works by removing background noise,
reflection of light, normalizing the images, and preparing the images for better feature
extraction.

In this study, the pre-processing step starts by resizing the images into 96× 96
dimension. After that, the pixel values of the images are converted to an array form
where each of the element of array indicates the value of pixel. The pixel value range
is in between 0 and 255 which creates a great variation among the array elements.
To reduce this difference of this array elements, each of the pixel values are divided
by 255 so that all the array elements come to a range between 0 and 1.

3.4 Convolutional Neural Network Model

Convolutional neural network model (CNN) and a deep learning neural network
model have been utilized in this study for training the image dataset as CNNs are
effective in learning the raw data automatically [2, 3, 19, 26]. The architecture of
this model has been illustrated in Fig. 2.

According to Fig. 2, the model consists of three convolution layers where there
are 32 filters in first convolutional layer, 64 filters in second convolutional layer, and
128 filters filters in third convolutional layer with 3 × 3 kernel size. In Eq. (1), the
mathematical expression of convolution layer over an image s(x, y) is defined using
filter t (x, y).

Fig. 2 Model architecture
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t (x, y)s(x, y) =
j∑

y=− j

k∑

y=−k

w(m, n) f (x − m, y − n) (1)

Each of the convolution layer is followed by batch normalization and ReLU
activation function. TheReLUactivation function is expressedmathematicallywhich
is shown in Eq. (2)

Relu(z) = max(0, z) (2)

A max pooling layer with 2 × 2 pool size has been included in each convolu-
tion layer. The max pooling layer efficiently downsizes the tight scale images and
mitigates total numbers of parameters. Thus, it reduces the size of the dataset.

The architecture is the followed by fully connected (FC) layer where all the inputs
of 1 layer are linked to each of the activation unit of the subsequent layer. A dropout
layer is attached to the FC layer, and here, the size of the FC layer is 128. The
dropout layer helps to reduce the over-fitting problem by randomly disconnecting
nodes. Here, we have selected 0.2 as dropout range for this layer.

Finally, a sigmoid function has been applied after the FC layer which acts as
classifier to classify images as “positive” or “negative”. Themathematical expression
of sigmoid function has been shown in the following Eq. (3).

Sigmoid(x) = 1

1+ e−θT x
(3)

4 Experimental Results and Evaluation

The outcomes after implementing our model on the humerus bone images collected
from MURA dataset have been explained in detail in this section. The result after
applying five fold cross validation has been illustrated. In addition, we have also
shown the comparison of our proposed model with other traditional models.

4.1 Results and Discussion

Figure3 graphically represents the learning curve of our model. According to Fig. 3,
we can see that the X axis denotes the total epoch used to train dataset, whereas the
Y axis denotes the accuracy and loss, respectively. From Fig. 3a, it can be observed
that the training accuracy increases from 52 to 71%, and testing accuracy increases
from 53 to 72%, respectively, after the completion of 50 epochs. Finally, the training
accuracy reaches to 82%, and testing accuracy reaches to 80% after the completion
of final epoch.
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Fig. 3 Accuracy and loss curve: a accuracy versus epoch b loss versus epoch

Accordingly, from Fig. 3b, it can be observed that the training loss decreases from
1.03 to 0.62, and testing loss decreases from 0.97 to 0.56, respectively, after the
completion of 50 epochs. Finally, the training loss reaches to 45%, and testing loss
reaches to 37% after the completion of final epoch.

In this research, we have attempted five fold cross validation for assessing our
model. In Table 3, the training and testing accuracies after applying five fold cross
validation have been demonstrated where individual accuracy for each fold is added.
The average (77.20% training and 73.60% testing) and best (80% training and 78%
testing) accuracies are also added in the table which are calculated from the five fold
cross validation.

Figure4 illustrates accuracy versus epoch curve for each fold.
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Table 3 Data augmentation settings

Fold Training accuracy (%) Testing accuracy (%)

1 80 78

2 77 75

3 78 71

4 73 70

5 78 74

Average accuracy 77.20 73.60

Best accuracy 80 78

Fig. 4 Accuracy versus epoch for five fold cross validation

Table 4 Comparison of results

Models Train acc Train loss Test acc Test loss

CNN 0.80 0.4505 0.78 0.3739

VGG19 0.5830 0.6700 0.5825 0.6790

VGG16 0.6290 0.6510 0.6310 0.6500

InceptionV3 0.7100 0.5500 0.6530 0.6460

DenseNet121 0.7600 1.100 0.5490 0.5400

MobileNetV2 0.8400 0.3800 0.5490 1.10

ResNet50 0.7879 0.4493 0.4724 0.7093

4.2 Comparison of Different Models

We have trained our dataset using some pretrained model (VGG16, VGG19,
ResNet50, MobileNetV2, InceptionV3, DenseNet121) in the purpose of showing
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VGG-16 acc and loss VGG-19 acc and loss MobileNetV2 acc and
loss

ResNet50 acc and loss InceptionV3 acc and loss DenseNet121 acc and
loss

Proposed model acc and
loss

Fig. 5 Accuracy and loss curve of proposed model and other traditional models

the comparison and also for achieving the best accuracy. After implementing all
this models, we have observed that out proposed CNN model outperforms the other
models. Table4 illustrates the training and testing accuracy as well as the training
and testing loss of the other models.

In Fig. 5, the curve of accuracy and loss function of our models as well as other
models are illustrated.
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5 Conclusion

The main objective of this research is to detect fractured humerus from X-ray image
using deep learning algorithm. This study exhibits the probability of future use of
deep learning algorithm in the filed of orthopedic surgery. This automated system
of detecting humerus fractures has some advantages, for example, quick detection,
efficiency, and time saving process. However, we have utilized convolutional neural
network (CNN) model as a deep learning approach for training our dataset. The
X-ray image of fractured and non-fractured humerus bone was used to perform
the experiment where total of 1266 X-ray images have been used. Moreover, data
augmentation has been applied to increase the size of the dataset which helps to
overcome the over-fitting problem. Finally after classification, the accuracy that we
gained from this research is 78%.

In future, this research aims at collecting more images to train our model. More-
over, we intent to improve our system by applying the BRBES-based adaptive differ-
ential evolution (BRBaDE). This can ameliorate the accuracy by conducting param-
eter and structure optimization [10–13, 18, 24, 25].
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Abstract Obesity has become a worldwide problem that has rapidly increased with
the advancement of technology. This has become one of the most important reasons
which reduced life expectancy within the “modern” world. Overweight and obe-
sity tendency continue to increase both in developed and in developing countries.
From pediatric to geriatric individuals, it is common in every age group. In different
studies around the world, it has been found that overweight and obesity are grow-
ing epidemic health concerns. Studies show obesity results in impaired health and
premature death. Moreover, during the COVID-19 pandemic, sedentary lifestyle is
leading a lot of individuals to obesity. The COVID-19 pandemic also has a negative
impact on the mental health of individuals of the affected countries. In this study, we
have evaluated 14 different predictive classification models to find the best precision
rates to detect the obesity levels and the possibility of being overweight based on the
data collected during the epidemic of COVID-19. In the research, apart from finding
the best obesity detection model, we also explored the association between obesity
and mental health disorders (anxiety and depression) among Bangladeshi people by
analyzing their obesity level with their mental health condition, during the ongoing
COVID-19 pandemic.

Keywords Machine learning · Obesity · Mental health · COVID-19 · Chi-square

1 Introduction

Obesity and overweight are defined by the World Health Organization (WHO) as
excessive fat buildup in specific body areas that can be hazardous to health [12].
The primary causes of rising obesity are an increase in the consumption of high-fat
foods, a decrease in physical activity due to the nature of sedentary jobs, new modes
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of transportation such as cars, buses, and trains, the use of mobile phones and laptop
computers, and an increase in urbanization [16]. Many variables, including genetic,
metabolic, behavioral, and environmental effects, combine to cause overweight and
obesity. In light of the pace with which obesity is spreading, behavioral and environ-
mental effects are blamed rather than biological changes [30]. Food consumption,
nutrient turnover, thermogenesis, and body fat storage all have a role in body weight
and composition. It appears that food and physical activity habits have a key role
in causing obesity. In turn, susceptibility genes may alter energy expenditure, fuel
metabolism, and muscle fiber function as well as appetite or dietary preferences
[21]. There are various types of obesity, including monogenic, leptin, polygenic,
and syndromic, which are caused by biological risk factors, such as genetic back-
ground. Social, psychological, and dietary variables are also treated as risk factors
[10]. However, several hypotheses exist that state psycho-social and mental health
issues are responsible for obesity [14]. Various studies had been conducted to find
obesity influence factors through machine learning [8]. Most studies analyzed the
disease and developed tools to calculate a person’s obesity level, but such tools are
limited to calculating the bodymass index, food intake, daily water intake, and so on,
while ignoring relevant factors such as family background, smoking, transportation
usage type, and so on [8, 9, 23].

Although numerous factors cause obesity, it is often considered to be a result of
either excessive food intake or insufficient physical activity. Humans take in energy
in the form of protein, carbohydrates, fat, and alcohol. This energy needs to be
expended properly because if energy intake is not equal to energy expenditure over
a given period, then body weight can change which may lead to obesity [15]. A
range of chronic diseases can affect patients with obesity, including cardiovascular
disease (CVD), gastrointestinal disorders, type 2 diabetes (T2D), joint and muscular
disorders, respiratory problems, as well as psychological issues [12]. Mental health
issues have a role in the genesis andmaintenance of the overweight and obese status of
children, adolescents, and adults [31]. Again, the COVID-19 pandemic has affected
the social, economic, political, and public health sectors across the world [25, 27].
Mental health problems like post-traumatic stress disorder (PTSD), major depressive
disorders (MDD), and bipolar disorder (BD) are also a growing concern in the nations
impacted by the COVID-19 pandemic. Individuals with these mental illnesses have
raised the risk of obesity by two to three times [4, 17].

Therefore, the primary objectives of this research are as follows: firstly, to creat-
ing a novel dataset to predict obesity; secondly, to exploring the machine learning
algorithms to find out the best possible one for predicting obesity levels using the
collected dataset; and finally, to explore the correlation between obesity and mental
health disorders (anxiety and depression) during the COVID-19 pandemic. The rest
of this research article is organized as follows. Section2 presents the literature review.
Dataset collection, features selection, and preprocessing of the collected dataset are
discussed in Sect. 3. Next, Sect. 4 presents the development of 14 different predictive
models and evaluation study of these models with results. Section5 briefly illustrates
the correlation test between obesity level, anxiety, and depression. Finally, Sect. 6
contains the conclusion and future expansion.
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2 Literature Review

Obesity has become a research topic of interest, with many studies focusing on the
factors that cause the disease. The ability to predict childhood obesity will help early
prevention. In [2], the author introduced the use of data mining on childhood obesity
prediction, described current efforts in the area, and provided the strength and weak-
nesses of each technique. Cervantes and Palacio in [6] created an intelligent method
based on supervised and unsupervised data mining methods, simple K-means, deci-
sion trees (DT), and support vector machines (SVMs) to identify obesity levels and
enable consumers and health professionals live a healthy lifestyle in the face of this
worldwide crisis. Langarizadeh and Moghbeli [20] highlighted evidence about the
application of Naive Bayesian networks (NBNs) in predicting disease, and it tries to
show NBNs as the fundamental algorithm for the best performance in comparison
with other algorithms. Abdullah et al. [1] showed a children obesity classification
of the VI graded school students from different districts of Malaysia. The classi-
fication techniques, namely Bayesian network, decision tree, neural networks, and
support vector machine (SVM), were implemented and compared on the datasets
having 4245 data. This paper evaluates numerous feature selection approaches based
on various classifiers [1].

Mental health is one of the factors that lead to obesity. After the COVID-19 pan-
demic, the social, economic, political, and public health sectors across theworld have
been affected. Mental health issues such as post-traumatic stress disorder (PTSD),
major depressive disorders (MDD), and bipolar disorder (BD) are becoming more
prevalent in countries affected by the COVID-19 pandemic [4, 17]. In [3], a survey
was done on a total of 589 patients and 40% of them stated that they had begun
or escalated drug use to deal with the COVID-19 pandemic as they were facing at
least one mental health condition including anxiety or sadness (30.9%), symptoms
of a trauma or stress related disorder (26.3%), and signs of a trauma or stress related
disorder (26.3%). During the COVID-19 pandemic, mental illnesses like loneliness,
depression, anxiety, and sleep disturbance were shown to be common in 71%, 38%,
64%, and 73% of individuals, respectively [7]. The COVID-19 pandemic and the
ensuing economic downturn have a severe impact on many people’s mental health
and created additional hurdles for those who already suffer from mental illness or
substance abuse problems. Approximately 4 in 10 individuals in the United States
have reported anxiety or depressive symptoms during the pandemic [26].

Again, some studies were conducted to find a relation between mental health
and obesity during the COVID-19 pandemic around the world. Moonajilin et al.
[24] conducted a cross-sectional survey to find the relationship between obesity and
mental health disorders on Bangladeshi adolescents before the COVID-19 pandemic.
The findings of the study showed that the prevalence of depression and anxiety was
more in adolescents with obesity compared to non-obese adolescents. However, they
did not find any significant association between obesity andmental health disorders in
adolescents of Bangladesh. Almandoz et al. [3] showed that the COVID-19 pandemic
has continued to have a severe influence on the mental health of persons who are
obese.
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In summary, this literature study raises a few critical issues. First, it is clear that
there is no suitable dataset available to predict obesity that was gathered during
the COVID-19 epidemic. Second, some of the studies analyzed the disease and
developed tools to calculate the obesity level of a person, but such tools are limited
to the calculation of the body mass index, food intake, daily water intake, etc., while
omitting relevant factors such as family background, smoking, and transportation
usage type. Third, no works have been done, where 14 machine learning models
were explored and evaluated using a proper dataset to find out the best predictive
model that can predict obesity, based on several evaluation metrics, i.e., accuracy,
precision, recall, f1 score, and kappa. Finally, there is not enough work done to
find a correlation between obesity and mental health issues (anxiety and depression)
during the COVID-19 pandemic. In an attempt to bring together these key points into
a solution, the focus of our research has been to improve on those areas to mitigate
these problems to some extent.

3 Data Acquisition

3.1 Questionnaires Preparation and Data Collection

The dataset was created through a survey. A total of 30 questionnaires were prepared
that include as follows: (a) 14 questions related to obesity detection, (b) 9 ques-
tions were adopted from PHQ-9 (The Nine-Item Patient Health Questionnaire) as
suggested by Kroenke et al. [18] focusing the screening test of depression, and (c)
the remaining 7 questions were adopted from GAD-7 (The Seven-Item Generalized
Anxiety Disorder) as suggested by Rutter and Brown [28] focusing on the screening
test of anxiety.

A number of characteristics were included in the questionnaires used to construct
the dataset. Genders, age, height, weight, location, family obesity history, fast food
intake, fruit and vegetable consumption, number of main meals, junk food consump-
tion, soft drink consumption, smoking, daily water consumption, physical activity,
use of technology, modes of transportation, mental-emotional disorders, and diag-
nosed hypertensionwere all significant in predicting obesity status in adults usingML
methods. These risk variables were divided into several categories. The attributes or
features related to the dataset include rate of eating of high caloric food, rate of intake
of vegetables and fruits, number of major meals, intake of food between meals, daily
water intake, soft drink consumption, and smoking. The physical condition traits or
aspects are calorie consumption tracking, physical activity frequency, and time spent
utilizing technological gadgets. Other factors retrieved were as follows: gender, age,
location, height, and weight, as well as the mode of transportation utilized while
traveling.

Using height and weight, the initial obesity level or body mass index (BMI) was
determined. According to World Health Organization (WHO), the body mass index
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(BMI) below 18.5 indicates as underweight, 18.5–24.9 indicates as normal, 25.0–
29.9 indicates as overweight, 30.0–34.9 indicates as obesity I, 35.0–39.9 indicates
as obesity II, and higher than 40 indicates as obesity III [32].

Based on the answers to the questions for anxiety [29], some scores are given. The
GAD-7 score is computed by giving scores of 0, 1, 2, and 3 to the response categories
of “not at all”, “several days”, “more than half the days”, and “almost every day”,
respectively, and summing the values for the seven items. Scores of 5, 10, and 15 are
used as the cut-off marks for mild, moderate, and severe anxiety, respectively, and
are considered a characteristic of the dataset called the anxiety level.

Similarly, based on the answers to the questions for depression [18], some scores
are given. The PHQ-9 score is determined by assigning scores of 0, 1, 2, and 3 to
the response categories of “not at all”, “several days”, “more than half the days”,
and “almost every day”, respectively, and summing the values for the nine items.
Scores of 5, 10, 15, and 20 denoted mild, moderate, moderately severe, and severe
depression, respectively, and were regarded as a characteristic of the dataset known
as the depression level.

Identifying these risk variables might help health officials create or alter existing
policies to better control chronic illnesses, particularly those related to obesity risk
factors. Obesity level was chosen as the target variable since our primary goal is
to develop the best classification model that can properly predict obesity levels,
and obesity level, anxiety level, and depression level were chosen to find out the
correlationbetweenobesity, anxiety, anddepressionduring theCOVID-19pandemic.

3.2 Respondent’s Profile

Data was collected by using a Web platform where anonymous users answered
different questions. A total of 304 people (176 male and 128 female) of different
age groups ranging from 18 to 55 participated in the survey. Among them, 206 were
undergraduate students, 74 serving at different government and non-government
organizations; and the remaining 26 were unemployed since starting the COVID-19
pandemic. The dataset was prepared with a view to utilizing it for estimation of the
possibility of obesity of individuals.

3.3 Data Preprocessing

The collected survey data was preprocessed to handle missing values, noise removal,
and outlier removal. The obesity level column contained 5 types of categories or
classes: underweight, normal, overweight, obesity I, obesity II, and higher than 40.
So, the class distribution of the obesity level was not equal or close to equal and is
instead biased or skewed. Since the dataset also had the class imbalance problem
[5], this problem was overcome using synthetic minority oversampling technique
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(SMOTE) [13]. This is a statistical methodology used to balance the number of
instances in the dataset. The module generates new instances depending on current
minority cases supplied as input, while the number ofmajority cases remains constant
as a result of SMOTE’s deployment [13].

4 Predictive Model Development

14 machine learning algorithms were used to create ML models to predict obesity
levels, that includes: Light Gradient BoostingMachine, Gradient Boosting Classifier,
ExtremeGradient Boosting, CatBoost Classifier, AdaBoost Classifier, Decision Tree
Classifier, K NeighborsClassifier, RandomForest Classifier, RidgeClassifier, Linear
DiscriminantAnalysis, LogisticRegression,ExtraTreesClassifier, SVM-LinearKer-
nel, Quadratic Discriminant Analysis, and Naive Bayes. The tenfold cross-validation
technique was applied for each predictive model. The performance of these models
was evaluated based on accuracy, precision, recall, F1 score, and kappa metrics as
shown in Table1.

Table 1 Accuracy, recall, precision, F1 score, and kappa of different classifiers for obesity predic-
tion (tenfold cross-validation, sorted by accuracy)

Model Accuracy Recall Precision F1 score Kappa

Light gradient boosting
machine

0.8459 0.6524 0.8352 0.8335 0.7478

Gradient boosting
classifier

0.8351 0.653 0.8247 0.8228 0.7285

Extreme gradient
boosting

0.8135 0.6523 0.806 0.7988 0.6902

CatBoost classifier 0.8027 0.5793 0.7872 0.783 0.6701

AdaBoost classifier 0.7432 0.5475 0.7375 0.7313 0.5794

Decision tree classifier 0.7243 0.5375 0.8022 0.7428 0.5881

K neighbors classifier 0.7054 0.5251 0.6913 0.6822 0.5087

Random forest classifier 0.6838 0.4306 0.6474 0.6503 0.4604

Ridge classifier 0.6514 0.344 0.5575 0.5875 0.3674

Linear discriminant
analysis

0.6514 0.3602 0.5792 0.5984 0.3854

Logistic regression 0.6486 0.3716 0.5786 0.5995 0.3751

Extra trees classifier 0.6054 0.3253 0.5459 0.5602 0.2998

SVM-linear kernel 0.4595 0.237 0.3573 0.3701 0.1278

Quadratic discriminant
analysis

0.3541 0.29 0.4289 0.2953 0.1087

Naive Bayes 0.1919 0.2451 0.4033 0.1815 0.0936
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Table 2 Best predictive model concerning the evaluation metrics

Metrics Maximum value Best predictive model

Accuracy 0.8459 Light gradient boosting machine

Recall 0.653 Gradient boosting classifier

Precision 0.8352 Light gradient boosting machine

F1 score 0.8335 Light gradient boosting machine

Kappa 0.7478 Light gradient boosting machine

4.1 Evaluation Study

The best predictive model concerning the evaluation metrics and values is shown in
Table2. From the evaluation, we found that, with a score of 0.8459, the light gradient
boosting classifier model has the highest accuracy of all of the 14 predictive machine
learning models mentioned in Table1, which means this classifier model is approx.
84% accurate. The light gradient boosting classifier model has the highest recall of
all of the 14 predictive machine learning models listed in Table1, with a value of
0.8352. Our model’s recall is a statistic that measures how effectively it can find
relevant data. We call it sensitivity or the true positive rate. There is a possibility that
a person is obese, but our model indicated that the individual is not obese.

Among all the 14 predictive machine learning models shown in Table1, gradient
boosting classifier model has the maximum precision of 0.653, which means when it
predicts the obesity level of a person, it is correct around 65% of the time. Precision
also provides us with a count of the important data points. We must not start treating
someone who does not have obesity but were projected to have it by our model.

The light gradient boosting classifier model has the highest recall of all of the 14
predictive machine learning models listed in Table1, with a value of 0.8335. With a
score of 0.7478, the light gradient boosting classifier model has the highest kappa of
all of the 14 predictive machine learning models mentioned in Table1. Landis and
Koch [19] proposed a method for describing the values of kappa metrics. According
to their system, a value of 0 indicates that the classifier is ineffective, 0.21–0.40
indicates fair, 0.41–0.60 indicates moderate, 0.61–0.80 indicates considerable, and
0.81–1 indicates practically flawless.

5 Exploring Correlations

Another purpose of this research was to find out the correlation between obesity,
anxiety, and depression during the COVID-19 pandemic.

So finally after the dataset was properly preprocessed, 3 categorical columns were
generated. They are anxiety, depression, and BMI classification. Anxiety contains
4 attributes: minimal, mild, moderate, and severe. Depression contains 3 attributes:
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normal, depression, and severe depression. Similarly, the BMI classification contains
5 attributes: underweight, normal, overweight, obesity I, obesity II, and higher than
40. Correlation tests among the three features (weight, anxiety, and depression) are
checked using the chi-square test [11, 22].

5.1 Obesity Versus Anxiety

For calculating the correlation between obesity level and anxiety level, the pivot table
is prepared from the dataset which is shown in Fig. 1, where all data are considered
as the observed values. The expected values are then computed and saved in another
pivot table using the observed data from Fig. 1.

χ̃2 =
n∑

k=1

(Ok − Ek)
2

Ek
(1)

The outcome is 100.95 after applying the chi-square test formula (1), where O is
the observed value and E is the expected value. The chi-square table yields a result
of 25.00 since the degree of freedom is

(m − 1) ∗ (n − 1) = (5 ∗ 3) = 15,

Fig. 1 Observed values of BMI level and anxiety level
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and the level of significance is 0.05. According to this step, obesity and anxiety levels
are correlated during the COVID-19 pandemic since 100.95 > 25.00 where 100.95
is the chi-square value (X2), gained from the formula (1) and 25.00 is the chi-square
value obtained from the chi-square table.

5.2 Obesity Versus Depression

For calculating the correlation between obesity level and depression level, the pivot
table is prepared from the dataset which is shown in Fig. 2, where all data are con-
sidered as the observed values. The expected values are then computed and saved in
another pivot table using the observed data from Fig. 2.

The outcome is 86.22 after applying the chi-square test formula (1), where O is
the observed value and E is the expected value. The chi-square table yields a result
of 18.31 since the degree of freedom is

(m − 1) ∗ (n − 1) = (5 ∗ 2) = 10,

and the level of significance is 0.05.
Similarly, obesity and depression levels are correlated during the COVID-19 pan-

demic since 86.22 > 18.31 where 86.22 is the chi-square value (X2), gained from
the formula (1), and 18.21 is the chi-square value obtained from the chi-square table.

Fig. 2 Observed values of BMI level and depression level
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6 Conclusion

Obesity is a disease that affects individuals all over the world, regardless of their
age, socioeconomic status, or cultural background. Since 1975, global obesity has
nearly quadrupled. In 2016, approximately 1.9 billion individuals aged 18 and above
were overweight. Over 650 million of these people were obese. Several methods and
solutions to identify or anticipate the sickness have been created to aid in the battle
against this disease.

In our work, we collected and preprocessed data during the COVID-19 pandemic
and assessed 14 different predictive classification models utilizing that data to reach
the highest precision rates in detecting obesity levels and the probability of becom-
ing overweight. In addition to identifying the optimal obesity detection model, we
investigated the relationship between overweight/obesity and mental health issues
(anxiety anddepression) amongBangladeshi individuals during the ongoingCOVID-
19 epidemic. Among the 14 classification models, we discovered that light gradient
boosting machine (LightGBM) is the highest predictive machine learning classifier
model. During the COVID-19 outbreak, we also observed links between morbidly
obese and mental health disorders (anxiety and depression).

There are a few limitations to this study. To begin, the dataset was acquired in
Bangladesh. In future, the information can be gathered frommany nations to produce
a generic dataset that can aid prediction models in predicting obesity and discovering
links between obesity andmental health issues regardless of country, region, weather,
gender, dietary habits, and so on. Another restriction is that we have only worked
with two types of mental health disorders: anxiety and depression. In future, we will
look at additional mental health illnesses that may be linked to obesity during the
COVID-19 pandemic.
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Deep Learning-Based Skin Disease
Detection Using Convolutional Neural
Networks (CNN)
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Abstract Skin disease is a common health condition of the human body that greatly
affects people’s life. Early and accurate disease diagnosis can help the patients in
applying timely treatment thus resulting in quick recovery. Recent developments
in deep learning-based convolutional neural networks (CNN) have significantly
improved the disease classification accuracy.Motivated from that, this study aimed to
diagnose two types of skin diseases—Eczema and Psoriasis using deep CNN archi-
tectures. Five different state-of-the art CNN architectures have been used and their
performance has been analyzed using 10 fold cross validation. A maximum valida-
tion accuracy of 97.1% has been achieved by Inception ResNet v2 architecture with
Adam optimizer. The performance matrices result imply that, the model performs
significantly well to diagnose skin diseases. Additionally, the study demonstrates two
approaches for the practical application of the implemented model. (i) Smartphone
oriented approach: It integrates the CNN models with the mobile application, (ii)
Web server oriented approach: It integrates the CNN model with a web server for
real-time skin disease classification.

Keywords Skin disease diagnosis · Dermatology · Psoriasis · Eczema · Deep
learning · CNN
1 Introduction

Skin is one of the most prominent and largest organs in the body which supports
survival and acts as a barrier against injuries, heat and any form of damage that can
be caused by Ultra Violate ray. Unfortunately, over 900 million people are affected
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by various types of skin diseases. Therefore, one of the most prevailing diseases in
the recent world is skin disease. There exists a variety of skin disorders that can be
trouble-free or hurting. Some have situational causes, i.e., environment pollution,
while others may be genetic, some skin conditions are trivial and others can be life-
threatening. Given the variety of disease incidence variables, proper identification
of skin diseases can be critical. Although the skin diseases are not always curable,
the treatments aim to reduce the symptoms. The unevenness, tone, presence of hair,
and other characteristics of skin make it difficult to examine and analyze the skin
disease properly. Skin cancer is one of the most common cancers today, yet it is also
avoidable in the majority of cases. Early and accurate diagnosis of skin diseases is
crucial for preventing the disease severity. Recent developments in deep learning-
based CNN models have significantly improved the classification process. Hence
in this study, we aim to diagnose two common types of skin diseases using deep
learning methods.

Atopic dermatitis (eczema), a very common skin condition in children, is a con-
dition that makes the skin red and itchy [1]. It is a chronic disease which may be
accompanied by asthma or hay fever and tends to flare periodically. Psoriasis, another
common skin disorder, which affects the outside of the elbows, knees or scalp, though
it can appear on any location [2]. Some people have expressed psoriasis to be itchy,
stinging along with burning sensation. Sometimes it is accompanied by other health
conditions, such as diabetes, heart disease, and depression. In this paper, we have
taken 2 common diseases into consideration, Psoriasis and Eczema to identify their
features and then perform classification.

2 Literature Review

The incidence of skin disease is growing in humans tremendously. Over the years
different researchers have proposed several machine leaning and deep learningmeth-
ods and models for detecting skin diseases. Abbadi et al. [3] proposed a system for
diagnosing Psoriasis based on the skin color and texture features derived from Gray
Level Co-occurrence Matrix (GLCM). Feed-forward neural networks has been used
to classify input images among the infected and non-infected Psoriasis. The work
by Połap et al. [4] proposed a sensor-based intelligent skin disease detection system
that can identify the skin diseases by simply analyzing the footage from camera.
Their proposed CNN architecture shows a promising result with admissible train-
ing accuracy of 82.4%. Considering the skin disease diagnosis process is costly and
time-consuming, an automatic eczema detection and severity measurement model is
proposed in [5]. Based on the image color and texture feature, the proposed system
can detect the infected areas of eczema. Support Vector Machine (SVM) classifier
is used to classify the identified regions as mild or severe. Similar to this, various
machine learning classifiers have been used for identifying chronic kidney disease
at [6]. The experimentwas performed on reduce chronic kidney disease datasetwhere
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Naive Bayes achieved the highest classification accuracy of 99.1%. The experiment
was conducted on reduced dataset with different numbers of attributes. Considering
multiple criterion, the dataset attributes were removed which eventually increased
the classification accuracy.

A cloud computing-based architecture has been proposed by Abdulbaki et al. [7].
In this paper, along with cloud computing, Back-propagation Neural Network
(BpNN) has been combined to diagnose the eczema. Janoria et al. [8] proposed
a transfer learning-based CNN architecture for identifying various skin cancer. They
used CNN for extracting the features from the images while machine learning clas-
sifiers has been used for diagnosing the diseases. The experimental analysis shows
that VGG-16 CNNmodel with the K-Nearest Neighbor algorithm achieved the high-
est accuracy of 99%. The work by Bhadula et al. [9] analyzed the performance of
different machine learning algorithms with Convolutional Neural Network (CNN).
The CNN model outperformed all of the other machine learning algorithms with a
training and testing accuracy of 99.1% and 96% respectively. The work by Shanthi
et al. [10] proposed a CNN architecture for automatic diagnosis of skin diseases.
The proposed model consists of 11 layers including multiple convolution, pooling,
activation layer, and softmax classifier. The experimental analysis shows that the
proposed model achieved an accuracy of around 99%. Similar types of CNN model
has been proposed for kidney disease [11], heart disease [12], rice plant disease [13],
Alzheimer’s disease [14] diagnosis.

3 Methodology

In this section, the details of the skin disease diagnosis process along with various
CNNmodels are discussed in appropriate subheadings. Figure1 illustrates the details
of the working procedure. The procedure starts with data collection followed by
categorization of the collected images. Then the images are resized and noisy data
are discarded. Image augmentation are performed for increasing the dataset. After
that, the features are extracted using CNN models and finally the classification is
performed.

3.1 Dataset Collection

Skin is one of the visible and largest organs which supports survival but sadly, there
are around 900 million people who are affected by different kinds of skin diseases.
Some skin conditions are trivial, and others can be life-threatening. In our work we
have considered two common types of skin diseases: Atopic dermatitis (Eczema) and
Psoriasis. The disease affected skin images has been collected from the resources as
follows:
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1. DermNet NZ [15]
2. University of IOWA Health Care [16]
3. Dermnet Skin Disease Atlas [15].

After collecting the images we have identified and discarded some noisy, low
contrast images from the dataset manually and finally formulated a dataset of 1000
disease affected skin images consisting of 490 Eczema images and 510 Psoriasis
images. We collected the sample skin disease images of different body parts, hence
we get a fully representative set of images for each of the disease classes. Sample
dataset images has been shown in Fig. 2.

Fig. 1 The working procedure of deep learning-based skin disease prediction model where firstly
the data is collected followed by categorizing the dataset. Various data pre-processing and cleaning
operations are performed and features are extracted using CNN architectures. Finally, the classifi-
cation is performed using the dense layer of CNN

Fig. 2 Sample images of our skin disease dataset, a Eczema, b Psoriasis
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Table 1 Total training and validation images after augmentation process

Disease type Before
augmentation

After
augmentation

Training data Validation data

Eczema 490 2940 2352 588

Psoriasis 510 3060 2448 612

Total 1000 6000 4800 1200

3.2 Data Augmentation

To reduce the over-fitting problem, data augmentation plays an important role that
enables practitioners to significantly increase the diversity of data available for train-
ingmodelswithout collectingnewdata.Data augmentation techniques such as bright-
ness enhancing by 20%, contrast enhancing by 10%, random rotation of 5 ◦C and
horizontal flipping has been used on our dataset for better interaction and considering
all possible variations. In this way, we generated 5 different augmented versions of
each sample images. Table1 shows the number of dataset images after the augmen-
tation process.

We have used 80–20 data split for training and validation data. Thus, we have
4800 training images and 1200 validation images. For testing purpose, we have used
400 skin disease images collected from the Internet. These testing images comprise
similar characteristics of the training images. The testing imageswere totally isolated
from the training and validation data for reducing any kind of predilection.

3.3 CNN Architectures

Convolutional Neural Network is supervised machine learning algorithms to spec-
ify image identification and classification, trained by using labeled data with their
respective classes. In our study, we have used 5 different CNN architectures selected
based on several criteria.

VGG-16 [17] architecture which is a very deep CNN model comprising 3× 3
filters throughout and consists of large parameter size. The model provided high
accuracy in imagenet dataset. The inception v3 [18] architecture is also deep CNN
architecture like the VGG-16 but using the inception module the parameter size is
reduced significantly yet it provides high accuracy. ResNet-50 [19] architecture has
residual connections within the model. The ResNet-50 architecture overcomes the
over-fitting problem using that residual connections. MobileNet v2 [20] architec-
ture uses depthwise separable convolutions which reduces the parameter size and
accelerates the classification process. This architecture provides substantially high
accuracy in imagenet dataset and particularly useful for integratingCNNmodelswith
mobile applications because of the small parameter size. Inception ResNet-v2 [21]
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architecture combines the inception module with the residual connections. This is a
improvement over the inception model which provides better accuracy in classify-
ing multiple classes. Therefore, we used our dataset on these architectures to check
how it performs under different criterion. We used fine tuning method for training
the architectures where we unfreezed the final dense layer of the CNN architectures
and freezed all other layer weights. Then we trained the dense layer using our skin
disease dataset and initialize random weights to the nodes. The networks adjusted
the weights accordingly with the help of optimizers.

3.4 Optimization Algorithms

Optimizers are algorithms used to change the weights and learning rates of CNN
architectures to improve the accuracy. In our study, we have used 2 different opti-
mizers namely Adam [22] and Rmsprop [23]. Adam (Adaptive Moment Estimation)
workswithmomentumof first and second order [22]. Adamcomputes adaptive learn-
ing rates for each parameter. Besides storing an exponentially decaying average past
gradients like Rmsprop, Adam also stores the average past gradients exponential.
The past decaying averages and past squared gradients Pt and Qt , respectively, are
defined in Eqs. 1 and 2.

Pt = β1Pt−1 + (1 − β1)gt (1)

Qt = β2Qt−1 + (1 − β1)g
2
t (2)

Here, Pt and Qt represents the estimated mean and uncentered variance of the gra-
dients, respectively. The Pt and Qt are biased toward zeros because of initial time
steps and small decaying rates. Hence the corrected bias is calculated as,

̂Pt = Pt
1 − β t

1

(3)

̂Qt = Qt

1 − β t
2

(4)

Finally, for updating the weights considering η step size, the weightWt is calculated
as,

Wt = Wt−1 − η
√

̂Qt + ε
P̂t (5)

The default values for β1, β2, ε are 0.9, 0.999 and 10−8 respectively. This way the
Adam optimizer updates the weight of the nodes considering average past gradients.

Rmsprop is another weight updating algorithm which uses a decaying average
of partial gradients in the adaptation of the step size for each parameter [23]. The
decaying average of partial gradients allows the algorithm to forget early gradients
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and focus on the most recently observed partial gradients during the progress of the
weight updating and helps to converge quickly. The average of the squared gradient
for each weight A(g2t ) is calculated as,

A(g2t ) = 0.9A(g2t−1) + 0.1 g2t (6)

For updating the weights considering η step size, the weight Vt+1 is calculated as,

Vt+1 = Vt − η
√

A(g2t ) + ε
gt (7)

The default values for η and ε are 0.001 and 10−8, respectively.

4 Results

4.1 Experimental Setup

The experimentwas conducted using amachine having a configuration of Intel core i7
processor, 16 GB Ram, Nvidia Gtx-1060 graphics. For performing the classification,
Keras framework with tensorflow back-end has been used to train the models in
colaboratory. The dataset has been divided into 80–20 split for train, validation,
respectively. A total of 400 images has been considered for testing the models.
10 fold cross validation with 100 epochs has been considered during the training
and validation process. RmsProp and Adam optimizer algorithm has been used for
updating the weights. Since our dataset consists of only 2 classes hence binary cross
entrophy loss function has been used. The hyper parameters used in our experiment
are as follows:

Input Image Size: 224× 224
Epoch: 100
learning rate: 0.001
Classification: Softmax
Momentum: 0.9
Optimizer: Adam, RmsProp

4.2 CNN Performance

First of all the input images are fed through the CNN architectures. Each of the CNN
model consists ofmultiple convolution and pooling layer. Each of these layers convert
the input images into feature vectors. The feature maps of eczema and psoriasis
sample images are shown in Fig. 3.
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Fine tuning method has been used for the classification process where we freezed
all of the layers of CNN architectures except the final dense layer. In the final dense
layer the weight has been updated using Adam and Rmsprop optimizer. The detailed
experimental result of various CNN architectures is shown in Table 2.

The result reported in Table 2 indicates that Adam and Rmsprop optimizer
both performed similarly in detecting the skin diseases. Adam achieved the high-
est training, validation, and testing accuracy. However, in overall scenario, Adam
and Rmsprop performed identically.

Figure4 demonstrates the bar graph of training, validation, and testing accuracy
of various CNN architectures. From the experimental analysis we observed that,
Inception ResNet v2 architecture with Adam optimizer achieved the highest train-
ing, validation, and testing accuracy. MobileNet v2 architecture also performed sig-

Fig. 3 Featuremaps generated from input skin disease image. Here a illustrates the original eczema
disease image followed by the feature maps generated by multiple convolution and pooling layer, b
illustrates the original psoriasis disease image followed by the feature maps generated by multiple
convolution and pooling layer

Table 2 Accuracy metrics of various CNN architectures using Adam and RmsProp optimizer

Architecture Training accuracy Validation
accuracy

Testing accuracy Parameter size
(millions)

Adam optimizer

VGG-16 98.7 95.8 93.5 134

Inception v3 97.7 91.3 85.6 23

Resnet-50 86.1 72.3 69.8 25

MobileNet v2 99.3 96.3 95.1 3.5
Inception
ResNet-v2

99.7 97.1 95.8 55

RmsProp optimizer

VGG-16 99.4 95.2 91.8 134

Inception v3 98.1 90.5 86.0 23

Resnet-50 87.5 75.8 70.1 25

MobileNet v2 99.2 95.7 94.0 3.5
Inception
ResNet-v2

99.3 96.5 94.3 55

Here bold font indicates best result
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Fig. 4 Accuracy graph of various CNN architectures. Here a represents the accuracy graph using
Adam optimizer, b represents the accuracy graph using RmsProp optimizer

Fig. 5 Inception ResNet v2 architecture performance with Adam optimizer. Here a represents the
confusion matrix on testing dataset, b represents the training and validation accuracy curve

nificantly well while having a smaller parameter size. VGG-16 and Inception v3
both achieved more than 90% training and validation accuracy. ResNet-50 architec-
ture showed over-fitting characteristics with both Adam and Rmsprop optimizer . It
achieved high accuracy during the training process, however failed in validation and
testing data. Since Inception ResNet v2 architecture with Adam optimizer achieved
the highest overall accuracy, the confusion matrix on testing dataset along with accu-
racy curve of training and validation data using Inception ResNet v2 architecture is
demonstrated in Fig. 5.

From Fig. 5a confusion matrix we can see that, Inception ResNet v2 architecture
correctly identified the test set with great precision. From Fig. 5b we can see the
training and validation curve where the accuracy curve gradually increased and there
is no sign of over-fitting characteristics. After 80 iteration the curve reached to an
optimum level. Considering the validation and testing accuracy, it is evident that
Inception ResNet v2 architecture correctly diagnosed the skin diseases.
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Table 3 Comparison of proposed model with existing work

Author Proposed method No. of Disease Performance

Abbadi [3] GLCM feature
extraction with feed
forward neural
network

1 (psoriasis) All samples are
detected correctly

Srivastava [5] Neural Network model
to identify eczema
using texture feature

1 (eczema) 90% accuracy on
testing dataset

Bhadula [9] Machine learning
classifiers based
approach

3 (acne, lichen planus,
sjs ten)

96% accuracy on
testing dataset

Shanthi [10] CNN based
classification approach

4 (Acne, Keratosis,
Eczema, Urticaria)

Accuracy:
98.6–99.04%

Proposed model Inception ResNet-v2
architecture combined
with Adam optimizer

2 (eczema, psoriasis) Training: 99.7%
Validation: 97.1%
Testing: 95.8%

4.3 Discussions

Several researchers have proposed various methodology for detecting different skin
diseases. A statistical comparison between various works along with our proposed
solution is shown in Table 3. Based on the results reported in Table 3, we can observe
that most of the works focused on feature and texture selection process because of
the fact that different skin disease comprise different shapes and colors. And most
of the CNN methods achieved a similar level accuracy.

From the experimental analysis on skin disease dataset, we have got the following
observations:

1. Rather than transfer learning method, fine tuning method can significantly
improve the accuracy of any CNN model on a particular dataset.

2. In terms of execution time, Adam optimizer performed faster than the Rmsprop
optimizer. Rmsprop optimizer took more time to perform the classification task.

3. Inception ResNet v2 architecture achieved the highest training, validation, and
testing accuracy with Adam optimizer.

4. MobileNet v2 architecture achieved similar accuracy of Inception ResNet v2
architecture with 15 times less number of parameters.

5. In terms of accuracy, Adam and Rmsprop optimizer both performed similarly.
Hence, both of the optimizer can be used for classification task.

6. ResNet-50 architecture showed over-fitting characteristics with both Adam and
Rmsprop optimizer.

7. A learning rate of 0.001 with momentum of 0.9 performs better in updating the
weights. However, learning rate of 0.01 and 0.0001 also performed similar.
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5 Practical Applications

Skin disease detection is a critical task and requires a series of pathological laboratory
tests for the proper diagnosis. Pathological laboratory tests take time to produce
findings, which prolongs the disease diagnosis procedure. As a result, we’ve put
together two practical applications for detecting skin diseases quickly and correctly.
The suggested framework can be effectively utilized in real-time diagnosing and
assessing the severity of the disease.

5.1 Smartphone Oriented Approach

Due to the exponential growth in their number and availability worldwide, mobile
devices are now one of the most widely used communication and data transfer equip-
ment. Nowadays, practically everyone has a mobile device, so it will be easy for the
user to scan the skin images and receive the results instantly. The CNN model can
be integrated with the mobile app to easily identify the skin diseases. The mobile
application framework is illustrated in Fig. 6.

To implement the application, firstly the CNNmodels are freezedwith theweights
updated by the optimizer. After that the freezed CNN model is integrated with the
android application. For mobile devices a lightweight model is more preferred, hence
MobileNet v2 architecture is more suitable for performing the classification task
within the application. When a user takes a picture with the mobile app, the image
is compared to the saved CNN model, and the results are presented to the user.

Fig. 6 Smartphone oriented framework for skin disease detection
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Fig. 7 Web server oriented framework for skin disease detection

5.2 Web Server Oriented Approach

Apart from mobile devices, websites are also used extensively by users because of
it’s heterogeneity and robustness. Compared to a mobile device, a web server has the
ability to store and handle far more complicated data. Hence, web-based skin disease
detection system can be a good solution for a quick and accurate disease diagnosis.
In mobile devices we can only use lightweight CNN models whereas in web-based
server we can use large CNN models, which in terms increase the efficacy of the
disease detection process. The proposed web server oriented skin disease detection
framework is shown in Fig. 7.

To implement the web server-based detection system, the pre-trained deep CNN
models should be saved in the web database. In the front end, users log on to the
website and uploads the skin disease images. The CNN model saved in the web
database is then compared to the uploaded images. Finally, the matching results are
displayed to the users. In this way the users can get the proper diagnosis instantly.

6 Conclusion

Disease recognition along with the help of computational assistance will assist medi-
cal science to prosper in a bigger dimension. In this paper,we proposed deep learning-
based skin disease detection methods using different CNN architectures to identify 2
common skin diseases named eczema and psoriasis. Fine tuning method was used to
train 5 different CNN architectures using Adam and Rmsprop optimizer. Among all



Deep Learning-Based Skin Disease Detection Using Convolutional Neural Networks … 563

CNNarchitectures, InceptionResNet v2 architecture outperformed all the otherCNN
architectures with a validation and testing accuracy of 97.1% and 95.8%, respec-
tively. Finally, two approaches for the practical application has been demonstrated,
(i) Smartphone oriented approach and (ii)Web server oriented approach. These prac-
tical application can be effectively utilized in real-time diagnosing and assessing the
severity of the skin diseases.
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Automated Detection of Diabetic Foot
Ulcer Using Convolutional Neural
Network

Pranta Protik, G M Atiqur Rahaman, and Sajib Saha

Abstract Diabetic foot ulcers (DFU) are one of the major health complications
for people with diabetes. It may cause limb amputation or lead to life-threatening
situations if not detected and treated properly at an early stage. A diabetic patient
has a 15–25% chance of developing DFU at a later stage in his or her life if proper
foot care is not taken. Because of these high-risk factors, patients with diabetes
need to have regular checkups and medications which cause a huge financial burden
on both the patients and their families. Hence, the necessity of a cost-effective,
re-mote, and fitting DFU diagnosis technique is imminent. This paper presents a
convolutional neural network (CNN)-based approach for the automated detection
of diabetic foot ulcers from the pictures of a patient’s feet. ResNet50 is used as
the backbone of the Faster R-CNN which performed better than the original Faster
R-CNN that uses VGG16. A total of 2000 images from the Diabetic Foot Ulcer
Grand Challenge 2020 (DFUC2020) dataset have been used for the experiment. The
proposed method obtained precision, recall, F1-score, and mean average precision
of 77.3%, 89.0%, 82.7%, and 71.3%, respectively, in DFU detection which is better
than results obtained by the original Faster R-CNN.

Keywords Diabetic foot ulcer · Object detection · Convolutional neural network ·
Deep learning · Faster R-CNN

1 Introduction

Diabetes mellitus (DM), also known as diabetes, is a serious health condition caused
by high blood sugar levels due to the insufficient production of insulin. It can lead
to several life-threatening conditions such as kidney failure, cardiovascular diseases,
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eye diseases [18, 19], and diabetic foot ulcers. Among these, DFU is a serious
health complication which in case of late detection and improper treatment may
lead to limb amputation. Every year, over one million patients with diabetes lose a
portion of their legs as a result of this condition [1]. Figure1 displays some example
images of DFU. The treatment of this disease is a global healthcare problem, and
the currently available clinical treatments require high diagnostic costs along with a
lengthy treatment process. The treatment procedures involve a thorough evaluation
of a patient’s medical history as well as careful examination of the wounds by a DFU
specialist. Sometimes, it may require some additional tests too like CT scans, X-ray,
etc. [9]. Although this type of treatment provides the patients with a powerful and
positive outcome, it consumes a lot of time andmoney and it has a big financial impact
on the patient’s family. The situation ismore awful in the case of developing countries
where the treatment charge may get up to 5.7 times the annual income [4]. In this
scenario, computer-aided systemsmay lead to a simple yet effective diagnosis system
for DFU. Recently, computer vision and image processing have been successfully
applied in several fields ofmedical applications. So, an expert computer-aided system
can expand the availability of automated DFU detection systems among people from
all backgrounds while also reducing the huge financial burden they face.

Modern convolutional neural network (CNN)-based object detector, viz. Faster
R-CNN [15], has been found to outperform other state-of-the-art systems in locating

Fig. 1 Sample images of diabetic foot ulcers
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the region of anomalies in medical images including DFU [3]. Therefore, we have
proposed an amended version of the Faster R-CNN in the context of automated DFU.
The proposed approach has been found to outperform the original Faster R-CNN
on the publicly available DFUC 2020 dataset, which is evident through improved
precision, recall, and F1-score.

2 Related Work

The number of diabetic patients is raising day by day, and as a result, the research
interest in DFU is also increasing. Several research communities are trying to build
an expert system that would assist the treatment procedure of DFU. Still, there are
not enough research studies found in this problem domain.

Liu et al. [14] and Saminathan et al. [20] used infrared thermal images to perform
automated detection of DFU. They used the temperature characteristic and asymme-
try analysis of those images to find out the ulcer area. The temperature distribution in
the photos of healthy foot is often symmetrical, but asymmetry is evident in diabetic
foot ulcers. Using this characteristic, they extracted features from several parts of
the foot and used a support vector machine to categorize the regions into normal
and ulcer. Although their work exhibited good results in detecting DFU, they also
suffered some drawbacks in case of deformed or amputated feet or if the positioning
of feet in images was different.

A mobile app titled MyFootCare was created by Brown et al. [2] in 2017 to help
diabetic patients self-monitor their foot condition. The app used the patient’s foot
images and performed segmentation on them to find out the affected areas. The app
was designed to inspire the patients to take a photo of the affected area using their
mobile phone so that the image can get analyzed and the patients would get visual
feedback on the healing process. However, the systemwas tested only on three people
so its impact on real-world cases is still unknown.

In 2017, an approach to segment diabetic foot ulcer lesions using fully convo-
lutional network (FCN) was proposed by Goyal et al. [12]. A dataset containing
705-foot images was introduced and used for the experiments. They presented a
two-tier transfer learning technique for segmenting the ulcer and surrounding skin.
From the experiment, they obtained a fairly high accuracy which demonstrates the
possibilities of FCNs in the case of diabetic foot ulcer segmentation.

Yap et al. [26] used some deep learning-based state-of-the-art algorithms to detect
diabetic foot ulcers from patients’ foot images. They used Faster R-CNN, YOLO,
EfficientDet, and cascade attention network and compared the outcomes of these
methods. Prior to the training of eachmethod, they used data augmentation in order to
increase the amount of training images. Their findings demonstrate that the efficiency
at which those state-of-the-art methods perform is inadequate for effective DFU
detection.
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3 Background

The Faster R-CNN [15] which is an evolution of the Fast R-CNN [8] is the most
widely used state-of-the-art object detection algorithm. The evolution between
the versions was in terms of reduced time, improved efficiency, and performance
improvement. The Faster R-CNN network consists of (a) a region proposal network
(RPN) which is a CNN that generates bounding boxes for possible objects in the
images; (b) a feature generation stage that uses a CNN to generate a feature map; (c)
a classification layer to predict the class of the object; and (d) a regression layer to
precisely localize the object. Both the region proposal network and the classification
layer share the convolutional layers. In Faster R-CNN, the region proposal network
is used to help the detection process by proposing some bounding boxes on possible
object locations. Later, the classification module uses the proposals to find out where
to look for an object and classifies them. Figure2 describes the whole Faster R-CNN
architecture. The Faster R-CNN is a high-powered and one of the best object detec-
tionmethods available. It achieved the highest accuracy in the PASCALVOC dataset
in 2007 and 2012 [5, 6]. Later, it served as the foundation for the winner models of
ImageNet detection and localization in ILSVRC 2015 and COCO detection in the
COCO 2015 competition [15]. It may perform slower than some recently developed
algorithms, but in terms of detection accuracy, it still outperforms the other methods.

4 Methodology

This section includes a detailed explanation of the DFU dataset as well as the imple-
mentation details of our proposed Faster R-CNN for DFU detection.

Input Image conv layers

feature map

RPN

roi pooling

softmax

regressor

proposals

anchor boxes

feature map

Fig. 2 Faster R-CNN architecture
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4.1 DFU Dataset

The images used for the detection of DFU are part of the Diabetic Foot Ulcer Grand
Challenge 2020 (DFUC2020) dataset [3, 9–11, 25]. The dataset was made by col-
lecting images of diabetic patients from the Lancashire Teaching Hospital (LTH).
Later, the ulcer areas on those images were marked as a rectangular box by the DFU
specialists [3] to be used as ground truth. The dataset contains 2000 training images,
200 validation images, and 2000 testing images. To increase the performance and
lower the computational costs of the deep learning algorithms, all the images were
downsized to 640 × 480 pixels. Figure3 depicts some sample images of the dataset.
The dataset was just recently made publicly available, and as a result, researches
based on it are rarely found.

4.2 Data Augmentation

Data augmentation is a popular strategy to increase the diversity of the available
training data without actually collecting any new data. It is a common practice to do
data augmentation prior to training deep convolutional neural network models [17].

Fig. 3 Examples of the DFUC2020 dataset
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In the context of the biomedical field, the process of collecting a large volume of
medical images is very costly and time consuming. Hence, in line with other works
in the literature, we performed horizontal flip, vertical flip, and rotations by 180◦ to
increase the volume of training images.

4.3 Enhancement of the Original Faster R-CNN

To enhance the performance, the original Faster R-CNN has been adapted to use
ResNet50 as its backbone network instead of VGG16. In 2014, Simonyan et al. [21]
first introduced the VGG16 network for large-scale image recognition in their study
titled “Very Deep Convolutional Networks for Large-Scale Image Recognition”.
This convolutional neural network includes 13 convolutional layers, fivemax pooling
layers, three fully connected layers, and a single softmax layer. In total, the VGGNet
consists of 138million parameters.However, this network takes a high amount of time
to train on image data. It is also a rather complex model with a high computational
cost. Furthermore, this model has an issue regarding the vanishing gradient problem.
The architecture of a VGG16 network is shown in Fig. 4.

The ResNet model was proposed by He et al. [13], and in 2014, it was awarded
in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC). The funda-
mental building element of ResNet is its residual block where each residual unit’s
(RU) input is combined with the unit’s output and used as an input to the following
RU. As a result, unlike VGG, ResNet is able to train deep neural layers without
compromising performance. The ResNet50 architecture is a ResNet variant with 50

conv1

input image

convolution + ReLU
max pooling
fully connected + ReLU

conv2

224 x 224 x 64

112 x 112 x 128

56 x 56 x 256
28 x 28 x 512

14 x 14 x 512
7 x 7 x 512

1 x 1 x 4096 1 x 1 x 1000

conv3
conv4

conv5
fc6 fc7 fc8

Fig. 4 Architecture of VGG16 network
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deep layers. Figure5 shows a simplified architecture of the ResNet50 model. The
reason behind choosing ResNet50 in our case is because according to Ren et al. [16]
it has been scientifically proved that when compared to some popular CNNs such
as VGG and Inception [23, 24, 27], the pre-trained ResNet50 performs significantly
better.

Now, Faster R-CNN makes use of a shared convolutional layer with the region
proposal network which greatly reduces the computational cost for region proposals.
In the original implementation, the value of proposed regions is set to 300, but it has
been proved by Fan et al. [7] that reducing this number can lead to improved precision
and response time. So, while training the model, instead of using the number 300
we changed the value to 100 ROIs. After careful analysis of the DFUC2020 dataset,
we found that in terms of the size and form of the ulcers, there is a wide range of
variance. Some of the lesions are too small that the standard anchors defined in the
original Faster R-CNN algorithm may not detect those cases. To address this issue,
we added a smaller scale of anchors to the original ones. So, in the training phase,
there was a total of 12 anchors used by the region proposal network. These anchors
covered a total size of 64 × 64, 128 × 128, 256 × 256, 512 × 512 along with the
aspect ratios 1:1, 1:2, and 2:1. Adding this extra scale helped the algorithm to detect
smaller ulcers as well as improve the detection accuracy [22].

4.4 Implementation and Training

Both the original and the enhanced version of Faster R-CNN have been implemented
while conducting the experiments. The standard version of Faster R-CNN was used
by Yap et al. [12] in their works. Our implementation of the methods was based on
the codebase provided in https://github.com/kbardool/keras-frcnn repository. Before
training the model, we prepared our dataset by splitting the 2000 training images of
the DFUC 2020 dataset into two parts: 1600 images for training and 400 images
for testing. As in the DFUC 2020 dataset, no ground truth has been provided for
the validation and testing images, and we only used the training images and divided
them into training and testing parts for our experiment. While training, Monte Carlo
cross-validation was applied and the training set was randomly divided into 85%
images for training and 15% images for validation. The model was trained for a total
of 100 epochs with a learning rate of 1 × 10−5 for the first 70 epochs and with a
learning rate of 1 × 10−6 for the remaining 30 epochs.

5 Experiment and Result

In this experiment, two different approaches were tested to detect diabetic foot ulcers
from a patient’s foot images. The aim was to find out the benefits of our adapted
version compared to the standard version of the detector. In both cases, the models

https://github.com/kbardool/keras-frcnn
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Table 1 Performance of the DFU detection methods on the DFU dataset

Methods TP FP Precision Recall F1-Score mAP

Original faster
R-CNN

240 104 0.698 0.811 0.750 0.678

Amended faster
R-CNN

282 83 0.773 0.890 0.827 0.710

were trained for 100 epochs. After training, the models were applied to the 400 test
images for DFU detection and comparison. The algorithms were implemented using
Python 3 and TensorFlow 2.0. The experiments were conducted on a computer that
has an Intel i5-4590@3.7GHz CPU, NVIDIAGeForce GTX 1050Ti 4GBGPU, and
8GB DDR4 RAM. Table1 summarizes the results obtained from the two methods
described above. It displays the number of true positives (TP), the number of false
positives (FP), precision, recall, F1-score, andmean average precision (mAP) of both
detectors.

The precision, recall, F1-score, and mAP can be calculated using the following
equations:

precision = TP

TP + FP
(1)

recall = TP

TP + FN
(2)

F1 = 2 × precision × recall

precision + recall
(3)

mAP = 1

N

k=N∑

k=1

APk (4)
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P R E C IS IO N R E C A LL F 1 - S C O R E M A P
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Amended Faster R-CNN Original Faster R-CNN

Fig. 6 Comparison of performance and precision–recall curves for different DFU detection
methods
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Here,

TP = total number of true positives.
FP = total number of false positives.
APk = average precision of class k.
N = number of classes.

FromTable1 and Fig. 6, it is clear that Faster R-CNNwith pre-trainedResNet50 as
its backbone CNN outperforms the pure Faster R-CNN in terms of performance. Our
proposed method obtained 7.5, 7.9, 7.7, and 3.5% improvement on original Faster
R-CNN in terms of precision, recall, F1-score, andmAP, respectively. Figure7 shows
some of the outputs of the proposed detection model.

Fig. 7 DFU detection results using amended faster R-CNN



Automated Detection of Diabetic Foot Ulcer Using Convolutional Neural Network 575

6 Conclusion

The advancement in deep learning has opened up new windows for medical image
analysis by allowing the detection of textural patterns in image data. For instance,
Faster R-CNNhas demonstrated remarkable performance in a range ofmedical appli-
cations. In this paper, we presented an enhanced version of Faster R-CNN for the
detection of DFU. To enhance the algorithm’s performance, we changed the back-
bone CNN of the original Faster R-CNN from VGG16 to ResNet50. We used data
augmentation and changed the number of ROIs and the anchor scales to obtain high
precision and increase the detection accuracy of small lesions.We experimented with
the DFUC2020 dataset which is a purposely built dataset for training and validation
of automated DFU detection method. The outcomes of our experiments demonstrate
that in terms of precision, recall, F1-score, and mean average precision, Faster R-
CNNwith some fine-tuned parameters and ResNet50 as its backbone performs better
than its standard state-of-the-art implementation.
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Vaccination from Social Media
Comments in Bangladesh
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Abstract Corona is a super virus that is storming the world, and COVID-19 has
already been recognized as one of the deadliest pandemics. Herd immunity is the
only solution to stop such epidemic, and a vaccine is the fastest means to reach there.
But we have to remember that, it is the vaccination, not the vaccine that can stop
the virus. To control the disease, government has to take proper campaign to educate
and make people aware about the necessity of taking the vaccine eradicating the
misinformation about it. There are different opinions and judgements present among
the general people. In our study, we have used social media comments from different
posts and news as data to predict users’ sentiment in the context of Bangladeshi
demographics. We have scrapped the comments from social media platforms and
analyzed their sentiments.We have usedKNN,Gaussian, andNaive Bayes classifiers
to check which one gives better result. From the study, we could find out that 38.81%
people showpositive, 27.44%people shownegative, and around 33.74%people show
neutral sentiment toward the vaccination. The Bangladeshi government has to take
proper steps to remove the fear of vaccine before implementing the mass vaccination
program as the number of people with positive sentiment is not very high.

Keywords COVID-19 · Vaccine · Social media comments · Bangladesh

1 Introduction

COVID-19 pandemic has shaken the world. Unthinkable has happened—the world
stood still, confining huge number of its population inside their homes. In March
2020, COVID-19was declared as a pandemic byWorldHealthOrganization (WHO),
and still now, it is storming the world. Though public health measures like wearing
mask,maintaining social distancing, etc., are somehoweffective in limiting the spread
of this virus, but ultimately, an effective vaccine is needed to stop such pandemic.
Because herd immunity is the final solution to pandemic and infectious diseases,
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and vaccination is the most effective public health measure against such diseases
[1]. Research shown that, in order to achieve some level of herd immunity, at least
60–80% of the population need to be vaccinated [2, 3]. Desperate efforts were under-
taken globally to develop COVID-19 vaccine with in short period of time, and now,
the vaccines are reality. But it is vaccination, not the vaccine that can prevent the
pandemic [3]. In order vaccine to be effective, a large portion of the population need
to come under the coverage of vaccination.

But bringing major segment of the population under vaccination coverage is not
an easy task. Public support for the vaccination is of paramount importance. WHO
has recognized vaccine hesitancy as one of the top ten health threats to global health
[4].Misinformation and anti-vaccinationmovement take people toward vaccine hesi-
tancy. Under such situation, it is extremely important to ascertain the sentiment of
the mass people toward COVID-19 vaccination which will indicate the willingness
to be vaccinated. Therefore, in order to design a successful COVID-19 vaccination
campaign, first, the government needs to have a clear idea about the sentiment and
attitude of the people toward COVID-19 vaccine.

Our study is focused on the analysis of Bangladeshi citizens’ perspectives on
COVID-19 vaccines by answering one simple questions—What is the attitude of
Bangladeshi citizens toward the COVID-19 vaccine?

Sentiment analysis or opinion mining task plays an important role on public
opinion and national security analysis [5] which is defined as the field of study
that analyzes people’s opinions, evaluations, attitudes, sentiments, appraisals, and
emotions toward entities such as services, products, individuals, organizations,
topics, events, issues, and their attributes [6]. In this study, an attempt has been made
to analyze the public sentiment of Bangladeshi people about COVID-19 vaccine from
social media comments. This may help the policy makers to design a successful mass
vaccination campaign. Here, social media comment has been chosen as the source
of data because of the growing popularity of social media as major public opinion
finder and its ability to reflect public sentiment [7].

The rest of the paper is structured as following: The related literature is discussed
in Sect. 2, the methodology of the study is given in Sect. 3, data collection process
is explained in Sect. 4, building sentiment analysis model is in Sect. 5, and finally,
the result analysis and discussion are in Sect. 6. Section 7 contains the conclusion of
the paper.

2 Related Literature

A good number of studies have been done to analyze the public sentiment and
opinion about COVID-19 vaccine from social media data in different countries.
Yousefinaghani et al. (2021) studied total 4,552,652 publicly available tweets that
were posted between January 2020 and January 2021 and found out that the posi-
tive sentiment about the COVID-19 vaccine was the most prevalent sentiment on
Twitter with higher engagement which is defined by number of retweets, likes,
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favorites, and replies [8]. They have also found out that the tweet accounts producing
anti-vaccine contents are mostly generated by the Twitter bots creating automatic
content, political activists, authors, and artists, and though, they generated a signif-
icant number of posts but with low engagement. Oppositely, pro-vaccine accounts
were the renowned individuals and organizations generating less umber of posts but
with higher engagement.

Puria et al. (2020) studied the vaccine content on social media and tried to iden-
tify how social media platforms are used for propagating vaccine hesitancy and
explore next steps to improve health literacy and foster public trust in vaccination by
using social media [9]. They suggested digital health strategies to get out of vaccine
misinformation on social media by leveraging social media platforms, promoting
information accuracy, targeting parents and youth, recruiting research participants
and structural change to social media networks where different social media compa-
nies agreed to through joint statement to combat misinformation about the virus. At
the same time, Oehler suggested that health agencies, major medical organizations,
and government Websites should be improved as they have given very low priority
on developing their presence in social media [10].

Piedrahita-Vald´es et al. (2021) used a hybrid approach which is a combination of
supervised machine learning (support vector machine) approach and lexicon-based
approach, to perform a sentiment analysis on 1,499,227 vaccine-related English and
Spanish tweets published within 1st June 2011 to 30th April 2019 in languages [11].
The study was not confined to a geographical locations, and they have found out that
sentiment polarity (positive, negative, or neutral) showed significant variations based
on the location, and positive tweets had higher engagement than that of negative
tweets. But the engagement of the tweet for vaccine (not a specific vaccine like
COVID-19) varies depending on data set [11].

Pristiyono et al. (2021) studied sentiment analysis of COVID-19 vaccine in
Indonesia using Na¨ıve Bayes algorithm on Twitter data with the keyword ‘COVID-
19’ [12]. They collected the twitter data during the second and third weeks of January
2021. Their analysis during that period of time showed 39% positive sentiment, 56%
negative sentiment, and 1% neutral sentiment. Negative sentiment about the COVID-
19 vaccine was the most prevalent in that period, and the probable cause identified
as the lack of trust about the safety of the vaccine.

Villavicencio et al. (2021) collected 11,974 tweets to analyze the sentiment about
COVID-19 vaccine in Philippines. They have used the Na¨ıve Bayes classification
algorithm with 81.77% accuracy. They have found that 83% of the tweets in the
Philippines were positive, 9% were neutral, and 8% were negative about COVID
vaccination [13].

Praveen et al. (2021) studied the attitude of Indian citizens toward COVID-19
vaccine [14]. They also have used the Twitter data. In their study, they have tried to
find out the answer of two questions. Firstly, they tried to find out how the general
perception of Indian citizens about the COVID-19 vaccine changes over different
months of COVID-19 crises. Secondly, to determine the major issues that concern
the general public regarding the COVID-19 vaccine. Their findings were that 47%
of Twitter posts about COVID-19 vaccine were with a neutral tone, 17% were in
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a negative tone, and 35% had positive sentiments regarding vaccine. Fear of health
and allergic reactions from the vaccine were the two most significant factors about
which the Indian citizens were concerned about regarding the COVID-19 vaccine.

Observational study has been done on Facebook and Twitter comments of USA
and UK general people to know about their opinion on COVID-19 vaccine [15].
Both the countries have positive sentiment as the most prevailing sentiment and their
findings were broadly correlated with the findings of the nation-wide surveys in
both countries. China is at the front in the world in COVID-19 pandemic. Yin et al.
(2021) tried to find out the determinants of COVID-19 vaccine acceptance in China
by studying Weibo messages about COVID-19 vaccines from January to October
2020 [16]. Their findings were that Chinese are more inclined toward positive side
of the vaccine and also proud of China’s involvement with vaccine development.

3 Methodology

The purpose of this study is to analyze the public sentiment of Bangladeshi people
toward the COVID-19 vaccine from social media comments. The outcome of this
study may assist policymakers in understanding the general perception about the
COVID-19 vaccine and help to decide the course of action that will bring, if not all
but the majority of the population under the coverage of the vaccination program.

It is clearly evident form the related literature review that most of the studies on
sentiment analysis used data from Twitter. It has been identified by Sinnenberg et al.
(2017) and Zhang et al. (2018) that majority of the qualitative and quantitative health
related research in social media are focused on Twitter. This is mostly because of the
ease with which public data can be extracted which are already in text form and the
size of the data [17, 18]. But in our study, we have discarded Twitter data since it is
not a popular social media platform in Bangladesh [19]. Only 2.26% of social media
users use Twitter where as 88.08% and 6.53% users use Facebook and YouTube,
respectively. Therefore, in our study, we have used comments from Facebook and
YouTube.

The comments of Youtube and Facebook, being the primary source of data,
were collected. These comments are then translated and scrutinized manually to
remove irrelevant and unintelligible comments. In order to clean the data, the
extracted comments were cleaned by removing background noise such as Html,
hashtags, stop words, and emogies. WordNetLemmatizer of Python, PorterStemmer,
and nltk.tokenize were used for data cleaning. These preprocessed data were then
applied to a text analysis program, named linguistic inquiry and word count (LIWC).
LIWC is a text analysis program capable of calculating the percentage of words in a
text that falls into one of over 70 categories.

Then SPSS (an IBM-made statistical analysis software package) was used for
statistical analysis. We have used Fishers-correlation to identify the most significant
features as per their relevance and importance. Basing on that, the most essential
20 features were selected. Finally, three famous algorithms were applied to build
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the model. The algorithms used are K-nearest neighbor, Gaussian, and Naive Bayes
algorithms. Output from these three algorithms is compared and analyzed.

4 Data Collection

Comments from social media have been used as data sources since public sentiment
is vividly reflected through it. News and posts on YouTube and Facebook on the
COVID-19 vaccine were explored.We searched only the news and posts which relate
to Bangladesh. The comments of such news and posts were scrapped at first. More
than 10,000 comments were collected. Some of these comments were in English,
somewere in Bengali, and someweremixed. At first, all these comments were sorted
one by one, and irrelevant duplicate comments were discarded. Only the comments
bearing the sentiments of general people like positive, negative, or neutral were
kept. After careful scrutiny, we finally kept 1793 comments and translated them
using google translate. Since google translations were not fully correct, all 1793
comments were rechecked to ensure the translation accuracy, and where necessary
the comments were re-translated for proper translation. Then, the comments were
labeled in three different categories as positive, negative, and neutral. It was done
separately by three individuals, and the majority voting was used for selecting the
final sentiment. Finally, the data set contained a total of 1793 data points.

5 Sentiment Analysis Building Models

In order to build the model, first the comments data set that contains total 1753
comments, were cleaned by removing background noise such as Html, hashtags, stop
words, and emogies.WordNetLemmatize, stopwords, PorterStemmer, nltk.tokenize,
and RegexpTokenizer were used for cleaning and preprocessing the comments data
set. At this stage, each comment is converted to an individual text file, which means
that total 1793 text files were created. These text files were then passed through a
text analysis application called linguistic inquiry and word count (LIWC). LIWC is a
tool that analyze the text data and categorize each word into 72 predefined categories
with associated score values. The results from LIWC were added to an excel files
along with the label of corresponding sentiment of each comment. The excel file
was analyzed by Statistical Package for the Social Sciences (SPSS), an IBM-made
statistical analysis software package. The comments were analyzed, and out of 72
LIWC output features, 63 features were kept as other features did not had any value
for our comments, hence were discarded. Then, Fishers-correlation was used for
selecting the features as per their relatedness and importance. Twenty features were
selected out of 63 for our model which were ‘pronoun’, ‘ipron’, ‘affect’, ‘posemo’,
‘bio’, ‘health’, ‘verb’, ‘present’, ‘ppron’, ‘you’, ‘percept’, ‘hear’, ‘relative’, ‘time’,
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‘we’, ‘auxverb’, ‘future’, ‘swear’, ‘anger’, ‘number’. We used three different clas-
sifiers, namely K-nearest neighbor, Gaussian, and Naive Bayes classifier so that we
can compare their results. We ran our models with 20 features as mentioned above
and with 10% data as testing data.

6 Results and Discussion

After the analysis, our result shows that 38.81% of Bangladeshi population possess
positive sentiment about COVID-19 vaccine, whereas 27.44% bears negative senti-
ment. 33.74% population are neutral about the COVID vaccine (Tables 1, 2, and
3).

We analyzed the social media comment data set with three different classifiers as
mentioned before. KNN, Gaussian, and Naive Bayes classifiers are used on testing
data set. The classifiers’ result comparison is as following.

From the above comparison, it is evident that overall, none of the classifier’s
accuracy is satisfactory. Out of three classifiers, Naive Bayes classifier performed
comparatively better with only 46% accuracy. Different values of precision, recall,
F1-score, and support for each label are given below.

For the analysis, the KNN classifier was used since it is a popularly used method
in machine learning and pattern recognition for its simplicity and efficacy. The Naive

Table 1 Sentiment of social media comments

Label Size Percentage (%)

Positive 696 38.81

Negative 492 27.44

Neutral 605 33.74

Table 2 Accuracy of different classification models

Classifier Accuracy

KNN 0.3833

Gaussian 0.4222

Naive Bayes 0.4611

Table 3 Performance of the classifiers

Label Precision Recall F1-score Support

Negative 0.36 0.43 0.39 47

Neutral 0.34 0.48 0.40 54

Positive 0.49 0.29 0.37 79
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Bayes classifier is also a probabilistic simple classifier commonly used as the baseline
in text classification. It is based on the assumption that all features are independent
of each other, given the category variable. We have also used Gaussian classifier in
our analysis, but a better result was achieved by Naive Bayes classifier.

Through content analysis and training/testing with different classifiers, this study
pins down the fact that their exists COVID-19 vaccine reluctance among the general
people of Bangladesh. Only 38.31% are positive about the vaccine and the rest either
negative or neutral. This should be a concern for the government and policymakers
in order to ensure a successful mass vaccination. Unless the government and the
authority can convince the majority of the population about the positive results that
the vaccine may bring, the objective of mass vaccination may not be achieved.

Concerns about safety, suspicions about the effectiveness and side effects, source
of the vaccine, overall lack of understanding regarding the COVID-19 vaccine, and
absence of messages from authoritative people were among the primary themes
that emerged for people being vaccine reluctant. Bangladeshi government needs
to take necessary steps to eradicate the misinformation about the vaccine before
implementing the process of mass vaccination.

The main limitation of this study was the small data set which may not reflect the
true picture of the general sentiment of the mass population of Bangladesh. Besides,
a big number of the people do not even use social media. In our study, we did not
consider the timeline with which public sentiment may change. Therefore, for future
work, such study may be conducted on time period basis. For example, month wise
so as to identify the change of public sentiment about COVID vaccine with respect
to time. Besides, other classifiers may also be explored for better result.

A word cloud is a collection, or cluster, of words depicted in different sizes. The
bigger and bolder the word appears, the more often it is mentioned within a given text
and the more important it is. Word clouds depicting the most commonly used word
stems in COVID-19 vaccine-related posts have been created for positive, negative,
and neutral sentiment which are given below.

7 Conclusion

It is needless to say that it is of paramount importance to return to the normal way
of life that has been taken away by coronavirus. Only the herd immunity can return
that normalcy, and the mass vaccination is the solution to reach faster herd immunity.
Now, we have the vaccine in our hand, but we must remember that it the vaccination,
not the vaccine that can stop this virus. Therefore, mass vaccination program is the
key to stop this pandemic.

For a successful vaccination campaign, the positive sentiment among the popu-
lation is the most important factor. Necessary steps are to be taken to remove the
misinformation about the COVID vaccine among the people so that their negative
or even neutral sentiment turns into positive one. An effective advertising campaign
needs to be adopted that will motivate and encourage the general public to take
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Fig. 1 Word cloud for
positive sentiment

Fig. 2 Word cloud for
negative sentiment

vaccines. This study may help the policymakers and government officials to under-
stand and design a successful mass vaccination program for Bangladesh (Figs. 1, 2
and 3).
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Fig. 3 Word cloud for
neutral sentiment
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Identification of Molecular Signatures
and Pathways of Nasopharyngeal
Carcinoma (NPC) Using Network-Based
Approach

Alama Jannat Akhi, Kawsar Ahmed, Md. Ahsan Habib, Bikash Kumar Paul,
Mohammad Rubbyat Akram, and Sujay Saha

Abstract Metabolism, gene regulation, and biological processes of the human body
happen in molecular pathways, and any disruption in the pathways may directly lead
to diseases. Molecular signatures can help get a closer look into cell biology and
the mechanisms of human diseases. Therefore, the aim of the research is to discover
molecular signatures and pathways which are active unusually in the NPC tissues
to outline a few of the essential pathogenesis involved. Thus, genome-wide expres-
sion profiling of the NPC tissue is analyzed to identify pathways and distinguish
them based on their functionality. Gene-disease association data is used to describe
how molecular pathways of nasopharynx cancer are linked to different diseases. By
analyzing the gene-disease associations, 392 genes are found out that are common
with NPC and other diseases. This study also finds out that neuronal disorders and
cancer diseases categories are closely associated with NPC. Protein–protein inter-
action (PPI) networks which are crucial for understanding cell physiology in both
normal and disease states are formed to identify the shared protein groups of vari-
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ous diseases. Overall, this study identifies biomarkers (e.g., hub proteins, TFs, and
miRNAs) that regulate gene expression and control important biological processes
and molecular pathways of NPC with other diseases. This study can assist further
studies to identify the NPC biomarkers and potential drug targets. Determination of
the right targets will be helpful for a combined therapeutic approach.

Keywords Nasopharyngeal carcinoma · Pathways · Molecular signature ·
Protein–protein interaction network (PPI) · Reporter transcription factors ·
Reporter microRNAs

1 Introduction

Nasopharyngeal carcinoma (NPC), known as nasopharynx cancer, is a rare tumor of
the head and neck area whose origin is the nasopharynx. NPC has a very complex
aetiology that is not fully understood yet. Although NPC is rare within most popula-
tions, it is one of the leading types of cancer in somewell-defined regions. In addition,
increasing evidence proves that polygenes and cellular pathways are involved in the
development and progression of NPC [1]. So far, the precise molecular mechanisms
underlying the development of nasopharyngeal cancer remain unknown, limiting the
potential for early detection and treatment of NPC. As a result, it is vital to explore
the molecular mechanisms of nasopharyngeal carcinoma progression and identify
new potential biomarkers to aid in early detection and curative treatment.

The 5-year survival rate of stages I and II NPC ranges from 72 to 90 percent.
However, the 5-year survival rate of stages III and IV NPC are 55% and 30%,
respectively, mostly due to a relatively high incidence of locoregional recurrence or
metastasis [2]. Moreover, NPC has a poor prognosis because of late presentation of
lesions, poor understanding of the molecular mechanisms, no suitable markers for
early detection, and poor response to available therapies [3].

This study aims to identify the common biomarkers and pathways for NPC and
other diseases. It might help in creating a combined cancer therapeutic approach in
future.

1.1 Resources and Procedures

A multi-step analysis strategy is used in this proposed study (as shown in Fig. 1).
The gene expression dataset from NCBI is statistically analyzed to identify differ-
entially expressed genes (DEGs). The DEGs and functional enrichment analyses are
considered to identify enriched pathways and biomarkers. Researches have already
revealed that NPC patients can be affected by other diseases and diseases that share
molecular pathways can be treated similarly. For this reason, DEGs of NPC and
disease-genes associations are analyzed. A PPI network is formed by considering
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Fig. 1 Block diagram for identification of molecular signatures and pathways of NPC

the common genes that are shared by NPC and other diseases. Hub proteins are
identified applying topological analysis via Network Analyst. Finally, the interme-
diate analysis results are combined with biomolecular networks to discover reporter
biomolecules (TFs and miRNA).

1.2 Dataset and the Statistical Methods

Gene expression data is collected for nasopharyngeal carcinoma (GSE53819) from
theNCBIGeneExpressionOmnibus (GEO) (http://www.ncbi.nlm.nih.gov/geo/) [4].
The data sets of patients of various sexes and ages are studied. Multiple rounds of
filtering, normalization, and statistical analysis are done to get DEGs. To find out
genes that are differentially expressed in patients, t-test is performed. For the t-tests,
an adjusted p-value <0.05 is chosen. The DISEASES database (https://diseases.
jensenlab.org) [5] is used to gather data on gene-disease associations for this work.

The DISEASES database link human genes to diseases and the database currently
hold more than 8 million associations that can be accessed via the web interface.
The associated data, that is used, comes from manually curated knowledge, and
the associations are causal. Curated knowledge associations are imported from the

http://www.ncbi.nlm.nih.gov/geo/
https://diseases.jensenlab.org
https://diseases.jensenlab.org
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MedlinePlus Genetics database formally known as a genetic home reference and
from UniProtKB/Swiss-Prot. Causal association imply that it’s almost certain that
variants in these genes are associated with a disease.

The paper is organized with following sections. In Sect. 2, the relevant analysis
and methodology is discussed to identify biomarkers and pathways. The results are
presented in Sect. 3 with necessary Tables and Figures. Finally, the paper concludes
in Sect. 4.

2 Identification of Molecular Signatures and Pathways

This section illustrates the identification process of biomarkers and pathways. It
describes the network construction and analyzation to select those biomarkers.
Enrichment analyzation of pathways is described at the end of this section.

2.1 Identification of Common Genes Between NPC
and Other Diseases

DEGs of NPC and the collected gene-disease association data is used to identity the
common genes between NPC and other diseases. When two diseases share at least
one commondysregulated gene, they are considered to be linked [6]. Evidence is used
from curated knowledge filter. Gene-disease associations aim to determine whether
gene g ∈ G is connected with disease d ∈ D, where G and D denote the specific
set of human genes and human diseases, respectively. If the sets of significant down
(Gy) and up (Gx) dysregulated genes associated with diseases y and x , respectively,
Then, the equation

n = N (Gy ∩ Gx)

represent the number of common dysregulated genes associated with both diseases
y and x . The co-occurrence indicates to the number of common genes between NPC
and other diseases.

Gene-disease association network (GDN) is constructed using identified common
genes between NPC and other diseases using Network Analyst. A Force-Directed
Graph is used in this GDN network.

2.2 Building the PPI Network and the Analyzation of PPI

PPI network that is essential to almost every process in a cell is constructed using
the identified common 392 DEGs of NPC from the STRING database. The network
is visualized and analyzed using Network Analyst, a web-based visualization soft-



Identification of Molecular Signatures and Pathways of Nasopharyngeal … 591

ware [7]. By applying topological analysis and considering the highest degree and
betweenness centrality, hub proteins are identified. The KEGG pathway enrichment
analyses of the PPI network are done using Network Analyst [7].

2.3 Identification of Biomolecular Features (i.e., reporter
TFs and Reporter MiRNAs)

To identify Biomolecular Features (miRNAs and TFs) that regulate genes at the
post-transcriptional and transcriptional level independently [8], TF target gene and
miRNA-target gene interactions data are obtained from the JASPAR database and
miRTarBase, respectively. These interaction networks are visualized and analyzed
using Network Analyst [7].

2.4 Enrichment Analysis of the Gene Sets

Utilizing the David bioinformatics resources (https://david-d.ncifcrf.gov/) [9], path-
way analysis is performed on the identified common DEGs to gain a better under-
standing of the molecular pathways of NPC. An adjusted p-value < 0.05 is chosen
as significant to get the enrichment result.

3 Results Evaluation

The following section has shown the number of identified DEGs of NPC and the
common DEGs between NPC and other diseases. The top selected hub proteins,
reporter TFs, and reporter miRNAs have also shown along with the most enriched
pathways.

3.1 Genomic Signature Genes

Comparing the NPC and the normal tissues, the gene expression profile of NPC
patients is analyzed using microarray data from the NCBI GEO (http://www.ncbi.
nlm.nih.gov/geo/query/acc.cgiacc=GSE53819) [10]. 18 nasopharyngeal carcinoma
primary tumors and 18 non-cancerous nasopharyngeal tissues are used to perform
genome-wide expressing profiling. In this analysis, 2029 differentially expressed
genes (choosing p <0.05, fold change >1.0 for up regulated genes and fold change
<−1.0 for down regulated genes)) are identified, where 717 genes are up regulated
and 1312 genes are down regulated significantly (Fig. 2).

https://david-d.ncifcrf.gov/
http://www.ncbi.nlm.nih.gov/geo/query/acc.cgiacc=GSE53819
http://www.ncbi.nlm.nih.gov/geo/query/acc.cgiacc=GSE53819
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Fig. 2 vplot for up and
down regulated gene

3.2 Gene-Disease Association Network Analysis

392 genes are identified as common genes between NPC and other diseases. Among
those 392 genes, 160 genes are up regulated and 232 genes are down regulated.
The gene-disease association network (GDN) is constructed via Network Analyst
using the identified common DEGs (Fig. 3a). The list of disorders/diseases, disease
genes, and associations between them are collected from the DISEASES database
[5]. Using Gene Mala Cards and based on International disease classification, each
dysfunction was classified into one of 19 disorder categories [11]. We found that 392
genes of NPC are associated with various diseases. The number of interconnected
genes between NPC and other diseases implies that neuronal (113 genes), cancer (53
genes), respiratory (31 genes), immune system (36 genes), eye (27 genes) diseases
categories are strongly associated with the NPC. Our findings point out that some
genes are shared bymultiple diseases. TheATMgene, for example, is shared byNPC,
neuronal, andmultiple conditions. As amatter of fact, neuronal andmultiple diseases
are linked by the ATM gene. GJA1 is a gene that is observed in NPC, cardiovascular,
bone, skin, eye, and other conditions. Because of the major number of genes shared
by NPC and neuronal diseases, the neuronal disease class is the most significantly
related to the NPC.

3.3 Hub Proteins and Biological Markers

The PPI network is built around the common 392 DEGs in NPC and other diseases
that are considered important (Fig. 3b). The topological analysis has revealed ten
hub genes following: JUN, LCK, STAT1, YES1, CCND1, CDC6, ATM, CDKN1A,



Identification of Molecular Signatures and Pathways of Nasopharyngeal … 593

Fig. 3 a Gene-disease association network(GDN) using 392 common genes associated ith NPC
and other diseases and b The PPI Network with 1543 nodes and 2575 edges using the 392 common
genes associated with NPC and other diseases

Fig. 4 a Interaction network between transcription factor and common 392 genes with 1176 nodes
and 5289 edges and b the interaction network between microRNA and common 392 genes with
481 nodes and 3224 edges

PIK3CD, MCM4 (Table1). The TFs–genes interaction network (Fig. 4a), using the
topological analysis, has showed various potentially important TFs. The top ten
TFs with the highest degree and betweenness centrality are as follows: FOXC1,
GATA2, YY1, E2F1, NFKB1, FOXL1, NFIC, USF2, SRF, POU2F2 (Table1). The
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Table 1 Summary of molecular signatures (hub proteins, TFs, and miRNAs) in NPC

Symbol Degree Betweenness Features

JUN 129 241,506.57 Hub protein

LCK 108 163,147.48 Hub protein

STAT1 84 151,583.26 Hub protein

YES1 74 74,761.12 Hub protein

CCND1 70 88,323.98 Hub protein

CDC6 68 55,018.35 Hub protein

ATM 67 82,840.54 Hub protein

CDKN1A 65 76,153.75 Hub protein

PIK3CD 59 86,344.38 Hub protein

MCM4 46 32,136.73 Hub protein

FOXC1 219 22,227.34 Reporter TF

GATA2 181 15,701.46 Reporter TF

YY1 119 5577.33 Reporter TF

FOXL1 103 4869.87 Reporter TF

E2F1 102 5746.86 Reporter TF

NFIC 96 5155.19 Reporter TF

NFKB1 88 3751.72 Reporter TF

USF2 83 3056.49 Reporter TF

SRF 76 2499.53 Reporter TF

POU2F2 74 2240.51 Reporter TF

hsa-mir-335-5p 73 50,592.34 Reporter miRNA

hsa-mir-124-3p 43 23,217.9 Reporter miRNA

hsa-mir-26b-5p 41 16,255.8 Reporter miRNA

hsa-mir-16-5p 36 13,732.51 Reporter miRNA

hsa-mir-92a-3p 32 14,765.6 Reporter miRNA

hsa-mir-192-5p 27 6753.24 Reporter miRNA

hsa-mir-1-3p 26 8263.02 Reporter miRNA

hsa-mir-215-5p 25 5953.81 Reporter miRNA

hsa-mir-6499-3p 25 5921.13 Reporter miRNA

hsa-mir-17-5p 24 7069.62 Reporter miRNA

miRNA–genes interaction network (Fig. 4b) using the topological analysis is built. By
considering the highest degree and betweenness, the top tenmiRNAs are chosen, and
they are as follows: hsa-mir-335-5p, hsa-mir-124-3p, hsa-mir-26b-5p, hsa-mir-16-
5p, hsa-mir-92a-3p, hsa-mir-192-5p, hsa-mir-1-3p, hsa-mir-215-5p, hsa-mir-6499-
3p, hsa-mir-17-5p (Table1).
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3.4 Enrichment Analysation of Pathways

Ten significant KEGG pathways (Table2) are selected using identified 392 NPC
genes that are also related to other diseases.

The pathway enrichment analysis of TF–genes interaction network has shown
ten significant enriched pathways including: Pathways in cancer, Proteoglycans in
cancer, Focal adhesion, Breast cancer, Hepatitis B, ErbB signaling pathway, PI3K-
Akt signaling pathway, AGE-RAGE signaling pathway in diabetic complications,
Cell cycle, Wnt signaling pathway (Table3).

Pathway enrichment analysis of the miRNA–genes interaction network has high-
lighted the following pathways: ECM–receptor interaction, AGE-RAGE signaling
pathway in diabetic complications, pathways in cancer, protein digestion and absorp-
tion, focal adhesion, small cell lung cancer, amoebiasis, transcriptionalmisregulation
in cancer, osteoclast differentiation, primary immunodeficiency (Table 4).

3.5 Discussions

In this study, interactions of NPC with other diseases are analyzed and visualized
focusing on the associations of genomics, and molecular signaling pathways. These
identified common genes may be candidate disease biomarkers and may also serve
as potential therapeutic targets. Significant genes that have the potentiality to verify
risk factors for NPC are also identified.

These associations are discovered based on the number of genes they have in com-
mon. In the category of cancer, it is found that three genes (XRCC2, ATM, BRIP1)
are common with breast cancer, five genes (SRD5A2, MSMB, EPHB2, HOXB13,
MSR1) are common with prostate cancer, four genes (DLEC1, RET, DDR2, ALK)
are commonwith lungs cancer, and three genes (ATM,CDKN1A, FAT1) are common
with urinary bladder cancer.

In the category of neuronal disorder, it is found that three genes (CLU, RAL-
GPS2, UNC5C) associated with Alzheimer’s disease, five genes (LAMB1, TMTC3,
B3GALNT2, CEP85L, APC2) with Lissencephaly and five genes (C1orf194, GJB1,
SCO2, HSPB8, PDXK) with Charcot–Marie–Tooth disease.

The present study found 392 commonDEGs from the analysis. Based on the com-
bined analysis of genomic and biomolecular network analysis, critical biomolecules
are revealed (hub proteins, TFs, and miRNAs) that may indicate an association
between NPC and and other diseases.

One common pathway identified in this study is PI3K-Akt signaling pathway (as
given in Tables2 and 3). One study found that PI3K-Akt signaling pathway has a
significant impact on lung cancer [12] and thyroid cancer is actively connected with
it [13]. From some previous studies, it was found that dysregulation of this pathway
was identified in various cancers including colorectal cancer, breast cancer, and
hematologic malignancies [14, 15]. Another common pathways identified are ECM-
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Table 2 Pathways involved with the common genes between NPC and other diseases

KEGG IDs Pathways Genes involved Fold
enrichment

p-value

hsa04512 ECM–receptor
interaction

TNXB, LAMB3, LAMB2, LAMA1,
COL11A1, FN1, LAMB1, LAMC2,
GP1BA, THBS2, COL1A1, COL5A1,
COL4A1, COL4A3, COL4A5, SDC1,
ITGA7, AGRN

6.875562219 5.05E−10

hsa05200 Pathways in cancer RET, CDKN1A, EPAS1, LAMA1,
PIK3CD, LAMC2, EDNRB, MECOM,
CCND1, PLCG2, WNT4, RUNX1T1,
APC2, JUN, LAMB3, JUP, FZD4,
LAMB2, STAT1, ZBTB16, FZD6,
WNT5A, FN1, LAMB1, TGFBR2,
RUNX1, VEGFA, MAPK10, KITLG,
COL4A1, COL4A3, COL4A5, FGF12

2.790463547 1.64E−07

hsa04510 Focal adhesion JUN, TNXB, LAMB3, LAMB2,
LAMA1, COL11A1, FN1, PIK3CD,
LAMB1, LAMC2, THBS2, VEGFA,
MAPK10, COL1A1, COL5A1,
CCND1, COL4A1, COL4A3,
COL4A5, ITGA7

3.22639651 1.13E−05

hsa05146 Amoebiasis LAMB3, LAMB2, LAMA1,
COL11A1, FN1, PIK3CD, LAMB1,
LAMC2, COL1A1, IFNG, COL5A1,
COL4A1, COL4A3, COL4A5

4.389116762 1.46E−05

hsa04974 Protein digestion
and absorption

COL17A1, COL1A1, COL5A1,
COL4A1, COL11A1, COL7A1,
COL4A3, COL12A1, COL10A1,
COL4A5, ATP1A2, KCNN4

4.531620553 5.64E−05

hsa04151 PI3K-Akt signaling
pathway

CDKN1A, TNXB, LAMA1,
COL11A1, PIK3CD, LAMC2, THBS2,
TCL1A, CCND1, CD19, MYB,
LAMB3, LAMB2, FN1, LAMB1,
VEGFA, COL1A1, KITLG, COL5A1,
COL4A1, COL4A3, COL4A5, ITGA7,
TEK, FGF12

2.40810754 8.99E−05

hsa05202 Transcriptional
misregulation in
cancer

CDKN1A, MEF2C, JUP, ZBTB16,
LMO2, HMGA2, PAX5, FLI1,
TGFBR2, RUNX1, LYL1, TSPAN7,
ATM, ERG, PROM1, RUNX1T1

3.183893083 1.32E−04

hsa05222 Small cell lung
cancer

CCND1, LAMB3, COL4A1, LAMB2,
LAMA1, COL4A3, FN1, COL4A5,
PIK3CD, LAMB1, LAMC2

4.30059676 2.06E−04

hsa05340 Primary
immunodeficiency

ZAP70, CD40LG, TNFRSF13B, LCK,
CD19, BTK, TNFRSF13C

6.841858483 4.47E−04

hsa04380 Osteoclast
differentiation

JUN, NCF1, STAT1, PIK3CD,
TREM2, TGFBR2, MAPK10, IL1A,
IFNG, LCK, BTK, PLCG2, TNFSF11

3.297820555 5.23E−04



Identification of Molecular Signatures and Pathways of Nasopharyngeal … 597

Table 3 10 Top-ranked KEGG pathways involved in TFs–genes interaction network

Pathway Total Expected Hits p-value

Pathways in cancer 530 82.3 285 1.15E−101

Proteoglycans in cancer 201 31.2 140 1.04E−68

Focal adhesion 199 30.9 125 2.12E−53

Breast cancer 147 22.8 103 7.64E−51

Hepatitis B 163 25.3 108 1.60E−49

ErbB signaling pathway 85 13.2 74 7.35E−49

PI3K-Akt signaling pathway 354 55 168 4.14E−48

AGE-RAGE signaling
pathway in diabetic
complications

100 15.5 78 2.11E−44

Cell cycle 124 19.2 88 3.22E−44

Wnt signaling pathway 158 24.5 100 3.70E−43

Table 4 10 Top-ranked KEGG pathways involved in the miRNAs–genes interaction network

Pathway Total Expected Hits p-value

ECM–receptor interaction 82 2.16 16 2.73E−10

AGE-RAGE signaling pathway
in diabetic complications

100 2.64 14 3.01E−07

Pathways in cancer 530 14 34 9.44E−07

Protein digestion and absorption 90 2.37 12 3.68E−06

Focal adhesion 199 5.25 18 4.55E−06

Small cell lung cancer 93 2.45 12 5.22E−06

Amoebiasis 96 2.53 12 7.30E−06

Transcriptional misregulation in cancer 186 4.9 17 7.36E−06

Osteoclast differentiation 128 3.37 13 2.99E−05

Primary immunodeficiency 37 0.976 7 4.20E−05

receptor interactions (as given in Tables2 and 4). According to previous studies,
ECM–receptor interactions are involved in cell adhesion [16].

Constructing and analyzing the PPI network are vital to understanding cell physi-
ology in various states like normal and disease states. The hub proteinATM identified
in this study shows, with the recent explosion in genomic data, ATM alterations have
been revealed both in the germline as a predisposing factor for cancer and as somatic
changes in tumors themselves [17].An analysis of clinical samples showed thatYES1
gene amplification existed not only in esophageal cancer but also in lung, head and
neck, bladder, and other cancers, indicating that YES1 would be an attractive target
for a cancer drug [18].

Transcription factors (TFs) andmicroRNAs are responsible for controlling impor-
tant biological processes and regulating gene expression independently. Therefore,
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changes in these molecules have a great potentiality to provide crucial information
on the dysregulation of gene expression. One of the identified TFs of this study
FOXC1 plays a critical role in tumor development and metastasis. Clinical studies
have demonstrated that elevated FOXC1 expression is associated with poor progno-
sis in many cancer subtypes [19]. YY1 has been shown to be overexpressed in many
cancers including lung cancer, breast cancer, ovarian cancer, colon cancer, prostate
cancer, brain cancer, cervical cancer, osteosarcoma, gastric cancer, acute myeloid
leukemia, B-cell, and follicular lymphoma [20, 21]. POU2F2 is highly expressed in
lung cancer cells and the involved in lung cancer progression [22]. GATA2 is closely
associated with NPC [23].

Among the miRNAs identified from this study, mir-335-5p and hsa-mir-124-3p
have been found associated with NPC [24]. miR-192-5p contributes to targeting
SEMA3A in hepatocellular carcinoma cell, and this may be used as a target in
targeted therapy and a marker for cancer behavior and prognosis [25].

4 Conclusions

Thepresent study provides possible novel links of association betweenNPCandother
diseases to assist the early diagnosis. This study has revealed potential biomarkers to
help researchers better understand the pathogenic features and pathways of NPC. It
may lead to ultimate advancement for a combined therapeutic approach and potential
drug targets discoveries. The identified biomolecules presented in this study deserve
experimental studies to clarify the biological roles in an association of NPC and other
diseases.
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Abstract Health monitoring systems in hospitals, clinics, and many other health
centers have experienced a significant amount of growth in the recent times. In
this current pandemic situation, a lot of people are suffering from COVID-19, lungs
disease, chronic disease, and various kinds of common flu, etc. The health of COVID
and other common flu affected people as well as elderly people needs continuous
and regular monitoring in order to avoid any disastrous situation. It is quite difficult
task for health professionals or the patients to be present in person for continuous
health monitoring. In this paper, we designed and implemented an IoT-based smart
healthmonitoring system for patients, especially, the elderly, COVID-affected people
and patients with chronic diseases. This healthcare monitoring system monitors the
body temperature, blood oxygen levels, heart rate, and electrocardiogram (ECG) and
uploads the real-time data to an open source Mosquitto (MQTT) server via Wi-Fi
or a GSM modem for remote monitoring which can be accessed via a website or
a mobile application. This low-cost and efficient device will help both the patient
and the health professional in monitoring and diagnose of various kinds of health
problems. An emergency alert system has been implemented into the system which
will send text message alert to the health expert and the patient itself in case of
abnormality in health data. Furthermore, health data analyzing system will help the
medical professional in determining the critical patients who need special attention.

Keywords Internet of Things · Health monitoring · ECG · Temperature

1 Introduction

In Bangladesh, both in rural and urban areas, people are always at high risk of
contracting various kinds of flu and viruses. In general sense, patients generally
consult a doctor formedical checkupwhere various body health parameters are deter-
mined and monitored in order to diagnose the disease. But due to current ongoing

A. A. Mamun (B) · Md. N. Alam · Z. Hasan · A. N. Das
Bangladesh Army International University of Science and Technology, Cumilla Cantonment,
Cumilla, Bangladesh
e-mail: mamun@cer.uiu.ac.bd

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Md. S. Hossain et al. (eds.), The Fourth Industrial Revolution and Beyond, Lecture Notes
in Electrical Engineering 980, https://doi.org/10.1007/978-981-19-8032-9_43

601

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-8032-9_43&domain=pdf
mailto:mamun@cer.uiu.ac.bd
https://doi.org/10.1007/978-981-19-8032-9_43


602 A. A. Mamun et al.

pandemic, over-crowded hospitals, shortage of medical staff, poor economic struc-
ture, and inadequate transport facilities, it has become quite a tough task for patients
and doctors for conducting regularmedical checkup or continuous healthmonitoring.
Moreover, people living in the rural areas have less access to the medical needs and
necessities.

Agreeing to the most recent WHO information distributed in 2018 Coronary
Heart Infection deaths in Bangladesh come to 118,287 or 15.23% of total deaths.
The age-adjusted Passing Rate is 109.32 per 100,000 of population which posi-
tions Bangladesh at 115 within the world [1]. Besides, Lung Illness related deaths
in Bangladesh are close to 64,762 or 8.34% of total deaths occured in 2021 [2].
The main reason behind this high rate of death is daily usage of tobacco, alcohol
consumption, over stress, no physical activity, etc. Any person who is affected by
chronic diseases and lung illness must have to lead his life properly at most care and
should be monitored by a doctor continuously. People who has contracted COVID
or dengue also need their body temperature and oxygen levels in blood to be moni-
tored continuously. The elderly people needs their heart rate and heart condition to
be monitored regularly. The most common parameters that needs to be determined
before diagnosing the sickness are heart rate, body temperature, amount of oxygen
in blood (%SpO2), electrocardiogram (ECG), etc. The approximate heart rate for
adult human is 70–85 beats per minute [3]. The body temperature for a typical adult
is around 98.6 °F or 37 °C [4]. In case of blood oxygen levels, the normal oxygen
(SpO2) level is around 95–100% [5].

It is very difficult for hospital staff tomonitor these important parameters formany
patient’s health simultaneously. During an emergency, the situation might get worse,
where monitoring the critical patient 24/7 is must to reduce life threatening risk. That
is why this paper indicates a monitoring systemwhere doctor doesn’t need individual
thermometer, oximeter ECG machine, etc., to monitor a patient’s health parameters.
It is possible to easily monitor many patients at a time by using the proposed method
where various body parameter sensing devices are integrated with Internet of Things
(IoT). This monitoring system includes an emergency alert system where if any
of the parameters of any patient reaches the critical rate determined by the health
professionals, an alert text message will be sent to the patient and the corresponding
doctor. The health data of patients with chronic disorders such as respiratory diseases
cardiovascular diseases, diabetes or patients affected with dengue, COVID, etc., can
be stored into the database which can be further examined in order to determine the
critical patients. It is a very fast, accurate, and a low-cost system which will aid both
the doctors and the patients.

2 Related Works

We analyzed the research objectives and outcomes as well as the drawbacks and
limitations of the researches done previously. The summary of the review is given in
Table 1.
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Table 1 Limitations and drawbacks of previous related works

References # Proposed Limitations

Akash et al. [6] IoT-Based Real-Time Health
Monitoring System

In this system, various sensors were
merged, and the output is showed on
an OLED display. The drawback of
the system is that the health
parameter values have high output
error%. Some of which exceeds the
permissible value by the experts.
Moreover, the system does not
include data storage system and
emergency text alert scheme

Islam et al. [7] Development of Smart Healthcare
Monitoring System in IoT
Environment

The proposed system includes many
sensors to determine the health but
only body temperature and heart rate
are the only parameters useful for
real-time health care assessment. The
developed system focuses more on
the environmental aspect rather than
health parameters. It does not include
storage or emergency alert system

Ruman et al. [8] IoT-Based Emergency Health
Monitoring System

The proposed health monitoring
system uses Arduino and sensors to
determine health parameters. Data
accuracy, limited usage of sensors
and cost is the main drawback of the
device. Also, it lacks emergency alert
system in case of emergency

Reddy et al. [9] Health Monitoring System Based
on IoT

This system also lacks some of the
important features such as data health
storage and assessment mechanism,
ECG monitoring, etc.

Hidayah et al. [10] Wireless Smart Health Monitoring
System Via Mobile Phone

Here, a wireless health monitoring
system was developed focusing on
mobile app. This paper has introduced
an emergency notification mechanism
for patients but limited to only body
temperature and heart rate sensor

Yeri et al. [11] IoT-Based Real-Time Health
Monitoring

A complete system was developed,
includes website and mobile app for
monitoring and emergency text alert
system. Fails to incorporate health
data storage system for future and
further assessment of patient’s health

(continued)
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Table 1 (continued)

References # Proposed Limitations

Valsalan et al. [12] IoT-Based Health Monitoring
System

This study includes an algorithm for
determining critical patients and
sends emergency notification. The
limitation of this study is that it not
only lacks important health
parameters such as Blood oxygen
level (SpO2) and ECG but also fails
to present a web application for
real-time monitoring as well as a
proper database system for future
analysis

In our proposed system, we have designed a health monitoring device that is able
to mitigate most of the limitations and drawbacks shown in previous researches.

3 Proposed Design

Monitoring of vital health parameters of the elderly people, COVID, dengue, and
chronic disease affected people is very important. In traditional system, the healthcare
professionals collect vital data from the patientsmanually. This smart system includes
hardware to collect vital health data from the body of a patient. The software is used
to process the collected data and publish it for remote monitoring and diagnosis. The
main components of the system are described below.

3.1 Main Components of the Proposed System

MainProcessingUnit. Themain processing unit (MPU) used in our system is ESP32
which is an Xtensa Dual Core 32-bit processor, can be seen in Fig. 1a. It is a very
popular IoT device. It is low-cost, high-performance, low-power microcontroller
with built-inWi-Fi, Bluetooth. Arduino Integrated Development Environment (IDE)
is used to program this device [9, 13].

ECGSensor. The ECG sensor model used in this proposed system is AD8232which
can be seen in Fig. 1b. It is a low-cost module that measures the electrical activities
generated by the heart. It collects the data of electrocardiogram from the heart of the
patient using a set of electrodes. The AD8232 module includes an op amp to aid in
the easy acquisition of a clean signal from the PR and QT Intervals [14].
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Fig. 1 ESP32 as main processor (a), ECG sensor (AD8232) (b), and MAX30102 Pulse Oximeter
Sensor (c)

Pulse Oximeter Sensor. This sensor is used to measure the oxygen blood levels or
SpO2 as well as the heart rate of the patient. The pulse oximeter model that we have
used in our system isMAX30102 (Fig. 1c). Theway this device operates is it analyzes
absorbed or reflected light from red oxygenated hemoglobin or blue deoxygenated
hemoglobin in the pulmonary circulation to determine a patient’s blood oxygen level
[15, 16].

Body Temperature Sensor. One of the most common ways to determine if a person
is sick or not is by observing the body temperature. The body temperature sensor
we have used in our system can be seen in Fig. 2a, which is DS18B20 waterproof
sensor. This 1-wire temperature monitoring sensor is very useful to determine the
temperature of a certain thing from a distance. The patients can use this device to
measure the body temperature by putting the sensing probe under the arm [17].

GSM/GPRS Module. In case of no Wi-Fi service, GSM module is used for alter-
native way to connect to the Internet. Another important purpose of using the GSM
module is to send emergency alert to the doctor and the patient in case the health data
reaches a threshold pre-determined by the health professional. In our system,we have
used SIM800l GSM/GPRS module (Fig. 2b) for the above-mentioned purposes. It is
a miniature cellular module capable of sending and receiving text messages. Quad
band frequency support makes this module capable of long-range connections [18].

Fig. 2 DS18B20 temperature sensor (a) and SIM800L GSM module (b)
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UBIDOTS. Ubidots is an IoT Application Enablement Platform (AEP) enabling
System Integrators (SIs) to rapidly assemble and launch IoT applications. This is
an open source IoT platform where we upload the collected data from the sensors.
Anyone from anywhere in the world can access to the uploaded data with proper
access. In our case, the healthcare professionals can monitor the health condition of
patients using this web application [19].

3.2 Architecture and Implementation of the System

Figure 3 shows the complete architecture of the system.
The working principle of the proposed system is shown by the flow diagram as

shown in Fig. 4.
As seen from the figure above, we can see that at the beginning of the system,

the device will try to connect to the network via Wi-Fi or GSM module. After the
connection to the Internet is successful, connection to the main server is created
where all the health data will be uploaded in real time and saved in the storage for
real-timemonitoring. After establishing the connection, all the sensors are initialized
and after completion of successful sensor initialization, vital health parameters are
measured using the sensors. The health data are processed in the MPU and data are
published to the MQTT cloud server for real-time monitoring. Heart beat rate, body
temperature, and SpO2 levels are measured and compared with threshold values in
order to send emergency alert message to the doctor and the patient. The published
health data are stored in the cloud server which can be accessed later for further
analyzation of the health of a patient.

Simulation and Implementation. Initially, the system was designed and simulated
using Proteus Design Suit before implementing on the breadboard. During the simu-
lation, Arduino UNO was used as the main processor as seen in Fig. 5a. After initial

Fig. 3 Architecture of the smart health monitoring system
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Fig. 4 Flow diagram of smart health monitoring system

simulation, the system was developed and tested on a breadboard by connecting all
the sensors to the power supply system (Fig. 5b).

Fig. 5 Simulation (a) and implementation (b) of the system
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Fig. 6 Working “Smart Health Monitoring” device

After finalization of the circuit design and working code, a circuit diagram was
designed using the EasyEDA PCB designing software. The designed PCB can be
seen in Fig. 6.

The data collected from the connected devices are uploaded into Ubidots IoT
platform which is available for the patient and the doctor to be monitored remotely.

Emergency Alert System. An emergency alert system has been imposed in the
proposed system to notify the doctor and the patient in case of abnormal health data.
Here, the abnormal health data refer to the data when it exceed the threshold value
determined by the medical professional. The threshold value set in our system can
be seen in Table 2.

During each cycle of the measurement of health parameters by the system, the
parameters given in Table 2 are compared with the threshold values. Any value
outside the maximum and minimum value are considered abnormal values and in
case of two parameters showing abnormal value, an emergency text alert message is
sent to the corresponding doctor and the patient. The algorithm is given in Fig. 7.

Table 2 Minimum and
maximum threshold for HB,
body temperature, and SpO2

Health parameters Minimum value Maximum value

Heart beat 60 100

Body temperature 36 38

Blood oxygen level SpO2 95 100
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Fig. 7 Emergency alert system algorithm and flowchart

4 Results

The experiment was done on a subject where the sensors were connected to the
subject, and the sensor data were monitored using the Ubidots IoT platform. In
Fig. 8, we can see the completed working device.
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Fig. 8 Working smart healthcare device

4.1 Data Monitoring

The ECG, body temperature, SpO2 levels, and heart beat per minute are published
into MQTT server-based cloud service Ubidots. The published data are shown in
Fig. 9.

Fig. 9 Real-time data of vital health parameters and ECG shown in dashboard
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Fig. 10 ECG data (a) and heart rate data (b) of patient 002 in last 24 h

4.2 Data Analysis

The real-time health data can be monitored by medical professionals at any given
time. But, in case of multiple patients, the health cannot be monitored by a single
doctor at a time. Moreover, there are a lot of patients who are more critical than the
other and need special attention. To overcome these problems, health data storage
system has been used. The health data measured by the device are uploaded and
stored in the Ubidots cloud server that can be accessed any time by the authority for
further or in-depth inspection of the health parameter. We can see in Fig. 10 the ECG
data and the heart beat of a patient (Patient ID: 002) are downloaded and inspected
at a specific time window.

4.3 Emergency Alert System

The emergency alert system works according to the algorithm shown in Fig. 7. The
threshold can be pre-determined by the doctor during the system set up. According to
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Fig. 11 Emergency alert for
patient 002

the algorithm, two out of three parameters have to measure abnormal values in order
to initiate an emergency alert. In this experiment, we have taken abnormal values
of body temperature at 40 °C, heart rate of 150 bpm and SpO2 levels of 72%. The
emergency alert message is seen in Fig. 11.

4.4 Data Accuracy

We have analyzed the average data of heart beat rate, blood oxygen levels, and body
temperature from the stored data section of the IoT platform for various timewindows
and compared the datawith store boughtmedical devices in order to calculate the data
error percentage. We continued to collect and compare data of proposed system and
medical devices of a 15 s, 30 s, 1min, and 5min time frame in order to properly justify
the rate of error. The acceptable rate of heart beat is±5% [20]. The average deviation
ofmeasured body temperature from actual temperature is 0.1–1.7 °C depending upon
the point of measurement [21]. The error rate of pulse oximeter is about 3.6% as seen
in [22]. The results of the experiments are given in Table 3.

As seen in Table 3, the rate of error of the measured values of vital health param-
eters by the proposed smart health monitoring system is under the acceptable rate
defined by previous researches.

5 Discussion and Conclusion

The developed smart health monitoring system is a low-cost and efficient device that
can sense andmeasure various types of health parameters such as heart beat rate, body
temperature, blood oxygen levels known as SpO2 levels, and electrocardiodiagram
known as ECG. Themain purpose of this device is to upload the real-time health data
to the Internet using the IoT platformwhich enables the doctor, the patient and anyone
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Table 3 Comparison of actual data of medical instruments and monitored data of the system

Health
parameters

Heart beat Body temperature Blood oxygen SpO2

Acceptable
rate

±5% <4.5% <3.6%

Actual Monitored Actual Monitored Actual Monitored

First 15 s 78 72 37.4 37.0 99 97

Error% 4.87% 1.08% (37.0) 2.06% (97)

Actual Monitored Actual Monitored Actual Monitored

First 30 s 76 74 37.5 37.3 99 97

Error% 2.70% 0.53% 2.06%

Actual Monitored Actual Monitored Actual Monitored

First 1 min 80 83 37.5 37.5 98 96

Error% 3.75% 0% 2.08%

Actual Monitored Actual Monitored Actual Monitored

First 5 min 84 80 37.5 37.4 99 98

Error% 5% 0.26% 1.02%

with access, real-time remote monitoring capability. To measure the body tempera-
ture, we have used DS18B20, for heart rate and SpO2, we have usedMAX30102 and
for ECG, we have used AD8232 sensors. For IoT platform, Ubidots has been used.
ECGmonitoring can help the elderly people who needs continuous heart monitoring,
blood oxygen level sensor helps with measurement of SpO2 which is a vital health
parameters for COVID- and dengue-affected patient. Body temperature is the most
common health parameter which is measured using the body temperature sensor.
Our proposed and developed system minimizes work load of a doctor, health risk of
the patient and saves valuable time of the users. Our future work includes emergency
two-way communication system between the patient and the doctor. Not only that,
but also in our future design, we will focus more on the portability of the device
and also integrating more health sensors to the system. For example, glucometer
for blood sugar measurement, sphygmomanometer for blood pressure measurement,
etc. Also, an independent MQTT server-based web application and corresponding
mobile application will be developed in the future.
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Abstract The amount of arable land is shrinking in the world as the world’s pop-
ulation is increasing. Producing more crops on less land now holds a significant
importance in ensuring food security for this growing population. Soil parameters
like soil pH, soil moisture, temperature, and humidity play a significant role in preci-
sion agriculture.Wrong land selection, over rainfall, and ignorance aboutmaintaining
appropriate soil parameters are the main obstacles in achieving a high yield of crops.
A proper low-cost soil parameters monitoring system is yet to be proposed to the best
of our knowledge. Therefore, automation of soil parameters monitoring can help in
achieving an adequate yield of crops by making appropriate decisions. The objec-
tive of this paper is to propose a low-cost soil parameters monitoring system that
monitors soil moisture, soil pH, along with environmental temperature wirelessly.
Our proposed device collects soil parameters data from the agricultural field and
then transfers these data to clients’ device using a wireless network. To evaluate our
device, we collect data from different plants and analyze the sensor data.

Keywords Soil parameters ·Wireless · Soil moisture · Agriculture

1 Introduction

Crop production takes about 40%of the earth’s land and consumes 85%of freshwater
available in the world [20]. According to the United Nations, the global population
is anticipated to grow from 7.3 billion in 2016 to 9.7 billion in 2050 [21]. Meeting
global demand for safe and healthy food for the ever-increasing population now and
into the future is currently a crucial challenge [37] for all countries. But the constant
shrinking of arable land due to urbanization has made it even more challenging to
meet this demand.

Improvement in crop yield can be achieved with increased profit margin and
reduced pollution by performing better infield management decisions, reducing of
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excess chemical and fertilizer costs, improved and efficient application of information
technology, and permitting more accurate farm records [32]. In the field of precision
agriculture, it is important to continuously monitor the fields as they are site specific.
Precision agriculture requires permanent monitoring of the agricultural fields and
intelligent processing of the measured data collected from the field, correlated with
the weather forecasts [27]. Soil parameters like soil pH, soil moisture, temperature,
and humidity play a significant role in obtaining high yields of crops [36].

In most countries, wrong land selection, insufficient rainfall, and ignorance about
maintaining appropriate soil parameters are the main obstacles in precision farming.
Despite its massive importance as human food provider and important role player in
the international economy, the agriculture sector has been far behind than any other
sector when it comes to applying advanced technology into it [19]. Backward agri-
cultural systems and infield management are incapable of implementing advanced
technologies in agriculture. As the world tends to new technologies and implementa-
tions, it is also necessary to implement them in agriculture [18]. Previous experience
says that the application of advance technology in agribusiness facilitates the way for
decision making, optimizes resources, and reduces the production cost. Nowadays,
wireless sensor network (WSN) is worldwidely being used as a possible solution for
precision agriculture. The wireless sensor network is being used to test the land to
assess its suitability for cultivation and ensure that it is free from diseases and harmful
fungi for old used lands, to do irrigation scheduling and fertilization scheduling [1]
and to divert animal intrusions in the crop field for crop protection [7]. The moni-
toring of soil parameters with environmental indicators by wireless sensor network
(WSN) will allow time and cost minimization and enable agriculture productivity
to be maximized [16]. Therefore, we should focus on automation of soil parameters
monitoring as well as environmental indicators monitoring, so that the status of agri-
cultural land can be monitored at any time from anywhere and necessary decisions
can be made accordingly.

In this paper, our objective is to propose a useful and efficient soil parameter
monitoring system to help agricultural officials. In addition to the continuous moni-
toring of agricultural land, they canmake appropriate decisions using the information
collected by our system for time-saving and effective resource (water, fertilizer, pes-
ticides) utilization that is conducive to achieving a high yield of the crop.

Based on our work, we make the following contributions to this paper:

1. We designed a low-cost, nRF-based, easy-to-implement soil parameters monitor-
ing system that collects and transfers soil parameters data without using Wi-Fi or
IoT for agricultural infield management.

2. We have been able to add more features to our device using relatively fewer
sensors and hardware equipment than existing similar devices.

3. We deploy our device in both outdoors and indoors to collect real-time data of
soil parameters.

The rest of this paper is organized as follows: In Sect. 2, the current state of the
art is discussed, and Sect. 3 describes the methodology of the proposed wireless soil
parameters monitoring system. In Sect. 4, the experimental evaluation is discussed.
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The experimental evaluation includes deployment and testing of the proposed sys-
tem in real-time data collection area, soil parameters analysis, implementation cost
estimation, and summary of results, and Sect. 5 concludes the paper.

2 Related Work

Many pieces of research have already been done by other researchers on real-time
soil parameters monitoring. Deep et al. [30] proposed an automated irrigation sys-
tem. It monitors soil moisture, soil pH, and water flow from pump to land through a
pipeline. It uses the concept of IoT to transmit the data to thewebsite through the Inter-
net. Payero et al. [24] researched wireless communication systems for monitoring
soil moisture using Decagon EC-5 sensors. This system uses Arduino-compatible
microcontrollers and communication systems to sample and transmit values from
four Decagon EC-5 soil moisture sensors. Farooq et al. [10] proposed a low-cost
smart crop monitoring and field irrigation system based on the IoT and mobile appli-
cations using soil moisture, temperature, humidity, gas and smoke, rain, PIR, and
LDR sensors. This system uses Bluetooth module HC-05 or GSM module to trans-
mit sensor values to farmers’ cell phones through mobile applications. Tolentino et
al. [38] proposed a system capable of acquiring temperature, moisture, pH level, and
N-P-K values of the soil simultaneously to track soil fertility. Data was acquired
wirelessly for versatile accessibility and with no delay through a Wi-Fi module
connected to a wireless device. Chunduri et al. [8] introduced a smartphone and
IoT-based real-time agricultural monitoring and controlling system that uses a tem-
perature sensor, humidity sensor, light sensor, soil moisture sensor, soil pH sensor,
and camera module for data acquisition. Prasad et al. [28] proposed an agricultural
autonomous system that will sense the field conditions in real time and analyze the
field parameters such as temperature, soil moisture, and humidity. The collected data
is transferred to the LoRa Gateway and then sent to the cloud server via Wi-Fi or
Ethernet. Islam et al. [14] proposed an IoT-based real-time agro field monitoring and
irrigation controlling system using ambient temperature and humidity sensor, soil
moisture sensor, and soil temperature sensor. In this system data from the sensor, the
node is transmitted to the cloud server using LoRa IoT protocol through the gateway
node. Rao et al. [31] introduced an IoT-based automatic agricultural field control and
real-time data monitoring system. This systemmainly focuses onmoisture variations
correlated with temperature changes data by smart sensors and controls irrigation
system. Islam et al. [15] introduced a smart device for an irrigation system that is also
capable of monitoring the temperature, moisture, and humidity of the crop field and
the saltwater intrusion by using temperature, moisture, humidity sensor, and salinity
sensor. Ramson et al. [29] proposed a system for the development, deployment, and
validation of an IoT system to monitor the dynamic soil properties in real time and
to ease data collection in remote field sites. Dorji et al. [9] designed an electronic
nose (e-nose)-based wireless sensor network to monitor soil nutrients.
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In this system, Zigbee connected to Arduino Nano is used to transmit collected
data wirelessly. This system operates easily in real time with a battery charged using
a solar cell. Saqib et al. [33] introduced a soil moisture information monitoring
approach for collecting field data over long distances that can be used in a fully
automated agricultural farm. Ananthi et al. [6] bring in an IoT-based system for soil
monitoring and irrigation to reduce the manual monitoring of the field and get the
information via mobile application. In this methodology, obtained sensor values are
sent to the field manager through the Wi-Fi router, and the crop suggestion is made
through the mobile application. Patil et al. [23] proposed an integrated system for
farmmonitoring based on smartphone and IoT technology using soil moisture sensor,
DHT temperature sensor, leaf wetness duration (LWD) sensor, and pH sensor. This
system continuously collects real-time data from sensors and transmits these data to
farmers’ device using both android and web platforms.

In our literature survey, we found that most of the research papers on real-time
soil parameters monitoring need an uninterrupted Internet connection to transfer
their collected sensor data to the client device and the cloud server. Many of the
works used solar panel-based power source charging systems or used high power-
consuming expensive modules. Some proposed systems were able to transfer data up
to a distance of only a few feet. On the other hand, some of the proposed devices were
very expensive which could discourage the use of this device at initial stage. In this
paper, our objective is to implement a low-cost, nRF-based easy hardware system
for continuous soil parameters monitoring that will facilitate the way of precision
agriculture. As there are no uninterrupted Internet facilities in rural agricultural areas
and solar panel-based power sourcing systems are uncertain in the rainy season,
using expensive high power-consuming networking modules has made the above-
mentioned systems much complex and costly.

Therefore, these approaches are not readily applicable in rural agricultural fields.
Hence, we need to devise a customized soil parameters monitoring system using
low-cost hardware resources (Fig. 1).

3 Proposed Methodology

Our proposed device consists of two units: the sender unit and the receiver unit.
The sender unit collects soil parameters data by sensing modules, and the controller
module sends the data via nRF to the receiver unit. The receiver unit receives the
information via another nRF and stores it on the laptop using a software. Besides,
the receiver unit displays the data in a smartphone by sending the data via Bluetooth.
The block diagram of our proposed device is shown in Fig. 2. Next, we describe the
units of our device in detail.
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NRF24L01 NRF24L01

Bluetooth HC-05

Micro Controller (Arduino Uno)

Micro Controller (Arduino Uno) Soil Moisture Sensor

pH Sensor with Probe

Temperature and 
Humidity Sensor

Real time Clock

Power
Power

Smart Phone
Sender Unit Receiver Unit

Laptop

Fig. 1 Block diagram of our proposed system

3.1 Sender Unit

The sender unit consists of various types of sensors, such as soil moisture sensor,
pH sensor, temperature, and humidity sensor. The microcontroller controls these
modules. We used the Arduino Uno R3 for developing our device, which can control
our entire system. It operates every sensor from 3.3 to 5 V. Soil moisture sensor SEN-
00245 is used to measure the volumetric water content of the soil. Gravity Analog
pH sensor-V2-SEN0161 is used to measure the pH of the soil. The DHT22 digital
temperature and humidity sensor consumes low power and provides a digital output.
We also used a DS-3231 RTC module to collect data in real time. DS-3231 is an
accurate 12C real-time clock (RTC). It has an integrated temperature-compensated
crystal oscillator (TCXO) and crystal.

3.2 Receiver Unit

The receiver unit consists of an Arduino Uno R3, nRF24L01 module. The sensor
data is received by nRF24L01 module. Then the data is saved on the laptop using
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Fig. 2 Experimental setup of our proposed methodology

PuTTY software on a continuous process. By adding a Bluetooth HC-05 module,
the data can be also displayed on a smartphone.

4 Experimental Evaluation

To assess our proposed system in the real world and to collect real-time soil param-
eters data, we deploy our proposed soil parameters monitoring system in both open
environments and indoors. Figure2 shows our experimental setup used in a real-
world deployment. Next, we describe the data collection process of different sensors
used in our system in detail.

4.1 Outdoor Data Collection

To collect open environmental data with our device, we briefly observed the soil
parameters of several plants growing in open space for several days. Our outdoor
data collection process is shown in Fig. 3a.

Soil Moisture Sensor We instantaneously monitored the change in soil moisture
every second using the serial monitor. The result of our soil moisture monitoring in
an open environment is shown in Fig. 4a. It is noticed from the resulting values of
sensor data that soil moisture percentage increases with the amount of water in the
soil.We noticed that the sensor gives lower values in comparatively dry soils.We also
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(a) Outdoor data collection (b) Indoor data collection

Fig. 3 Snapshots of real-time data collection

noticed that there is a huge difference between measured soil moisture percentage of
different plants and ideal values [2, 22, 25, 34] of different plants due to improper
irrigation planning.

pH Sensor We monitored the change in soil pH of different plants with our pH
sensor. Our observations shown in Fig. 4c present that soil pH sensor data varies from
plant to plant considerably, which sometimes does not match the ideal range [5, 11,
13, 17]. The main reasons for this violation of soil pH from the ideal range are
wrong land selection, improper fertilization plan, and soil pollution. Our sensor data
also shows that some herbs (Coriander) can thrive in slightly acidic soil and some
climbing plants (Indian Spinach) can grow well even in mild alkaline soil.

Temperature andHumidity SensorWe observed the rise and fall of soil temper-
ature continuously with our DHT22 sensor. Our observation in Fig. 4d shows that the
environmental temperature value provided by the sensor is higher when the moisture
sensor gives the lower value. It is also seen from the graph in question that optimum
environmental temperature differs from plant to plant, which sometimes does not
match the ideal value [3, 4, 12, 26].

4.2 Indoor Data Collection

We collected data from the Indian Spinach plant as an indoor plant. Figure3b shows
our indoor data collection process. Our observation in Fig. 4b shows the variation
of soil moisture percentage of Indian Spinach in different growing stages in indoor
environment. Data collected from Indian Spinach shows that planting and harvesting
stages require more water in the soil than growing stage.

4.3 Cost Estimation

Throughout the designing process of our proposed system, we tried our best to keep
the total cost of our device as low as possible so that our device can easily reach even
the farmers of rural areas.
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Fig. 4 Different sensor data collected in open and indoor environment

In this part of the paper, we are comparing the implementation cost of our device
with the implementation cost of some other existing similar devices [24, 29]. Of
the two existing devices mentioned in the reference, the implementation cost of the
LoRaWAN IoT-based [29] device proposed by Ramson et al. is 2477.52 USD and the
implementation cost of the Arduino-based wireless [24] device proposed by Payero
et al. is 610 USD. The implementation cost analysis of our proposed system is given
in Table 1. The price details of each piece of hardware equipment were collected
from Techshopbd [35].

4.4 Findings

This paper has clearly shown that soil parameters change very often. So, constant and
careful monitoring of cultivable land is needed to get the maximum yield of crops.
According to the graphs plotted with the values of sensor data shown in Fig. 4, it is
evident that soil parameters vary by plants, planting environments, temperature, and
even specific stages of harvesting.
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Table 1 Cost analysis of our proposed system

Component name Model name Quantity Unit price (USD)

Microcontroller Arduino Uno R3 2 9.47

Breadboard 2 1.33

Real-time clock DS–3231 1 2.66

Temperature and
humidity sensor

DHT22 1 6.125

Soil moisture sensor SEN-00245 1 2.06

pH sensor V2-SEN0161 1 52.325

NRF24L01 PCB Antenna 2 2.5

Bluetooth module HC-05 1 12.41

Power supply 9V battery 2 0.70

Total cost 105 USD

It is observed from Fig. 4a that soil moisture percentage variation from the ideal
value is excessively higher than any other parameters. The reasons behind this varia-
tion of optimum soil moisture are unplanned irrigation systems, inadequate rainfall,
and unpredictable temperature of the summer-monsoon season. It is also seen from
Fig. 4b in the case of Indian Spinach that soil moisture percentage demand of plants
changes throughout different stages of growing (planting to harvesting). pH sensor
data shown in Fig. 4c says that optimum soil pH is not maintained due to improper
fertilization plan, wrong land selection, and soil pollution. Figure4d shows that the
measured environmental temperature lies within the optimum range in few cases but
is also found to violate the ideal value in other cases. Following our observations,
the main reason for this irregular fluctuation in environmental temperature is global
warming and climate change.

Hence, soil parameters data can be used to monitor agricultural land overcoming
the limitations of round-the-clockmonitoring of agricultural land due to distance and
adverse weather conditions and lead to high and quality yield of crops.

5 Conclusion

Wireless soil parameters monitoring device can play an important role in the devel-
opment of the plant irrigation system. Existing other devices of the same purpose
have a more complex and costly architecture which made their initial implementa-
tion limited. Addressing these limitations, this paper proposes a low-cost nRF-based
wireless soil parameters monitoring system to improve plant irrigation. By installing
this device in the agricultural field, the agriculture officials while sitting in their
office as well as the farmer himself can observe the current condition and immedi-
ate changes of soil parameters in the agricultural land from anywhere in the world.
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Real-time soil parameters data monitoring with our proposed device will facilitate
agricultural officials to take the necessary steps to make appropriate decisions to
achieve the maximum yield of crops. Implementation of this device and deployment
in agricultural field will also overcome the limitations of round-the-clock monitoring
of agricultural land due to distance and adverse weather conditions. In this experi-
ment, sample plants for data collection are selected in consideration of theCOVID-19
situation as we were not able to go to the agricultural field for data collection.

In the future, we will work to collect real-time agricultural field data of more wide
range with multiple sensor nodes. We will also work to use our device to improve
cotton and jute field irrigation system.
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DIIGMCS—Design and Implementation
of IoT-Based Greenhouse Monitoring
and Controlling System

Avizit Chowdhury Bappa, Moon Chowdhury, Golap Kanti Dey,
and M. R. Karim

Abstract This paper reports a system called “DIIGMCS—design and implemen-
tation of IoT-based greenhouse monitoring and controlling system” designed and
implemented formonitoring and controlling the environmental parameters to provide
a required environment inside a greenhouse for small plants. The heater bulb, cooling
fan, and pump motor are used to adjust the environment inside the greenhouse. IoT
is implemented to monitor and control temperature, humidity, and soil moisture
remotely by the Website. The project consists of two parts, namely hardware and
software. For the hardware part, a system is modeled with several sensors that can
measure the value of the moisture from the moisture sensor. The DHT11 sensor
contains two sensors; one is temperature, and the other is humidity sensor. The
DHT11 sensor gives us both temperature values and humidity values. These values
whichwe get from the sensors, all are values. The proposed system is controlled by an
Arduino, which is in turn interfaced with an LCD display as well as a Wi-Fi connec-
tion in order to transmit data. The system shows data of sensors over IoT in real time.
This system has two differentmodes such as automatic and servermode to control the
environmental parameters inside the greenhouse automatically by sensors threshold
value or manually by using an IoT-based Website. Thus, the IoT-based greenhouse
monitoring system effectively uses the internet to monitor sensor status and save
plants live on time.

Keywords DIIGMCS · IoT · Greenhouse · Temperature · Humidity · Soil
moisture

1 Introduction

Greenhouses are essential for growing plants such as flowers and vegetables. It is
useful to protect crops from many diseases and insects. Many farmers fail to get
good profit from the greenhouse because they cannot manage the essential factors
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which control the plants growth and productivity. Greenhouse temperature should
not go below a particular degree; high humidity may result in crop transpiration,
condensation of water vapor on various greenhouse surfaces, and water evaporation
from the humid soil. This can be possible using Internet of Things (IoT)-based
wireless [1–3] sensors. To beat such challenges, IoT-based greenhouse monitoring
[4] and controlling system involves the rescue. Through this system, we can remotely
monitor and control the environmental parameters inside the greenhouse such as
temperature, soil moisture, and humidity.

This greenhouse system is powered by an Arduino [5, 6] controlled microcon-
troller that consists of a temperature sensor, soil moisture sensor, LCD display
module, 12VDCcooling fan, 220V60Wheater bulb, and 12VDCpumpmotor. The
temperature sensor senses the extent of temperature, if it goes high DC fans get on
and when the temperature goes low the fan gets off. Within the absence of sunshine,
when the temperature goes low, the bulb starts glowing. Soil moisture sensor senses
the water level because the level decreases as the pumps get on. During this way, it
will become easy to real-time control and monitor the system.

Nowadays, the Internet has about-turned one of the compulsory corridors of our
actuality. But the actual definition of IoT is making a brilliant, invisible network
which may be perceived, controlled, and programmed. The network of physical
objects “things” that are integrated with sensors, software, and other technologies
described by the Internet of Things with the goal of connecting and exchanging data
with other devices and systems via the web.

The concept of Internet of Things stands on real time, continued, remote
observing, wearable sensors [7], long battery life of a designed device, and wireless
network which enable users to interact and reach the application information.

The main purpose of the project is to remotely monitor the greenhouse assets
in an innovative way to provide better, instantaneous, useful, and low-cost access to
proper plant growing facilities. It gathers total information in real time of the essential
factors which control the plants growth and productivity. In this project, data like
temperature, soil moisture, humidity, etc., of the greenhouse is monitored by other
users at remote locations through IoT [8–10].

The objective of the project is to implement the greenhouse [11–13] system by
monitoring the temperature [14], humidity, and soil moisture using wireless commu-
nication. The system is based on an Arduino equipped with a set of sensors and
wireless communication unit. Used sensors data is sent to Website through Internet
connectivity. With the dual mode automatic and server mode, one can easily control
the system automatically by sensors threshold value or manually from the IoT
Website by switch on and off the loads such as heater bulb, cooling fan, or pump
motor.

The aim of the project is limited to soil moisture [15–17], temperature, humidity
[18], and remote viewing of the managed data from the sensors. The entire systems
are controlled by Wi-Fi connected Arduino Nano and require some programming
work. This project helps to monitor all data from sensors in real time using an IoT-
based web server and also can control the parameters inside the greenhousemanually
fromWebsite by any user from anywhere. Greenhouse monitoring is labor-intensive
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and time-consuming without using Internet of Things. This proposed model saves
time, money, and human effort.

2 Framework of the System

The proposed system architecture of Fig. 1 consists of two parts that is hardware
and software. On the hardware section, the model is interfaced with various sensors
and devices. Sensors will monitor environmental parameters such as temperature,
humidity, and soil moisture inside the greenhouse which then transfer over the
Internet to be entered by other users from a remote location. The system is organized
by Wi-Fi module ESP8266 connected Arduino Nano and needs some programming
codes. ThroughWi-Fi module, it connected to the IoT web server. Arduino IDE soft-
ware has been used for the software section. The system has two different modes as
automatic and server mode. If the system mode is set to automatic, then the system
will check the sensors value and calculate them. If the calculated value crosses the
threshold value, then the loads pump motor, heater bulb, and cooling fan will be
turned on. On the other hand, if the calculated value is not crosses the threshold
value, then the system loads remain turned off. As the system consists both the hard-
ware and software, the features of the hardware part need to be considered for the
project implementation besides with the appropriate circuit connections and figures
also the programming codes for the project functioning.

3 Constituent Sub-modules

3.1 Arduino Nano

TheArduinoNano as shown in Fig. 2 is supported by theATmega328pwhich consists
of 8 analog pins, 14 digital I/O pins, 6 power pins, and 2 reset pins. The operating
voltage of this device is 5 V; however, the input voltage can vary between 7 and 12 V
with maximum of 40 mA current and the crystal oscillator frequency of 16 MHz.

3.2 Wi-Fi Module (ESP8266)

The Wi-Fi module ESP8266 is an economical device to provide an Internet connec-
tion to systems. It works both as a hotspot or can connect with Wi-Fi network, so
it can easily obtain information and transfer it to the web as easy as possible. It is
often programmed using the Arduino IDE which makes it more convenient. Three
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Fig. 1 Proposed architecture of DIIGMCS

Fig. 2 Arduino Nano [19]

different criteria have been selected to observe the greenhouse environmental such
as temperature, soil moisture, and humidity.

3.3 Sensor: Temperature and Humidity (DHT11)

DHT11 as shown in Fig. 3 is employed to detect temperature and humidity of the
greenhouse environment. The humidity value from 20 to 90% and the temperature
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Fig. 3 Humidity and temperature sensor (DHT11) application circuit diagram

from 0 to 50 °C can be measured by this device with an accuracy of ± 1% and ±
1 °C.

3.4 Soil Moisture Sensor

The sensor shown in Fig. 4 is one of the crucial elements used to detect soil moisture
in our proposed DIIGMCS system. Figure 5 shows the soil moisture sensor circuit
which is mainly used to detect the moisture of the soil in case it is dry or not. It
has two probes which work as electrodes to estimate the volumetric water content.
When the soil is dry, it gives high resistance value which means less conductivity;
otherwise, it shows low resistance value means high conductivity.

Fig. 4 Soil moisture sensor
[20]
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Fig. 5 Soil moisture sensor application circuit diagram

3.5 Load Elements

In this proposed DIIGMCS system, three load elements such as 220 V 60 W heater
bulb, 12 V DC pump motor, and 12 V DC cooling fan are used to control the envi-
ronmental factors such as temperature, humidity, and soil moisture. All three loads
of the system controlled by switching on/off the 5 V DC relay module. The 5 V DC
relay is programmed and controlled by Arduino Nano. Whenever the sensors cross
the threshold values the microcontroller process the data and switch on/off the relays
automatically according to the instruction. The load elements also can control manu-
ally from the IoT Website by simply switch on/off the buttons from the controlling
panel. The current status of the relay switches also shown in the controlling panel of
the IoT Website also on the LCD display.

3.6 Software Used

Arduino IDE is used to code and upload programs to Arduino Nano, and Sublime
Text web code editor is used to develop the frontend and backend of the IoT Web
site.

4 Methodology

In this project, DHT11 sensor is applied to detect and monitor the temperature and
humidity of the greenhouse and the monitored data is sent to the Website using IoT.
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This data shows on the IoT Web site as well as on the LCD display. By following
the temperature and humidity threshold value of the sensor relay module, turn on/off
the heater bulb and cooling fan. The values of the sensors data can real-time monitor
or can control it manually by user from the IoT Web site. A soil moisture sensor is
used to trace the moisture of the soil weather it is dry or not which will monitor the
soil moisture data and sent them to the Web site using IoT.

This data shows on the IoT Web site as well as on the LCD display. By following
the soil moisture threshold value of the sensor relay module, turn on/off the pump
motor to supply water to the plants. Whenever the threshold value goes low, it means
the soil is dry and the pump motor will automatically turn on by the system. When
the threshold value goes high, it means the soil is wet and the pump motor will
automatically turn off by the system.

Figure 6 represents the flowchart of overall project task of the IoT-based green-
house monitoring and controlling system which executes into several steps. When
we start the system, it shows two different modes such as automatic and server mode.
So, we can control the system manually by server mode where we can turn on the
pump motor, heater bulb, and cooling fan by switch on the relays remotely from
IoT Web site. In automatic mode, the system will work automatically by following
the sensors threshold value. All the environmental factors inside the greenhouse
including temperature, humidity, and soil moisture are measured by the sensors and
canmonitor them through IoT server from remote place.Whenever the sensor crosses
the threshold value, it will turn on/off the pump motor, cooling fan, and heater bulb
to fulfill the environmental condition inside the greenhouse. The proposed system
each step is monitored and can be controlled by using IoT Web site.

5 Result and Implementation

The proposed DIIGMCS system is designed in such manner that new users with
limited knowledge of the web should be capable to access this application. The
purpose of the project is continuous and effective distant monitoring and controlling
of the parameters inside greenhouse in such a way to deliver preferred, instant,
profitable, and economical access to suitable cultivation facilities.

Table 1 shows the data value of temperature, humidity, and soil moisture with
respect to time and date. Figure 7 depicts the graphical representation of the temper-
ature (degree C), humidity (%) and soil moisture (%) from the value (0 to 100) inside
the greenhouse with respect to time.

A screenshot of the monitoring and controlling panel with output data of different
sensors including humidity, soil moisture, and temperature on the IoT Web site is
shown in Fig. 8.

The values of humidity, temperature, and soilmoisture of the proposed greenhouse
can be monitored by other users by staying at a remote location through IoT.
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Fig. 6 Flowchart of DIIGMCS
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Table 1 Experimental data
table

Date and
time

Temperature
(°C)

Humidity (%) Soil moisture
(%)

17-10-2021
3:23

28 65 40

17-10-2021
3:24

28.5 65 70

17-10-2021
3:25

28.6 65 70

17-10-2021
3:26

28.45 70 90

Fig. 7 Sensors data graph of DIIGMCS

Fig. 8 Sensors output data and relay switches current status showing on IoT Website
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Fig. 9 System prototype of DIIGMCS

6 System Prototype

A prototype is a framework on which something is based that is a sample version of
a final product. The system prototype is shown in Fig. 9.

7 Conclusion

In this work, an IoT-based greenhouse system has been designed and effectively
proved such as IoT that assures continuous monitoring of several environmental
parameters that helps a farmer to monitor and control the parameters even distantly
using mobile phone. From this proposed system, it is concluded that automation in
wireless sensors plays vital role to design aweb-based greenhousemonitoring system
to continuously monitor the humidity, temperature, and soil moisture. Moreover, the
proposed system is in a place to continue a long-term analysis on greenhouse environ-
mental conditions. The progress in communication engineering, automatization, and
availability of inexpensive single-chip microcontrollers has encouraged the analyzer
to implement IoT-based greenhouse system.

References

1. Sampaio, H., Motoyama, S.: Implementation of a greenhouse monitoring system using hierar-
chical wireless sensor network. In: Proceedings of the IEEE 9th Latin-American conference
on communications (LATINCOM), Guatemala City (2017)

2. Gomes, T., Brito, J., Abreu, H., Gomes, H., Cabral, J.: GreenMon: an efficient wireless



DIIGMCS—Design and Implementation of IoT-Based Greenhouse … 639

sensor network monitoring solution for greenhouses. In: Proceedings of the IEEE international
conference on industrial technology (ICIT), Seville (2015)

3. Li, L., Yang, S., Wang, L., and Gao, X.: The greenhouse environment monitoring system
based on wireless sensor network technology. In: IEEE International Conference on Cyber
Technology in Automation, Control, and Intelligent Systems, Kunming (2011)

4. Dan,L.,Xin,C.,Chongwei,H., Liangliang, J. I.: Intelligent agriculture greenhouse environment
monitoring system based on IoT technology. In: Proceedings of the international conference
on intelligent transportation, big data and smart city, Halong Bay (2015)

5. Vimal, P.V., Shivaprakasha, K.S.: IOT based greenhouse environment monitoring and control-
ling system using Arduino platform. In: IEEE International Conference on Intelligent
Computing Instrumentation and Control Technologies (ICICICT), Kerala (2017)

6. Yahaya, A., Abass, Y.A., Adeshina, S.A.: Greenhouse monitoring and control system with
an Arduino system. In: IEEE 15th International Conference on Electronics, Computer and
Computation (ICECCO), Abuja (2019)

7. Liu, L., Zhang, Y.: Design of greenhouse environment monitoring system based on wire-
less sensor network. In: Proceedings of the IEEE 3rd International Conference on Control,
Automation and Robotics (ICCAR), Nagoya (2017)

8. Kodali, R.K., Jain, V., Karagwal, S.: IoT based smart greenhouse. In: Proceedings of the IEEE
humanitarian technology conference (R10-HTC), Agra, Dec 2016

9. Yoon, C., Huh, M., Kang, S., Park, J., Lee, C.: Implement smart farm with IoT technology. In:
2018 IEEE 20th International Conference onAdvanced Communication Technology (ICACT),
Chuncheon (2018)

10. Ahmed, N., De, D., Hussain, I.: Internet of things (IoT) for smart precision agriculture and
farming in rural areas. IEEE Internet Things J. 5(6) (2018)

11. Geethamani,R., Jaganathan, S.: IoTBased smart greenhouse for future using nodeMCU. In: 7th
International Conference on Advanced Computing and Communication Systems (ICACCS),
Coimbatore (2021)

12. Vishwakarma, A., Sahu, A., Sheikh, N., Payasi, P., Rajput, S.K., Srivastava, L.: IOT
Based greenhouse monitoring and controlling system. In: IEEE Students Conference on
Engineering & Systems (SCES), Prayagraj (2020)

13. Maria, C., Oscar, M., Suarez, J., Garcia, A. P.: IoT-based automated greenhouse for deep water
culture hydroponic system. In: 2nd Sustainable Cities Latin America Conference (SCLA),
Medellin (2021)

14. Karlo, S., Tolentino, Edmon, O., Fernandez, R., et al.: Development of an IoT-based
aquaponics monitoring and correction system with temperature-controlled greenhouse. In:
IEEE International SoC Design Conference (ISOCC), Jeju (2019)

15. Kodali, R.K., Sahu,A.:An IoTbased soilmoisturemonitoring onLosant platform. In: IEEE2nd
international conference on contemporary computing and informatics (IC3I), Greater Noida
(2016)

16. Ezhilazhahi, A.M., Bhuvaneswari, P.T.V.: IoT enabled plant soil moisture monitoring using
wireless sensor networks. In: 2017 Third International Conference on Sensing, Signal
Processing and Security (ICSSS), Chennai (2017)

17. Athani, S., Tejeshwar, C.H., Patil,M., Patil, P., Kulkarni, R.: Soilmoisturemonitoring using IoT
enabled arduino sensors with neural networks for improving soil management for farmers and
predict seasonal rainfall for planning future harvest inNorthKarnataka—India. In: International
Conference on I-SMAC (IoT in Social, Mobile, Analytics and Cloud) (I-SMAC), Palladam
(2017)

18. Du, J., Guo, J., Xu, D., Huang, Q.: A remote monitoring system of temperature and humidity
based on OneNet cloud service platform. In: IEEE Electrical Design of Advanced Packaging
and Systems Symposium (EDAPS), Haining (2017)

19. https://store.arduino.cc/products/arduino-nano. Last accessed 27 Nov 2021
20. https://create.arduino.cc/projecthub/MisterBotBreak/how-to-use-a-soil-moisture-sensor-

ce769b. Last accessed 27 Nov 2021

https://store.arduino.cc/products/arduino-nano
https://create.arduino.cc/projecthub/MisterBotBreak/how-to-use-a-soil-moisture-sensor-ce769b


Remote Measurement of Nitrogen
and Leaf Chlorophyll Concentration
Using UAV-Based Multispectral Imagery
from Rice Crop Field in Sri Lanka
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A. D. A. J. K. Weerasinghe, D. N. Sirisena, and W. M. N. Wanninayaka

Abstract Rice is the staple food in Sri Lanka and the widely cultivated crop among
farmers. Proper assessment of crop nitrogen and rice crop condition in on-going culti-
vation helps farmers to effectively manage the crop inputs. Conventional methods of
assessing rice crop condition, i.e., crop greenness by human eyes and leaf color chart
method, are subjective and have limitations in converting in to quantitative decisions.
Thus, assessing the nitrogen level, leaf greenness and leaf chlorophyll concentra-
tion has become challenging with traditional methods in Sri Lankan rice industry.
This study evaluates the performance of applying remote sensing technique using
unmanned aerial vehicle (UAV) for non-destructive, measurement of crop nitrogen
level, leaf greenness and chlorophyll concentration. Multispectral UAV images were
acquired using multispectral drone from a controlled rice field (Bg 300, at booting
stage) in the rice research station with four blocks of treated nitrogen application
levels. On-ground measurements were taken from quadrant size (1 m× 1 m) sample
areas in each block. From the UAV-derived RGB orthomossaic and reflectance maps,
normalized vegetative index (NDVI) was calculated. Finally, the averaged NDVI
values extracted from the quadrant areas of the rice crops were compared against the
ground measured values using Pearson correlation fit analysis. The results proved
that NDVI strongly correlated with leaf chlorophyll, leaf greenness and nitrogen
level with R2 = 97%, 96.8% and 96.4%, respectively. Findings strongly suggest the
possibility of remotely measuring of nitrogen and chlorophyll level of the rice crop
field.
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1 Introduction

Rice (Oryza sativaL.) is one of themost important grain crops in theworld, especially
in Asian countries. The improvement of crop production to fulfill the increased
market for agricultural products brought on by the growing global population is one
of the biggest problems of the twenty-first century. More than 1.8 million farmers’
livelihood are depend on rice farming in Sri Lanka, and with total population of 21
million, Sri Lanka’s per capita annual rice consumption is approximately 107 kg per
person. Usually, farmers apply high inputs, i.e., excessive application of nitrogen
fertilizer in rice cultivation with the expectation of having a high yield [1]. In order
to determine the best time to harvest their crops, enhance agronomic management
techniques and enhance crop inspections, among other things, farmers are calling
for more and more quick, affordable, environmentally friendly and non-destructive
approaches of precision farming [2]. Efficiency in the use of water or nitrogen is one
such concept that has been around for many years. This raises production costs and
puts the environment at danger. Input application can be effective or target application
can be encouraged if farmers have a field-level crop evaluation method to determine
the current nitrogen levels in the rice field during on-going cultivation before harvest.
Modern agricultural remote sensing techniques are far more advantageous since they
offer great potential for quantitatively analyzing the cropwithout destroying it, unlike
existing traditional crop evaluation methods, which have limitations.

1.1 Estimation of Leaf Greenness

Usually, farmers use the rice crop ‘greenness’ based on the leaf color chart’ (LCC)
to assess the crop nitrogen level in field [3]. The LCC has a linear relationship
with available nitrogen level in soil, where high LCC values indicate high greenness
associated with good nitrogen (N) availability in soil [3]. Destructive sampling and
the necessity of laboratory testing hinder the practical application of this method by
rice farmers. Simple diagnostic tools have been developed to monitor plant nitrogen
status and for fine-tuning of nitrogen management, and the LCC and SPAD meter
(chlorophyll meter) are the two common methods among those simple diagnostic
tools. Themain disadvantage of these two tools is that there is no calibration available
at local conditions to justify whether the critical nitrogen content of the plant at the
time of measurement has been achieved [4]. The leaf N content is closely related
to photosynthetic rate; it is a sensitive indicator of the dynamic changes in crop N
demand within a growing season [5]. Therefore, measurement of leaf N content at
different N levels is a good indicator to determine the N response of rice. The direct
measurement of leaf N concentration using the conventional methods is laborious,
time-consuming and costly. However, assessing greenness of the crop by humans is
subjective and late indicative of crop condition. A study conducted by Sirisena [3]
showed a strong relationship between crop nitrogen levels measured using the crop
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greenness with LCC. However, use of LCC is not practically feasible to conduct in an
on-going cultivation by a normal farmer due to the lack of knowledge and difficulty
in applying it to the whole field. Therefore, farmers need an accessible technology to
assess crop performance in their field before the end of the cropping season. Nitrogen
is one of the most yield-limiting nutrients in crop production [6]. Given the strong
correlations between leaf nitrogen content and chlorophyll, by obtaining a quick and
accurate measurement of the latter, the farmer is able to measure the level of nitrogen
in plants.

1.2 Chlorophyll Concentration of Rice Crop

In practice, the chlorophyll content of leaves is often used to predict the physiological
condition of the leaves, as influenced by various natural factors. Traditionally, crop
assessment had relied on ground-basedfield survey and visual observation tomeasure
plant status by collecting a small sample size [7].

Chlorophylls are a significant and essential component of the photosynthesis
process, and this is appropriate because remote sensing can evaluate plant physiolog-
ical growth. According to estimates, healthy plants with the ability to demonstrate
growth rates till they reach their full potential have more chlorophyll than unhealthy
plants [8]. Accordingly, based on its nutritional form, the recognition and tracking of
chlorophyll content in a leaf can be used to detect and study plant stress. This has a
significant impact on crop condition and circumstances, the degree of seriousness and
the necessary nutrients, particularly in precision agriculture practices. The techniques
used to harvest chlorophyll from plants almost often rely on damaging techniques.
Additionally, the SPAD chlorophyll meter offers a quick and non-destructive method
for measuring chlorophyll levels outdoors. These techniques, however, take a lot of
time and extra labor. The electromagnetic spectrum’s 670 to 780 nm wavelength
range is where the spectral absorption typically takes place [9]. In this case, leaf
chlorophyll exhibits substantial absorption at 450 and 670 nm and high reflection at
700–900 nm in the near infrared.

1.3 Crop Remote Sensing for Rice Cultivation

Cropmonitoring has traditionally relied on fieldwork-based data collection methods.
Such a method results in inaccurate crop assessment and crop area estimation

because it is frequently subjective, expensive and prone to significant errors [10].
Additionally, it can take some time for the data to be made public so that proper
steps can be done to prevent a food crisis. However, unless created or proven locally,
no sufficient crop monitoring techniques are suitable for usage locally [11]. Remote
sensing (RS) techniques have the ability to quantitatively, instantly and nondestruc-
tively give information on agricultural crops over vast distances. Remote sensing,
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in general, refers to the process of gathering data about an object or geographic
phenomenon without physically touching it and evaluating it [11]. Monitoring the
rice field to understand the growing state is necessary since rice crops are crucial.
Conditions of agricultural crops, such as rice, may now be quickly monitored from
the air thanks to advancements in technology. The procedures can be viewed using a
camera or sensor mounted on a helicopter, an airplane, a drone or a satellite [10, 12].

Visual observations and the fundamentals of remote sensing using satellites,
unmanned aerial vehicles (UAV) and other technologies are comparable. The green
color of plants is easily recognized by human sight as reflected energy that bounces
off their leaves. The energy for heat or photosynthesis is provided by wavelengths
that are absorbed by the plants [13]. Since it is better for photosynthesis, green
reflected light more than blue or red light. A plant appears green because its leaves
contain chlorophyll, which absorbs a large amount of light in the visible spectrum
and reflects the green hue [14]. Crop monitoring has traditionally involved applying
various direct and indirect measures of plant features, soil parameters and envi-
ronmental conditions [15]. The most accurate monitoring strategy is ground-based
measurements. However, the method is expensive and necessitates a lot of human
resources. Earth observation (EO) satellite tools and the related datasets have been
widely used for decades as alternative means for agriculture crop monitoring over
a broader geographical area (e.g., MODIS, Landsat, Sentinel, etc. [16, 17]. Cloud
cover is a problem for satellite remote sensing since it reduces the resolution of the
pixels in the hazy imagery. Compared to satellite photos, UAVs are emerging as new,
viable platforms for collecting spatial data at a lower cost [18].

Contrarily, UAV technology’s superior spatial resolution allows it to distinguish
finer elements of a region, and this form of imaging offers fresh approaches to crop
management and field monitoring [18].

Recent UAV technology offers the ability to boost picture data monitoring
frequency and geographical resolution. For collecting the distinct reflectance signal
of plants in a number of short wavelengths of the visible, red edge, or NIR areas, a
lightweight multispectral camera is typically created [19]. Chlorophyll fluorescence
calculations made from UAV-captured narrow-band multispectral pictures have also
intermittently been used to address the issue of identifying and monitoring water
stress. The ability to fly at low altitudes easily, ultra-high spatial resolution images
(i.e., centimeter-level) and on-going navigation and flight control system develop-
ment and enhancement all present excellent data opportunities for monitoring the
crop planning process at the local level [20].

2 Normalized Difference Vegetation Index (NDVI)

NDVI calculations based on UAV-based photos have established themselves as a
reliable technique for crop monitoring. Based on the quantity of chlorophyll content,
vegetation indices are frequently used to estimate crop status utilizing the visible
and near-infrared (NIR) sections of the electromagnetic spectrum [21]. Chlorophylls
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have strong red-region characteristic absorption and significant near-infrared-region
reflectance peaks [22]. Between 660 and 680 nm, the red region’s maximum absorp-
tion occurs. This is because, with the exception of high chlorophyll concentration, the
absorption range of 660–680 nm tends to be overwhelmed at low chlorophyll levels
and rebound in the near–infrared region, decreasing the sensibility of the spectral
indices based on this wavelength [23]. We used a multispectral UAV platform to
quickly track the NDVI.

The rate of leaf expansion is constrained when there is a nitrogen deficiency.
Because of this, spectral profile variations found by numerous analyses may be more
closely related to variations in the ground cover than to the actual spectral character-
istics of the plant. High-resolution photos are frequently needed to address potential
problems, limit the amount of mixed pixels and correctly resolve troublesome areas.
By thresholding the NDVI image with related NDVI values, the undesirable soil
and background pixels can be eliminated [24]. This research impacted the use of
UAVs to monitor the nutritional health of the rice crop using indices developed from
canopy reflectance spectra obtained at the booting stage. However, the foundation for
making precise managerial decisions is a map of the vegetation index (VI). Farmers
may easily monitor crop development and the status of the paddy in real-time by
having a plot of the vegetation indices.

2.1 Purpose of the Paper

Farmers who are assessing the crop greenness, visually are lack with accessible
technology to quantify the variation of crop nitrogen level in an on-going rice field.
Greenness of the crop is subjective and late indicative of crop condition for human
eyes. So, farmers’ existing crop management practices are based on qualitative judg-
ments rather than quantitatively measured parameters of crop nitrogen level status.
Due to this reason at the end of the cultivation season farmers face challenges with
high inputs and costs of production but resulting low yield.

Therefore, this studywas designedwith the aimofmonitoring chlorophyll concen-
tration of leaves, leaf greenness and crop nitrogen level, developing using a UAV-
based remote sensing protocol, so that the farmers and researches can monitor the
crop response during management activities real-time before the harvest (Fig. 1).

3 Materials and Methods

3.1 Field Experimental Design

The initial calibration study with UAV surveying was carried out at the rice fields
maintained by theRiceResearch andDevelopment Institute, Bathalagoda, Sri Lanka.
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Fig. 1 Method of the study

Rice seeds (Bg 300 variety) were sown in middle March, transplanted in early April
and harvested in July in 2021. The experiment was conducted in monitoring the crop
nitrogen level, leaf greenness and leaf chlorophyll concentration, and for this study,
complete randomize designwas used. Therewere four treatments as 0%, 50%, 100%,
and 150% of nitrogen fertilizer levels. And, 1m2 white regiform quadrants were laid
as the sampling units (Fig. 2).

3.2 On-Ground Data Collection

The ground-based measurement was carried out after flight of survey, at the booting
stage. Concentration of chlorophyll in leaves was taken using a SPAD-502 chloro-
phyll meter, The ten fully expanded youngest leaves were randomly selected from
each sampling unit/quadrant and measured [3]. The leaf greenness was measured
using the leaf color chart introduced by theRRDI. Ten plants fromeach quadrantwere
selected, and the middle portion of the fully expanded youngest leaf was measured.
On-ground measurements, i.e., leaf chlorophyll and leaf color chart greenness, were
taken from quadrant size (1 m × 1 m) sample areas (demarcated by white regiform
frame tags) in each block.
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Fig. 2 Orthomosaic RGB image captured and generated by Pix4D mapper, at 1½ month before
the harvest

3.3 UAV-Based Data Collection

3.3.1 Image Acquisition by UAV

All imagery data was captured using the P4 Multispectral (DJI Technology) drone
camera with sensors for wavebands in blue: 465–485 nm, green: 550–570 nm, red:
663–673 nm, red edge: 712–722 nm and near-infrared: 820–860 nm (Fig. 3). Physical
radiometric targets were imaged prior to flight for radiometric calibration. Mission
planning was conducted using DJI GS Pro app, and the images was improved into
Pix4Dmapper for processing. Field trial was surveyed from the height of 45 m.
Flying was conducted between 08:00 h and 10:00 h. The flight speed was 2 ms−1,
and images was captured parallel to the path, resulting in front and side overlaps of
approximately 80%.

3.3.2 Image Processing

Themultispectral imageswere processed to orthomosaic and produced a single raster
image file using the Pix4D mapper software (Fig. 2).
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Blue Green NIR Red Edge Red RGB

Fig. 3 Orthomosaic maps generated by Pix4D mapper. Left: the reflectance maps per channel
captured by the camera model FC6360, right: the RGB map capture by the Camera model FC6360

3.3.3 Image Segmentation

Segmentation targeted rice plants from the background were conducted using the
NDVI as the threshold. The NDVI related to the rice plants was manually identified
and threshold it from the groundNDVI. Normally the ground (soil, water) has a lower
NDVI than the vegetation. The image classification was done using QGIS version
3.20.

3.3.4 Calculation of Vegetation Indices

NDVI was computed from the processed drone image to compare with the ground-
truth data. VIs and the raw wavebands were used as remotely retrieved measurement
of the rice plant. From the UAV-derived RGB orthomossaic and reflectance maps:
red, green, blue, red-edge and near infrared (NIR), raster images normalized vege-
tative index (NDVI) was calculated. The undesired soil and background pixels were
removed by thresholding the NDVI imagewith associated NDVI values, respectively
(Fig. 1).

3.4 Data Analysis

The averaged NDVI values extracted from the sampled quadrant areas (identified
by the visible white-color regiform tags) of the rice crops were compared against
the ground measured values using Pearson correlation fit analysis. The data analysis
which was conducted with the Pearson correlation best-fit analysis where vegeta-
tion index (NDVI) with the ground-truth physiological parameters were compared.
Furthermore, derived normalized difference vegetation index (NDVI) values from
the drone imagery in the sample rectangular boundary areas were analyzed with
the ground-truth data, i.e., chlorophyll content and leaf greenness to establish a
co-relation fit.
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4 Results

4.1 Determination of Field-Measured Agronomic Traits
and NDVI

The results suggested that NDVI and the concentration of chlorophyll in leaves were
achieved with the R2, 0.97 (Fig. 4a). As shown in Fig. 4b the leaf greenness also
conducted a comparable NDVI with the R2, 0.97. Also, the nitrogen level was best
fitted with NDVI with the R2, 0.96 (Fig. 4c and Table 1).

Table 1 Readings of concentration of chlorophyll (SPAD readings) in leaves and NDVI according
to the N levels

N Level (%) Chlorophyll concentration of leaves NDVI (paddy)

0 34.51 0.269

50 37.11 0.443

100 37.54 0.512

150 39.59 0.576

R² = 0.97
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Fig. 4 R2 value of the Pearson correlation, A-NDVI versus concentration of chlorophyll in leaves,
B- NDVI versus leaf greenness and C- NDVI versus nitrogen level
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Fig. 5 Chlorophyll concentration map of the paddy crop field at the 45 m (booting stage) analyzed
with the NDVI value

4.2 Zonal Map

An interactive chlorophyll concentration of the rice crop and nitrogen level maps
(Figs. 5 and 6, respectively) were mapped using QGIS version 3.20 in color print
form or in indicating the leaf chlorophyll concentration and the distribution of the
nitrogen level. As shown in Fig. 5, the relationship between the NDVI values and
leaf chlorophyll concentration showed a significant variation.

N level of 0–150% showed a distribution from dark green to light green, as the
SPAD values also range from 39.59 to 34.51. In recommended nitrogen level, it was
mostly shown the SPAD value 39 but the distribution is not evenly dark green, only
the middle area was 39, border area was 37 like (Fig. 5). As shown in Fig. 6, the
nitrogen level was shown a significant distribution with the NDVI value. From the
nitrogen level of 0–150%, there was a variation. So, the tool will be applicable for the
sustainable farming and farmers can be produced their input and apply the manage-
ment practices according to the requirements and most important factor is that the
farmer knows their crop performance before the harvest and they can attend to their
patches with the zonal maps which they receive. These findings highly encourage the
use of remote sensing tools in rice cultivation and greater adaptation of UAV-based
crop assessment tools in future agriculture.
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Fig. 6 Nitrogen-level map of the paddy field at the 45 m (booting stage) analyzed with the NDVI
values

5 Discussion

It has been suggested that chlorophyll contents are directly connected with crop
development because chlorophyll transforms solar energy into chemical energy. To
address the demand for precision nitrogen management, it is crucial to create highly
effective, trustworthy, and useful systems for monitoring crop nitrogen status [25].

Several conventional methods, such as the leaf color chart [4] or destructive
chemical analysis [26], are limited by low efficiency and small-scale applicability.

Crop N-status monitoring and management based on the spectrum have become
widely employed in a variety of crops thanks to advancements in optical compo-
nents and crop remotely sensor based [16]. This study demonstrated that rice crop
fields may accurately be assessed for leaf greenness and chlorophyll content using
UAV-based multispectral imaging [27]. Additionally, this approach might be simply
applied to UAV-based multispectral imaging. As a result, this approach is practical
and provides technological support for future grain yield and quality predictions
as well as N diagnosis and control. The NDVI and SPAD values had a positive
linear connection (Table 1). NDVI and SPADmeasurements correlate more strongly.
This association is consistent with other research’ findings that the vegetation index
(NDVI) and ground information like SPAD chlorophyll measurements and nutrient
content have a positive and linear relationship. Zhou [28] suggested that vegetation
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index, such as normalized difference vegetation index (NDVI), could be used to
identify rice crops’ characteristics.

6 Conclusion

The results of this experiment clearly support the idea that agricultural remote sensing
technology can be utilized in rice fields to replace more conventional subjective crop
monitoring techniques. With great precision, leaf chlorophyll content and nitrogen
level from the rice field could be measured using UAV-based multispectral imaging.
The UAV-based methodology can be employed to perform target fertilizer use effi-
ciency or variable fertilizer application, enabling more environmentally sustainable
agriculture, in place of on-ground crop varieties assessment methods. The results
support the adoption of smart plant remote sensing methods in future rice farming
with precise production projections from local, regional, and national levels.
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Abstract Life in the modern world and technology are inextricably linked. The
present era is known as the “Age of Science” because of scientific advancements. The
Internet of Things (IoT) is a network of interconnected computing devices, mechan-
ical and digital machinery, and items transporting data without requiring human-to-
human or human-to-computer contact. An IoT-based automated sanitization system
could be designed to stop the spread of COVID-19, the current global pandemic. In
this modern era, combining IoTwith alternative power sources to produce something
positive for people would dramatically accelerate society. Combining an IoT-based
sanitization systemwith anEarth-Battery, the entire prototype can be powered contin-
uously without relying on an external power source. Earth-Battery is a renewable
energy source where the soil cells generate electricity in the presence of water. As
a result, it’s also known as a water-activated battery. A pre-programmed NodeMCU
will control disinfector machines and automated doors in a prototype automated
sanitization system. The fully automated process can be accessed globally using a
smart device and the Internet. This research aims to develop an automated sanitiza-
tion system that might be applied to safeguard human health by cleaning the interior
surface of the atmosphere by getting power from the Sustainable Earth-Battery. A
creative solution and incredible potential are designed in this paper to address the
energy crisis in society and, with the low installation cost, ensure safety against
COVID-19.
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1 Introduction

After the December 2019 outbreak in China, the World Health Organization (WHO)
identified SARS-CoV-2 as a new type of Coronavirus in early 2020. The disease
quickly spread globally. On March 11, 2020, the WHO declared COVID-19 a
pandemic. COVID-19 has infected more than 26.5 million people in 219 countries.
Physicians assume COVID-19 is a disease caused by the SARS-CoV-2 virus that
causes respiratory infections. COVID-19’s growth has wreaked havoc on human life
and causedmany deaths globally. According to theworldometer, 234,608,466 people
have been affected, with 4,798,466 lives lost, and that number is rising. As a result,
many countries had to change their lifestyle [1]. Several international organizations
have developed vaccines to combat this deadly virus.

Vaccines don’t always work 100%. So, an IoT-based automated sanitization
system might be the best option for reducing community transmission, as it does
not require human contact. Auto-sanitization uses evaporated fog to clean the air.
Antiseptic fluids evaporate at low levels over time to disinfect living spaces, offices,
and other surfaces. It can help reduce the COVID-19 epidemic by providing a healthy
indoor environment at a low cost. Also, IoT devices use less energy and can be
controlled fromanywhere. The Internet ofThings-based auto-sanitization technology
will reduce pandemic impacts while protecting users’ health and safety. Due to the
rapid advancement of wireless technology, this study has encouraged the authors to
operate gadgets via smartphones, one of today’s most widely used technological
devices. The Internet’s importance increases this little device’s value. IoT is used
in this prototype to reduce human labor while increasing comfort and efficiency. It
was designed to keep public health and safety in mind when disinfecting surfaces.
A renewable Earth-Battery powered the sanitization system. Using soil, water, and
electrodes as raw materials makes it a clean energy source like renewable energy
concepts in environmental research. Electricity demand is outpacing supply nowa-
days. Electricity is vital to human progress. Our country’s electricity is generated
mainly through natural gas and coal. Neither these resources nor CO2 emissions are
renewable. So, as electricity demand grows, Sustainable Earth-Batteriesmay become
a viable power source. It generates cheap and easy-to-use power from the soil. It is
a small battery that can be placed almost anywhere.

For this reason, it is unlikely that any fire will occur in the residential area. No
CO2 is emitted, making it eco-friendly. The Earth-Battery can be fully recharged in
2–3 hour without external sources. It aims to improve everyone’s health without
polluting the environment. This study shows how to automate such a healthy
environmental system using a renewable Earth-Battery system.

The remaining seven parts have been chronologically organized. Section 2 repre-
sents the overall literature review of the study, while Sect. 3 represents the method-
ology and modeling of a sustainable Earth-Battery powered automated sanitization
system. Section 5 explores the hardware and software design of the work in progress,
while Sect. 6 focuses on the complete working procedure. The future’s scope and
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application are defined in Sect. 7. The research results were briefly discussed in
Sect. 8. Finally, Sect. 9 summarizes the findings of this research in the conclusion.

2 Literature Review

In this pandemic, a smart IoT-based automated sanitization system powered by an
Earth-Battery might be the most efficient way to reduce costs and fight against
COVID-19. There aren’t many research subjects relevant to this entire study.
However, many previous types of research apply to both portions of this study.

Researchers have proposed some ideas for an automated sanitization system. In
this circumstance, a smart IoT-based automated sanitization systemmight be themost
effective way to tackle the corona pandemic. Several researchers have proposed a
few possible answers. Sayeduzzaman M., Borno M. I. published a paper on a smart
home with an auto-sanitization system, an innovative way to eliminate germs and
diseases in a straightforward step. Auto-sanitization is a cleaningmethod that uses an
antiseptic fluid that evaporates on a superficial level over a certain period to disinfect
a home’s interior surface [2]. One research project involved using ultraviolet light to
automatically sanitize items and artificial intelligence. The study focused on cleaning
objects’ surfaces [3]. The study’s main flaw is the inability of U.V. radiation to
sterilize the human body. Also, researchers have devised an automated sanitization
method using IoT-based robots. It can spray gas and has an optical camera to monitor
the spraying activity [4]. In 2019, Nnebedum et al. [5] proposed the Earth’s Earth-
Battery using magnesium anode and coke cathode combinations. Earth-Battery was
published by Belov et al. [6] in 2018. In 2013 Pakpoom Chansri et al. proposed a
Study of Marl Soil Potential in Electricity Generation [7]. Borno, Md. Samiul Islam
et al. [8] proposed a Journal Article based on the Sustainable Earth-Battery, which
generates electricity from the soil where the individual Earth cells contain soil, water,
and electrodes such as Carbon (C6) and Aluminum (Al13). They have also published
an article in the book Hybrid Intelligent Systems titled “A Convenient Method and
Design for Constructing an IoT-based Smart Automated Sanitization System.” In
this article, they explain how those of us who appreciate researching with diagrams
and images can make the prototype on our own [9]. They came up with the idea
of developing an IoT-based automated sanitization system to mitigate the deadly
Corona virus. That uses green and alternative energy sources like Sustainable Earth-
Battery, the article’s primary focus. An IoT-based automated sanitation system can
be used indoors or outdoors, depending on the location. A disinfector door detects
human movement and immediately begins sanitizing and measuring the individual’s
body temperature. The door will then automatically open. Sustainable Earth-Battery
will power the prototype’s entire process.
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Fig. 1. 3D model of the disinfector machine

3 Methodology and Modeling

3.1 Automated Sanitization System

An automated sanitization system is a virus-cleaning technique that utilizes an anti-
septic solution that evaporates to disinfect the surface. The disinfection fog machine
killsmolds and bacteria by gradually separating their synthetic structure and isolating
them from oxygen before expanding. A disinfector machine utilizes an ultrasonic
mist generator to evaporate fog to disinfect the environment where it is placed for a
predetermined coded time (Fig. 1).

3.2 Sustainable Earth-Battery Prototype

A Sustainable Earth-Battery will power the prototype. This green energy battery
is made of soil and water using a confined sphere. Soil’s potential energy has been
converted into electrical energy. So thismassive electron cloud remains underground.
An artificial electromagnetic field (AEMF) is used to generate electricity from the
earth. The initial force generated by anode and cathode dipole electrodes carbon
was used as an anode and aluminum as a cathode in a container. Anode attracts
electrons that cathode repels. The series element connects the anode and cathode
using capacitive soil, and the Earth-Battery’s potential energy has been transformed
into electrical power. As the battery activated by water, it is also known as a water
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Fig. 2 Soil cells of Earth-Battery and 3D model of the Sustainable Earth-Battery prototype

activated battery. Each Earth-Battery cell produces approximately 1 V DC Soil cells,
and a 3Dmodel of the Sustainable Earth-Battery cell configurations of prototype had
shown in Fig. 2.

3.3 Automated Sanitization System with the Supply of Power
from Sustainable Earth-Battery

The automated sanitization system and a Sustainable Earth-Battery are merged with
NodeMCU to make this prototype automated. With the help of IoT devices, i.e.,
NodeMCU, any smart device can connect via the Internet, an open-source IoT plat-
form at a minimal cost. The NodeMCU firmware is a free and open-source plat-
form with a built-in Wi-Fi integrated circuit [10]. This prototype can run in three
ways—Automatically, Remotely, and with the help of using voice commands via
google assistant. An Internet connected smartphone is required to enable or disable
the disinfector machine and automated door via remote and voice access. Sustain-
able Earth-Battery had used here to provide continuous power to the sanitization
system through a charging circuit that charges the secondary battery from the Sustain-
able Earth-Battery. The Sustainable Earth-Battery charged secondary batteries could
power any 5 V D.C. device. A 3D model of the Sustainable Earth-Battery powered
IoT-based sanitization system had shown in Fig. 3 (Fig. 4).

4 Working Procedure

Each disinfector machine contains four ultrasonic 113 kHz mist or fog makers that
vibrate at a high frequency and heat the antiseptic liquids to create fogs. The mist or
fog creators run at 5 V DC. A brushless fan operating at 5 V D.C can evaporate the
mist into the atmosphere. It works by vaporizing the entire inner or outer atmosphere
to sanitize the surface atmosphere. A disinfector machine uses non-alcoholic, non-
flammable pure antibacterial fluids. Thus, the fog spreads throughout the house,
cleaning the inside surface of the living space. A disinfector fog machine sanitizes
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Fig. 3 IoT-based auto sanitization system powered by Sustainable Earth-Battery

Fig. 4 A visual representation of a smart IoT-based automated sanitization system powered by a
Sustainable Earth-Battery installed in a home

with hydrogen disinfectant, hydrogen peroxide (Food Grade), or a sterile material.
Figure 5 illustrates a disinfector machine and its operation.

The utilization of a sustainable Earth-Battery and an automated sanitation system
is linked. The eco-friendly Earth-Battery continuously gives power to the sanitization
system. The standard sustainable Earth-Battery has 6 V, 100 mA produces from 25
soil cells, four branch connections, and six soil cells arranged in each branch. One
cell has been used as a backup to maintain the output stable voltage, and no external
I/P power is required to charge the Earth-Battery. The secondary battery can be
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Fig. 5 A disinfection fog machine and the working operational diagram

Fig. 6 The functional flowchart of the Sustainable Earth-Battery prototype

charged without external power within 2–3 hour from Sustainable Earth-Battery. A
charging circuit had been implemented, which charged the secondary battery from
the Earth-Battery through a D.P. Switching condition.When the D.P. switch is turned
off, the Sustainable Earth-Battery charges the secondary battery. When turned on,
the secondary battery connects to the O/P Load, such as a disinfector machine, to
disinfect the environment. The functional flowchart of the Sustainable Earth-Battery
prototype has shown in Fig. 6.

This designed prototype can run in three ways. Automatically, remotely and using
voice commands, an operational flowchart as shown chronologically in Figs. 7, 8 and
9.
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Fig. 7 Flowchart of a smart IoT-based automated sanitization system

Fig. 8 Remotely controlled flowchart of the designed prototype

Fig. 9 Voice access controlled flowchart of the designed prototype

4.1 Designed Prototype Operational Flowcharts

• Automated Process
• Remote Access
• Voice Command Access.
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Fig. 10 Steps of the mechanism of an automated disinfector door

4.2 The Mechanism of Automated Disinfector Door

The automatic disinfector door had connected to four disinfectormachines in parallel.
A proximity sensor receives data whenever a person walks toward the entrance. The
disinfector machine works in the meantime; the infrared temperature sensor also
measures the person’s body temperature. It will sanitize the person for about 10 s.
After that the door will, automatically unlock if the body temperature is less than
100° Fahrenheit. There are three steps to the process, displayed in Fig. 10.

4.3 Disinfectants/Antiseptic Liquid Solution Might Use

• Chemical: A disinfector machine uses hydrogen disinfectant, hydrogen peroxide-
based disinfectant, or a pure substance [10]. Disintegrated peroxide is the safe
substitute (VPHP). Bacteria, leaves, microorganisms, and pathogens are success-
fully used by food grade H2O2 (3%) [11]. H2O2 with glycerin solution is
preferable as it doesn’t harm human body skin.

• Natural: From ancient times, neem has been used in natural medicines. Locals
use it as a potent disinfectant. People still use neem recipes to fight epidemics.
They had used it as a tonic [12]. Boiling neem tree bark, flower leaves, and seeds
could use as a disinfectant and treat skin problems. Neem, turmeric, glycerin,
calendula oil, and lemon juice solution can disinfect the human body.
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Fig. 11 Schematic diagram of the designed prototype

5 Hardware and Software-Based Implementation

5.1 Schematic Diagram

The schematic diagram of the prototype had been designed with Proteus 8 software,
shown in Fig. 11. In this designed, simulated prototype, a 6 VD.C Sustainable Earth-
Battery is used, the primary power source that will give power to the secondary
battery, which stores charge from the source and runs this prototype continuously.
The temperature sensor, I.R. proximity sensor, L.E.D.s, Resistor, DPST, voltmeter,
and Battery are all connected with the NodeMCU. The necessary programming is
done in Arduino IDE software.

5.2 Visualization Steps of the Hardware Implementation
of IoT-Based Automated Sanitization System (Disinfector
Machine)

A disinfector machine had designed to evaporate mist over a predetermined period.
With this prototype, one may disinfect the surface on which it had mounted, and
it is effective in the auto-sanitization cycle, killing germs, and pathogens shown in
Fig. 12.
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Fig. 12 Steps of the hardware implementation of IoT-based automated sanitization system

5.3 Implementation of Automated Disinfector Door

An automated disinfector door is a door that runs automatically when a person’s
movement detects by a proximity sensor and starts sanitizing process. The door has
an electronic lock that automatically opens when the sanitizing process is complete
and closes automatically after a few seconds. A design of an automated disinfector
door has shown in Fig. 13.

5.4 Steps of Implementation of Hardware of Sustainable
Earth-Battery

The phases of the hardware implementation of Sustainable Earth-Battery had shown
in Fig. 14.

5.5 Smart Engineering Diagram of the Designed Prototype

Figure 15 represents the whole engineering diagram of the designed prototype.
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Fig. 13. 3D design of an automated disinfector door

Fig. 14 Steps of Sustainable Earth-Battery implantation
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Fig. 15 Smart engineering diagram of the designed prototype

6 Result and Data Analysis

This section correctly identified the results of the prototype simulation and data used
in this research. Finally, a statement on the entire prototype had described in this
research. The simulation has been divided into two parts.

6.1 Charging Phase

ADPST switch transfers 6V D.C electricity from the Earth-Battery to the secondary
battery, then charging started. The secondary battery is a compelling power storage
device for the primary source of power—the secondary source in load mode that
powers the disinfectormachine, automatic door, and door lock. The 1st DPST switch,
depicted in Fig.16, is off throughout this time.

6.2 On Load Phase

In 2–3 hour, Earth-Battery will charge the secondary battery, providing a constant
power source for the entire system, such as a disinfector machine and automated
door lock. It is a continuous process that does not require an external power source
to function. The simulated design has shown in Fig.17.
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Fig. 16 Simulated design of charging phase of the designed prototype

Fig. 17 On load condition of the designed, simulated prototype

6.3 Experimental Data and Findings

Each disinfector fogmachine’s features, shown inTable 1, suggest that itmay sanitize
effectively (Table 2).
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Table 1 Disinfector machine analysis

No Specifications

01 Each machine has the capability of treating 400 cft

02 The vapor fanned out over a distance of 9 ft and reached a height of roughly 7 ft

03 H2O2, H2O2 with a glycerin solution, natural disinfectant neem, and other plant herbal
solutions and fungicides had used for disinfectants

04 The non-flammable and non-alcoholic disinfectants had used on the disinfector machine

05 1 L of antiseptic solution in each disinfector machine

Table 2 Operational sensor data

Sensor Operational description

I.R. proximity sensor It can detect human movement within a 40–50 cm range

Temperature sensor The average temperature is 98 F, but if it exceeds 100 F, the
disinfector door will not open

Disinfector door It has four disinfector machines consisting of a 113 kHz ultrasonic
Mist Maker

Sustainable Earth-Battery 6 V, 100 mA

Li-on batteries Four 2600 maH batteries in total 10,400 mah battery charged from
Sustainable Earth-Battery for continuous power supply

Charging circuit Output: 5 V, (1–2) A, two O/P

Table 3 Comparison table analysis of Sustainable Earth-Battery prototype

Earth-Battery
prototypes

Average voltage (V) Average current
(mA)

No. of cell Voltage loss (%)

Series 24.18 25 25 5.32

Series–Parallel 6.13 100 25 4.66

Table 3 shows that Series–Parallel prototype is the perfect one.

6.4 Naturally Auto Recharging Capability of Earth-Battery
and Running Capacity of the Prototype

See Fig. 18.
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Fig. 18 Graphical representation of naturally auto recharging of the Earth-Battery

7 Future Developments and Impacts

This prototype’s future applications include developing IoT technology, artificial
intelligence technology, and energy waste reduction. The development of a healthier
environment, the advancement of IoT and automation technologies, and the elimi-
nation of requirements and enjoyable expenses are prospective applications for this
prototype. Additionally, this prototype will create new potential for future renewable
and alternative energy sources based on Sustainable Earth-Battery. This prototype
has a plethora of social and environmental implications. It can potentially halt the
spread of the potentially fatal COVID-19 virus. It can meet the unending demand for
electricity because a sustainable Earth-Battery is a cost-free source of electricity. This
prototype is durable and cost-effective, and it has the potential to create new jobs and
resolve the unemployment problem. It is a more modern and pleasant approach to
social life. Earth-Battery energy is green energy, which does not produce damaging
radiation or CO2 into the environment. Since the prototype uses a non-flammable,
non-alcoholic liquid, it will not cause a natural disaster. It is a secure technology that
will increase consumer interest.

8 Applications

This study gave the latest pandemic approach. An “IoT-based Auto-Sanitization
SystemPoweredbySustainableEarth-Battery”would help in a pandemic.This proto-
type might be utilized in schools, hospitals, and public transportation to promote a
healthier environment while protecting home equipment. The prototype was made
with cheap parts to keep costs low and increase availability. The Earth-Battery can
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Fig. 19 Visual representation of possible applications in public places

be used as an alternative source. The inner surface of cars, buses, and trains can use
this prototype for keeping safer environment to reduce the community transmission.
This study method can reduce the epidemic. Disinfector machines are helpful every-
where to use. Schools, institutions, offices, and public venues can use it (Fig. 19). It
can be utilized both indoors and outdoors. The parts of the device are inexpensive.
It is possible to control via a mobile phone remotely.

9 Conclusion

Sanitization protects us against fatal viruses like Corona. Efforts have been made to
halt the virus from spreading. The importance of cleanliness in this corona pandemic
cannot be overstated, as the entire space was scrubbed. Using Coronavirus and
advanced technologies to solve this problem is a significant hurdle. “Sustainable
Earth-Battery Powered IoT-based Automatic Sanitization Device” would be a great
solution and standard with renewable power sources. The Electrical, electronics, and
automation sectors would profit from this prototype. This prototype is a low-cost,
scalable, eco-friendly, energy-efficient self-sanitation system with health protection.
In a long-term, this prototype could aid with the pandemic. It will always produce a
healthy environment for everyone, epidemic or not.
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IoT-Based Decision Making of Irrigation
and Fertilizer Management for Marginal
Farmers in Bangladesh

Wahid Anwar, Tanvir Quader, Mudassir Zakaria, and Md. Motaharul Islam

Abstract With the current advancement of IoT and information technology, there
are many solutions related to agriculture and soil condition monitoring. It is very
important that these solutions need to be tailored as per the area and climate that
the farmers are working in. The government of Bangladesh has also initiated many
projects with specific goals and objectives to make agriculture more advanced in
order to achieve the sustainable development of the country. But, there are limi-
tations to getting efficient outcomes from these projects, as many services are not
interconnected yet. This paper demonstrates a model for monitoring the soil con-
dition of farming land, where a farmer can easily know the need for irrigation or
fertilizer usage in his field. This model focuses on the affordability of the device for
the farmers, and it also minimizes the utilization of devices.

Keywords IoT · Farming · Farmer · Soil ·Moisture · Fertilizer

1 Introduction

IoT nowadays has become an integral part of doing everyday tasks. More and more
home appliances, cars, and electronics have included IoT as an attractive feature. In
this project, our goal is to provide marginal farmers with the means of technology
solutions that are intelligent enough tomonitor and compute optimal results for them.
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We say optimal results in terms of countrywide soil quality and crop wise need for
irrigation and fertilizer management [3].

We plan to integrate data sourcesmaintained by the government and fromdifferent
releasing organizations. In different parts of the country, the practice of growing crops
is different due to differences in climate, soil texture, and other influential factors.
Based on these factors, the government of Bangladesh has divided the total arable
area into 14 main regions. So we need to contextualize the national agricultural
knowledge for a specific area [14].

In this paper, we expect that the Upazilla Agriculture Officer will contribute
to contextualizing this knowledge for his Upazilla. Based on this Upazilla-based
agriculture knowledge, we can analyze our reading and provide an intuitive answer to
the farmers. This device will be handheld. Farmers will carry this to different sections
of their cultivated land and take several readings. A similar technique of collecting
data from several positions to recommend a suitable crop has been described in the
paper [6] written by Larry Elikplim et al. When analysis is completed, the device
will show the recommendations on an LCD monitor.

There are some key components which will increase the usage of this solution.
Easy-to-use handheld sensor devices can help marginal farmers for monitoring crop
and use of data sources from national services, like—soil and fertilizer recom-
mendation from Soil Research Development Institute (SRDI), Fact-sheet of dif-
ferent crop variety from different releasing organization for example—Bangladesh
Rice Research Institute (BRRI), Bangladesh Sugarcrop Research Institute (BSRI),
Bangladesh Institute of Nuclear Agriculture (BINA), Agriculture Universities etc.
Recommending the need of irrigation and fertilizer is widely worked on topic by the
scholars as we can see in the work [13] of Alfian Ruslan et al.

Wewill construct our device to be a simple one, so that the farmers can easily carry
it to the field. Our design does not include multiple sets of sensors, rather farmers
will carry the device to different parts of their field and collect the readings. This will
help reduce the cost of the overall solution. Firstly, less number of equipment will
be needed. And Farmers School (10k), Farmers Club (30k), and Farmer Information
and Advise Center (FIAC, 5k) can afford this easily. Secondly, farmers or entity
responsible for maintaining the device will have to work on less number devices. We
can see in most of the papers [9, 13, 17] the number of sensors is not considered
a major issue. But, in our design we considered how to use less sensors as the
amount of land our farmers own are of small sizes. This design will also increase
the durability of the devices, as people will be able to easily check on its status. The
major contributions to this paper are given below:

• We have proposed to integrate the data sources from Soil Research Development
Institute (SRDI), fact-sheets of different crop varieties from different releasing
organizations like Bangladesh Rice Research Institute (BRRI), Bangladesh Sug-
arcrop Research Institute (BSRI), Bangladesh Institute of Nuclear Agriculture
(BINA), and agriculture universities.

• Weproposed contextualizing national agricultural knowledge for a specific region.
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• We have proposed to incorporate weather information for analyzing the recom-
mendation.

• We have constructed a handheld device that will be used for soil condition sensing
and showing recommendations.

• Wehave also proposed building an intelligent recommendation system for individ-
ual crops based on local agricultural knowledge. Once the data has been collected
by the sensors, the system will analyze it to make an appropriate recommendation
regarding irrigation and fertilizer usage.

The rest of the paper has been organized as follows: Sect. 2 describes the literature
review and gap analysis. Section3 demonstrates themethodology.And finally, Sect. 4
concludes the paper.

2 Literature Review

We have gone through several papers. Among them, some of them, we found, are
to be very contemporary with our topic. First is the work of Larry Elikplim et al.
They worked to take readings in five places and suggest suitable crops [6]. Also,
they used a commercially available soil moisture sensor, FC-28. Again, in the work
of Abdullah Na et al. determination of soil temperature is done using the DS18B20
sensor working on the Dallas one-wire protocol [10].

In the project “Smart agriculture to measure humidity, temperature, moisture,
pH, and nutrient values of the soil using IoT” by Asadi Venkata Mutyalamma,
Gopisetty Yoshitha, Althi Dakshyani, and Bachala Venkata Padmavathi, Arduino
is used with various sensors to monitor the different stages of plant cropping like
moisture, temperature, humidity, pH value, and nutrients of the soil [12]. They are
using the Arduino Uno model with the GSM module to help with the processing,
transmission, and reception of data between sensors and the microcontroller [1].

Objective of the study “Determination of soil moisture using various sensors for
irrigation water management” by Praveen Barapatre and Jayantilal N. Pate is to
examine and analyze prototyping an organized calibration and working of various
soilmoisture sensors. Outputs of this study indicate IoT-based soilmoisture detection
is an effective method that provides reliable front data that can be used to adapt and
improve irrigation and precision farming methods [2, 4, 5].

In the journal “2017 International Conference on Energy, Communication, Data
Analytics and Soft Computing, ICECDS 2017” by Manish Bhimrao Giri and Ravi
Singh Pippal, they showed that wireless sensor networks provide a very optimal
solution for water distribution using interpolation methods [7].

The study, “The IoT-Based Monitoring Systems for Humidity and Soil Acidity
Using Wireless Communication”, aims to create a pH and humidity monitoring
system for agriculture’s soil with wireless sensor network technology based on IoT.
The monitoring system is able to display pH and soil moisture values in real time.
Compared to commercial soil analyzers, the average error value of the soil pH sensor
is equal to 1.66% and the YL69 sensor error average is 1% [8].
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In anotherwork,weevaluated “IoT-BasedSoilConditionMonitoringFramework”
by Selvakumar Manickam, discussed how IoT can help determine suitable crop for a
land and also managing nutrient level by applying appropriate fertilizer [9]. Various
sensors were used to measure temperature, moisture and light, humidity, and pH
value for this project. The MCP3204 ADC was used to collect the data from sensors
and then sent to cloud.

In the paper “Development and application of cell phone-based Internet of things
(IoT) systems for soil moisture monitoring”, Jose O. Payero, Michael W. Marshall,
Bhupinder S. Farmaha, Rebecca Hitchcock Davis, and Ali Mirzakhani Nafchi devel-
oped and field tested affordable cell phone-based IoT systems for monitoring soil
moisture. These IoT systems would be accurate, affordable for small farmers, robust
under normal field conditions, reliable, and easy to use [11].

In the project “IoT soil monitoring based on lora module for oil palm plantation”,
Ahmad Alfian Ruslan, Shafina Mohamed Salleh, Sharifah Fatmadiana,
Wan Muhamad Hatta, Aznida Abu, and Bakar Sajak worked to provide a solution to
overcome the manual monitoring system used by the workers for a very long time.
Their system will ensure the increased productivity and efficiency of the planter at
the tip of their fingers [13].

Mrs. Shwetha designed and developed the system, which measures water quality
using sensors such as pHsensors, temperature sensors,moisture sensors, and turbidity
sensors in conjunction with the Raspberry Pi. The measured quality by sensors is
transmitted to the Raspberry Pi, and then it is sent to the controlling center through
the Internet. This IoT system allows the user to access the data from the database
through the website and provides the advantages of improved accuracy, efficiency,
and low cost [15].

In the work of P. Divya Vani and K. Raghavendra Rao, they showed how a low-
cost soil moisture sensor with a CC3200 LaunchPad can be used to measure the soil
condition [16]. They collected two types of soil, namely red and black, from the field
and carried out experiments at room temperature. For moisture level measurement,
the FC-28 soil moisture sensor was used. Finally, the data was uploaded to AT & Ts’
M2X Cloud. This data is made available through web and mobile applications.

In the project “IoT-based soil moisture measuring system for Indian agriculture”,
V. Vanitha, Rajat Kumar Dwibedi, Ben Painadthu, Kiran Venugopal, and Aby Vargh-
ese Thomas provided a soil moisture sensor system to test and monitor soil humidity
with the Node MCU system. The two major parts are the moisture measuring sys-
tem and the mobile application for better user experience. The data is accessed by
the mobile application whenever required. The mobile application would be made
generic for the other sensors, and the required security would be provided at the
user level. They also created a cloud-based platform that allows users to query soil
moisture of any land resource from their smartphones [17].

Most of the paperswe have gone through havemainly focused on the IoT solutions
for irrigation or gathering nutrients needed in a field. But, it is very important to base
the irrigation suggestion on the soil texture of our country. Also, the need for nutrients
must be based on the variety of crops our farmers produce. In Fig. 1, we have shown
how we plan to fill the gap by using IoT with national data sources.



IoT-Based Decision Making of Irrigation and Fertilizer Management . . . 677

Fig. 1 This figure describes gap analysis

3 Methodology

In this project, we will build a simple handheld IoT device that can read soil con-
ditions and send these readings to a server for analysis. When readings are received
by the server, it will initiate a process for recommending farmers. This process will
incorporate data from the Soil Research Development Institute (SRDI) and fact-
sheets of different crop varieties from different releasing organizations, for exam-
ple, Bangladesh Rice Research Institute (BRRI), Bangladesh Sugarcrop Research
Institute (BSRI), Bangladesh Institute of Nuclear Agriculture (BINA), and agricul-
ture universities. Based on these national data sets formulated for specific crops,
soil texture, or areas, we will be able to provide a precise recommendation for the
farmer.

In this process, the Upazilla Agriculture Officer will play a vital role. These
officials serve as the primary points of contact between farmers and the scientific
community. They know the area’s specific crop cultivation practices better than any-
one else. If the nation’s wide agricultural knowledge is not used with the adjustment
needed for local context, we will fail to reap the full potential. Agricultural uni-
versities across the country are the first to disseminate the results of their scientific
research to farmers. They conduct workshops or demonstrations in the field to make
the farmers aware of this information. Unless the agricultural officers communicate
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the knowledge of the scholarly community to the farmers, it will have little value.
So, for accurate soil and crop information, these national databases are intriguingly
dependent on the refinement of agriculture offices.

In the current scenario, farmers have to go through 8–10 steps to know the need
for fertilizer on their land. They collect samples and send them to the agricultural
office to analyze. After getting soil condition results, agriculture extension officers
check the crop fact-sheets and fertilizer recommendation database to evaluate the
results.

In Fig. 2, we can see the steps farmers have to follow to get the recommendations.
Finally, the farmers are provided with a recommendation based on the result (Fig. 3).

Fig. 2 Current scenario how farmers now avail this service

Fig. 3 Proposed solution to replace current process



IoT-Based Decision Making of Irrigation and Fertilizer Management . . . 679

Fig. 4 Sample process for moisture detection output

In Fig. 4,we showa sample process of the outcomeof the servicewe are proposing
to replace the current one. Here, we have shown how the need for irrigation for the
fieldmay be communicatedwith the farmers. Similarly, the need for specific fertilizer
applications may also be shown in the display.

The handheld device will consist of two sensors and amonitor. There will be a soil
NPK sensor in the device which will provide the soil nutrition requirement. Another
soil humidity and soil moisture detection sensor will be used to detect if the field
needs irrigationor not. Therewill be a simplemonitor to display the recommendations
provided by the server. In Fig. 5, we have demonstrated the process flow of how the
device will perform.

In Fig. 6, it is shown how the analysis of suggestions will take place with respect
to the sensors’ readings. The sensor reading data will be sent to the server after
being collected from the field using the microcontroller’s WiFi module. Then the
server will initiate the processing of formulating the suggestions. When ready, this
data will be sent back to the device from the server. Finally, the device will display
the suggestions to the farmers. The suggestions made from server side analysis will
consider the soil texture of the particular area, crop variety specific information, and
weather information. It is vital to consider this information for the solution, which
will provide an edge to the farmers while making decisions regarding irrigation and
fertilizer administration.

The NPK sensor will provide the nitrogen, phosphorous, and potassium readings
of the soil. It also helps to measure the fertility of the soil and facilitate the systematic
assessment of its condition. It can be buried in the soil for a long time. The NPK
sensor has a high-quality probe, electrolytic resistance, rust resistance, salt, and
alkali corrosion resistance, to ensure the long-term operation of the probe part. So,
this sensor is suitable for the detection of all kinds of soil, like alkaline soil, substrate
soil, acid soil, seedling bed soil, and coconut bran soil.

It does not require any chemical reagent and can be used with any microcontroller
as it has a fast response speed, high measurement accuracy, and good interchange-
ability. Since it has a Modbus communication port, we cannot use the sensor directly
with the microcontroller. Hence, we need aModbusModule like “RS485/MAX485”
to connect the sensor to the microcontroller. The NPK sensor operates from 9 to
24 V and has very low power consumption. It is accurate to within 2%. The nitrogen,
phosphorous, and potassium measuring resolution is up to 1mg/kg (mg/l). We can
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Fig. 5 This figure describes the flow of the process

create our own Arduino soil NPK meter or any cloud IoT-based soil nutrient content
monitoring system using the soil NPK sensor. In Fig. 7, we have shown a sample
NPK sensor we will use. If the initial project is a success, we will add more soil
nutrient sensors.

As we mentioned earlier, we will provide irrigation recommendations to farmers.
For that, wewill use the soil humidity sensor alongwith the previous one. A humidity
sensor is shown in Fig. 7. Our device will include a simple monitor to display the
recommendation to the farmers. A sample monitor is shown in Fig. 7.
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Fig. 6 Different components of the device

Fig. 7 yl-69 soil humidity moisture sensor, soil NPK sensor, and LCD display of the device

We will integrate our readings from the IoT device with the Bangladesh Rice
Knowledge Bank for specific needs for the varieties our farmers produce. Another
integration with the national fertilizer administration info database will be done.
Based on the readings from our device, accurate fertilizer administration guidelines
will be formulated from this data source.

We shall revisit the proposition of using a mobile application along with the
proposed one in the future.

4 Conclusion

IoT-based agricultural solutions are making farmers more able to meet the require-
ments of this modern era. The resources used in agriculture will not change much,
but the techniques used will evolve over time. More mechanical usage may help get a
better yield, but information technology is playing a vital role in making the process
more efficient.

Our proposed model is an initial step where we try to bring the power of IoT
and intelligence from data sources like the National Crop Database and Fertilizer
Administration Database. This model can be further enhanced by adopting more
sensors and intelligence sources if necessary.



682 W. Anwar et al.

References

1. Smart agriculture to measure humidity, temperature, moisture, ph. and nutrient values of the
soil using IoT. Int. J. Eng. Adv. Technol. 9, 394–398 (6 2020)

2. Ahmed, S., Hossain, M., Kaiser, M.S., Noor, M.B.T., Mahmud, M., Chakraborty, C., et al.:
Artificial intelligence andmachine learning for ensuring security in smart cities. In:Data-Driven
Mining, Learning and Analytics for Secured Smart Cities, pp. 23–47. Springer (2021)

3. Al-Amin, S., Sharkar, S.R., Kaiser, M.S., Biswas, M.: Towards a blockchain-based supply
chain management for e-agro business system. In: Proceedings of International Conference on
Trends in Computational and Cognitive Engineering, pp. 329–339. Springer (2021)

4. Barapatre, P., Patel, J.N.: Determination of soil moisture using various sensors forirrigation
water management

5. Chowdhury, F.H., Raisa, R.A., Azad, M., Uddin, S., Kaiser, M.S., Mahmud, M.: Low-cost
stand-alone smart irrigation system: a case study. In: Proceedings of the Third International
Conference on Trends in Computational and Cognitive Engineering, pp. 349–356. Springer
(2022)

6. Elikplim, L., Akpalu, K., Owusuaa, R.M., Gyening, M., Yakubu, O., Jr, I.N.: A novel soil
moisture, temperature and humidity measuring system—an IoT approach. J. Theor. Appl.
Inform. Technol. 15 (2021)

7. Giri, M.B., Pippal, R.S.: Use of linear interpolation for automated drip irrigation system in
agriculture usingwireless sensor network, pp. 1599–1603. Institute ofElectrical andElectronics
Engineers Inc. (6 2018)

8. Kamelia, L., Nugraha, Y.S., Effendi, M.R., Priatna, T.: The IoT-based monitoring systems
for humidity and soil acidity using wireless communication. In: 2019 IEEE 5th International
Conference on Wireless and Telematics (ICWT), pp. 1–4 (2019)

9. Manickam, S.: IoT-based soil condition monitoring framework
10. Na, A., Isaac, W., Varshney, S., Khan, E.: An IoT based system for remote monitoring of soil

characteristics, pp. 316–320. Institute of Electrical and Electronics Engineers Inc. (2 2017)
11. Payero, J.O., Marshall, M.W., Farmaha, B.S., Davis, R.H., Nafchi, A.M.: Development and

application of cell-phone-based internet of things (IoT) systems for soil moisture monitoring.
Agric. Sci. 12, 549–564 (2021)

12. Rahman, A., Roy, S., Kaiser, M.S., Islam, M.S.: A lightweight multi-tier S-MQTT framework
to secure communication between low-end IoT nodes. In: 2018 5th International Conference
on Networking, Systems and Security (NSysS), pp. 1–6. IEEE (2018)

13. Ruslan,A.A., Salleh, S.M., Fatmadiana, S.,Hatta,W.M.,Abu,A., Sajak,B.: IoT soilmonitoring
based on loRa module for oil palm plantation

14. Sadia, S., Propa, M.B., AlMamun, K.S., Kaiser, M.S.: A fruit cultivation recommendation sys-
tem based on Pearson’s correlation co-efficient. In: 2021 International Conference on Informa-
tion and Communication Technology for Sustainable Development (ICICT4SD), pp. 361–365.
IEEE (2021)

15. Shwetha, M.: Design and development of IoT device to measure the quality of water and water
content in soil

16. Vani, P.D., Rao, K.R.: Measurement and monitoring of soil moisture using cloud IoT and
android system. Indian J. Sci. Technol. 9 (2016)

17. Vanitha, V., Dwibedi, R.K., Painadthu, B., Venugopal, K., Thomas, A.V.: IoT Based Soil
Moisture Measuring System for Indian Agriculture, vol. 1964. IOP Publishing Ltd (2021)



Monitoring and Controlling of Smart
Irrigation System

Md. Abu Sayem, Md. Siddiqur Rahman, and Innika Khatun

Abstract The goal of this project is to create a complete agricultural system that will
enable our farmers to use the least expensive technologies. Sensors are utilized for
the perception of the environmental conditions encompassing the cropwhose outputs
are obtained on Associate in nursing humanoid primarily based mobile application
likewise as uploaded on the cloud. A record of this information will be maintained
that may well be used for the long-run reference, i.e., within the next cropping
season, enhancing the development of crop production. This paper shows the prudent
utilization of the Internet of Things for typical farming. It demonstrates the utilization
of NodeMCU ESP8266-based observed and controlled shrewd water system that is
both cost effective and simple. Farmers may irrigate their fields more easily with the
help of an automatic irrigation system. A cation concentration detector, water flow
detector, temperature locator, and soil condition identifier all exist independently in
this savvy water system, and these sensors microcontroller drives the pump motor.
Remotely on the Internet through the ESP8266 Wi-Fi unit, the information was
obtained by NodeMCU, which then passed. These are scanned using sent data and
board IoT. This empowers the far-off instrument through a safe web association with
the client or user. The actual time values and reference values of several parameters
required by crops have been generated for an Internet website. Users can use the
Internet service to control water pumps as well as keep an eye on preset reference
values that might help farmers enhance productivity with higher-quality crops.

Keywords Smart irrigation · NodeMCU ESP8266 · Soil moisture sensor ·Wi-Fi ·
Mobile or desktop screen ·Web server
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1 Introduction

In numerous nations, the principle type of revenue relies upon rural advancement.
As the population increases, increased agricultural development is needed. For ideal
plants, an appropriate amount of water is required, and at the same time, water is vital
for a nutritious life. According to agricultural land, approximately 40% irrigation and
85% fresh water are used in Bangladesh. So water should be used wisely because
watering in areas consumes the largest amount of water. The traditional way manual
irrigation system is inept. So excess water is a greater possibility. To overcome this
problem, you need to use an advanced irrigation method. It has been stated that the
end of plant plants can be 30,000, deteriorate, and lead to diseases of fungal soil
[1]. That’s why we have to invent an agricultural system for irrigation. Here, we use
automated Internet of Things (IoT) technology to solve any problem in any field. The
Internet of Things simply means taking everything in the world and communicating
with each other over the Internet. It is a network of devices that connect a man to a
man, a man to a machine, and a machine to a machine [2].

We powered the entire system with solar energy and programmed it in such a
way that the engine operated automatically. The innovation process of agricultural
irrigation connects the soil moisture sensor to the Wi-Fi system. The system then
sends data to the mobile application via programming, where we can get information
anywhere. Programming is done so that the engine is on and off, and once upon a
time, we could also get information from the engine. The Wi-Fi module converts
the analog signal into a digital signal and then directs it to the engine and mobile
application. If you want the constant reading of the soil moisture sensor, then we
just connect the analog pin sensor. This pin is analog to a digital adapter (ADC) pin.
In another case, we attach the sensor to the unit with a digital pin, where the upper
and lower threshold limit is agreed upon. Again through programming and hardware
components, the digital signal is sent to the engine pin. Now, if the sensor says that
the moisturizing edge of the soil is equal to the minimum threshold or below the
minimum threshold, the engine turns on, and in another case, the engine shuts down
if the level ofmoisture in the soil is equal to the upper threshold limit [3]. Our primary
goal is to maintain the level of moisturizing between the minimum and upper limits.

2 Literature Reviews

Solar-Powered Automated Irrigation System

In this paper, the authors focused on the floating rate motorized microcontroller-
based irrigation system concept as the main emphasis work. The only power source
utilized to operate the entire system is solar power. On the paddy field, sensors are
positioned. These sensors continuously sense the water level and provide the farmer
with a message with the water level information. Farmers can learn about the water
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level without going to the paddy fields. A farmer can operate the motor from afar by
sending a message from his cell phone based on the water level [4].

Automatic System of Plant Irrigation

By utilizing an automated irrigation system designed to improve water consumption
for agricultural crops, the goal of this article is to lessen the farmer’s manual involve-
ment. The automatic irrigation system that measures the soil’s moisture content and
turns the pump when the electricity is on is the subject of this study. In this project,
an L293D module and a soil moisture sensor are used to automate the control of
farm irrigation and soil moisture. When the electricity is on, this automatic irrigation
system detects the soil’s moisture content and automatically turns the pump on [5].

Arduino-Based Smart Irrigation System

This system defines the right distribution of pesticides on agricultural land to control
the disease. This device incorporates a sensor affixed to the plant as well as an
analysis instrument. Temperature sensors, humidity sensors, motion sensors, light
sensors, vibration sensors, and total UV sensors are examples of many sensors. A
sensor is a type of analytical tool that examines patterns for the presence of a specific
substance. Humidity and temperature value reaction detection by multiple sensors
taken from Arduino exceeds GSM usage on mobile farmers [6] (Fig. 1).

Fig. 1 Arduino-based smart irrigation system [6]
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Automatic Irrigation System on Sensing Soil Moisture Content

The research also intends to create a mechanism that turns the engine on and off
automatically based on humidity. Given this, enough information about the water
source cannot be found, and the approach to controlling water withdrawal from
supplies sufficient information was not seen about the energy supply used in this
research [7].

Management System of Automatic Irrigation with Sensors

Themain focus of this research is to develop a technology that can help regulatewater
by sensing humidity. Sensors placed on the ground throughout the globe will provide
information on the need for water, whichwill be organized similarly. Simultaneously,
a mechanical approach to the water of the tanker that would be filled when it was
empty was set up [8].

Automatic Irrigation Methods for Detecting Soil Humidity

The authors of this research demonstrate how automated irrigation methods can be
utilized to apply automated irrigation that is appropriate for agriculture and eliminate
operational errors brought on by staffmembers. So theArduinoCouncil (ATmega328
tiny controller), which is an input marker aggregation of the shifting humidity condi-
tions through a unique moisture detecting mechanism, is responsible for transferring
the project. In order to protect valuable soil and reduce the quantity of water needed
to irrigate crops, the project highlights the use of moisture sensors to control and
adjust the amount of water used in crops [9].

3 Analysis of the System Components

The hardware design of the smart irrigation system consists of two parts. The elec-
tronic section is the first one and the body section is another one. The electronic
section consists of several well-designed circuits containing some of the electronics.
The hardware section consists of the smart irrigation system.

The system proposed is composed of the following components: NodeMCU
ESP8266, Adapter 12v, Pump motor (Small Size), Relay 5v, Transistor BC547,
Diode 1N4007, Jumper Wire, Pipe for the Pump motor, On/Off Switch, Capacitive
Soil Moisture Sensor, L298N motor driver, and Breadboard.

4 Hardware Development and System Design

We discussed the development system and design system. We will cover the block
diagram, proposed system, methodology, system description, and also working
system (Fig. 2).
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Fig. 2 Hardware design

In the IoT-based undertaking, we find out with regards to brilliant cultivating and
mechanized water system frameworks with the NodeMCU ESP8266. Horticulture
has a basic part in the improvement of rural countries. The government’s policy of
“social and economic development” is to provide a comprehensive and comprehen-
sive system of social and economic development. Smart agriculture is the onlyway to
solve this problem by updating current traditional agricultural processes. As a result,
agriculture is smartly automating and utilizing IoT technologies. IoT empowers
different applications to screen crop development and choice, support programmed
water system goals, and so on. Crop productivity must be modernized and improved;
ESP8266 system based onmonitoring and controlling of smart irrigation is proposed.

4.1 Proposed System

The results of humidity, temperature, and threshold level can be calculated through
sensors used in the project. Soil parameters can be analyzed, and nutrients for the
soil can be calculated. The need for water supply from the soil can be calculated, and
therefore, proper irrigation is done through smart techniques.

The artificial way to provide water for crops in the fields is irrigation. A water
shortage has been advised in the current environment owing to expanded double-
dealing to foster another innovation that might save water from being squandered,
and since farming is the most practical business, an irrigation system would be a
smart approach to reduce water loss (Fig. 3).

Water distribution is becoming increasingly constrained, and water management
has become increasingly vital for irrigated agriculture’s long-term viability. The
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Fig. 3 Block diagram of monitoring and controlling of the smart irrigation system

objective is to make the water system framework savvy, independent, and proficient
to enhance crop water conveyance while lessening manual mediation. It monitors
soil, climate, and drought conditions, aswell as autonomous plantwater consumption
and water program adaption. As a result, the shrewd water system has turned into a
significant concern for the framework, with smart devices being supplied to farmers
to assist them in producing good harvests. Bangladesh is mostly an agricultural
country with abundant water resources. However, population growth and overuse
have resulted in a situation where water demand and availability are at an all-time
high. Several sensors are employed in smart irrigation systems to provide landupdates
to farmers. The water required for the region is calculated using soil moisture, water
flow, and temperature. Because crops are temperature sensitive, the dirt dampness
sensor decides the amount of dampness in the field to forestall desertification of
water. Temperature sensors monitor crop warmth.

4.2 Circuit Design

The 3.3 V power supply terminal of ESP8266 is used to operate the soil mois-
ture sensor. The VCC and ground pin of the sensor are connected to the VCC and
ground pin of the microcontroller. Also, the L298N motor driver is connected to the
microcontroller (Fig. 4).

4.3 System Description and Algorithm

NodeMCU is the scholarly piece of the framework. It is an open-source electronic
stage where complex contraptions models with equipment and programming are
planned, created, and tried. NodeMCU collaborates with the client through a site and
makes a server that can get andmove information to the site from theWi-Fi ESP8266
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Fig. 4 Circuit design of monitoring and controlling of the smart irrigation system

(NodeMCU microcontroller association). NodeMCU—ESP8266—Server—Client
or User.

To obtain the desired output, the accurate rule is required. The algorithm is made
up of the following steps:

• Step 1: Power supply turn on for the NodeMCU, sensors, and other devices.
• Step 2: Turn on the system, which contains sensors, Wi-Fi modules ESP8266,

and a user interface.
• Step 3: From the configuration file, translate the system instructions and run it

according to the files.
• Step 4: If the user needs ongoing alerting or monitoring, then read the sensor’s

data and analyze it to see.
• Step 5: Use 8266 ESP to send data to the user and wait for a response.
• Step 6: If yes, examine the irrigation pumps’ case switch and record the current

status in the system configuration file. The user can choose an irrigation pump by
transferring particular orders.

4.4 Flowchart

See Fig. 5.
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Fig. 5 Flowchart of
monitoring and controlling
of the smart irrigation system

4.5 Methodology

The system method is controlled through the implementation of the prototype
machine that works automatically and through the mobile application. Drawing
a timeline and reading relevant functions will be the first stage in the prototype
format. After weighing the advantages and downsides of prior research on automated
irrigation systems, we can start the implementation plan and method of automation.

Finally, we discussed the development system and design system. We discussed
the block diagram, the suggested system, the methodology, the algorithm and system
description, aswell as the actualworking system. The project showcases the design of
IoT-based smart irrigation system. The proposed system could limit farmers’ efforts
and provide higher fields. It additionally conserves water for irrigation by police
work sensors within the right position higher than the soil level. This work has
shown that plants are still able to maintain low humidity levels when the temperature
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is moderate. Analysis of more than one parameter created this system efficiency for
field management.

5 Results and Discussions

We interface all devices as well as software via wire and through the Internet and
NodeMCU-ESP8266 connection. We get notifications on mobile and automatically
activated them according to pump requirements. As such, if there is a digital connec-
tion, there is moisture in the soil under or equal to the minimum, then the pump
motor turns on automatically and if it reaches the maximum top, the pump stops
automatically. Both conditions are shown in Figs. 6 and 7 (Fig. 8).

The project is ready to use. As a result of its ease of use, maintenance, and
low cost, the ESP8266 wireless communication technology was adopted for use on
the web. Water demand and reliability will be accurately monitored and controlled
by this system. The user can display about the information of sensors from any
place on the planet in nanoseconds, which is gainful to the client. Besides, this
plan utilizes the ESP8266 Wi-Fi module and the NodeMCU microcontroller, which
diminishes energy utilization by expanding the system’s life across wide regions with
low introductory speculation.

Fig. 6 IP address connection (Device-I)
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Fig. 7 IP address connection (Device-II)

Fig. 8 Final project (top view)

6 Conclusions

In this IoT-based project,we learned about smart farming and smart irrigation systems
withNodeMCUESP8266.Agriculture has a critical part in the process of agricultural
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nations. Agricultural issues had always hampered the country’s development. Smart
agriculture is the only way to solve this problem by updating current traditional
agricultural processes; as a result, agriculture is smartly automating and utilizing IoT
technologies. Internet of Things (IoT) allows for a variety of applications to monitor
crop growth and selection, support smart irrigation resolution, etc. To modernize
and improve crop productivity, an ESP8266 system for IoT-based monitoring and
controlling of smart irrigation is proposed.

6.1 Limitations of the Work

The monitoring and controlling of the smart irrigation system is a bit expensive.
Depending on the size of your property, you will need more systems. Of course,
savings on water bills will result in lower costs. If you want to use this system
to water the garden, it is better to fix it underground before planting. The smart
irrigation system has not been used only to decide which two soil parameters such
as soil moisture and other temperature parameters use moisture, light, moisture in
the air, and soil pH value. This system works as a sensor for soil water content limit
value.

The most significant disadvantage of smart irrigation is the cost. These systems
can be very expensive depending on the size of the property. In addition, parts of
the garden should be dug to install pipes and attach them to the plumbing system
in the house. It can be equal to days or weeks without using the patio. After that,
the landscape should be repaired. It is better to set up an irrigation system before
setting up herds or wider landscapes because some of it will have to be torn down.
Groundwater is a very high-quality water supply system that is not a single area of
water. Repairing the irrigation system can be far more expensive than replacing a
damaged garden hose [15].

6.2 Further Improvements and Future Scope

The parameters of the agricultural environment are being monitored for a variety of
reasons. But nowadays it is done to gain knowledge about the needs of the crop
and soil. Here, we see irrigation from a crop farm using moisture soil sensors.
The proposed soil moisture monitoring system is based on Wi-Fi, microcontroller,
ESP8266 NodeMCU-ESP8266, soil moisture sensor FC-28, mobile application, and
the Internet. Currently, we only use soil moisture sensors that sense the upper and
lower threshold and work according to the water pump condition automatically. But
anyone can use more and more to find the right state of the problem in capturing real-
time measurements of that environment agriculture. Also, get treatment to overcome
the problem through programming and the use of the tools involved. We are using
the ESP8266 to run inexpensive, simple-to-use irrigation systems. In the future, we
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can securely collect all data through cloud computing and get all the information
also email via the “Message in queue” service for remote transfer and mobile on the
web page. The future scope of this project may include a variety of soil sensors
such as temperature sensors, rain sensors, and then data collection and storage
on cloud servers. This will make forecasting and analysis more accurate. It also
includes creating various algorithms for appropriate data extraction for data analysis
in agriculture.
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An Autonomous Agricultural Robot
for Plant Disease Detection

Shamim Forhad , Kazi Zakaria Tayef , Mahamudul Hasan ,
A. N. M. Shahebul Hasan , Md. Zahurul Islam ,
and Md. Riazat Kabir Shuvo

Abstract Bangladesh is the land of agriculture, known for growing varieties of
crops, also the main source of employment, employing around half of the workforce.
Plant diseases could have an impact on farmers’ livelihoods. In order to solve this
major concern, a robot is introduced that can detect plant disease using convolutional
neural network (CNN), which is a sophisticated image processing algorithm. The one
and onlymethod for preventing deficits in agricultural goods quality and amount is to
determine actual disease. Plant health monitoring and disease detection are essential
for the long agriculture viability. The implemented robot has a solar connection for
the battery package, assuring that it has a consistent source of power. The acquired
image will be processed, and the classes of the plant are displayed with a local
network-based website as an outcome. The website provides detected plant image
with the information of disease. Due to the focus on the agriculture, renewable power,
and robotics in our work, the robot is named as “AGRENOBOT.”

Keywords AGRENOBOT · Agriculture · Solar panel · Robot · Arduino uno ·
Raspberry Pi · Image processing · CNN

1 Introduction

The agricultural land mass is more than just a source of food. Agriculture production
is extremely important to Bangladesh’s economy. More than half of the population is
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dependent on agriculture. Consequently, in the realm of agriculture, disease identifi-
cation in plants is critical. The adoption of an automatic disease detection technique
is advantageous in detecting a plant disease in its early stages. The diseases of the
plants have the potential to harm farmers’ daily life.

There are many research papers, projects, and proposed models that help in
detecting plant diseases in the agricultural field. Like, Reference [1] depicts that
the proposed robot is developed using deep learning algorithms like CNN to analyze
the disease spread on the plant by taking a picture as a sample of the leaf. Addition-
ally, the bot monitors the process of pesticide spraying to minimize health risks and
labor work. This robot also has features like automated disease detection, and the
results are sent to the corresponding mobile unit.

In [2], the proposed robot system can explore between plant rows in the fields.
During sprinkling pesticides, it sends notification regularly using GSMmodule. The
robot combines all the functions with Arduino Mega 2560. Furthermore, Raspberry
Pi and camera modules are also used to detect infected plants. Besides, ultrasonic
sensors and Wi-Fi modules are also used to detect objects and accessing the images
of infected plants. Lastly, pumping motors and sprinkling nozzles are also used to
sprinkling pesticides in the field. It can be said that the autonomous system can be
an ideal solution for the farmers. Subsequent paragraphs, however, are indented.

After reviewing all these research papers, projects, and proposed plan, we came
up with an updated version of robot and plant detection model to detect the disease
of the plants with more accuracy and to make farming trouble-free for farmers.
Our proposed agriculture robot can easily detect plant diseases with convolution
neural network (CNN), implemented using image processing algorithm. In order to
prevent crisis in agricultural good’s quality and quantity it is important to identify
the actual disease. Lack of monitoring the plant diseases, farmers can face financial
loss. Farmers should have proper plan for plant disease monitoring and detection
system. The autonomous robot AGRENOBOT can be a solution for this as it has
a solar connectivity for supply for maximum 30 min backup with a Li-ion battery,
and it doesn’t need any manpower. The robot can take pictures with Raspberry Pi 4
camera module and after segmentation with VGG16 method. If there is any obstacle
in the field, it can rotate up to 360°. Moreover, it can change its path while rotating.
This will be a very good solution for the farmers to ensure the healthiness of the
plant. AGRENOBOT has a web-based controlled system so that anyone can use it.
It will just be easier to protect and maintain wide tracts of plants, along with their
productivity [3, 4].

2 Methodology

The AGRENOBOT is powered by solar energy and can also be powered by charging.
Here, Raspberry Pi is acting as the main processing unit and Atmega328p (Arduino
uno) as a supporting micro-processing unit for robotic movement. The robot is
autonomously set on an average speed of 60 rpm and sending information to the
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Fig. 1 System architecture

Raspberry Pi through Atmega328p. The camera is set to take pictures every second;
this is matched with the rotation speed of the robot. So that the camera can take better
and clear image sufficiently, with less blurriness in picture quality. The Raspberry Pi
cameramodule will take picture and process the image according to the classification
model VGG16. And after completing image processing and disease detection, the
robot will send the output from Raspberry Pi to Atmega328p (Fig. 1).

In Atmega328p the robot movement process is done by conditioning. So, when
the Raspberry Pi detects the disease it sends the value to Atmega328p, the process
tree then takes the value and give command to break and spray to robot. The breaking
period is set for 3 s and in this time the robot spray on the disease detected plant. For
this spraying process, Atmega328p sends power to the pump motor, and the pump
motor starts and sprays the diseased detected plant. After the spraying the robot
again, start moving forward and start taking pictures. The GPS/GPRS module sends
the disease information to the web server, and the local host server website shows
the result and picture of the disease detected plant. The 2-relay switch gives the robot
an advantage of rotating 360°. The laser indicator helps the robot to autonomously
move on the agricultural field.

In Fig. 2, the diagram shows the process of power production from the solar panel
to power distribution system of the robot. Here, the power is produced in solar panel.
In the solar panel, the sun light hits the solar cells and from hitting the solar cells by
photons electrons start flowing through the circuit in the solar panel which produce
electricity in the solar panel. After producing the solar power electricity from the
solar panel, we send it to the solar charger controller. The solar charger controller
used to control the solar power produced by the solar. It is used to stabilize the voltage
so that it does not harm the lithium-ion battery. If we don’t use any stabilizer, here the
unbalanced solar electricity can damage the battery. Then after stabilizing the power,
we charge the battery through the power of solar. Then the power is supplied to the
motor driver and other components like Raspberry Pi, Atmega328p, laser indicator,
and pump. The motor driver is powered with 12 V, and for other components, the
voltage is converted by DC–DC buck converter, which converts the power to 5 V, and
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Fig. 2 Solar power system block diagram

then this is supplied to the Raspberry Pi, Atmega328p, pump, and laser indicator.
That’s how the solar power is distributed among the components.

2.1 Working Flowchart

The work flow diagram displayed here illustrates the workflow tree of the robot
voltage supply, image processing to spray, and robot movement. After starting the
robot, we can observe that it measures the battery and solar voltage. Then it returns
if the battery power is sufficient. However, if it is low, it checks for a solar power
voltage source, and if that is also low, it returns the alert. However, if it is sufficient,
it will commence to charge the battery. It obtains the picture in the image processing
phase, the taken image data is trained, and then uploads the data to the server for
comparison with the pre-existing dataset. If the dataset matched with the disease
affected plants, the results show affected and if not the result shows no. If the disease
is detected, then it activates the pump and sprays pesticides. But if it does not find any
disease then the robot moves forward autonomously or manually with the remote,
we can move the remote as we want and after finishing the given command the robot
start acquiring new images from the field (Fig. 3).

In Fig. 4, the autonomous and manual movement flowchart of the AGRENOBOT
has been done by using Proteus 8.10. Here, The “SETUP”manifest display message,
motor and light off/start status and “LOOP” indicates the directionalmovement of the
robot according to the operation condition given in the flowchart. By following the
flowchart, the robot is programmed. As we can see that the movement of the robot is
contingent upon a specific set of condition and if the given conditions are satisfied the
robot will execute its corresponding actions. The forward movement state, reverse
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Fig. 3 Power and image processing flowchart

movement state, right movement, left movement, rotation, and breaking are defined
by flowchart condition. When reverse, right, left and breaking condition is 0 and
the forward moving state in 1, then the robot will move forward. Other condition of
movement and breaking will follow the same method.

The spraying condition states that if the disease is detected, the robot will stop
and fulfill the spraying condition. After breaking, the spraying pump will start and
spray the disease detected plant for 5 s. And after fulfilling the spraying command,
it will again follow the forward moving command.

2.2 Robot Functional System of Autonomous and Manual
Movement

This (see Fig. 5) is the PCB system diagram of the robot. This PCB does the primary
controlling part of the robot and giving necessary command after disease detection
(Fig. 6).

The autonomous and manual movement simulation of the AGRENOBOT, which
has been done by using Proteus 8.10. Here we have shown the directional move-
ment simulation of the robot according to the operational conditions specified in
the flowchart. We can see we have a display where we will receive “Welcome to
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Fig. 4 Autonomous/manual movement and spraying flowchart of AGRENOBOT

Fig. 5 Arduino uno (Atmega328p)-based robot control system

AGRENOBOT” massage after turning on the robot. And here have shown the two-
motor rotational simulation for simplifying the simulation diagram. We also have
two indicator which will blink when the robot will move to left or right. And we
also have a horn which will beep when the robot will detect any disease in the plant.
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Fig. 6 Robot autonomous and manual movement simulation

When the robot detects any disease in any plant, the brake system starts working and
the speed become zero. After breaking the robot spray to the plant with 10 s time,
and then again, the motor start and the robot start moving forward.

2.3 Hardware Implementation of AGRENOBOT

The AGRENOBOT

This is the final robot which we have named AGRENOBOT. In this robot, we have
used Atmega328p for main processing of robot controlling, which will then be
directed to Raspberry Pi for command. The relays are used to control motor driver.
TheNRF24L01has been used forwireless communication between robot andmanual
controller web/remote, and an LCD display has been used to display battery voltage,
solar power, moving direction, laser, and spray on/off indication. Here, we have used
4 gear motor of 240 rpm to run smoothly of the rocky surface. Two springs have
been used to balance robot body when going through uneven surface. And robot
V-shape rocker body gives it an advantage to run in uneven surface in the agricul-
tural field. As the size of the robot is smaller than the solar panel, we used the solar
panel as a charging station or we can even set it on top of the robot to power it up.
But the solar panel size covers more area than the robot body. We tried to find the
smaller solar panel in the market but couldn’t found any. The robot can operate for
about 30 min. So, if we can increase the battery backup and also increase the robot
size, then it can give us more energy for longer period of time. So, when the robot
starts taking pictures of plants, the Raspberry Pi matches the image with the built-in
VGG16 model trained image dataset. If the image is matched with the pre-existing
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Fig. 7 Working prototype of AGRENOBOT

dataset, the result will be send to the Google Firebase Cloud to show the output
in the local web system and give output as disease detected “Bacterial Spot.” And
also, when the disease is detected, the robot command to break through Arduino and
after receiving the break signal the pump motor start and spray 1 ml pesticide to the
disease detected plant. The pump motor needs 3 s to spray 1 ml pesticide, so we
programmed the pump motor to spray for 3 s (Fig. 7).

Custom Remote Controller

The controller is manually built by us. The advantages of this controller are its wide
range coverage and low built cost. The built cost of this remote is 5× lower than the
remote controller available in market. And one more added feature is that the remote
controller is rechargeable, a mobile phone lithium-ion battery is used to power the
controller and can be rechargeable in very short time with a type-b charger.

2.4 Plant Disease Detection and Result Analysis Dataset

The dataset is collected from two different sources and then combined together for
better result [5, 6]. The source of the dataset we have used is Kaggle (Table 1).
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Table 1 Disease names and
dataset samples

No Disease name Dataset samples

01 Bacterial Spot 2702

02 Early Blight 2920

03 Late Blight 2851

04 Tomato Mosaic 2790

05 Target Spot 2827

06 Virus Septoria Leaf Spot 2745

07 Leaf Mold 2882

08 Yellow Leaf Curl 2961

09 Spider Mites 2741

10 Healthy 2926

Implemented Image Processing Model

We did our tests using Google Colab Notebooks with a virtual GPU. We began by
downloading data throughKaggle. Then,wemake directories for training, validation,
and testing. We then saved the above pictures to Google Drive and used them to
execute the programs. Because all of the photos are JPEG files and the very first
action we did was, we use TensorFlow, Keras, and ImageDataGenerator instance
to decode them to RGB grid pixels. The VGG16 model was selected and utilized
as the primary model during the training process. To determine performance and
overfitting, we utilized accuracy and loss. We have implemented the VGG16 and
archived better results. The model is implemented into the Raspberry Pi. First, we
load Linux operating system into the Raspberry Pi and then imported necessary
library to implement the model. And then get the dataset from desired folder and
trained them with the help of the VGG16 model. And after implementing the model,
we incorporated Raspberry Pi camera as an input device and Google Firebase to
show the results in the local web-based system (Fig. 8).

VGG-16 has 16 convolutional layers and a remarkably consistent architecture,
rendering it quite presentable. It contains basically 3 × 3 convolutions, but a lot of
filters, similar to AlexNet. Transfer learning can help you attain VGG. The model
is pre-trained on a dataset, the parameters are changed for improved accuracy, and
the parameter values may be used. We have nine types of disease dataset in our
CNN system and one healthy type dataset. Here, the robot has detected the tomato
bacterial spot which is correct [8]. For classification, we have used VGG16 and
VGG 16 (customized model). The model was trained using 28,345 images, and the
model was validatedwith 24,001 images [9]. The network’s input is two-dimensional
picture (224, 224, 3). The first two layers have the same padding and 64 channels of
3*3 filter size. Then, after a stride (2, 2) max pool layer, two layers of convolution
layers of 256 filter size and filter size (3, 3). This is followed by a stride (2, 2) max
pooling layer, which is the same as the preceding layer. Following that, there are two
convolution layers with filter sizes of 3 and 3 and a 256 filter. Following that, there
are two sets of three convolution layers, as well as a max pool layer. Each has 512
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Fig. 8 Implemented VGG16 model on Google Colab [7]

filters of the same size (3, 3) and padding. This picture is then fed into a two-layer
convolution stacks. The filters we employ in these convolution and max pooling
layers are 3*3 instead of 11*11 in AlexNet and 7*7 in ZF-Net. It also employs 1*1
pixels in some of the layers to control the amount of input channels. After each
convolution layer, a 1-pixel padding (same padding) is applied to avoid the image’s
spatial information from being lost. We received a (7, 7, 511) feature map after the
stack of turnover andmax pooling layer. This output is flattened tomake it a vector (1,
5088). After this, three fully connected + ReLU layers have been created. The first
layer of three connected layer receives the output of the last vector of max pooling
layer and the output of first connected layer is (1, 4096) vector, and the second layer
likewise outputs the same size vector (1, 4096), while the third layer produces the
1000-channel output for 1000 classification [10] (Fig. 9).

Disease detection result

Here, we have shown the traditional or existing VGG16 model result and the
customized VGG16 result used in the project to identify plant disease detection
more accurately. In this project, we used accuracy, precision, recall, and F1 score
to determine the performance of the deep learning-based plant disease detector. The
accuracy (A) is the percentage of presently categorized forecasts that are correct.
Precision (P) is the fraction of positive outcomes that were ultimately right. The
proportion of verifiable positives that were appropriate implementation is measured
by recall (R), and the F1-score is derived by taking the harmonic mean of accuracy
(Table 2).

IOT-based web result of disease detection and control system

Here in Fig. 10, we can see the web-based live feedback. With this web-based live
feedback, we can both control the robot manually and see the output of the detected
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Fig. 9 Implemented VGG16 (customized) model accuracy

disease after scanning of the image. The robot takes the picture and sends it to the
Raspberry Pi for image processing. The Raspberry Pi checks which category the
picture belongs to by classifying the images. Then when the disease is detected
or healthy plant is detected, the Raspberry Pi sends the taken picture and result to
the live web script, using the firebase real-time database, and viewers can gain safe
access to the database from robot’s Raspberry Pi code. Data is saved locally, and real-
time activities continue to display updated results even when the website is offline,
offering every user an interactive and dynamic response. That’s how through firebase
real-time database the live web script shows the final result of the image and detected
plant.

3 Conclusion

The AGRENOBOT has been constructed to benefit farmers by significantly
improving their productivity and efficiency. Farmers labor all day and encounter
several challenges; therefore, this system would assist them in reducing their work-
load while also assisting them in increasing their output through regular monitoring
plant diseases. The identification of disease benefits the farmer in producing healthy
crops. Robot’s pesticide sprinkling function eliminates the need for the farmer to
manually apply pesticides. In near future, the demand of the agriculture robot will
increase surely as it will save a lot of money of the farmers. It will play a signifi-
cant role in our country’s economy. This project’s eventual goal is to make a cost
friendly robot with higher work done and less return loss and 100% accuracy on
plant disease detection using customized image processing model VGG16. As this
project is eco-friendly, so it is not harmful to the environment. As the world runs so
rapidly nowadays, agriculture is essential in our daily lives. This project is one of
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Fig. 10 Web-based detected disease image and result

the best options now and, in the future, it will help to develop the agriculture system
and contribute more in the future precision agriculture.
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Design and Development of a Low-cost
IoT-Based Water Quality Monitoring
System

Sultanus Salehin, Tahseen Asma Meem, Akib Jayed Islam,
and Nasim Al Islam

Abstract As a consequence of rising urbanization and industrial growth, water
contamination and degradation are developing at an alarming rate. Thewater scarcity
around the world necessitates a long-term strategy to make the most of it. Tradi-
tionally, water quality is assessed by collecting water samples by hand and then
testing and analyzing them in a laboratory setting. This paper examines how cutting-
edge technology, such as the Internet of Things (IoT), can provide a sustainable
and cost-effective method of monitoring multiple water parameters in real time. The
proposed system was used to calculate the turbidity, TDS, pH level, and tempera-
ture of 30 different water samples with success. The turbidity level was measured
in nephelometric turbidity units (NTU) and then transmitted via wireless fidelity
(Wi-Fi) networks to an Internet of Things—cloud computing platform, where it
could be viewed using an Android smartphone or PC. The experiments demon-
strated that the monitoring system was capable of continuously monitoring the pH
level, total dissolved solids (TDS), and temperature of water from various sources at
different times, thereby providing safewater for industrial, agricultural, and commer-
cial purposes. The cost and complexity of implementation are minimal due to the
use of sensors and the Arduino Nano microcontroller, making it simple to validate
the efficacy of the built system.
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1 Introduction

The four basic constituents of our nature are the atmosphere, meaning air, litho-
sphere that includes rocks and soil, hydrosphere or water, and living beings that
create biosphere. Water and oxygen are essential for life on Earth; in fact, biologists
believe that water is the source of life [1]. Fresh natural water is an essential source of
survival, and its consumption is fast growing as natural freshwater resources become
scarce. Improper water resource management has resulted in severe water shortages
in several parts of the world. Over the last few decades, an exponential increase in
population growth, urbanization, and industrialization has resulted in ever-increasing
water pollution in Bangladesh and many other developing countries throughout the
world. In Bangladesh, where river water is in short supply, it is widely used for
home, agricultural, and industrial purposes. Over the past 40 years, severe environ-
mental contamination issues have occurred in the waters encompassing Dhaka and
the Karnaphuli River in Port City, Chattogram. According to current data, several
urban rivers including the Teesta, Korotoa, Pashur, Rupsha, and Padma are in grave
danger. Waterborne pollutants wreaked havoc on riverbeds downstream [2]. Human
health, as well as the ecological balance among other species, is impacted as a result
of water contamination.

According to one study, approximately 1.8 B individuals in different parts of the
globe could encounter complete water dearth by 2025 [3]. Still pollution, which
is mostly produced by power generation, industrial production, mining, and other
aspects, is a major contributor to the degradation of water bodies, exposing indi-
viduals to cholera, diarrhea, dysentery, hepatitis A, and other waterborne diseases.
Diarrhea claims the lives of an estimated 842,000 individuals each year [4]. As a
result, it is the time to develop an autonomous monitoring system to ensure water
quality balance [4].

The number of surveys has been carried out to determine the water constituents of
an environment using just glass, scoops, and bottles.Water samples are gathered, and
the findings are examined in a laboratory to identify the water constituents, which
is a time-consuming and traditional technique. World research has demonstrated
the IoT, i.e., Internet of Things, to be a cutting-edge technical phenomenon due
to its versatility in collecting, monitoring, and analyzing data gathered from even
the most remote sites [5, 6]. The ultimate goal of all recent IoT-related research
in this field remained to bring about an efficacious, low-cost, instantaneous system
to observe the quality of water that coalesced wireless sensor networks and the
Internet of Things together [7]. In this study, we proposed a water quality monitoring
system that consists of a MCU and fundamental sensors, is small-scale, and is highly
beneficial for monitoring pH, turbidity, TDS, water flowwith water temperature, and
then uploading the sensor data to the cloud.

The remainder of this research work is structured in the succeeding sections:
Sect. 2 summarizes the project’s relatedworks, Sect. 3 describes the design procedure
and hardware implementation of the proposed system, Sect. 4 shows the results and
discussions, and Sect. 5 summarizes the project’s future goals and conclusion.



Design and Development of a Low-cost IoT-Based Water Quality … 711

2 Related Works

In this current era, water quality monitoring applications are particularly incor-
porating IoT, a system where almost all the devices can work autonomously and
interact with other devices without any human involvement. In order to construct
a high-quality model, we looked at a variety of different methodologies developed
by researchers for this type of system. Authors have developed distinct methods
for determining water quality by examining characteristics such as turbidity, pH,
temperature, conductivity, and so on. Theofanis Lambrou et al. [8] worked with a
water-level controlling system focusing onmultiple key characteristics, i.e., mobility,
portability, cost-effectiveness, and reliability, and they employed a sensor array along
with multiple microsystems in order to carry out-signal conditioning and processing.
The wireless system made it possible to remotely process the data and reduce the
costs of installation significantly. However, the proposed method could not cover
all types of contamination. Saravanan et al. [9] found that performance parameters
and working procedures changed with time. They suggested a cutting-edge SCADA
system which stands for supervisory control and data acquisition for real-time water
qualitymonitoring that interactswith the Internet ofThings (IoT),whichwas installed
in a Tamil Nadu metropolis. Arduino Atmega 368 using GSM modules was used to
identify the contamination level of water as well as pipeline leakage. The whole
system was made cost-effective upon calibration with additional sensors. However,
in SCADA systems, which run 24× 7 in factories, minimizing energy consumption
of low-power sensors is also a challenging issue.

In the research work done by Vasudevan and Balraj Baskaran [10], a novel water
quality monitoring system was proposed which turned out to be an efficient one
in the process of eradicating pollution control trends. They built an unmanned
surface vehicle (USV) to gather information about quality parameters, chemical
index in particular, analyze, and create characteristic curves of each of them about
thewater bodyunder experiment. Thewhole process of data collection and trackingof
quality parameters and assessment was done in real time as the data were transferred
immediately to the cloud.

Cloete et al. [11] established awater quality monitoring system that avoidedwired
communication to disseminate the collected data and could display the acquired data
via an UI (User Interface). It had an automated warning notification option to alert
the users if any parameter goes beyond the safety level but had no way to keep
track of the measurement history due to the unavailability of a data logging system.
Mohammad Salah Uddin Chowdhury et al. described a water quality monitoring
systemwhich isWSN based with inter- and intra-node communication in their publi-
cation “IoT Based Real-time River Water Quality Monitoring System.” On a server
PC, data visualization is performed using Spark streaming analysis using neural
network models, a belief rule-based system, and Spark MLlib. This work proved to
be particularly beneficial in the context of Bangladesh since it concentrated on high
mobility, high frequency, and low power. However, the authors concentrated only on
river water characteristics (temperature, pH, and turbidity), leaving additional factors
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such as dissolved oxygen (DO), chemical oxygen demand (COD), total dissolved
solid (TDS), and cost-effectiveness and resilience to be explored later [12].

Traditional methods for measuring water quality, such as the time-consuming
manual laboratory examination process and statistical inferences [13], are time-
consuming, expensive, and inefficient. Water quality is influenced by biological,
chemical, and physical forces in nature. Because a single metric cannot adequately
quantify water quality, the water quality index (WQI) was devised to do so. Several
WQI calculation techniques were developed, with the majority focusing on iden-
tifying contamination occurrences. Sandia National Laboratories created Canary,
one of the earliest such systems, with funding from the Environmental Protection
Agency (EPA).GreaterCincinnatiWaterWorks is nowusing it (GCWW). It surpasses
previous systems in several critical areas, including algorithm lucidity, the capacity
to incorporate operational info directly into its event identification component, and
the ability to possess concentrated processing on an independent computer system
while buttressing numerous sensors. Elad Salomons’ OptiEDS is another device that
assists in the real-time observation of abnormal water-quality situations including
water quality monitoring and detection of water contamination. Another instrument
that can identify anomalous behavior in water quality tests is the Bluebox. Because
it first normalizes the data before calculating the distance between the variables
in each data point and uses distances to plot the frequency curves to represent the
result, it gives a valid outcome even if some of the variables are absent. It is, however,
rather exorbitant in terms of money, costing up to $92,500, and it lacks the ability to
incorporate operational info directly into event detection. Another system developed
by the Hach Company is Event Monitor, having an investigatory capacity to detect
events, tune itself mechanically, and determine what accounts for an anomaly inside
the system [14].

3 Design Procedure and Hardware Implementation
of the Proposed System

The need for a better methodology for water quality monitoring system (WQMS) has
always been on the increase due to the challenge of the limitation of water resources
in a developing country like Bangladesh. In general, numerous parameters must be
measured in order to perform a water quality analysis. So, keeping the focus on
vital water parameters, we proposed our WQMS model into two parts—hardware
implementation and software part. Proteus Professional 8.0 was used for simulation
purposes after which we proceeded for hardware implementation. Figures 1 and 2
depict the proposed WQM system’s block design and flow chart. All sensors are
linked to the central MCU, including the temperature sensor, pH sensor, TDS sensor,
turbidity sensor, and water flow sensor, and these sensors feed the MCU with neces-
sary data from the water reservoir. The information is sent to the cloud immediately
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through a Wi-Fi module, where it may be seen at any time from an Android device
or a PC.

The Arduino Nano is a microcontroller board with 8 analog pins, 14 digital pins,
6 power pins, and 2 reset pins that may be used on a breadboard. It is programmed
using the Arduino IDE. This and the Arduino UNO are almost similar boards in
terms of capability. It operates at 5 V, although the input voltage can be between 7
and 12 V. Because the Arduino Nano’s maximum current rating is 40 mA, any load
attached to its pins should not use more than 40 mA for best results [15].

Fig. 1 Block diagram depiction of the proposed WQM system

Fig. 2 Proposed system
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The ESP8266 ESP-01 Wi-Fi module is a self-sufficient System on a Chip (SOC)
that allows a microcontroller to connect to a wireless network and manages its inputs
and outputs without the need for a microcontroller, since it functions similarly to a
tiny computer. As a result, it may be set up to connect to a Wi-Fi network. Also, it
can operate as a microcontroller.

The pH scale, ranging from 0 to 14, is used to represent a solution’s alkalinity or
acidity, which is calculated by the quantity of hydrogen [H] + ions available. The
potential difference between two electrodes: a reference node and a glass electrode
sensitive to hydrogen ions may be used to compute PH levels in this module. This
Arduino-compatible sensor may be used to assess water quality and for aquaculture
[16].

The water turbidity sensor for Arduino determines the standard of water by
measuring turbidity. It calculates the rate/percentage of light scattering and trans-
mission, which is proportional to the amount of total suspended solids (TSS) in the
water, to point out suspended particles in water. The TSS grows in lockstep with the
amount of liquid turbidity [17]. A water flow sensor is made consisting of a water
rotor, a plastic valve body, and a hall-effect sensor. When water passes through the
rotor, it rolls. Its speed is determined by the flow velocity. The Hall effect sensor
then produces the proper pulse signal [17]. Despite the fact that the sensor works
well up to 125 °C, it is recommended that the temperature be kept below 100 °C due
to the PVC jacketing on the cable. Only a wire (and ground) is required to connect
the DS18B20 sensor to a microprocessor. Many DS18B20s can be utilized on the
same 1-wire bus system at the same time since each DS18B20 has a unique silicon
serial number, allowing temperature sensors to be put in a variety of places within the
same project. The analog TDS sensor/meter for Arduino is an Arduino-compatible
TDS kit that may be used to calculate the TDS value of water in order to evaluate
its purity. The total dissolved solids (TDS) in one liter of water are measured in
milligrams. More soluble particles dissolve in the water when the TDS level is high,
making the water less pure [16]. Our proposed system includes pH sensor, water
turbidity sensor, water flow sensor, waterproof DS18B20 digital temperature sensor,
and analog TDS sensor. As the principal processing module, we employed Arduino
Nano, which consumes low power, is small and compact in size and one of the most
significant parts of the WQMS. To measure the acidity or the alkalinity, we used a
pH sensor while a water turbidity sensor was used to detect the suspended particle
which enables the user to determine the light scattering and the transmitting rate of
the available water. The use of a temperature sensor was intended to observe the
real-time temperature of the water resource along with the surrounding environment
in order to verify that the water quality was sound. Furthermore, by estimating the
total dissolved solids in the water, the TDS sensor aids in determining the purity
of the water supply. The software experimental set up of our suggested system is
illustrated in the software simulations shown in the following Figs. 3 and 4.

The microcontroller, which includes a SoC analog-to-digital converter that
converts the analog signals received by the sensors into digital signals for in-depth
analysis, is used for data sensing and control from sensors. To receive this analog
output, MCU’s analog pins and the sensor’s analog output must be attached. The
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Fig. 3 Schematic diagram of software simulation

processed data is updated to the central server using a low-cost ESP8266 ESP-01
Wi-Fi module. A Wi-Fi chip with a full TCP/IP stack, as well as a microcontroller
chip and Tx and Rx serial transceiver pins that send and receive data, modify wireless
module framework, and update serial inquiry instructions, are included.

4 Results and Discussion

The sensor network of the MCU of the experimental set up is capable of capturing
sample data from the water storage reservoir every 30 s. The Arduino IDE serial
display presents the sample parameter outputs. The Wi-Fi module is used for real-
time monitoring with different parameters. With the help of a pH sensor, the voltage
of the water is continuously being updated with corresponding values. The water’s
pH is proportional to the measured voltage of the water according to the Nernst
equation,

E = Eo + (RT/zF)pH

Here, cell potential is denoted by E while Eo refers to the cell potential in conven-
tional pressure and temperature state, universal gas constant is denoted by R, number
of electric moles is denoted by z, F refers to the constant Faraday, and T is the
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Fig. 4 Experimental setup

temperature. In Arduino IDE’s serial monitor, Figs. 5 and 6 display the output of the
pH sensors. In Figs. 5 and 6, we observed 30 samples from 30 different resources
at different time periods and the result of the pH levels quite depicts the actual
scenario apart from some exceptional occasions. The corresponding values of total
dissolved solids (TDS) as well as turbidity are calculated using gravity: TDS sensor
and turbidity sensor, respectively.

Figures 7 and 8, respectively, give us the idea of TDS values and turbidity values
of 30 unique resources at different time periods. The turbidity is measured in NTUs,
or nephelometric turbidity units, and the turbidity sensor outputs are examined and
updated on the Arduino IDE serial monitor.

y = −1120.4x2 + 5742.3− 4352.9

According to the preceding equation, thewater turbidity is reciprocal to the voltage
of the water, where x is the value of voltage and y is the turbidity value.

The pH level of drinking water recognized for consumption globally must be
between 6.5 and 8.5, but our suggested model demonstrates 21 samples of water
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Fig. 5 Various water resources versus corresponding pH level

Fig. 6 pH level of different water resources at different time period

from 30 different water resources with pH levels between 6.5 and 8.5 and can be
considered safe to drink. These 21 samples of water were collected as follows: sea
water from Cox’s Bazar (Kolatoli Point, Shugandha Point, Inani, and Laboni) and
sea water, tap water, and deep groundwater from Khulshi, Chattagram, bottled water
of companies (Acme, Jibon, PRAN, Spa Fresh,MUM) in Chattagram and swimming
pool water from Hotel Ocean Paradise, Cox’s Bazar. From Nasirabad, Akbar Shah
Road, O. R. Nizam Road, we have fetched deep groundwater as well. TDS values
of less than 300 ppm are preferred and appropriate for drinking without filtration.
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Fig. 7 Total dissolved solids in different resources at different time

Fig. 8 Turbidity in NTU of different water resources at different time period

Bottled water of companies (Aquafina, Acme, Jibon, PRAN, Fresh, Kinley, MUM)
has TDS levels below 300 ppm, making them safe to consume without filtration. The
turbidity level in drinking water that is deemed to be more desirable and acceptable
for consumption must be less than 1 NTU. Our suggested model demonstrates that
out of 30 distinct sources, 13 samples of water had turbidity levels below 1 NTU,
making them safe to consume.

The waterproof DS18B20 digital temperature sensor is employed to determine
the accuracy of pH and turbidity measurements by measuring the water surface
temperature. The temperature of the environment is determined using the temperature
sensor since the pH sensor and turbidity sensorwill yield proper data under a specified
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atmospheric state. Figure 9 represents the corresponding temperature value of the
same water resources at distinct time periods.

The temperature of drinking water that is acceptable for ingestion around the
world must be fewer than 25 degrees Celsius. Our suggested approach reveals that
out of 30 different resources, 6 samples of water have a temperature of less than 25
degrees Celsius and are safe to consume.

Table 1 shows the cost analysis of the proposed WQM system. The prototype
model is less expensive than other available systems, as shown in the table. All of the
equipment’s costs are current, since they were purchased in July of 2021. Aside from
temperature sensors, the majority of sensors have a lifespan of 1–3 years; however,
a temperature sensor may last up to 10 years. All of the sensors have high sensitivity
and accuracy in terms of success rate.

Fig. 9 Temperature versus time curve of several water resources

Table 1 Cost analysis of WQM system

Name of the component Model number (Quantity) Price per unit in Bangladesh taka

Arduino Nano V3 ARD-00089 (1) 398.03

pH sensor with module SEN-00239 (1) 2499.22

Water turbidity sensor SEN-00205 (1) 780.18

Temperature Sensor SEN-00072 (1) 650.53

Name of the component Model number (Quantity) Price per unit in Bangladesh taka

ESP8266 ESP-01 WIR-00064 (1) 295.23

G1/2” Water flow sensor SEN-00043 (1) 479.61

Gravity: Analog TDS
Sensor/meter for Arduino

SEN-00222 (1) 1484.68

Total costing 6,587.48
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5 Future Work and Conclusion

The proposed technique for monitoring water parameters has yielded promising
preliminaryfindings.Despite the fact that thewatermonitoring systemwas developed
to collect samples frommultiple water sources in Chittagong as well as Cox’s Bazar,
Bangladesh, the conclusion can be drawn that the system can be used for personal
usage as well. This proposed cutting-edge IOT technology can be used to keep track
of the water standard of any water source in any part of the planet in the future.
In the future, the system can be made more robust and compact by complex PCB
design [17–20] where we can add an additional security system as well as a live
data visualization system. The inclusion of an Android [5, 18, 19] app can be a
huge change in the entire WQM system. Finally, it can be concluded that with this
proposed paradigm, the goal of ensuring safe drinking water for all can be achieved.
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Abstract The growing world population has placed increased pressure on the agri-
cultural sector on a global scale, and all over the world, efforts are being made
to increase food production. Smart farming is an Internet of Things (IoT)-based
approach that optimizes productivity in termsof quality andquantitywithout compro-
mising the farmers’ economical circumstances or adding to their workloads. In
this paper, the scope of smart farming has been considered in the perspective of
Bangladesh where the Internet coverage is still not very reliable, and majority of
field workforce are victims of poverty and illiteracy. Despite such barriers in the
realization of smart farming, there have been several public and private projects
aimed at gradually transforming the agricultural sector through the adaptation of
sensor usage, IoT-based monitoring and satellite tracking. The feasibility of such
endeavors has been reviewed in this paper, and the current implementation chal-
lenges have been discussed with some suggestions on possible solutions. The effect
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1 Introduction

In the last century, the world population has grown to a staggering number of more
than 7 billion which has been forecasted to reach 9.6 billion by 2050 [1]. The whole
world is facing the challenge of sustaining an ever-growing population with a limited
quantity of natural reserves, out ofwhich food is themost critical resource. To circum-
vent the looming threat of food shortage, all the countries worldwide are currently
focusing their efforts into improving the efficiency andproductivity of the agricultural
sector, but due to geographical properties (such as temperature, landscape quality,
weather, occurrence of natural disasters, etc.), not all countries are equally suitable
for growing food. Furthermore, unstable factors such as government policies, polit-
ical environment and ratio of urbanized versus rural areas impact the availability
of cultivatable land. In the current situation where the traditional practices in agri-
culture are becoming obsolete over time, the emerging field of smart farming and
digitalized agriculture may contribute to the solution for the current problems and
future challenges regarding food production on a macroscopic scale.

The two integral factors of the smart farming approach are the usage of sensors and
software-based monitoring [2]. The application of sensors and intelligent software
improves quality and quantity of production of crop, livestock and fisheries, and
the use of big data and machine learning aids post-harvest management and market
growth. The authors of [3] expected the IoT technology used in smart farms to be
capable of bringing a revolution in the agriculture industry and save the sector from
its fate of being the weakest link in the economic value chain of many countries.
Instead of how traditional farming causes the farmers to spend 70% [3] of their time
monitoring the crops instead of doing actual field work requiring human wisdom,
smart farming techniques enable farmers to properly monitor the state of farmlands
and collect all necessary data accurately and automatically with minimal effort. This
leads to a productivity increase as the farmers can focus their energy where it is
needed and make informed decisions about crop selection, irrigation, disease and
pest management, safety measures against natural disasters, etc. Modern agriculture
methods contribute in the journey toward sustainable agriculture in this manner and
justify the integration of smart farming into the production pipeline. However, the
use of Internet and interconnected devices in smart farming rises new concerns,
such as uncertainty in data security and availability [4], lack of skilled labor capable
of operating new technology and sparseness of funding [5]. Not all methods of
smart farming are equally applicable to each country due to the vast difference in
climate conditions, technological advancement and financial prosperity. Even though
agricultural sector is directly linked to the livelihood of over half of the population
in Bangladesh, smart farming is still a very new concept in this country that still
requires significant improvement in the farming infrastructure, training and education
of the low-income rural population, expansion of high-speed Internet connectivity
and governmental investment policies.

This paper tries to identify the feasible ways technology can contribute to the agri-
cultural sector of Bangladesh in regards to sustainable farm management. For this
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purpose, the scope of smart farming in the modern world is discussed in Sect. 2, and
the current state of smart farming in Bangladesh is summarized in Sect. 3. Section 4
discusses the major challenges hindering the immediate and widespread implemen-
tation of smart farming technology in Bangladesh, and Sect. 5 proposes a concep-
tual framework of a low-cost smart farming system prototype providing maximum
utility from Bangladesh perspective while keeping the system affordable for small-
and medium-scale farmers. Finally, Sect. 7 concludes this work by summarizing the
takeaway from this research and discussing future action plans.

2 Smart Farming Scope

Smart farming is the approach of using modern technologies like IoT, sensors,
robotics, UAVs and artificial intelligence to optimize agricultural output while
utilizing minimal resources and human labor. The process can be considered a
holistic approach that amalgamates information and environmental science as well
as computer and software engineering and is further supported by technologies such
Geographical Information System (GIS) and Global Positioning System (GPS) [6].
The goal of smart farming is to ensure high productivity, to create informed action
plans that are adaptive and efficient and to mitigate negative effects to the environ-
ment such as groundwater depletion, greenhouse gas (GHG) emission and water
pollution.

Out of the several aspects of smart farming, precision agriculture is a core compo-
nent that utilizes localized, specific data to precisely locate crop issues and helps the
farmer make informed decisions to increase crop yields and reduce risks. GPS and
GIS can be of practical use in providing guidance in the handling of agricultural
equipment such as tractors, sprayers and harvesters, and variable-rate technology
(VRT) can control items like seeders and spreaders. Additionally, proper use of ICT
tools built upon Internet of Things (IoT) is crucial to successfully implement smart
farming as it facilitates the autonomous collection and analysis of agricultural data.
Also in more advanced smart farming solutions, machine learning algorithms are
utilized to identify patterns in data and predict important information about the crops
and the farming environment [2].

2.1 Relationship Between Smart Farming and SDG Goals

The2030Agenda for SustainableDevelopment byUnitedNationsGeneralAssembly
identified seventeen Sustainable Development Goals (SDGs) to promote education
and growth across communities all over the world. Rahman et al. [5] state that,
agricultural production needs to be doubled per acre by 2030 in order to achieve the
SDGs related to agriculture, and smart farming can contribute to fulfilling this goal.



726 N. Alam

SDG 2. To combat hunger as per the “No hunger” target of SDG 2, the production
capacity of the agriculture sector must be increased to ensure it can feed the popula-
tion. As land expansion not possible in many densely populated countries including
Bangladesh, increasing the resource utilization efficiency through smart farming is
a more realistic approach.

SDG 12. Additionally, smart farming would prevent the overuse of resources by
the implementation of smart irrigation systems and location-wise fertilizer appli-
cations. This would contribute to the “responsible consumption and production of
resources” demanded by SDG 12.

SDG 11. “Sustainable communities” mentioned in SDG 11 would require a
sustainable agricultural infrastructure that is prepared against natural disasters and
mitigates the negative effect of human activities on the environment, both of which
are aided by the IoT- and AI-based predictive measures of smart farming.

SDG 7. Lastly, integration of solar and wind power into the smart farms would
contribute to ensuring “affordable and clean energy” requirement of SDG 7.

2.2 Technologies Employed in Smart Farming

Smart precision farming involves focusing of effort to correct application areas by
letting the farmer make decisions for an individual area or object, with the operation
scope being per square meter or even per plant or animal rather than for a whole field.
The precise measurement of plant health can prevent unnecessary usage of water,
fertilizer and pesticide. Similarly, individual animals can receive the specialized care
they need, leading to early disease detection and prevention of outbreaks.As no single
source can provide adequate information to a farming system for making informed
decisions, a multitude of technologies is utilized to collect and process the data [6]
(Fig. 1 and Table 1).

2.3 Smart Farming in World Perspective

From studying the history of countries that have already fully embraced the smart
farming scheme, a massive increase in productivity can be observed. Compared
to how 11 million farmers satisfied the food demand of 76 million Americans in
the year of 1900, only 6.5 million farmers are fulfilling the food demand of 321
million humans in 2017 [2]. In 2018, the smart farming industry had a global market
estimated at 7.5 billionUSDandwas dominated byUnited States and theNetherlands
[4], but now South Korea has made rapid advance in the field through the application
of cutting-edge technologies in vertical indoor farms and cultivating environments
at innovative locations such as the unused spaces at subway stations in Seoul [7].
Michels et al. [8] report the frequent use of drones in Europe as a non-invasive
method for gathering detailed data, but find limited application in pesticide and
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Fig. 1 Smart farming
process

Table 1 Components of smart farming

Sensors Temperature, soil moisture, water level, sunlight, humidity, pH

Software Specialized software solutions for certain purposes such as frontend application
to see data collected from farm

Connectivity Wi-Fi, Cellular, Bluetooth, ZigBee, LoRa

Location GPS, Satellite

Robotics Autonomous tractors, agricultural drones

Algorithm AI and machine learning algorithms

fertilizer spraying due to legal constraints. The Ministry of New and Renewable
Energy (MNRE) has introduced the PM-KUSUM Farmers’ Scheme in India, where
farmers and other agricultural communities are provided subsidies for installing solar
pumps. This would achieve the combined effect of contributing to grid as well as
promoting green energy as no more fossil fuels will be used.

3 Smart Farming in Bangladesh

The irrigation technologies used before the independence of Bangladesh employed
methods that were either inefficient or potentially harmful to the environment in long
term, like swing buckets, drones and deep tube wells. Eventually, the agricultural
sector grew more mechanized with the introduction of shallow and deep tube wells
running on diesel engines and tractors for tilling. Newer techniques like Alternate
Wetting and Drying (AWD) is being adopted by farmers to minimize irrigation water
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consumption without reducing the harvest [5]. However, simple mechanization of
agriculture alone cannot achieve the level of growth the country is aspiring for.

3.1 Recent IoT Applications for Smart Farming

While there are still many challenges that need to be resolved before smart farming
becomes widespread in Bangladesh, several public and private sector projects have
already dipped their toes in the smart farming industry. Multiple dairy and livestock
farms in the country have embraced the use of bolus sensors that report the health
condition of cattle at all times. Dutch Dairy Ltd at Shatghariya, Munshiganj, is
a large-scale cow farm operating since 2018 that employs modern cattle rearing
methods to maximize productivity and utilizes smart technologies such as automatic
temperature control through fan and sprinklers in addition to the constant cattle
condition monitoring through sensors [9]. Digi Cow and Shurjomukhi Pranisheba,
in collaboration with Grameenphone, have aided farms with the setup of such IoT
services [5]. Shurjomukhi Pranisheba also introduced IoT and RFID-enabled cattle
insurance.

Recently, agricultural fintech company iFarmer has also began to provide Fitbit
cattle sensor and soil moisture sensor to their clients [10]. They launched the Sofol
app in 2020 that helps with the operation of their Sofol agriculture finance and
supply chain platform. Once NID verified, small farmers sign up in the app through
a facilitator, their finances are logged in the iFarmer’s database which allows the
iFarmer supply chain process to connect them with investors on the basis of a credit
scoring model, as well as provide them IoT-related support like weather updates and
disaster alerts.

3.2 Recent Software and Mobile Applications for Smart
Farming

In addition to the development of physical farming methodologies, there has been
quite a number of phone and web applications that provide assistance in agriculture
efforts. The Department of Agricultural Extension (DAE) provides the Agvisely web
platform and the BAMIS portal mobile app for weather and flood forecasting as well
as farming advice. CZ-IIS, a GIS-based web application by Bangladesh Agricultural
Research Council (BARC), provides a detailed guide to farmers to help them choose
which crop is suitable for their lands and allows access of the same functions through
a mobile app called Khamari. However, it should be noted that some of the websites
and apps designed by the government departments are works in progress that do not
function properly yet and are not user-friendly enough for farmers to use.
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Additionally, Bangladesh Meteorological Department (BMD) also provides
weather-related information and real-timeobservations of parameters such as rainfall,
carbon dioxide, soil moisture and water quality for many locations at their website.
Such information would be very helpful in smart farming if provided in the form of
Application Programming Interface (API) for IoT application developers, like the
National Weather Service (NWS) API provided by USA government.

3.3 Possible Smart Farming Application Sectors

The fish farming sector in Bangladesh has started to adopt technologies like Recir-
culated Aquaculture System (RAS) and Biofloc [5] to reduce waste and farm fish
with low mortality rate. Entrepreneurs have begun to combine fish farming with
vertical and soilless (aquaponic) farms implanted in rooftops [11] which is further
boosting productivity. The environmentally friendly floating farms on rectangular
rafts on water by farmers of Gopalganj, Barisal and Pirojpur have attracted atten-
tion worldwide [12]. The UN’s Food and Agricultural Organization recognized these
floating gardens to be a global heritage in December 2015, and the government of
Bangladesh also recognized the potential of implementing these water farms in other
parts of the country to allow farming during periods of waterlogging and flooding
each year. The 1.6 million USD project that took place in 50 locations around the
country generated consistent yields, but more research and more rural market devel-
opment is required to successfully duplicate this farming method at locations with
different climates and farming infrastructure. All of the above farming approaches,
especially the floating farms that are difficult to physically navigate, may greatly
benefit from IoT applications and remote sensing technology.

4 Current Challenges and Possible Solutions

4.1 Internet Connectivity

The telecommunication sector has undergone a big revolution in the recent years, but
the network coverage in rural areas is still not satisfactory, as evidenced by World
Bank 2019 report’s claim of only 13% of total population of Bangladesh having
Internet access [13]. As smart farming largely relies on Internet of things and many
IoT functions require a network connection to provide their full functionality, the
proper deployment of smart farming solutions is hindered by unreliable network
conditions [7]. However, on August 2021, BTRC reported 115.41 million mobile
Internet subscribers and 10.05 million wired Internet (ISP and PSTN) users based
on ISP data reports and market analysis, whereas the total population of the country
is 166,817,904 as of October 2021 based on Worldometer elaboration of the most
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recent UnitedNations (UN) data.While the rate of growth of Internet coverage seems
promising, passing large volumes of data such as camera feeds may be difficult due
to the expensive Internet data packages. To promote smart farming practices, the
government should provide subsidy for farmers and improve the telecommunication
infrastructure to provide uninterrupted Internet connectivity to even rural locations.

4.2 Lack of Funding

Many of the farming methods employed in first world countries are too expensive for
Bangladesh. The cheapest agricultural drone starts from 1, 500 USD (approximately
1,30,000 BDT) which is beyond the buying capacity of small- or medium-scale
farmers. While government has started providing subsidy and loans to farmers for
setting up solar powered irrigation systems in their fields, the poorest farmerswho can
barely make ends meet are not eligible to apply. Wealthy farmers have an advantage
over them in regards to funds, so government needs to ensure that the smart farming
promotion campaign does not overly rely on the farmers’ personal funds or encourage
discrimination. Farmer’s cooperatives can play a role in helping farmers share the
cost of solar pumps through communal use. An average 18.5 kW solar water pump
is capable of lifting 25–30 lac liters of water per day and cover 130 bighas (32.6 ha)
of land, which is enough for our country where the average farm size has decreased
to 0.6 ha [10]. Leasing smart farms to farmers on short-term basis like Korea are also
a feasible method, and expensive equipment like drones can be utilized by sharing
devices among local farming communities.

4.3 Lack of Education and Training

Majority of the farmers in Bangladesh are impoverished with minimal education
and are incapable of utilizing technology for agricultural development. The size
of skilled workforce is quite small and educated young people are uninterested in
agriculture-related professions due to the financial uncertainty that is associated with
these jobs [2]. In case of hardware malfunction, rural farms can suffer severe damage
in the absence of skilled technical experts. Systematic training through agricultural
extension service is vital for the implementation of smart farming. The potential
of smart farming should be publicized through television and social media, so more
young and educated people are attracted by the promises of per person labor decrease
and demand for ICT skills in the sector.
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4.4 Farmland Fragmentation

In a country like Bangladesh with rich crop diversity, farmers own multiple small
lands of uneven arrangementwhich are hard to design IoT solutions around.Addition-
ally, the farmers’ tendency to consider whole fields as single farming units makes IoT
application even harder. Rahman et al. [5] suggest assigning farmlands into smaller
management zones based upon their soil quality, but they also observe that there
exists little literature providing guidance on the process of segmenting the areas.

4.5 Climate Instability

The climate of Bangladesh varies largely across different regions. The northern
region suffers from droughts and thus sports water deficiency and high tempera-
tures, whereas the southern region, especially the haor areas (wetland ecosystem
that is a bowl or saucer shaped shallow depression), encounters frequent floods and
experiences saline soil and a lack of quality water due to water contamination. This
greatly increases the necessity to perform intensive surveys and planning before any
IoT system design and no universal plan can be applied.

However, once a predictive AI-based smart farming system is set into place, it
would be able to warn the farmers against upcoming floods or droughts based on
climate data trends, so farmers would be able to take necessary precautions like
harvesting available crops or switching to a different crop variety. The use of solar
energywould also contribute savingwater level and reducing fossil fuel consumption.

4.6 Government Policies

There have been many isolated projects by both public and private sectors that
involved smart farming [7], but there is still very little public interest toward the
topic.Government initiatives and public–private partnership are required for the scale
of widespread realization of smart farming. A bigger percentage of GDP should be
invested in the agricultural sector, and the barrier to smart farming should be lowered
through incentives and policies such as adjustments to exchange, agricultural product
prices, tariffs and subsidies [5]. The Civil Aviation Authority of Bangladesh (CAAB)
also imposesmany restrictions on the usage of drones in Bangladeshwhere any drone
above 5 kg requires permission at least 45 days in advance, making agricultural use
of UAVs difficult.
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5 Proposed Framework

In this section, a smart farming system is proposed that collects data from nodes
placed at different corners of a small farming field, issues warnings about weather
and soil condition and controls the irrigation system. The observed parameters at
each node are soil moisture, temperature, humidity, air pressure and water level.
Soil moisture is observed at every location, whereas the remaining properties are
observed at a single node as these readings does not vary significantly in different
locations. The collected data from the nodes is stored using a Raspberry Pi 2 micro-
controller connected to the Internet. As Internet connectivity is unreliable in many
rural areas, the sensor information is accessible through both a web application and
phone messages (Fig. 2).

5.1 Justification for Device Choice

The justification for using two different types of devices is the fact that the Rasp-
berry Pi’s General Purpose Input/Output (GPIO) interface does not provide analog
inputs. Using only Raspberry Pi would require the installation of an expensive HAT
extension board [14] that supports adding sensors or a MCP3008 analog-to-digital
converter (ADC) chip to convert the analog sensor inputs to digital. To keep the cost
to aminimumwhile keeping the design simple, we have used the powerful but afford-
able ESP32 microcontroller which hosts 18 analog-to-digital converters on board.
However, out of these pins, only 8 pins belonging to ADC1 channel can be used
as analog pins collecting sensor readings as the ADC2 pins are unavailable for use
during Wi-Fi operation. ESP32 also allows easy configuration of a mesh network of

Fig. 2 Block diagram (showing the node connected to all sensors) of the proposed smart farming
system



Opportunity Assessment and Feasibility Study of IoT-Based Smart … 733

the nodes, allowing the extension of the wireless connectivity to distances normally
not covered by a router.

5.2 Operation

Two servers are set up in the Raspberry Pi. A web server runs a GUI frontend appli-
cation for viewing the sensor data from any device connected to the same network
as the Raspberry Pi. It is built using Python’s Flask micro-web framework. The Pi
also hosts a database server that locally stores the sensor data over time in a MySQL
database, unlike previous approaches where the data was only saved in cloud storage
[15] and data collection was suspended in case of power outage. In the case of no
Internet connectivity, the Raspberry Pi will keep recording the information in its
database and send the farmer periodic messages using the GSM Board (SIM800)
(Fig. 3).

Furthermore, the Raspberry Pi will study the sensor values and alert the farmer in
both the web app and through phone message if abnormalities are found in the data.
For example, sudden drop in temperature and air pressure in addition to humidity
increase would result in a warning about the possibility of rain, storm or cyclone. The
soil moisture and the water level readings will also be utilized to turn the solenoid
valves in the farm’s drip irrigation system on or off.

Fig. 3 Mesh connection of multiple ESP32 nodes placed over a field and wireless communication
interfaces in different parts of the system
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Table 2 Cost analysis Component name Local price (BDT)

Raspberry Pi 2 Model B 2450

SIM800 GSM Module 450

ESP32 NodeMCU Board × 4 790 × 4

SX1278 LoRa Module × 2 990 × 2

Temperature + Humidity Sensor × 1 180 × 1

Water Level Sensor × 1 500 × 1

BMP280 Pressure Sensor × 1 290 × 1

Capacitive Moisture Sensor × 4 299 × 4

Themesh connectedESP32microcontrollerswill communicate using the versatile
ESP-NOW [16] protocol that is very fast in exchanging small messages like sensor
readings, whereas the ESP32 that will communicate with the Raspberry Pi (assumed
to be far away from the field, presumably at the building where the administrator of
smart farm is) will use Long Range (LoRa) transceivers similar to the deployment
process in [17]. The choice is due to LoRa’s suitability for low-power applications
that run on battery and impressive range that extends up to kilometers. The total
price of the hardware (excluding the cost of wiring and enclosures) is estimated to
be only BDT 10,206 which is within the budget of even small farmers. The cost can
be further reduced for smaller fields that require less sensors and do not need LoRa.

Currently, the software development using Python (for Raspberry Pi setup and
building the web page), C (for ESP32 setup) and SQL (for setting up the database) is
in progress for proposed framework above. After the development of the initial proto-
type, flood and drought prediction capabilities will be improved by using a machine
learning algorithm. The machine learning model will be deployed using Tensorflow
on the smart farm administrator’s computer connected to the same network as the
Raspberry Pi (Table 2).

6 Conclusion

Though the process has been gradual, smart farming and digital agriculture are
paving the way for the next Green Revolution by embracing the integration of ICT
approaches such as precision farming, IoT, robotics and AI. In Bangladesh, a variety
of stakeholders other than the farmers (for example, agricultural product suppliers,
policy makers, researchers, etc.) are taking part in the development of innovative
applications related to precision agriculture. It is of utmost importance that they are
not hindered by digital divide or poor farming management. Thanks to governmental
policies’ increasing support of entrepreneurship projects in the last couple of years
[18], entrepreneurs and educated farmers are much more driven and hopeful about
approaching smart farming. Considering the potential of smart farming for ensuring
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a productive and sustainable society and achieving the SDGs in the country, govern-
ment should place increased focus on improvement of the agricultural infrastructure
for the sake of successful implementation of future smart farming-related programs.
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An Explainable Alzheimer’s Disease
Prediction Using EfficientNet-B7
Convolutional Neural Network
Architecture
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Abstract Alzheimer’s disease is a neurocognitive disease that results from the brain
shrinking and brain tissue dying over time. It gradually erodes memory, thinking
skills, and the ability to carry out the most basic tasks. The use of an MRI to evaluate
brain atrophy is thought to be a reliable way to diagnose and track the progression of
Alzheimer’s disease. In such studies, deep learning architecture provides outstand-
ing results. One drawback of deep learning is that it necessitates a large number of
datasets to train the model. Another drawback is the black-box nature, and due to this
nature, doctors, patients, and the general public are doubtful of themodel’s prediction
results. To remove these problems, this study proposes a novel Gradient-weighted
class activationmapping (Grad-CAM)-based explanation ofAlzheimer’s disease pre-
diction, using the EfficientNet-B7 convolutional neural network architecture. Here,
the data augmentation technique is used to make the small dataset suitable for the
model. In this work, we have performed a classification between different stages
of Alzheimer’s disease which are Cognitively Normal (CN), Early Mild Cognitive
Impairment (EMCI), LateMild Cognitive Impairment (LMCI), and Alzheimer’s dis-
ease (AD). Using the base dataset and augmented dataset, the achieved accuracy for
four-class classification is 73.47% and 91.76%, respectively. The resulting accuracy
for AD versus CN, CN versus EMCI, CN versus LMCI, AD versus EMCI, AD ver-
sus LMCI, and EMCI versus LMCI using augmented dataset is 97.72%, 97.70%,
98.01%, 95.12%, 96.70%, and 96.40%, respectively.
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1 Introduction

Alzheimer’s disease (AD) is a neurological disorder in which memory loss and
cognitive decline are caused due to the death of brain cells. AD and other dementias
are thought to affect at least 50 million people worldwide. As Asia is the world’s
most populous continent, a report estimates that the number of dementia patients
in this region will reach nearly 71 million by 2050 [1]. In Western societies, AD is
the most common cause of dementia, and around 5.5 million people in the USA are
affected by it [2]. There is currently no cure for Alzheimer’s disease, but there are
medications available to slow the progression of the disease.

An early Alzheimer’s diagnosis increases the chances of being benefitted from
treatment. It also creates the opportunity for future care and treatment. For early
diagnosis of AD, it is necessary to identify those patients who are at Mild Cognitive
Impairment (MCI) stage. Researchers discovered that people with MCI are more
likely than those without it to develop AD or related dementia. Schmidtke et al. [3]
found that among all MCI patients, 44% had converted to AD after a mean delay of
19months.

For confirming anAlzheimer’s diagnosis or ruling out someother potential causes,
medical professionals also use brain scans such as Magnetic Resonance Imaging
(MRI), Computed Tomography (CT), or Positron Emission Tomography (PET). As
MRI is one of the most powerful neuroimaging techniques used in deep learning-
based AD prediction models, in this work we have used MRI data collected from
the Alzheimer’s Disease Neuroimaging Initiative (ADNI). From the ADNI cohort,
MRI images of a total of four types of participants are collected and those types
are Cognitively Normal (CN), Early Mild Cognitive Impairment (EMCI), Late Mild
Cognitive Impairment (LMCI), and AD.

Since 2013, deep learning has gotten a lot of attention in Alzheimer’s disease
detection research. When compared to general machine learning techniques, deep
models are more accurate in detecting Alzheimer’s disease [4]. Transfer learning is
a previously trained deep learning model for representing features of a new dataset.
A pre-trained model is typically trained on a large dataset like ImageNet, and the
weights acquired from the trained model can be used with one custom neural net-
work for other applications. So, it is commonly used to save time and resources.
EfficientNet is a convolutional neural network that uses a compound coefficient to
evenly scale all width, resolution, depth, or dimensions.

Here in this research work, the EfficientNet-B7model is used for training and pre-
processing the input data. As the EfficientNet-B7 is a Convolutional Neural Network
(CNN)model, it requires a huge amount of data for providing a good result. Thiswork
performed data augmentation to remove the problem of data size. In data analysis,
data augmentation refers to techniques for increasing the amount of data by trying
to add slightly altered copies of existing data or creating new synthetic data from
existing data.

Due to the black-box nature of deep learning models, general people are unable to
know the reasons behind the model’s prediction. That is why doctors and patients do
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not believe in the deep learningmodels’ prediction. To overcome this issue, this work
has proposed the gradient-weighted class activationmapping (Grad-CAM) technique
to visualize the decision-making parts of the MRI image.

The main contributions of this work are as follows:

1. We have proposed a data augmentation technique for increasing the size of the
training and testing dataset.

2. We have presented the EfficientNet-B7 model to classify the stages of AD.
3. We have used Grad-CAM to convert the black-box decisions into explainable

ones so that anyone can understand the reasons for any prediction.

The rest of the paper is structured as follows: Section2 includes related works,
Sect. 3 contains the proposed methodology, Sect. 4 comes up with performance com-
parisons, and Sect. 5 includes the concluding remarks.

2 Related Works

Nanni et al. [5] presented a comparison study between ensemble SVM and ensemble
transfer learning methods for predicting Alzheimer’s in the early stage using MRI.
It was observed that the ensemble SVM model provides better AUC than ensem-
ble transfer learning for AD versus CN and CN versus MCIc prediction, which is
93.2% and 90.6%, respectively. For MCIc versus MCInc prediction, ensemble trans-
fer learning was better performing than machine learning and that value is 70.6%.
By using a multi-slice and multi-model ensemble approach, Kang et al. [6] proposed
an AD prediction model with the help of CNNs. When categorizing MCI versus AD,
CN versus MCI, and CN versus AD, this ensemble method obtained accuracy values
of 77.19%, 72.36%, and 90.36%, respectively.

Wee et al. [7] used a spectral graph-CNN with cortical thickness and geometry
to detect MCI and AD. The graph-CNN had shown accuracy rate of AD versus
CN at 85.8%, AD versus EMCI at 79.2%, CN versus LMCI 69.3%, EMCI versus
LMCI 60.9%, LMCI versus AD 65.2%, and EMCI versus CN 51.8% for the ADNI-2
dataset. Mehmood et al. [8] separated EMCI, CN, LMCI, and AD using the VGG
architecture. The best accuracy was 98.73% for AD versus CN. For LMCI versus
EMCI patients, the evaluated accuracy was 83.72%.

Using MRI data, Ji et al. [9] proposed an early diagnosis of Alzheimer’s disease
using CNN. In that paper, three base ConvNets were used, and these three classifiers
are eNASNet, eResNet-50, and eMobileNet. Using the ADNI dataset, the eNASNet
model had achieved a sensitivity of 80.56%, a specificity of 94.00%, an AUC of
0.96%, and an accuracy of 88.37% for CN versus MCI estimation. Naz et al. [10]
used the AlexNet, VGG, Inceptionv3, GoogLeNet, ResNet, DenseNet, and Incep-
tionResNet architectures to detect AD. Using the ADNI dataset, VGG-16 achieved
97.06% and 98.89% accuracy for MCI versus CN and AD versus CN, respectively.
VGG-19 achieved the highest accuracy of 99.27% for MCI versus AD.
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3 Proposed Methodology

3.1 Dataset Acquisition

The Alzheimer Disease Neuroimaging Initiative-ADNI dataset is the gold standard
for Alzheimer disease detection [11]. ADNI was established in 2003 under the direc-
tion of Dr.MichaelW.Weiner and is funded through public–private cooperation. The
ADNI is a multisite, longitudinal study aimed at developing clinical, genetic, imag-
ing, and biomarkers for the early detection of AD. ADNI, ADNI GO, ADNI 2, and
ADNI3 in these three databases, there are 1800 subjects, both females andmales [12].

In this study, a subset of the ADNI dataset is used to train, validate, and test
different architectures of CNN classifiers. Axial T2-Star weighted longitudinal MRI
data of 85 AD, 85 CN, 76 EMCI, and 76 LMCI is chosen for this work. As a result,
our base dataset contains a total of 1633 MRI data points.

3.2 Data Pre-processing and Data Augmentation

For data pre-processing, we have performed rotation and resizing operations. After
that we have performed image augmentation which is an artificial technique for
increasing the size of a training dataset by constructing modified versions of the
images. Horizontal flip, 5 units rotation, 0.1 width shift, 0.1 height shift, and 0.1
zooms are used in this work to perform augmentation. After the data augmentation,
we have achieved a large dataset of 6392 data including 1420 CN, 1562 LMCI, 1740
EMCI, and 1645 AD. Here, 85% image data are used as training data, and the rest are
used as testing data. The algorithm of the data augmentation technique is mentioned
below:

Input: Original image data θ ;
Output: Augmented training image set λ;
Define θ = λ;
For each image sample Ik (fi) inθ do

For offset βζ = −υ : υ0 : υ do
Add βζ to the true azimuth β̂, β

′ = β̂ + βζ ;
Generate the beamformed signals;
Generate the feature νk

ζ ;
λ = λ U νk

ζ ;
End

End
Here, the original data is denoted as θ , which is disturbed at the time of the

feature extraction to get the augmented features λ. Apparently, for each sample in θ ,
we have found the augmented feature νk

ζ (here, is the sample index in θ ) by proposing

an offset angle βζ to the real azimuthangle β̂. The augmented signal is calculated by
the azimuth angle β

′ = β̂ + βζ .
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3.3 Classification Model

EfficientNet is one of the most effective CNN models that achieve state-of-the-art
accuracy on both ImageNet and common image classification transfer learning tasks,
which was first created by Tan and Le in 2019 [13]. EfficientNet has eight variants
(B0 to B7), and the width, depth, and resolution of each variant are handpicked and
demonstrated to produce better results. Considering the performance of all eight
variants, it is found that EfficientNet-B7 is the best performing. So, this work is
constructed using EfficientNet-B7. To simplify the model, we divided the total 813
layers into sixmodules and one stem. In this case, stem includes the following actions
or layers: Input, Rescaling, Normalization, Zero Padding, Conv2D, Batch Normal-
ization, and Activation. Module 1’s layers are as follows: Depthwise Conv2D, Batch
Normalization, and Activation. Similarly, the other five modules are constructed, as
shown in Fig. 1.

Figure2 comes up with the complete architecture of the EfficientNet-B7 model.
As it’s name suggests, there are total seven blocks in this model. The layers of
modules and stems are stated in Fig. 1. In the first block, module 1 takes input from
the stem. The output of module 1 goes to the module 3. Module 4’s input is the
output of module 3. Module 4’s output goes to the module 1. The output of module
1 goes to the module 3, and this module 3’s output further goes to the module 5. Add
layer takes the output of modules 5. Module 1, 3, 5, and Add stays inside a loop, and
this loop continues two times. After the execution of this loop, the final result from
block 1 transfers to block 2’s module 2. Figure2 explains all the modules and their
sequence for creating the prediction model. We have constructed the last three layers
manually by inserting dense layer. Among those three layers, the first two layers are
defined as Dense layers with the unit of ‘128’ and the activation function is ‘ReLu.’
For four-class classification, the output layer or the last layer contains the unit value
‘4’ along with the ‘softmax’ activation function. For two-class classification, the last
layer contains the unit value ‘2’ along with the ‘sigmoid’ activation function. For
remaining layers, we have used the EfficientNet-B7 model’s default layers.

Fig. 1 Modules and stem of EfficientNet-B7 architecture
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Fig. 2 Complete architecture of EfficientNet-B7 model

3.4 Explain Ability of the Model

Grad-CAM [14] is a technique for improving the transparency of CNN-basedmodels
by visualizing the input territories that are ‘crucial’ for the model’s predicted results
[15]. Grad-CAM generates a class-specific heatmap based on an input image [16].
Through that heat map, one can easily understand the most dominating (red-colored)
and less dominating (blue-colored) portions for any decision.

Themain operation ofGrad-CAM is described in the following sections. To begin,
the oth rectified feature map Po can be denoted as

Po = 1

Z

∑

r

∑

s

Bo
r,s (1)

Here, Z is the feature map’s number of pixels, r and s are the feature map’s row
and column indexes, and Bo

r,s is the score of the pixel in the rth row and sth column.
The class C score (RC ) also recognized as the class C’s score before the softmax
layer.

RC =
∑

o

βC
o Po (2)

Here, βC
o is the oth feature map’s weight. The first activation map (WC

Grad-CAM)
produced by Grad-CAM is
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WC
Grad-CAM = RELU

(
∑

o

βC
o Po

)
(3)

The gradient method can be used to analyze the weights of a pixel. The procedure
can be represented as follows:

βC
o = δRC

δPo
= δRC

δBo
r,s

δBo
r,s

δPo
= δRC

δBo
r,s

.Z (4)

The average of weights of every pixel in the feature map is the weight of the oth
feature map. The oth feature map’s weight is

1

Z

∑

r

∑

s

βC
o = 1

Z

∑

r

∑

s

δRC

δBo
r,s

.Z (5)

Equation5 can be simplified because the weights of every pixel in the oth feature
map has to be the same.

1

Z
.Z .βC

o = 1

Z

∑

r

∑

s

δRC

δBo
r,s

.Z =
∑

r

∑

s

δRC

δBo
r,s

(6)

Using Grad-CAM, the normalized localization map (attention map or heat map)
can be defined as

S = 1

Z

∑

r

∑

s

∑

o

βC
o Bo

r,s (7)

3.5 Proposed Explainable Alzheimer’s Disease Prediction
Using EfficientNet-B7 Architecture

Figure3 presents the model architecture of this research work. Here, T2 star MRI
images of four types (CN, AD, EMCI, and LMCI) of participants are used. Initially
for this task, 1633 MRI images are used. For preparing the dataset, we have per-
formed image rotation, resizing, and data augmentation. To make sufficient dataset
for the EfficientNet-B7 model, we have performed augmentation. After augmen-
tation, the number of data has become 6392 which is overall satisfactory for the
EfficientNet-B7 CNN model. Then, we have performed the classification operation
using the EfficientNet-B7 pre-trained CNNmodel and found the classification result.
For visualizing the decision-making portions of the MRI images, we have used the
Grad-CAM algorithm. The last convolutional layer of the EfficientNet-B7 named
‘topconv’ is passed to the Grad-CAM algorithm and the final output is shown using
the heat map.
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Fig. 3 Proposed model architecture for Alzheimer’s prediction and visualization

4 Performance Analysis

4.1 Performance Metrics

A confusion matrix is an overview of classification problem’s prediction results.
From confusion matrix, we can calculate the Accuracy, Precision, Recall, and F1-
score using True positive (TP), True negative (TN), False Positive (FP), and False
Negative (FN) values. The rules of Accuracy, Precision, Recall, and F1-score are
written below.

Accuracy = TP + TN

TP + TN + FN + FP
(8)

Precision = TP

TP + FP
(9)

Recall = TP

TP + FN
(10)

4.2 Data Augmentation Versus Without Augmentation

For analyzing the effect of the augmented dataset, we have performed four class
classifications on the augmented dataset and the base dataset. Without augmentation,
the overall accuracy value is 73%, and with the augmented dataset, this accuracy is
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Fig. 4 Confusion matrix of the model using augmented dataset and non-augmented dataset

Table 1 Accuracy comparison among various transfer learning models for AD versus CN versus
EMCI versus LMCI classification

Classifier Accuracy
(%)

Classifier Accuracy
(%)

Classifier Accuracy
(%)

InceptionResNet-V2 74.45 MobileNet-V2 87.49 ResNet-34 83.73

ResNet-50 84.78 ResNet-101 90.71 ResNet-152 89.89

VGG-16 88.74 VGG-19 90.09 DenseNet-121 84.05

DenseNet-201 88.63 Xception 75.91 NASNetMobile 70.59

Inception-V3 67.67 EfficientNet-B0 88.63 EfficientNet-B1 91.35

EfficientNet-B2 91.66 EfficientNet-B3 90.51 EfficientNet-B4 90.30

EfficientNet-B5 88.11 EfficientNet-B6 90.82 EfficientNet-B7 91.76

91.76%. Figure4 comes up with the normalized confusion matrix where it is clear
that the performance using the augmented dataset is far better than the base dataset.
Using the augmented dataset the highest Precision value achieved for EMCI and that
is 95%. We found the highest Recall value of 94% for AD and LMCI class.

4.3 Comparison Between Transfer Learning Models

There are several outstanding existing transfer learning models which are usually
used in AD versus CN versus EMCI versus LMCI classification. Table1 shows that
the accuracy of EfficientNet-B7 is higher than other models.

4.4 Accuracy Comparison with Other Recent Works

From Table2, we have found that for all six types of binary classification our pro-
posed model achieved highest accuracy scores than others. For CN versus LMCI
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Table 2 Accuracy comparison among similar works on six binary classifications

Binary classification Korolev et al. [17]
(ResNet) (%)

Shakeri et al. [18]
(multi layer
perceptron) (%)

Our proposed work
(data augmentation +
EfficientNet-B7
+Grad-CAM) (%)

AD versus CN 80 84 97.72
CN versus EMCI 56 56 97.70
CN versus LMCI 61 59 98.01
AD versus EMCI 63 81 95.12
AD versus LMCI 59 67 96.70
EMCI versus LMCI 52 63 96.40

Table 3 Accuracy comparison among various recently published similar works for AD versus CN
classification

Authors Model AD versus CN (%)

Helaly et al. [19] 2D-M2IC 97.11

Wee et al. [20] graph-CNN 81.0

Khvostikov et al. [21] 3D inception 93.3

Dan et al. [17] CNN-EL 84

Zhang et al. [18] TRRA+EfficientNet-B1 93

Our proposed Augmentation+ 97.72
Work EfficientNet-B7+Grad-CAM

classification, we have found 98.01% accuracy, which is better than other binary
classifications. Here, all the authors have used the same dataset collected from the
ADNI repository.

Table3 consists the comparison between various recently published work using
the AD and CN MRI data collected from the ADNI repository. From this table, it is
clear that the accuracy of our proposed work is higher than others and that value is
97.72%.

4.5 Result Visualization

As we have already stated that, we have used Grad-CAM technique to visualize the
reason behind any specific classification result. Figure5 shows the Grad-CAM visu-
alization of this model. The heatmap represents the level of dominance or attention
for any classification. Here, the red-colored areas are highly involved for the decision
making.
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Fig. 5 Explaination of prediction result using Grad-CAM

5 Conclusion

In this study, we have proposed a Grad-CAM-based EfficientNet-B7 model for
Alzheimer’s prediction, where the data augmentation technique is used to increase
the number ofMRI data as required for deep learning.With the help of this approach,
we can easily provide predictions onCN,AD,EMCI, andLMCI stages.Our proposed
approach removes the black-box nature of the deep learning-based prediction model
and also outperforms many recently published works in this field. For AD versus CN
versus EMCI versus LMCI classification, our proposed approach achieved 91.76%
accuracy. The accuracies achieved from the augmented dataset for AD versus CN,
CN versus EMCI, CN versus LMCI, AD versus EMCI, AD versus LMCI, and EMCI
versus LMCI are 97.72%, 97.70%, 98.01%, 95.12%, 96.70%, and 96.40%, respec-
tively. In the future, we will try to implement a deep learning model for early-stage
AD prediction. For improving the model’s performance we are likely to implement
an ensemble CNN model.
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