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Design and Implementation 
of Fractional-Order PID Controller 
for Magnetic Levitation System Using 
Genetic Algorithm-Based Optimization 

Nitesh Kumar Soni, Sandeep Bhongade, and R. S. Gamad 

1 Introduction 

Magnetic levitation is a most effective and popular contactless and frictionless tech-
nique in which a ferromagnetic object is draped in the air with the support of 
magnetic fields. Use of magnetic fields is to counteract the gravitational force and 
any other counteracceleration. Magnetic levitation has given frictionless, efficient, 
and outstanding technologies [1]. 

In a magnetic levitation system, a steel ball made of ferromagnetic material is 
levitated against gravity and its levitation position is controlled by electromagnetic 
force of attraction generated by coil and force is controlled by controlling voltage 
which is applied to the coil [1]. Due to the absence of mechanical contact the fric-
tional force in magnetic levitation system gets eliminated. This results in improved 
system efficiency. There are various engineering applications of magnetic levitation 
technology such as high-speed trains, wind turbine, and personal rapid transit. Posi-
tion of the suspended object is being measured by the use of optical sensor. Based on 
the error generated, i.e., difference of desired and actual position of the suspended 
object, a controller takes action and provides suitable current to electromagnetic coil. 
It generates a required force which is applied on the ferromagnetic object to control 
its position and make it stable and able to track a reference signal [2]. Without an 
efficient controller, Maglev system is inherently unstable.
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The nonlinearity and instability of Maglev makes very challenging system. Most 
of time traditional controllers are not perfectly able to handle the nonlinearity and 
instability of system. Generally for controlling of such systems some traditional 
controllers like PID, PI, fuzzy controller, and other controllers are used [3]. If we 
use FOPID controller, it is advantageous in that it has two extra tuning parameters 
(λ and μ) which provides additional degree of freedom for better control, speed in 
response, flexibility, stability, and better handling of a nonlinear system [4]. Settling 
time must be decreased to increase the stability, speed of response, and efficiency of 
the system. Instability and nonlinearity of the open-loop magnetic levitation system 
are two aspects that are represented by an extremely nonlinear differential equation 
[5]. 

In this paper, magnetic levitation system is controlled by FOPID controller which 
is a nonconventional control technique. Organization of this paper is as follows. 
Section 2 explains about the mathematical model of the magnetic levitation system. 
The description of GA algorithm is given in Section 3. FOPID controllers have been 
introduced and explained in Section 4. Implementation of FOPID controller is shown 
in Section 5. The results and comparative analysis are shown in Section 6. Finally, 
Section 7 shows the conclusions and future scope. 

2 The Magnetic Levitation System 

The block diagram of magnetic levitation system is shown in Fig. 1. Magnetic levi-
tation system consists of an electromagnetic coil along with a pair of infrared trans-
mitter and sensor which can accurately sense the position of the ball [6]. The elec-
tromagnetic force exerted by the coil is controlled by controlling the current in the 
electromagnetic coil. The current is controlled by controller in such a way so that the 
metal object can float in the air space [7–10]. The electromagnetic force F which is 
generated by electromagnetic coil and the gravitational force g are opposite which 
manages to sustain the metal object in the air space. The generated electromagnetic 
force F by the coil depends on the current I and the air gap X between the metal ball 
and the electromagnet coil, the generated force F is given by [11–13] 

F = Mg − Km

(
im 
xb

)2 

(1)

where 
im = current in electromagnetic coil (Ampere); 
xb = ball distance from the coil (m) 
g = gravitational constant

(m/
s2

)
; 

km = magnetic force constant 
M = mass of the metal ball (Kg)
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Fig. 1 Magnetic levitation system [14]

The differential equation of the magnetic levitation system is given by Newton’s 
second law of motion as given in Eq. (2): 

M 
d2xb 
dt2 

= Mg − Km

(
im 
xb

)2 

(2) 

The metal ball position and value of electromagnetic coil current at the operating 
point can be derived by putting d

2xb 
dt2 = 0 in Eq. (2) which gives 

xbss =
/

Km 

Mg 
imss (3) 

where 
xbss = metal ball position; imss = electromagnetic coil current. 
In theoretical sense, this coil current is sufficient to generate force F to levitate the 

metal ball to the desired location. But practically there is fair chance to fail due to any 
variation at operating point which may be caused by external disturbances, uncer-
tainties in parameter, and others. That’s why we require an efficient controller which 
is capable of handling such irregularities of the system. The system linearization can 
be done by taking the approximates of xb and im as 

xb(t)  ≜    x̂b + xbss (4) 

im(t)  ≜    îm + imss (5)
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where 
xbss = ball position variations; imss = coil current variation. 
Above variations of ball position and coil current are around the operating point. 

The dynamic equation of the magnetic levitation system is given by Eq. (6). 

M 
d2 x̂b 
dt2 

= Mg − Km

(
îm  + imss 

x̂b  + xbss

)2 

(6) 

Now, by using Taylor’s series expansion method we linearized. 
Equation (6) and assuming that x̂b ≫ xbss , ̂im ≫ imss 

d2 x̂b 
dt2 

= 
1 

M 

⎧⎨ 

⎩ 
∂ 

∂ ̂xb 

⎛ 

⎝Mg − Km

(
îm + imss 

x̂b + xbss

)2
⎞ 

⎠
∣∣∣∣∣∣
x̂b=0,îm=0 

x̂b + 
∂ 

∂ îm 

⎛ 

⎝Mg − Km

(
îm + imss 

x̂b + xbss

)2
⎞ 

⎠
∣∣∣∣∣∣
x̂b=0,îm=0 

⎫⎬ 

⎭ 

(7) 

Therefore 

d2 x̂b 
dt2 

= 
1 

M

(
2Kmi2 mss 

x3 bss 
x̂b − 

2Kmimss 

x2 bss 
îm

)
(8) 

The Laplace transformation of system is given as 

G(s) = 
X̂b(s) 
Îm(s) 

= − K2 

s2 − K1 
(9) 

where K1 = 2Kmi2 mss 

Mx3 bss 
and K2 = 2Kmimss 

Mx2 bss 

with M = 0.002kg; g = 9.81m/ sec2. 
And the equilibrium point of the feedback system is

[
xbss = −1.5V , imss = 0.8A

]
. 

After considering above values, the transfer function of the magnetic levitation 
system becomes 

G(s) = 
−24.5250 

s2 + 13.08 
(10)
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Fig. 2 Step response of open-loop system 

Fig. 3 Pole zero plot of 
open-loop system 

The step response and frequency response of the open-loop system are shown 
in Figs. 2 and 4, respectively. In Fig. 3, we can see that the poles of the open-loop 
system, which are located on the imaginary axis, i.e., at s = ±  j3.6166 which means 
that the system goes toward instability or having sustained oscillations which can be 
seen in Fig. 2. When we make this system closed loop the system becomes unstable
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as shown in Fig. 5. One of the pole is lying on the right-hand side of the s-plane and 
the closed-loop poles are located at s = ±3.3823. Therefore, a controller is required 
for making closed-loop system stable which can control the position of the metal 
ball so that it can levitate in the air space. 

Fig. 4 Open-loop response 
of magnetic levitation system 

Fig. 5 Pole zero plot of 
close loop system
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3 Description of GA Algorithm 

Genetic algorithm is very popular optimization technique to optimize and solve 
highly nonlinear and complex system problems. In GA probabilistic transition rules 
are used. It can handle a population of potential solutions which is termed as indi-
viduals or chromosomes that are developed in iterative manner. Figure 6 shows the 
flow diagram of genetic algorithm. 

Steps of GA: 
Step 1: First initialize all the parameter with population of random solutions. 
Step 2: After initialization compute above parameters and then evaluate the best 

value of the fitness function. 
Step 3: Increase crossover, mutation operation, and new cluster. 
Step 4: Until we get the best fitness value repeat step 2. 
Figure 7 shows the complete block diagram of magnetic levitation system with 

GA algorithm. Similar block diagram can be there with PID only in place of FOPID, 
which we avoid showing for brevity. The global optimum solution of the system is 
determined by supervising the performance index by convergence of the GA algo-
rithm. With each increment of iteration the tuning parameters of both the controller 
PID and FOPID also get modified so that they can produce optimum value of 
performance index.

Table 1 shows the different parameters of genetic algorithm which are used for 
tuning of PID controller. After tuning of PID controller we get the different optimized 
parameters which are shown in Table 2.

Fig. 6 Genetic algorithm. 
Flow diagram 
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Fig. 7 Block diagram for 
optimum search using GA

Table 1 GA parameter used 
for PID tuning 

Parameter Value 

Lower bound [−10 −10 −10] 

Upper bound [10 10 10]  

Population size 50 

Crossover Scattered 

Crossover fraction 0.8 

Mutation fraction 0.011 

Iterations 70 

Selection Stochastic Uniform 

Table 2 Tuned parameters of 
PID controller using GA 
algorithm 

Controller Kp Ki Kd 

PID −4.026 −3.862 −0.608 

The step response of closed-loop magnetic levitation system with PID controller 
is shown in Fig. 8. We found that system is stable for the tuned parameter using 
GA of PID controller. The time response characteristics for step input of considered 
magnetic levitation system with PID controller tuned by the genetic algorithm is 
shown in Table  3. It can be noted that PID controller has stabilized and improved 
performance of system. Now we will implement the FOPID controller for comparison 
of the performance with PID.
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Fig. 8 Step response of ML 
with PID using GA 

Table 3 Step response 
characteristics of ML with 
PID 

Specification PID tuned by GA  

Rise time 0.0860 s 

Peak overshoot 32.0189% 

Settling time 1.1182 s 

Steady-state error 0.00 

4 Fractional Calculus and FOPID Controller 

4.1 Fractional Calculus 

It is more than 300-year-old mathematical technique which deals with generalization 
of integer-order integration and differentiation to non-integer operators a Dα 

t that have 
α fractional number power [15–17]. In the last couple of decades, fractional-order 
calculus found their applications in control engineering. 

There are three most frequently used definitions which are Riemann–Liouville, 
Grunwald–Letnikov, and Caputo [16]. The most popular and common definition is 
known as Riemann–Liouville: 

a D
α 
t f (t) =

1

Γ(n − α) 
dn 

dtn

{ t 

a 

f (τ )dτ 
(t − τ)α−n+1 

(11) 

The second definition is the Grunwald–Letnikov as 

a D
α 
t f (t) = lim 

h→0 

1 

hα 

(t−a)/ h ∑      
j=0 

(−1) j f (t − jh) (12)
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where

(
α 
j

)
= Γ(α + 1)/Γ( j + i)Γ(α − j + 1) 

The third definition is Caputo expression which is defined as 

a D
α 
t f (t) =

1

Γ(n − α)

{ t 

a 

f n(τ )dτ 
(t − τ)α−n+1 

(13) 

where n − 1 ≺ α ≺ n 
n and α are an integer number and initial condition, respectively. 

4.2 Fractional-Order PID Controller 

PID controller [18, 19] has been very popular and widely used controllers, but in the 
last couple of decades the improvement in fractional calculus in the field of control 
engineering has introduced new controller which is known as the fractional-order 
PID controller and it becomes very popular in control applications. Fractional-order 
P I  λ Dμ controller has two extra parameters λ and μ which makes it complex and 
also provides extra degree of freedom as compared to integer-order PID controller. 
Fractional-order P I  λ Dμ controller is described as 

u(t) = K pe(t) + KI D
−λ e(t) + KD D

μ e(t) (14) 

The generalization of PID controller can be done for different values of λ and μ 
in (14) through fractional-order PID controller as shown in Fig. 9. PID  (λ = 1, μ = 
1), PI (λ = 1, μ = 0), PD (λ = 0, μ = 1), and P (λ = 0, μ = 0) are the special cases 
of P I  λ Dμ controller. 

After considering the Laplace transform of Eq. 14, the expression of FOPID 
controller in s-domain is obtained as 

C(s) = 
U (s) 
E(s) 

= K p + 
KI 

Sλ + KD S
μ (15)

Fig. 9 Generalization of 
PID 
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By taking λ = 1, μ = 1 in (15), the expression becomes 

C(s) = 
U (s) 
E(s) 

= K p + 
KI 

S 
+ KD S (16) 

PID controller can be implemented by FOPID so that in the present work PID 
controller is also studied along with the study of P I  λ Dμ controller because PID 
controller is easily implemented by fractional-order controller. The performance 
comparison of PID with P I  λ Dμ is carried out on the basis of same design specifi-
cations to show that the fractional-order P I  λ Dμ controller has better performance 
in terms of performance index considered. 

The hardware and software realization of FOPID controller is difficult. Therefore, 
an integer-order approximation method is used for the fractional-order elements [20]. 
In MATLAB, FOPID controller can be implemented using FOMCOM toolbox [4] 
where Oustaloup’s approximation is realized. 

5 Simulation Results 

The different parameters of the FOPID controller for magnetic levitation system 
are tuned and the optimized values of different controller parameters [Kp, Ki,Kd,λ, 
μ] are obtained. The considered performance index is integral time absolute error 
(ITAE) and it is minimized by use of GA algorithm optimizer toolbox [14]. 

For fractional-order system, different performance index criterions like ITAE, 
ISCO, ITSE, etc. can be applied. Different integral performance index criterion has 
different advantages for every design of PID and FOPID controller. Among them, 
the ITAE performance index criterion optimizes the absolute error and settling time, 
which is not possible to achieve by other performance index. From the different liter-
ature study, it has been noted that the most popular and commonly used performance 
index is ITAE for tuning of PID and FOPID controller. In this paper, we considered 
the same objective function (ITAE) which is minimized using GA and it is given as 

J = 
∞{
0 

t |e(t)|dt (17) 

where e (t) is error signal. 
Optimization of controller parameters is done by MATLAB optimization toolbox. 

The chosen objective function converges to 0.06028 after 100 iterations by optimiza-
tion and the tuned valves of FOPID controller parameters are shown in Table 4 and 
comparison with PID is also shown in that table; the different parameters which are 
used to tune the FOPID controller using GA are shown in Table 5.

Figure 10 shows the comparative time response analysis of magnetic levitation 
system with integer-order PID and fractional-order PID controller for the unit step
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Table 4 Parameters of PID and FOPID controller tuned by GA algorithm 

Controller Kp KI KD λ μ 
PID −4.026 −3.862 −0.608 – – 

FOPID 9.135 9.145 9.698 0.054 1.998 

Table 5 Parameter of GA 
used for FOPID tuning 

Parameter Value 

Lower bound [1, 1, 1, 0, 0]  

Upper bound [2, 8] 

Size of population 60 

Crossover type Scattered 

Crossover fraction 0.8 

Mutation fraction 0.01 

Iterations 400 

Selection Stochastic uniform

Fig. 10 Step response with 
PID and FOPID 

Table 6 Comparison of 
response characteristics of 
FOPID and PID 

Response PID controller FOPID controller 

Rise time 0.0860 s 0.0644 s 

Peak overshoot 32.0189% 17.5006% 

Settling time 1.1182 s 0.9776 s 

Steady-state error 0.00 0.00 

input in which both FOPID and IOPID controllers are tuned by genetic algorithm 
and the response graph clearly shows that there is a better improvement in the closed 
step response with FOPID controller compared to the integer-order PID controller. 

The various characteristics of time response of PID and FOPID are shown in 
Table 6.
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It is clearly seen in Table 6 that there is remarkable improvement in system 
response with FOPID compared to PID for step input in terms of time response char-
acteristics mentioned in Table 6. The response of the system with FOPID controller 
shows good robustness for step disturbance, and this is due to the two additional 
parameters of FOPID controller. 

6 Conclusions 

The controlling of magnetic levitation system is attained successfully using GA-
based direct tuning method for PID and FOPID controllers. It has been observed that 
GA technique for tuning controller parameters provides good convergence toward 
optimal values of controller parameters. In this paper, two controllers have been 
designed, one is integer order and other is fractional order. A comparative study of PID 
and FOPID is also done and it has been found that the results are quite acceptable for 
both integer-order and fractional-order controllers but the fractional-order controller 
seems to be better and robust. Therefore, we can conclude that the fractional-order 
PID controller could be the good replacement for integer-order PID controller in the 
future. The real-time implementation of fractional-order PID controller for different 
types of nonlinear systems such as magnetic levitation systems might be the subject 
of further research. 
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Spin-Transfer Torque MRAM 
with Emerging Sensing Techniques 

Seema Kumari and Rekha Yadav 

1 Introduction 

Spin-transfer torque MRAM shows fast access speed, excellent endurance, retention, 
simple cell structure high array density, low-power switching characteristics, and 
excellent CMOS compatibility and scalability [1–3]. It has been used in embedded 
systems, last-level cache, a microcontroller unit (MCU), and so on. Data is saved 
as two or more distinct resistance conditions of an MTJ device in an MRAM bit. 
Making working memory non-volatile and turning off the power of the memory 
region in stand-by are effective ways to lower the operational power of computer 
systems. STT-MRAM is currently the most probable choice for non-volatile working 
memory in terms of operating parameters such as speed and low-voltage operability. 
The rise in switching current as the technology shrinks down is one of MRAM’s 
significant drawbacks. The spin-polarized current is applied vertically through the 
MTJ component in STT-RAM, which overcomes the switching current problem. 
Unlike CMOS dynamic RAM and static RAM, STT-MRAM is a technology in which 
there is no leakage current in the data array. A decrease in the access transistor’s 
threshold voltage exhibits two useful effects. First, a small transistor could be used 
to provide the device with the necessary write current. Another one is the access 
transistor’s resistance is decreased, further improving both the current and voltage 
sense margins.

S. Kumari (B) · R. Yadav 
Department of ECE, DCRUST Murthal, Murthal, India 
e-mail: 19001903905seema@dcrustm.org 

R. Yadav 
e-mail: rekhayadav.ece@dcrustm.org 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
P. Singhal et al. (eds.), Recent Developments in Electrical and Electronics Engineering, 
Lecture Notes in Electrical Engineering 979, 
https://doi.org/10.1007/978-981-19-7993-4_2 

15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-7993-4_2&domain=pdf
mailto:19001903905seema@dcrustm.org
mailto:rekhayadav.ece@dcrustm.org
https://doi.org/10.1007/978-981-19-7993-4_2


16 S. Kumari and R. Yadav

1.1 Magnetic Tunnel Junction 

MTJ is a suitable device for implementing non-volatile memories [1]. These memo-
ries can solve the power issues in a nanoscale integrated circuit due to data holding 
after power shutdown. The MTJ structure is the basic component of the MRAM. 
MTJs are popular in the market due to their easy integration with the CMOS process 
and low fabrication cost. The perpendicular spin-transfer torque (p-STT) is preferred 
for low-power operation and improving scalability. In p-STT, the two FMs’ polar-
ization is perpendicular to the MTJ plane, indicating decreased switching current for 
the same retention time. The main magnetism of MTJs for logic is their non-volatile 
aspect, which permits in principle instant-on operation and zero leakage (Fig. 1). 

An oxide barrier layer separates two ferromagnetic layers in a magnetic tunnel 
junction (MTJ). The resistance is high or low dependent on whether the ferromagnetic 
layers are magnetically anti-parallel or parallel as shown in Fig. 2. When both layers 
have the same directions, it is called the RAP resistance of MTJ. Whereas when the 
magnetic directions of layers are different it is called anti-parallel resistance of MTJ. 
To design the STT-RAM, one reference layer’s magnetic orientation is fixed whereas 
the free layer’s magnetic orientation can be modified by delivering a switching current 
polarized by the reference layer magnetization.

The tunneling magnetoresistance ratio (TMR) determined the difference between 
anti-parallel resistance and parallel resistance in an MTJ. 

TMR(%) = (RAP − RP) × 100/RP

T1 

Reference Layer 

Insulator 

Free Layer 

Jsst 

T2 T3 

Fig. 1 Magnetic tunnel junction 



Spin-Transfer Torque MRAM with Emerging Sensing Techniques 17

Fig. 2 MTJ is in a condition 
of high or low resistance Free  Layer 

Tunneling 
oxide 

Fixed  Layer 

Free  Layer 

Tunneling 
oxide 

Fixed  Layer 

There are various ways to design MTJs-based logic circuits, but mostly two cate-
gories are preferred: in first one MTJs are arranged and used as a 2D memory array, 
and in another category MTJs are used as a particular switch which is either in 
parallel/series configuration to keep logic functionality or having the status of register 
replacement devices. 

1.2 MRAM Memory 

MRAM is being investigated as a promising contender for next-generation universal 
memory. One of the most extensively utilized spintronics-based circuits for 
embedded memory in FPGAs and microprocessors is MRAM (magnetically random-
access memory). Because of its non-volatility, intrinsic hardness to radiation effects, 
and high integration capabilities, MRAMs can be used to replace SRAM memory in 
these structures. 

Because of its great density and speed, MRAM is an excellent substitute for stan-
dalone dynamic random-access memory. To store information in MRAM, the direc-
tion of magnetization concept is used and fluctuation in resistance with magnetiza-
tion (magnetoresistance) as info readout. The progression of the MRAM technology 
assisted greatly in the rapid progress and revolutionary findings in magnetoresistive 
materials driven by the need to improve magnetic recording areal density. 

Advantages of STT-MRAM:

. Suitability for low power and high endurance;

. CMOS compatibility;

. High-speed operation; and

. Fast switching.
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2 Techniques for STT-MRAM 

The voltage sense amplifier approach improves the bit-error-rate performance signif-
icantly. The VSenseAmp is less affected by data and reference cell resistance fluc-
tuations. The VSenseAmp, which uses a single pMTJ cell as a reference, is a viable 
choice for high-speed, low-power read operations [3]. 

Convolutional neural networks are popular for deep learning structures. These 
models are made up of several layers, each with a separate function, that work 
together to do tasks that are generally difficult for traditional algorithms to complete. 
To overcome the complexity of metadata management, they proposed a grouping 
mechanism in which some blocks are combined to further decrease the storage over-
head. To solve issues with MLC STT-RAM, including reliability and excessive power 
consumption, a simple yet effective technique is proposed to concurrently enhance 
their reliability and degrade power consumption [4]. Toggle Spin Torques (TST)-
MRAM is an excellent choice for upper level caches when rapid operation and long 
write durability are required. The TST mechanism significantly improves the write 
endurance of the toggle spin-torque MRAM as compared to STT-MRAM. As a result, 
the TST-MRAM is particularly well suited to ultrafast and long-duration applications 
like upper level caches. As one of the most important issues in magnetic RAMs, the 
Spin Hall-assisted STT approach reduces writing energy [5]. 

To improve the bit error rate (BER) and sensing margin dynamic dual-reference 
sensing technique (DDRS) is used. If the reference cell maintains the same structure 
as those of the data cell, then no regularity difficulties exist in the suggested DDRS 
scheme. In deeply scaled STT-MRAM, read reliability is the main challenge that can 
be dealt with by using the DDRS technique. The main feature of the suggested DDRS 
scheme is to enhance the sensing margin without increasing the read disturbance. 
So that for STT MRAM, the DDRS scheme offers a powerful solution in deep 
submicrometric skill nodes [6]. 

Two magneto-tunnel junctions (MTJs) and two transistors make up a non-volatile, 
dependable static gain cell for cache memory applications. The variation in the gain 
cell threshold voltage and the wide distribution in MTJs resistance in anti-parallel 
and parallel states can be overcome by self-reference sensing circuits and connecting 
two complementary MTJs, respectively. The high voltage is applied across the stack 
complementary MTJ which enhances the sensing margin. The self-reference sensing 
structure has a greater ON/OFF ratio as compared to 1T1MTJ STT-MRAM and a 
smaller cell area as compared to SRAM [7]. 

2.1 Double-Barrier MTJs: (DMTJs) 

The DMTJ consists of two MgO oxide barriers which act as the interefence layer. The 
free layer in DMTJ is sandwiched between two MgO oxide barriers. The reference 
lines have anti-parallel magnetizations, which increase the total torque acting on the
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Fig. 3 DMTJ 

free layer, therefore leading to decreased switching currents as compared to SMTJ. 
The bit cells based on DMTJ consume low energy for write operation as compared 
to SMTJ-based implementations. The STT-MRAM based on DMTJ is more energy 
efficient for write and read access. As compared to SMTJ, DMTJ is less space-hungry 
and more efficient in terms of leakage power (Fig. 3). 

2.2 Non-destructive Self-reference Sensing (NSRS) 
Technique 

NSRS scheme does not require write operation so that it maintains the STT-RAM 
short read latency and the non-volatility design. This scheme is used to overcome 
MTJ’s resistance variation from bit to bit. The robustness of NSRS can be improved 
by using three techniques: yield-driven cell current choosing, R-I curve skewing, 
and ratio matching technique. Theoretical, “R-I curve skewing” and techniques 
significantly increased the STT-RAM cell current with the least yield-driven cell 
current choosing impact on memory reliability. By modifying the cell current at the 
post-manufacture stage, the "ratio matching" technology can balance the process 
variance in the voltage divider. NSRS can provide superior energy, performance, 
and yield trade-off. These strategies significantly enhance chip yield by eliminating 
sensing failures with low-power consumption and a high sense margin, according to 
measurements on a 16Kb test chip [1] (Fig. 4).
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Fig. 4 NSRS scheme [1] 

2.3 Cycle Sensing Margin Enhancement Technique 
with p-VSA (PMOS-Assisted Voltage-Type Sense 
Amplifier) 

Performance fluctuations caused by an imperfect MTJ/CMOS hybrid process can 
be mitigated by cycle sensing margin enhancement employing p-VSA and a dual-
transistor sensing technique. The circuit for converting voltage differences and the 
dual transistors increased sensing circuit which make up the p-VSA circuit. At low 
VBL, a circuit for converting voltage differences based on standard VSA is added to 
auxiliary sensing. This circuit may increase the input voltage from a lower bit-line 
voltage. Even though various cells’ bit-line voltages differ during a read operation, the 
dual NMOS sensing technique works well. Dual-transistors sensing improves sense 
sensitivity and sensing speed. Working with the cycle sensing margin enhancement 
technique (CSME) requires more time to stabilize Vin, which takes four times longer 
than working with VSA and p-VSA alone. The high-input bit-line voltage enlarged 
sensing margin window, improved read margin, and dual-transistor improvement 
sensing all contribute to CSME’s low latch time. Working with p-VSA provides the 
fastest access speed, while CSME provides the longest latency. A novel CSME tech-
nique with p-VSA implementation enhances MRAM read reliability at low voltage 
and restricted TMR [2].
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2.4 Dynamic Dual-Reference Sensing Technique (DDRS) 

The DDRS scheme has the following features:

. Two reference signals are formed by two reference cells that have the same design 
as the data cells that are produced by two reference cells that are given to the 
sensing circuit.

. The reference signals are dynamically determined by the target data cell’s content.

. The sensing result is determined by two output signals, which adds redundancy 
to support SED (self-error detection) ability. 

The DDRS technique can increase sensing margin and reduce bit error rate [8]. 

2.5 Voltage-Driven Non-destructive Self-reference Sensing 
(VDRS) Scheme 

The VDRS scheme increases sense margin in STT-RAM chips, resulting in higher 
yield. The VDRS technique improves device tolerance while maintaining a low read 
latency, high sense margin, and power consumption. In comparison to an NSRS 
technique, the VDRS is more resilient (Fig. 5). 

Fig. 5 VDRS scheme [9]



22 S. Kumari and R. Yadav

2.6 DMSS (Dual-Mode Sensing Scheme) 

The main point of DMSS is to identify the exception state without any operational 
or energy consumption in the normal mode. The data-cell-variation-tolerant DMSS 
mostly operates in normal mode when appropriate sensing is assured. Non-DCVT-SS 
can operate in normal mode to achieve high performance and low energy consump-
tion. When correct sensing is uncertain these schemes operate in exception mode. 
The DMSS can attain the target read yield by using the dual-mode strategy. The 
target read yield was calculated using the D-SRSS as DCVT-SS in exception mode 
[10]. 

2.7 TVS (Three-Input Voltage Sense Amplifier) Technique 

TVS scheme has two modules: 

(1) One module adds bit lines and two reference MTJ cells to a column of cells to 
generate two reference voltages. 

(2) TVSA module: this module amplifies the difference in voltage between the read 
voltage and the two reference voltages. 

TVS scheme emnhance read speed because there is no need for additional read 
time. At the same read access, the two reference bit lines and the bit line are read. So 
that these schemyp4es improve the reliability of the voltage sensing schemes [11]. 

2.8 Source-Line-Biasing Technique 

In STT-RAM transistor leakage reduces the sensing accuracy and undesirably 
impacts on writing current scaling and read margin. To overcome these problems, 
we can use the dual-SL-biasing technique (DSLB). DSLB is preferred for sensing 
accuracy. These operate at lower read and write current, which improves read margin. 
This not only degrades the overall energy but also supports continued STT-RAM and 
MTJ scaling [12]. 

2.9 Quantum Well States in MTJs Barrier

. Quantum well states in barrier improve the spin-transfer torque in MTJ.

. These MTJs can be simply integrated with MOSFETs.

. It decreases resistance area product upholding good TMR as compared to without 
quantum well states in the barrier.



Spin-Transfer Torque MRAM with Emerging Sensing Techniques 23

2.10 Tunnel Magnetoresistive Effect-Based Current Sensors 

The electrical current measurement of the device is the main aspect when deter-
mining the energy converter’s regulation and efficiency. The magnetoresistive-based 
electrical current sensor is an optimal measurement approach due to the absence 
of thermal losses, low-power consumption, and isolation. Several microfabricated 
or commercial prototypes MR current sensors used in instrumentation or industrial 
application offer different electrical properties. 

2.11 MTJ-Based Biosensor 

The sensor based on MTJ consists of an MTJ, a gold covering layer right beneath 
a bio-coating layer, and an isolation layer. The free ferromagnet of the top of the 
MTJ stack is heated by a current pulse above its blocking temperature. During the 
cool-down time, the top free magnet takes up its magnetization direction dependent 
on the externally applied magnetic field. 

During the sensing phase, to excite the superparamagnetic bio-labels a vertical 
excitation is applied. The biosensor design can attain high sensitivity in three distinct 
ways: 

(1) In the time domain, the electronic readout operation and the magnetic sensing 
technique are decoupled. 

(2) The binary readout enhances its signal-to-noise ratio substantially. 
(3) The sensor sensitivity can be decoupled by thermally assisted magnetic sensing 

from the magnetic rigidity of the sensing layer. 

To prevent damage to the bio-coating layer, the temperature should be below 50C 
gold layer’s top surface (Table 1).

3 Conclusion 

We have discussed the various techniques of STT-RAM. The DMTJ-based STT-
MRAM is more energy efficient for write and read access. NSRS scheme does not 
require write operation so that it maintains the STT-RAM short read latency and 
the non-volatility design. The source-line-biasing technique operates at a lower read 
and write current, which improves read margin. TMRAM cells reduce the write 
energy. The magnetoresistive-based electrical current sensor is an optimal measure-
ment approach due to the absence of thermal losses and low-power consumption. 
VSenseAmp with a specific reference pMTJ cell is preferred for low-power and 
high-speed read operations. To decrease the resistance area product upholding good 
TMR quantum well states are used in the barrier [13–30].
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Table 1 Comparative analysis of various techniques 

Process Supply 
voltage 

Sensing 
margin 

TMR Read 
energy/bit 

Read time 
[ns] 

Chen et al. [1] 130 nm – 50.4 mV – 1.16Pj 15 

Cai et al.  [2] 28 nm 
CMOS 

0.6 V High 95 mV 50% – – 

Seyedfaraji 
et al. [8] 

32 nm 
CMOS 

0.9 V large 200% 79.0pJ 1.4 ns 

Sun et al. [9] 130 nm 
PTM 

– 62.5 mV – 5.65pJ 15 

Na et al. [10] 45 nm 
CMOS 

– – 100% 0.304pJ 8.7 

Wang et al. 
[11] 

28 nm 
CMOS 

1 V 100 mV 120% 0.065pJ 0.7 

Kang et al. [6] 40 nm 
CMOS 

1 V 309.8 mV 100% 77.307pJ –
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Optimum Design of Controller 
Parameters for Automatic Generation 
Control Employing Hybrid Statistically 
Tracked Particle Swarm Optimization 
Algorithm 

Cheshta Jain Khare, Ujjwala Rai, H. K. Verma, and Vikas Khare 

1 Introduction 

Automatic generation control (AGC) is required by power utilities to match precisely 
the power demand at any time. The AGC system is designed to achieve the short-
term reallocation of power to keep the change in system frequency within the set 
pre-specified limits. System frequency is a good indication of imbalance between 
power generation and load; further, an imbalance between generated and demanded 
power will be reflected with change in frequency and this will result in an increase 
or decrease of speed of turbine-generator set and in turn system frequency will 
deviate from nominal frequencies [1]. Different controllers can be employed to main-
tain frequency and tie line power at set values and an inappropriate controller gain 
value can affect the system performance and even it can become an unstable system. 
Various control methodologies like auto-tuning, self-tuning, etc. have been proposed 
by many researchers [2] and these conventional methods have some disadvantages 
which may be easily overcome by employing different evolutionary algorithms. A 
suitable distributed control system for an AGC system along with the assessment 
of generation allocation is analyzed by Raj et al. [3] and, in this paper, algorithms 
for distribution automation have been implemented and an attempt has been made 
for better results compared to the other techniques. Further, Sahu et al. [4] analyzed 
differential evaluation-based parallel two-degree freedom of proportional-integral-
derivative (PID) controllers for AGC of power system with effect of governor dead 
band nonlinearity. This paper shows superiority of the proposed algorithm by compar-
ison with the performance of AGC which is tuned by chaotic PSO algorithm. Jain
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et al. [5] illustrated that modern controller is much faster than conventional integral 
control and gives better results. 

The proposed work introduced a new variation in classical PSO in terms of statis-
tical parameters called hybrid statistically tracked particle swarm optimization 
(hybrid STPSO) to search global best value with fast convergence speed. In multi-
dimensional shifted, rotated problem, basic PSO may enmesh on local best value 
and then no further changes are observed in velocity of particles and at this point 
statistical parameter gives a new path to get global best value. This paper illustrates a 
statistical-based comparison of six evolutionary algorithms: ant colony optimization 
[6], chaotic PSO (CPSO) [7, 8], cuckoo search [9, 10], bacteria foraging optimization 
(BFO) [11, 12], teaching learning-based optimization (TLBO) [13, 14], and hybrid 
STPSO to find optimal PID controller gains of automatic generation control. 

2 Modeling and Problem Formulation 

Modeling is the framework, which provide optimum design of any system, which 
consists of all the essential parameters, which is used for performance enhancement 
of that system and if a system is modeled out with mathematical equation then it 
is called the problem formulation of a particular system. Here we are discussing 
modeling and problem formulation of automatic and generation control system. 

The main objectives of automatic generation control (AGC) are 

i. To maintain the frequency within specified limits. 
ii. To control tie-line power flows. 
iii. Distribute the loads among the generating units of multi-area system. 

In the present, workload-frequency dynamics are illustrated by developing a math-
ematical model of the interconnected reheat thermal system in the state variable form 
and Fig. 1 shows the transfer function model for jth area representation of the reheat 
thermal system.

• Effect of governor dead band 

In an electric power system generation can be changed at a maximum rate and 
therefore dynamic performance of speed governor system is affected by inclusion of 
dead band. If the change in frequency is much smaller, it will remain in the band; 
hence speed control will be inactive [1]. Since both linear and nonlinear systems are 
studied in the proposed paper state space model is suitable for problem formulation. 
The change in tie-line power can be assumed as an additional disturbance to any jth 
area. The change in tie-line power can be assumed as an additional disturbance to 
any jth area. The area-wise state variable is defined as follows [2]: 

X1 = Δ f j , X2 = ΔPE, j , X3 = ΔPT , j , X4 = 
· 
X3, 

X5 = ΔPtie, j , X6 = ΔPC, j
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Fig. 1 Block diagram of jth area AGC implies dead band in the speed governing loop

The state space equation of jth area can be written in the following form:

[
Ẋ

]
j = [A] j [X ] j + [U ] j , (1a) 

where [X ]T j = [X1, X2, X3, X4, X5, X6] j and [A] j is the state matrix of jth area 
which can be written using the state Eq. (1a) of Fig.  1 as follows: 

Matrix [U ] j is defined as follows: 

[A] j = 

⎡ 

⎢⎢⎢ 
⎢⎢⎢⎢⎢⎢ 
⎢⎢ 
⎣ 

−1 
Tp, j 

0 K p, j 
Tp, j 

0 − K p, j 
Tp, j 

0 

a21
−1 
Tg, j 

0 0 0 1 
Tg, j 

0 0 0 1 0 0  

a41
(

1 
Tt, j Tr, j 

− Kr, j 
Tg, j Tt, j

)
−1 

Tr, j Tt, j 
−

(
Tr, j + Tt, j 
Tr, j Tt, j

)
0 Kr, j 

Tg, j Tt, j 
n∑

k=1 
k /= j 

2π Tjk 0 0 0 0 0  

−K I, j B j 0 0 0 − KI, j 0 

⎤ 

⎥⎥⎥ 
⎥⎥⎥⎥⎥⎥ 
⎥⎥ 
⎦ 

[U ] j = 

⎡ 

⎢ 
⎣− K p, j 

Tp, j
ΔPD, j U2, j 0 

U4, j − 
n∑

k = 1 
k /= j 

2π TjkΔ fk0 
⎤ 

⎥ 
⎦, 

where the value of a21, a41, U2, and U4 depends whether the effect of dead band is 
considered or not. For the linear system (dead band not considered) this values is 
expressed as [2]
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a21 = − 1 

R j Tg, j 
(2a) 

a41 = −  
Kr, j 

R j Tg, j Tt, j 
. (2b) 

And U2, U4 both are equal to zero. 
For nonlinear model (considering dead band) there will be two [A] matrices for 

each area, one considers operation inside the dead band and the other considers the 
operation outside the dead band region. 

(i) When operation inside the dead band: there is no signal available corresponding 
to change in frequency. Hence values of matrix element a21, a41, U2, and U4 

become zero. 
(ii) Operation outside the band: when deviation in frequency is greater than 0.06% 

(DB) then the values of elements become [2]: 

a21 = − 1 

R j Tg, j 
(3a) 

a41 = − Kr, j 

R j Tg, j Tt, j 

U2 = DB  

R j Tg, j 
sign

(
Δ f j

)
(3b) 

U4 = Kr, j 

R j Tg, j Tt, j 
DBsign

(
Δ f j

)

The proposed research work analyzed four-area systems with and without effect 
of speed governing dead band of 0.06%. 

3 Proposed Methodology Using Hybrid STPSO 

Many academics have improved PSO algorithms in recent years, and while all of 
these changes have helped to speed up convergence, a multidimensional problem 
still requires a large number of iterations to get an optimal value. The current study 
uses various statistical parameters as a tracker to get the best global value with 
less iteration. To generate optimal AGC controller gains, a newly designed hybrid 
statistically tracked particle swarm optimization (STPSO) method is applied in this 
study. Basic PSO is a well-known evolutionary method with a random initialization. 
This algorithm updates particle positions to find the best solution in a given search 
space. Using the equations below, each particle sets its position and velocity [6]: 

xk i = xmin + rand(N , d). ∗ (xmax − xmin)
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and 

vk i = vi,min + rand(N , d). ∗ (vmax − vmin), (4) 

where N: number of population, d: number of parameters to optimize, k: current iteration 
count, 

xmin and xmax : minimum and maximum values of particles in search space, and 
vmin and vmax : minimum and maximum value velocity vectors. 

The velocity and position of each (ith) particle are updated using following 
equations: 

vk+1 
i = wvk i + c1r1

(
pbestk i − xk i

)
+ c2r2

(
gbestk − xk i

)
(5) 

xk+1 
i = xk i + vk+1 

i , (6) 

where r1 and r2 are two separate random numbers ranging from 0 to 1. The accel-
eration constants c1 and c2 help particles advance toward the best possible value 
(gbestt), which is set to 1.5 and “w” is the inertia weight used to balance between 
best and best value. The weight of inertia changes with each iteration: 

w = wmax − 
(wmax − wmin) 

i termax  
∗ i ter, (7) 

where itermax is the maximum number of iterations; wmax and wmin, the upper and 
lower limits of inertia weights. In the proposed paper, these values are 0.9 and 0.4 
for each benchmark function. In complex multimodal issues, such an inertia weight 
method may not provide satisfactory results. To update particle velocity, the proposed 
hybrid STPSO employs the following modified relations: 

vk+1 
new,i = wvk i + c1r1

(
pbestk i − xk i

)
+ c2r2

(
gbestk − xk i

) + βk , (8) 

where βk denotes a factor of acceleration based on a statistical characteristic. The 
mean and standard deviation of the particle locations are used to calculate this factor. 
Because the mean value updates velocity in the direction of best location by mutual 
effect of different neighbor particles, and standard deviation utilizes the effect of 
dispersion around the mean position of the particle, these statistical characteristics 
are used to improve particle group behavior. The acceleration factor is calculated 
using the formulae below: 

βk = rand.
(
gbestk − Xk 

s

)
, (9)
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where gbestk = position corresponding to the global best value. Xk 
s is computed 

using one of the statistical parameters: 

(1) Mean of particle position: 

Xk 
s = X =

∑
Xi 

N 
. (10) 

(2) Standard deviation of particle position: 

Xk 
s = σ k s =

/∑(
Xk 
i − X

)2 

N − 1 
. (11) 

The position of the particle is updated using the following equation: 

xk+1 
new,i = xk i + vk+1 

new,i . (12) 

The current study investigates hybrid STPSO by employing two statistical param-
eters to get an optimum value with increased variety. The mean value (X) of the 
particle’s position is the first parameter, and the standard deviation () is the second. 
When there is no improvement in the global best value of the basic PSO, statis-
tical tracking based on mean value is used, and when mean tracking becomes slow, 
standard deviation tracking is used to update particle position. 

Now, calculate fitness function value corresponding for xk+1 
new,i . Now particle is 

selected for next iteration as 

xk+1 
i =

{
xk+1 
new,i if f

(
xk+1 
new,i

) ≤ f
(
xk i

)

xk i if f
(
xk i

)
< f

(
xk new,i

)
}

(13) 

3.1 Computational Algorithm Using Hybrid STPSO Method 

Step 1 Initialize optimization parameters such as population size (N), maximum 
iteration number (itermax), number of variables (d), search space range 
(xmin and xmax), and so on. 

Step 2 Set i = 1 and initialize particle’s position and velocities using Eq. 4. 
Step 3 Evaluate fitness function of each population and obtain pbest,i k and gbestk. 
Step 4 Modify velocity and position of each particle using relations 5 and 6, 

respectively. 
Step 5 Obtain fitness function for each updated particles. 
Step 6 Obtain pbest,i k+1 and gbestk+1.
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Step 7 If |f (gbestk)—f (gbestk+1)|≤ ε then go to step-9. Here ε is a switch criteria 
(set at 0.0001) to change tracks from basic PSO to mean. 

Step 8 Increase the generation count k = k + 1, and go to step-4. 
Step 9 Calculate mean of particle position 

X and determine the acceleration factor using relations 10 and 9. 
Step 10 Update velocity and position of each particle using relations 8, 12, and 13, 

respectively. 
Step 11 Calculate fitness function further for updated particles and obtain pbest,i k 

and gbestk . 
Step 12 If |f (gbestk)—f (gbestk+1)|≤ ε then go to step 14. 
Step 13 Increment the generation count k = k + 1 and go to step 9. 
Step 14 Calculate standard deviation vector 
Step 15 σ using relation 11. 
Step 16 Update each particles using relations 12 and 13. 
Step 17 Set k = k + 1. If k ≥ itermax then stop otherwise repeat from step 11. 

In the proposed research, hybrid STPSO is implemented for four-area linear and 
nonlinear AGC systems as shown in Fig. 2. 

The goal of the AGC problem is to find a gain parameter that allows for desired 
system performance such as lowest overshoot, undershoot, and settling time. To 
attain the aforesaid objectives, the current study applied the following optimization 
function [2]: 

fitness function = 
t ∫
0

∑n 

j=1 
(Δ f j )

2 +
∑n−1 

j=1

(
ΔPtie, j

)2 
dt (14) 

This fitness function is minimized subject to following constraints in state space 
equation-1-a.

∑n 

i=1
ΔPtie,i = 0 (15)

Fig. 2 Schematic diagram of four-area test system 
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ΔPtie,n = −
∑n−1 

i=1
ΔPtie,i . (16) 

Substituting this condition and modifying state matrix of Eq. (1a) as follows:  

x = 

⎡ 

⎢⎢ 
⎢⎢ 
⎢⎢ 
⎢⎢ 
⎣

Δ f1, ΔPE,1, ΔPT ,1,
·

ΔPT ,1, ΔPc,1, Δ f2, ΔPE,2,

ΔPT,2, 
·

ΔPT,2, ΔPc,2, Δ f3, PE,3, ΔPT ,3, 
·

ΔPT,3, ΔPc,3, Δ f4, ΔPE,4, ΔPT,4, 
·

ΔPT ,4,

ΔPc,4, ΔPtie,1, ΔPtie,2, ΔPtie,3, ΔPtie,4 

⎤ 

⎥⎥ 
⎥⎥ 
⎥⎥ 
⎥⎥ 
⎦ 

T 

(17) 

In which ΔPtie,1,ΔPtie,2,ΔPtie,3, and Δ Ptie,4 for four-area system can be 
written as

ΔPtie,1 = (2π T12 + 2π T13 + 2π T14)Δ f1 − 2π T12Δ f2 − 2π T13Δ f3 − 2π T14Δ f4)

ΔPtie,2 = (2π T12 + 2π T23 + 2π T24)Δ f2 − 2π T12Δ f1 − 2π T23Δ f3 − 2π T24Δ f4) 
(18) 

Similarly equation for change in tie-line power for other areas can be written. 

4 Results and Discussions 

The performance of hybrid STPSO was compared to that of chaotic PSO (CPSO), 
ant colony, bacterium foraging optimization, cuckoo search, and teaching learning-
based optimization (TLBO) algorithms in this section. For the sake of comparison, 
100 runs were done for each technique. The proposed hybrid STPSO provides the 
following benefits. 

Convergence profile: Fig.  3 compares the convergence of the best fitness value 
with the number of iterations for the four-area test system. The hybrid STPSO with 
mean and standard deviation discovers the best value faster than the other approaches, 
as seen in this graph. 
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Fig. 3 Convergence profile for four-area (a linear, b nonlinear) AGC system of best mean fitness 
function value with respect to iteration count
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Table 1 a Parameter values for test system without considering dead band. b: Parameter values 
for test system with dead band (nonlinear system) 

Test system Algorithms Parameters Fitness function 

(a) Parameter values for test system without considering dead band 

Four-area AGC KI B 

CPSO 0.32203068 0.9660046 0.0054784203 

BFO 0.3515 0.8800 0.0054350498 

Ant Colony 0.3451 0.9000 0.0054300418 

TLBO 0.4239 0.7342 0.0054867217 

Cuckoo Search 0.3580 0.8977 0.0054330442 

Hybrid STPSO 0.3467 0.8993 0.0053300418 

(b) Parameter values for test system with dead band (nonlinear system) 

Four-area AGC KI B 

CPSO 0.2746904 0.87208495 0.0088929749 

BFO 0.2656 0.8086 0.0087297675 

Ant Colony 0.2386 0.8949 0.008708383 

TLBO 0.29568052 0.88709475 0.0088690639 

Cuckoo Search 0.23619314 0.89047862 0.0087363357 

Hybrid STPSO 0.23480 0.8106 0.0086047532 

Dynamic performance evaluation of AGC test system: The current study eval-
uates the best controller for AGC of four-area systems, both with and without 
nonlinearity, and implements various heuristics algorithms for the test system. When 
compared to alternative evolutionary algorithms for similar systems, such as CPSO, 
BFO, ant colony, TLBO, and cuckoo search optimization, the effectiveness of the 
proposed hybrid STPSO is demonstrated. The integral controller is discussed in this 
section of the text. The optimum values for test system corresponding to performance 
indices considered in Eq. 14 are summarized in Table 1a, b. 

Dynamic performance 

Test system (four-area system) without dead band 

Figure 4 shows that in the case of a four-area system without the effect of a dead 
band hybrid, STPSO still outperforms in terms of maximum overshoot, minimum 
undershoot, settling time, and steady-state error for changes in frequency of area 
(area 1 and area 4). In hybrid STPSO, Fig. 4 depicts the area control error of four 
areas adjusted to zero with decreased settling time.

With effect of dead band: With increased number of area and nonlinearity 
included in the system, hybrid STPSO performs better and gives a good dynamic 
response of change in frequency of all areas as shown in Fig. 5. In comparison to 
other evolutionary algorithms, such as CPSO, BFO, ant colony, TLBO, and cuckoo
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Fig. 4 Comparison of change in frequency of area 1 (a), area 4 (b)

Fig. 5 Dynamic performance evaluation of area control error of area 1 (e), area 4 (f) with respect 
to time

search, change in tie-line power flow among various areas also gives better perfor-
mance as shown in Figs. 6 and 7, which depict that area control error of all areas 
reach desired value faster with hybrid STPSO. 

• Comparison based on statistical evaluation: Table 2 shows the results of 
a four-area system’s autonomous generation control. In terms of minimum 
fitness function, the statistical performance of hybrid STPSO is better than 
that of other heuristic algorithms, as shown in the table (four-area linear: 
CPSO-0.00547, BFO-0.00545, Ant Colony-0.00545, TLBO-0.00546, Cuckoo 
search: 0.00543, STPSO-0.00534, four-area nonlinear: CPSO-0.00871, BFO-
0.00871, Ant Colony-0.00871, TLBO-0.00881, Cuckoo Search-0.00870, STPSO-
0.00861), mean of fitness function, maximum of fitness function, etc.
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Fig. 6 Comparison of hybrid STPSO with other evolutionary algorithms for change in frequency 
of area 1 (k), area 4 (l) 

Fig. 7 Comparison of different heuristic algorithms for area control error of area 1(m), area 
4(p) w.r.t time

5 Conclusion 

A modified PSO algorithm was created in this study by introducing statistical factors 
to get the global optimal value. Table 2 compares the proposed hybrid STPSO method 
to existing optimization methodologies such as basic PSO and CPSO in terms of best 
value, maximum value, standard deviation mean, and other statistical metrics. For 
linear and nonlinear systems, the performance of hybrid STPSO is compared to BFO, 
CPSO, ant colony, cuckoo search, and TLBO of autonomous generation control. In 
terms of convergence profile and statistical parameters, experimental results show 
that hybrid STPSO performs better for four-area test systems with and without dead 
band. The proposed technique can successfully prevent the trapping on local best 
value, according to numerical data.
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Appendix 

System parameter for four area AGC system [2, 4̄] 
kg,1 = kg,2 = kg,3 = kg,4 = 1, 
Tg,1 = Tg,2 = Tg,3 = Tg,4 = 0.08, 
kt,1 = kt,2 = kt,3 = kt,4 = 1, 
Tt,1 = Tt,2 = Tt,3 = Tt,4 = 0.3, 
Kr,1 = Kr,2 = Kr,3 = Kr,4 = 0.5, 
Tr,1 = Tr,2 = Tr,3 = Tr,4 = 10, 
K p,1 = K p,2 = K p,3 = K p,4 = 120, 
Tp,1 = Tp,2 = Tp,3 = Tp,4 = 20, 
β1 = β2 = β3 = β4 = 0.872, 
R1 = R2 = R3 = R4 = 2.2568, 
2π T1 = 2π T2 = 2π T3 = 2π T4 = 0.05. 

Parameters for PSO algorithm: 
Initial population = 30; Maximum iteration = 100; Wmax = 0.9; Wmin = 0.4; C1 

= C2 = 1.5. 
Parameters for CPSO algorithm: 
Initial population = 30; Maximum iteration = 100; Wmin = 0.1 
Parameters for DE algorithm: 
Initial population = 30; Maximum iteration = 100; F = 0.5; 
R = 0.98; 
Parameters for B B-BC algorithm: 
Initial population = 30; Maximum iteration = 100; β = 0.7; 
α = 0.5 
Parameters for TLBO algorithm: 
Initial population = 30; Maximum iteration = 100. 
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A Comparative PWM Analysis of MMC 

Rahul Jaiswal, Anshul Agarwal, Richa Negi, and Komal Agrawal 

1 Introduction 

Multilevel converters demonstrated to be extremely prevalent recently, more than 
over three decades especially for medium- and high-power applications, like distri-
bution, transmission, and generation systems [1–3]. Due to various advantages, the 
multilevel converters are more efficient as compared to the two-level converter, such 
as improved harmonic distortions, lower switching losses, lower electromagnetic 
interference (EMI), and better output waveform, etc. In case, if number of levels 
increases the quality of output will be improved but the complexity of the multi-
level converter has also been increased such as voltage balancing problem, control 
technique, size of the circuit, etc. [4, 5]. 

The modular multilevel converter is part of multilevel converters which are defined 
as a cascaded interconnected submodule. These submodules comprise of power semi-
conductor devices, capacitance, and diode. Researcher has introduced different type 
of submodule but most common type of submodules are half-bridge and full-bridge 
submodule. 

The modular multilevel converter has lot of advantages such as lower switching 
losses, simple voltage balancing problem, scalable up to different power and voltage 
level and transformerless device. Due to these advantages, a lot of research papers 
have been published on a modular multilevel converter from the last couple of years 
[6–11]. The basic feature of single-phase leg modular multilevel converter is depicted 
in Fig. 1.
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In recent years, many challenges have been found like design constraints (relia-
bility, semiconductor losses, size of capacitor, size of inductor), control challenges, 
capacitor pre-charging, startup, and modeling, etc. The control technique is one of 
the crucial challenges of MMC and it plays a vital role. The performance of MMC 
is highly dependent on modulation technique. Abundant research is going on based 
upon multiple modulation techniques [12, 13]. 

The control and dynamic analysis of modular multilevel converter has been exam-
ined. The average model of this converter has also been studied. The MMC is used 
for numerous applications such as HVDC, grid system, railway applications, and 
solar and wind application [14, 15]. 

In this paper, the performance and analysis of MMC have been done by utilizing 
various modulation techniques including APOD, CO, and PS modulation strategy. 
The analysis has been performed at different modulation index and comparative 
analysis of different modulation techniques has also been examined here. 

2 Modular Multilevel Converter (MMC) 

The MMC is defined as a series-connected submodule by means of arm inductance 
and resistance. The submodule is a combination of power semiconductor devices 
and capacitance. These devices are arranged in a different way to obtain efficient 
output and improved total harmonic distortions. These arrangements are half-bridge, 
full-bridge, double clamp submodule, etc. These submodules have own advantages 
and disadvantages. It has been observed that the half-bridge submodule is one of the 
best submodules among the other submodule. The half-bridge submodule has higher
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efficiency and lower cost as compared to other submodules. So half-bridge submodule 
is used for numerous applications. The MMC is classified into two parts, the first one 
is upper arm and another one is lower arm which includes the arm inductance and 
arm resistance. The arm inductance is used to restrict short circuit current through 
single-phase leg [8, 16]. The basic feature of single-phase leg modular multilevel 
converter is depicted in Fig. 1. 

3 Control Structure 

There is lot of control techniques used for generating pulse signal. The multicarrier 
PWM technique is used for multilevel converter which is dividing into two parts, 
first one is level-shifted PWM technique and other one is PS modulation technique. 
The multicarrier modulation strategy is widely used in various applications due to its 
simple working principal, and furthermore it tends to be effectively executed in the 
low-voltage application [12, 17–19]. In general, amplitude modulation index (ma), 
and frequency modulation index (mf ) for level shifted and phase shifted are explained 
below. 

The amplitude modulation index (ma) of level-shifted modulation technique is 
represented in (1). 

ma = 2Ar 

(m − 1)Ac 
(1) 

Similarly, amplitude modulation index of phase-shifted modulation technique is 
represented in (2). 

ma = 
Ar( Ac 
2

) (2) 

where m is number of level, Ar is reference sine wave amplitude, and Ac is carrier 
wave amplitude. 

The frequency modulation index (mf ) of phase- and level-shifted modulation 
technique is same which is defined in (3) 

m f = 
fc 
fr 

(3) 

where f c is frequency of carrier triangular waveform and f r is frequency of reference 
sinusoidal waveform.
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Fig. 2 Alternate phase opposition disposition PWM waveform 

4 Alternate Phase Opposition Disp Osition (APOD)-PWM 

In (APOD)-PWM, every carrier waveform is 180 degree in phase opposition with 
its neighboring carrier wave as shown in Fig. 2. All carrier waveforms are of the 
same frequency and same amplitude. All odd carrier waveforms are in phase with 
respect to one another but are in 180-degree out of phase with respect to all even 
carrier waveforms. The N th number of carrier waveform is compared with single 
reference waveform which generates (N+1)th level output waveform. Here, the five 
levels of the modular multilevel converter have been considered, so the four carrier 
waveforms are analogized with single reference waveform. 

In this modulation technique, the +Vdc/2 voltage will be generated when the sinu-
soidal waveform is greater than all triangular waveforms. The +Vdc/4 voltage will 
be generated when the sinusoidal waveform is lower than the uppermost triangular 
waveform and greater than all other triangular waveforms. The zero voltage will be 
generated when the sinusoidal waveform is lower than above zero reference wave-
form, and greater than below zero reference waveform. Similarly, −Vdc/4 voltage 
will be generated when the sinusoidal waveform is greater than the lower most trian-
gular waveform and lower than other carrier waveforms. The −Vdc/2 voltage will be 
generated when the sinusoidal waveform is lower than all triangular waveforms. 

5 Carrier Overlap-PWM 

In this modulation technique, the (N-1) carriers are eliminated such that their bands 
superimpose one another and Ac/2 is the vertical distance between each carrier. The 
reference waveform is placed in middle of carrier signals as depicted in Fig. 3. The  
amplitude modulation index pertaining to this case is mentioned in Eq. (4). There are 
four triangular waveforms which are analogized with the single sinusoidal waveform 
to generate pulse signal of five levels for MMC. 

ma = Ar(
m 
4

)
Ac 

(4)
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Fig. 3 Carrier overlapping PWM waveform 
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Fig. 4 Phase-shifted PWM waveform 

6 Phase-Shifted PWM 

In this technique, every carrier waveform possesses identical frequency and ampli-
tude, but is phase shifted with respect to one another as shown in Fig. 4. The phase 
difference of consecutive waveform is represented in Eq. (5). The output pulse 
signal has been generated by comparing the sinusoidal waveform with the triangular 
waveform. 

360
◦ 

N 
(5) 

where N denotes number of submodules in one converter arm. 

7 Result and Discussion 

The analysis and execution of five-level MMC has been examined for R load by 
using alternate phase opposition disposition (APOD), carrier overlap (CO), and 
phase-shifted (PS) modulation techniques at different modulation indices. The output 
voltage waveform and current waveforms have been attained. It is close to sinusoidal 
nature. All the results have been obtained by using parameters as shown in Table 1.
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Table 1 Simulation 
parameters for the 
multicarrier PWM 

Parameters Value 

Vdc, (DC-link voltage) 800 V 

Ro, (load resistance) 10 kΩ

D, (duty ratio) 50% 

Submodule capacitance, C 100 µF 

(Carrier frequency), f c 750 Hz 

(Fundamental frequency), f m 50 Hz 

The performance and analysis of output current and voltage waveform of five-level 
MMC have been attained for R load. This analysis is done by using APOD-PWM, 
CO-PWM, and PS-PWM, respectively, as depicted in Figs. 5, 6, and 7. The output 
waveform is close to sinusoidal that means losses are very less and the efficiency has 
been improved. 

(a) (b) 

Fig. 5 a Output voltage b output current for five-level MMC using APOD-PWM 

(a) (b) 

Fig. 6 a Output voltage, b output current for five-level MMC using carrier overlapping PWM
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(a) (b) 

Fig. 7 a Output voltage, b output current for five-level MMC using phase-shift PWM 

The THD has been calculated for APOD-PWM, CO-PWM, and phase-shifted 
PWM technique for R load (five-level MMC) under numerous modulation indices. 
The harmonic spectra under various modulation techniques for the output voltage 
are shown in Fig. 8. 

The comparisons of THD for APOD-PWM, CO-PWM, and PS-PWM have been 
calculated at different modulation indices and fixed carrier frequency (750 Hz), as

(a) (b) 

(c) 

Fig. 8 Harmonic spectra for a APOD-PWM, b CO-PWM, c PS-PWM 
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Table 2 Comparison for 
different modulation 
techniques at different 
modulation indices and their 
THD (in percentage) 

ma APOD PS CO 

1 19.88 10.18 29.30 

0.9 28.74 10.31 35.60 

0.8 32.78 12.11 35.41 

0.7 32.06 17.39 49.36 

0.6 30.17 20.45 51.56 

Comparison for different modulation techniques at different modulation 
index and their THD  (in percentage) 
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Fig. 9 Comparison of total harmonic distortion (THD) 

shown in Table  2. It is evident that THD of PS modulation technique has been lowered 
as compared to other modulation techniques. Thus the PS-PWM technique is supe-
rior. It has also been noticed that the THD will increase when the modulation index 
is decreased. That means THD and modulation index are inversely proportional to 
each other. The variation of THD and modulation techniques at different modulation 
indices has been plotted as shown in Fig. 9. 

8 Conclusion 

The multicarrier modulation technique manifests as best modulation technique. The 
accomplishment of APOD-PWM, CO-PWM, and PS-PWM is very similar to each 
other but the phase-shifted modulation technique is the best technique compared 
to the rest of the technique. The losses are very low in phase-shifted modulation 
technique so this technique is more efficient. It has also been inferred that THD is 
improved at unity modulation index and fixed carrier frequency (750 Hz) in all cases. 
If the modulation index decreases, the THD will increase. It can be said that the THD 
is in inverse proportion to the modulation index.
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An Analytical Study to Evaluate 
the Performance of Different PV 
Configurations Under Various Partial 
Shading Conditions 

Varun Agarwal, Venkata Madhava Ram Tatabhatla, and Anshul Agarwal 

1 Introduction 

With rising level of pollution and global warming the world is shifting towards 
renewable energy sources to meet the ever-growing demand for energy. Out of all 
available sources of green energy most prominent source is solar energy. Solar energy 
is helping to shift from fossil-fuel-based economy to carbon-neutral economy. To 
extract the solar energy, PV cells convert solar irradiance to useful electric energy. 
Solar PV plants’ size varies from few KW to thousands of MW. 

Although solar energy is very useful the major drawbacks are due to its dependency 
on environmental conditions, that is, irregular availability and partial shading. In 
order to deal with irregular availability energy storage systems are developed [3]. 

Under the partial shading condition all the panels of the solar array do not get 
same level of solar irradiance due to which the I-V and P-V characteristic curves 
show multiple peak values and hence develops difficulty in defining the maximum 
output power points [9]. There are various conditions which cause shadings such as 
(i) moving clouds, (ii) dust and wind, (iii) tall hospitals and buildings, (iv) moving 
aircraft, (v) long tree, and (vi) gases given out by factories [3]. For the shading 
conditions, the shaded panel generates reduced current which causes reduction in 
power generated at the output of PV array and also makes the shaded panel to act as 
load and it starts consuming power. This leads to hot-spot phenomenon. This all limits 
the reliability of the solar power and hence the power given out of a PV system will 
also reduce. Therefore, to avoid the ill effects of partial shading condition the bypass 
diodes are taken into account in shunt to the PV panels [5, 7, 10]. However, this
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leads to generation of local maximum power point (LMPP) in power against voltage 
characteristics curve due to mismatch between row currents. This also makes tracking 
of the global maximum power point (GMPP) difficult for the controller [4, 8, 11]. 

The significant and effective way to enhance the power is by joining the panels 
in series connections along with and parallel connections [6]. In this work, we have 
considered four different types of configurations: Series with Parallel (S-P), Total-
Cross-Tied (TCT), Bridge-Tied (BT) and Honeycomb (HC). 

To validate the given configurations, it is tested on 36 panels which are connected 
in 6x6 PV array. The results are obtained for different shading patterns such 
as Diagonal, Z-shading, Centre and Random shading. The power generated for 
various configurations is compared under distinct shading conditions to know which 
configuration gives better power output and reduces row current mismatch. 

2 System Configuration 

An PV array is the connection of large number of PV cells to produce the optimal 
power at the output port. A PV array is formed by connections of PV panels in series 
and parallel depending upon the voltage and current requirement. The simplified 
electrical equivalent of one-diode PV cell is presented in Fig. 1 [2]. 

The current given out of the solar cell is presented as (Isolar). The diode connected 
to the circuit produces the reverse current (Idio) and the circuit has two resistors (Rshunt) 
which are connected in shunt to the diode and (Rseries) which is connected in series 
to the output terminal. (Rseries) is used to determine slope near open-circuit condition 
and (Rshunt) is used to determine slope near short-circuit condition in I-V curve. 

The generated current at the output is given by 

Io = Isolar − Idiode − Ishunt  
Io = Isolar − I

[
exp

(
Vo + Io Rseries 

AVt

)
− 1

]
−

(
Vo + Io Rseries 

Rshunt

)
(1) 

where (Isolar) represents electric current generated by each solar cell, (I) represents 
reverse saturation current, (Idiode) represents diode saturation current, (Ishunt) depicts 
the current flowing through the shunt path resistor (Rshunt), (Io) and (Vo) represent the

Fig. 1 Single diode 
equivalent model of the PV 
cell 

Rseries Io 
Ishunt 

Rshunt 

Idiode 

Isolar Vo 
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Table 1 PV panel specifications 

Pmax Vmax Imax Voc Isc 

50.388 W 16.45 V 3.06 A 19.8 V 3.3 A 

actual of current and voltage observed at the output terminal that can be utilized by 
the load, (Vt) gives the voltage across the pins of the diode and (A = nkTo /qo) where 
(A) gives ideality factor of the diode, (n) gives total cells joined in series fashion, (k) 
gives Boltzmann constant, (qo) gives the charge, and (To) represents the temperature 
at which the solar cell is working at Standard Test Conditions (STC). The PV panel 
specifications are mentioned in Table 1. 

In this work, 33 solar cells are joined in series fashion to represent the solar panel 
where all solar cells have same characteristics. Bypass diodes are interlinked to each 
PV panel in shunt connection to bypass the current through them so that PV panel 
can supply power even at a decreased voltage rather than supplying no power under 
shading conditions. It also helps in preventing hot-spot phenomena, whose effect is 
that it can damage the panels permanently. 

3 PV Array Configurations 

In order to evaluate different configurations for various shading cases, a total of 
36 panels are used which are connected to form a 6x6 PV array. The different 
configurations under analysis are

. Series with Parallel (S-P).

. Total-Cross-Tied (TCT).

. Bridge-Tied (BT).

. Honeycomb (HC). 

The 6x6 array connections for the various configurations are presented in Fig. 2. 
The various configurations for the PV array such as S-P, BT, and HC are far less 
superior than TCT. This is due to the fact that TCT has large number of cross-ties 
which makes TCT rugged and robust compared to other configurations.

3.1 Series with Parallel Configuration 

Under the configuration employing the series and parallel combination, the panels are 
firstly joined in the series form as per the voltage requirement. The series connected 
panels form the strings. The strings are then attached to each other in parallel 
connection to get required current level. This configuration is most commonly used 
due to its simplistic approach to use and implement. In the MATLAB-SIMULINK
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Fig. 2 A 6  × 6 array for different configurations a Series with Parallel (S-P) b Total-Cross-Tied 
(TCT) c Bridge-Tied (BT) d Honeycomb (HC)

model of 6 × 6 array, the maximum output current value is equivalent to the total 
addition of all the parallel-connected strings and maximum output voltage is same 
as the addition of voltage of each panel in a string. 

Bypass diodes are employed in shunt for each panel so that the PV panels can 
avoid the danger of hot-spot phenomenon under partial shading conditions. 

3.2 Total-Cross-Tied Configuration 

In Total-Cross-Tied (TCT) configuration, the panels are first joined in the parallel 
form. The parallel-connected panels are called tiers. The tiers are then connected in 
series to get the final configuration. As the number of connections are increased, the
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complexity of the configuration increases and the wiring losses also becomes signif-
icant. In the MATLAB-SIMULINK model of 6x6 array, the total current generated 
at the output of the array is equal to the total addition of current generated in parallel-
connected panels called tier. The total voltage generated at the output is equivalent 
to the total addition of voltages of each tier or row. 

3.3 Bridge-Tied Configuration 

As series connections increase in the configuration, then the mismatch between row 
current increases under shading cases but as number of parallel ties between panels 
increases then it helps to balance the row currents and reduces the mismatch current. 
The Bridge-Tied (BT) configuration is similar to Series with Parallel (S-P) with some 
panels connected in parallel to form bridge. This helps to reduce mismatch currents. 
In MATLAB-SIMULINK model of 6x6 array, the panels are joined firstly in the 
form Series with Parallel (S-P) configuration and then ties are added in between the 
panels to form bridge. 

3.4 Honeycomb Configurations 

In honeycomb configuration, the connections are made in such a way that it resembles 
the structure of a honeycomb. It has more parallel connections compared with Series 
with Parallel (S-P) but less in comparison with Total-Cross-Tied (TCT) and Bridge-
Tied (BT) configurations. So, it has greater ability to reduce mismatch current than 
Series with Parallel (S-P) but lesser than Total-Cross-Tied (TCT) and Bridge-Tied 
(BT) configurations. 

4 Results 

For the evaluation of the performance of TCT, S-P, BT and HC, a MATLAB-
SIMULINK model was created. In this model, a 6 × 6 PV array was simulated and 
was tested for various shading patterns: Diagonal, Z-pattern, Centre and Random 
shading patterns. The effectiveness of various configurations was evaluated based 
on maximum output power generated by each configuration under different shading 
cases. 

The shading patten employs various solar irradiance levels of 1000 W/m2 (uniform 
irradiance), 800 W/m2, 600 W/m2 and 400 W/m2. As different solar irradiance levels 
are used it helps to better represent the effects of moving clouds over the PV array.
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Fig. 3 Diagonal shading 
pattern 
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4.1 Diagonal Shading Pattern 

For the diagonal shading pattern, bottom left corner panels are receiving lesser solar 
irradiance. There are four panels getting 800 W/m2, three panels are getting 600 
W/m2 and three panels exposed to 400 W/m2. Remaining all panels are receiving a 
solar irradiance of 1000 W/m2. The diagonal shading pattern is presented in Fig. 3. 

The GMPPs for S-P, TCT, BT and HC under diagonal shading case are 1335 W, 
1415 W, 1380 W and 1375 W which are given at 13.64 A and 103.67 V, 13.02 A and 
102.51 V, 13.43 A and 102.8 V and finally 13.36 A and 102.91 V, respectively. It 
can be seen that there are four LMPPs and one GMPP in all configurations. In TCT, 
the LMPPs are 536.36 W at 19.15A and 28.02 V, 855.51 W at 17.92 A and 47.96 
V, 1122 W at 17.19 A and 65.26 V and 1308 W at 15.72 A and 82.72V. For S-P the 
LMPPs are at 614.22 W, 939.4 W, 1165 W and 1306 W. For BT the LMPPs are given 
at 613.4 W, 901.7 W, 1151 W and 1280 W. For the HC case LMPPs are 597.4 W, 
926.3 W, 1153 W and 1287 W. 

The current against voltage and power against voltage are given in Fig. 4. The  
TCT shows a power increment of 4.24%, 2.47%, and 2.82% compared with S-P, BT 
and HC.

4.2 Z-Shading Pattern 

Z-shading pattern presents a shading pattern which is of the form of alphabet Z. In 
this patten, 7 panels are getting 800 W/m2, 7 panels are getting 400 W/m2 and 2 
panels are getting 600 W/m2. The Z-shading pattern is shown in Fig. 5.
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Fig. 4 Characteristics curve (current against voltage and power against voltage) for distinct 
configurations under diagonal shading pattern

Fig. 5 Z-shading pattern
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The GMPPs for S-P, TCT, BT and HC for Z-shading case are 1099 W, 1289 W, 
1183 W and 1246 W at 15.46 A and 83.37 V, 12.84 A and 85.59 V, 14.10 A and 
83.89 V and for last configurations 15.09 A and 82.54 V. In Z-shading case, there are 
4 LMPP and one GMPP. The LMPPs for TCT are 217.62 W at 18.48 A and 11.74 V, 
800.86 W at 17.82 A and 44.92 V, 1087 W at 17.14 A and 63.41 V and lastly 842.61 
W at 9.04 A and 93.21 V. The LMPPs for S-P are 885.54 W, 1078 W, 998.7 W and 
831.2 W. Similarly, the BT has LMPP of 600.5 W, 877.4 W, 1048 W and 838.9 W. 
For the case of HC, the LMPPs are 249.2 W, 584.6 W, 902.7 W and 840 W. 

The current against voltage and power against voltage curve is given in Fig. 6. 
The TCT shows a power increment of 14.74%, 8.22% and 3.33% compared with 
S-P, BT and HC. There is slight increase in power in TCT compared with HC. 

Fig. 6 Characteristics curve (current against voltage and power against voltage) for distinct 
configurations under Z-shading pattern
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Fig. 7 Centre shading 
pattern 
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4.3 Centre Shading Pattern 

For Centre shading pattern, the shading pattern is concentrated at the centre of the 
array where 2 panels each are receiving 800 W/m2, 600 W/m2 and 400 W/m2. The  
Centre shading pattern is shown in Fig. 7. 

The GMPPs are 1483 W, 1585 W, 1516 W and 1523 W for Centre shading under 
S-P, TCT, BT and HC. The GMPPs for S-P, TCT, BT and HC are found at 16.6 A 
and 89.32 V, 15.53 A and 102.04 V, 14.94 A and 101.42 V and lastly 14.89 A and 
102.23 V. The Centre shading conditions have 3 LMPP and 1 GMPP. The LMPPs for 
TCT are given as 869.84 W at 18.48A and 47.06V, 1154.2 W at 17.72 A and 65.14 V 
and 1393.4 W at 16.7 A and 83.42 V. The S-P configuration has 940 W, 1247W and 
1472W as its LMPP. The BT also has three LMPPs at 902.3 W, 1201 W and 1454 
W. Similarly, the HC has LMPP of 893.4 W, 1193 W and 1451 W, respectively. 

The current against voltage and power against voltage curve is given in Fig. 8. 
The power increment in TCT is maximum compared with S-P with 6.43% increase 
in output power.

4.4 Random Shading Pattern 

In random shading pattern, the shading is distributed randomly across the array. In 
these 4 panels each is receiving 800 W/m2 and 600 W/m2 and 5 panels are receiving 
400 W/m2. The random shading pattern is presented in Fig. 9.

The GMPPs are given as 1179 W, 1395 W, 1206 W and 1212 W for S-P, TCT, BT 
and HC. The GMPPs for S-P, TCT, BT and HC are at 13.84 A and 85.22 V, 13.64 
A and 102.28 V, 14.02 A and 85.95 V and for lastly at 13.75 A and 88.08 V. In this
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Fig. 8 Characteristics curve (current against voltage and power against voltage) for distinct 
configurations under Centre shading pattern

Fig. 9 Random shading 
pattern
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case, there are 3 LMPP and 1 GMPP. The LMPP for TCT is found to be 516.13 W 
at 17.16 A and 30.36 V, 1047 W at 16.07 A and 65.12 V and finally 1272 W at 15.37 
A and 82.69V. The LMPPs for S-P are 938.4 W, 1146 W and 906.8W. The BT has 
LMPPs of 579.1 W, 1074 W and 1198 W. The HC has 583.7 W, 1111 W and 1177 
W as its LMPP. 

The characteristics curve is given in Fig. 10. In random shading TCT shows an 
increase in power of 15.48% compared with S-P. 

For all the shading cases, the maximum power is depicted in Fig. 11. In all the 
shading cases, TCT shows an improvement in the power output compared with other 
configurations.

The mismatch losses under various shading conditions are represented in Fig. 12. 
The mismatch losses for S-P, TCT, BT and HC under diagonal shading are 479 W, 
399 W, 434 W and 439 W, respectively. The mismatch losses obtained for the Z-
shading are 715 W,525 W, 631 W and 568 W for S-P, TCT, BT and HC. The mismatch 
losses are significantly reduced for TCT compared with S-P under Z-shading. For 
the Centre shading, the mismatch losses are 331 W, 229 W, 298 W and 291 W for

Fig. 10 Characteristics curve (current against voltage and power against voltage) for distinct 
configurations under random shading pattern 
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Fig. 11 Maximum power given at the output for various configurations under different shading 
cases

S-P, TCT, BT and HC. Under the random shading, the TCT has a mismatch loss of 
419 W which is much lower than 635 W in case of S-P. The mismatch losses are 
608 W and 602 W which is observed for BT and HC under random shading. The 
reduction in the mismatch losses under TCT configuration is highest compared to 
other configurations. 
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Fig. 12 Mismatch losses of all configurations under different shading cases
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5 Conclusion 

For this paper, four distinct types of configurations called as Series with Parallel (S-P), 
Total-Cross-Tied (TCT), Bridge-Tied (BT) and Honeycomb (HC) are analysed for 
a 6x6 array. The shading patterns considered for the study are Diagonal, Z-shading, 
Centre and Random. In the Diagonal shading, TCT gave power improvement of 80 
W, 35 W and 40 W, respectively, compared with S-P, BT and HC. Under the case of 
Z-shading pattern the TCT shows a power increment of 14.74%, compared with S-P. 
The power is improved by 106 W and 43 W for TCT compared against BT and HC 
under Z-shading. In the Centre shading case, we got power increment of 102 W, 69 
W and 62 W for TCT in comparison with S-P, BT and HC. The random shading of 
the output power level increased by 15.48%, 13.54% and 13.11% for TCT compared 
with S-P, BT and HC. 

From the results, it is observed that TCT gave better results under all shading cases 
and also reduced the mismatch between row currents. So, it can be said TCT has 
most rugged configuration for various shading patterns because of its large number 
of cross-ties. 
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Detection of Parkinson’s Disease Using 
Support Vector Machine 
and Combination of Various Tissue 
Density Features 

Reema Ganotra and Shailender Gupta 

1 Introduction 

Parkinson’s Disease (PD) is a neurodegenerative disease caused by decreased produc-
tion of dopamine in region of substantia nigra [1, 2]. PD is characterized by many 
motor and non-motor symptoms such as tremors, changes in gait, postural deformity, 
and balancing problems [3, 4]. The increasing number of cases of PD and its socioe-
conomic impact arises the need for early detection of the disease. Researchers have 
been employing neuroimaging techniques such as structural Magnetic Resonance 
Imaging (sMRI), Positron Emitting Tomography (PET), and Single Photon Emission 
Computerized Tomography (SPECT) to detect the disease in its early stages. Further, 
these techniques combined with machine learning methods are frequently being 
used to distinguish patients with PD from Cognitively Normal (CN) group [5–9]. In 
many machine learning approaches, features from neuroimages are obtained using 
Voxel-Based Morphometry (VBM) and utilized by classifier such as Support Vector 
Machines (SVM), Naive Bayes, or K-nearest neighbors [10–12]. VBM provides 
with the tissue density maps for Gray Matter (GM), White Matter (WM), and Cere-
brospinal Fluid (CSF). These features obtained through VBM work as marker for 
detection of the disease and highlight the brain regions affected. Although many 
pathological studies provide strong evidence that WM and CSF are useful biomarker 
for identification of PD [1, 13, 14], most of the existing machine learning approaches 
are focused on GM features alone. Motivated by these facts, we conducted a study 
to investigate the effect of WM and CSF along with GM features on distinguishing 
PD and CN subjects. For the purpose, an SVM classifier is employed to discrimi-
nate PD and CN classes based on GM, WM, and CSF features and their possible
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combinations. The features are obtained from sMRI image obtained from Parkinson’s 
Progression Markers Initiative (PPMI). 

2 Data Acquisition and Preprocessing 

All T1-weighted MR images are obtained from baseline assessment of PPMI (www. 
ppmi.info.org). The dataset comprises 356 PD subjects consisting of 226 males and 
130 females within the age range of 38–82.2 years. Similarly, there are 130 CN 
subjects comprised of 86 males and 44 females within the age range of 30.6 years 
to 80.9 years. All images are preprocessed prior to classification using Statistical 
Parametric Mapping (SPM) toolbox v.12 in MATLAB 9.0. In first step of prepro-
cessing, each sMRI image was segmented into GM, WM, and Cerebrospinal Fluid 
(CSF) tissue probability maps using unified segmentation algorithm. After this, the 
segmented images are registered to a custom template which is iteratively generated 
using DARTEL toolbox. These images are then registered to Montreal Neurolog-
ical Institute (MNI) template and smoothed using 10 mm full width half maximum 
isotropic Gaussian kernel. In the last step, each image is modulated with Jacobian 
determinant of its deformation field. After preprocessing, all images are intensity 
normalized, resampled by 6 mm isotropic kernel, and masked to remove artifacts 
like air and background. 

3 Support Vector Machine 

Support Vector Machines (SVM) are one of the most popular supervised machine 
learning algorithms used for classification purpose. For the present study, let’s 
suppose (x1, y1), (x2, y2) . . . .(xn, yn) are the samples that belong to PD and CN 
classes of subjects. An SVM classifier is built on these samples where xn represent 
a sample from class ynε{−1, 1}. The typical hard margin SVM estimates a hyper-
plane to separate the samples from the two classes with maximum margin. However, 
applications of hard margin SVM is limited to classification problems with linearly 
separable classes. For non-linear problems, a soft margin SVM classifier is employed 
which relaxes the constraints and imposes a penalty for wrong classification. The 
objective function for soft margin SVM is given by 

ω∗, b∗, ξ  ∗ = argmin 
ω,b,ξ 

1 

2
||ω||2 + C 

m∑

i=1 

ξi , (1) 

where yi
(
ωT xi + b

) ≥ 1 − ξi ; ξi ≥ 0; i = 1, . . . ,  m. 
The penalty of misclassification is represented by ξi and it is controlled by 

parameter C . In our study, the value of parameter C is fixed to 1 for all experiments.

http://www.ppmi.info.org
http://www.ppmi.info.org
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4 Experimental Setup 

The experiments are built on SVM classifier with linear kernel and verified on fivefold 
cross validation to remove the effect on any randomness. The computation of results 
is performed on an Intel core i5 processor with processing speed of 2.50 GHz CPU 
and 8 GB memory. The implementations for experiments were written using Python 
3.7. 

5 Result and Discussion 

In the proposed work, Experiment 1 depicts classifier result on GM features alone 
which provide accuracy, sensitivity, and specificity of 77.6, 82.05, and 70.21%. Simi-
larly, Experiments 2 and 3 illustrate classifier results on WM and CSF features 
alone. All results are summarized in Table 1. It is also shown that best classifica-
tion results are obtained by classifier built on combination of GM, WM, and CSF 
features with accuracy, sensitivity, and specificity of 80%, 82.05%, and 76.59%. A 
graphical comparison of results is shown in Fig. 1. It can be noted that classifier built 
on combination of GM, WM, and CSF features provides 3% and 6% improvement 
in classification accuracy and specificity, respectively, than that of classifier built 
on GM features alone. The improvement in accuracy facilitates better distinction 
between PD and CN subjects. Similarly, improved specificity signifies the ability of 
classifier to accurately predict true negative subjects which prohibits false diagnosis 
of CN subjects. 

The results obtained from proposed work are compared to that of recently 
published approaches as shown in Table 2. As shown in table, Soltaninejad et al 
[9] and Adeli et al. [5] have reported their results on a dataset containing 341 and 
356 PD subjects and 262 and 169 CN subjects, respectively. The number of PD 
subjects used in proposed work is comparative to these studies, however the number 
of CN subjects reposted in Adeli et al. [5] is relatively less. On the other hand, 
Gong et al. [7] reported their results on proportionately small dataset with 76 and 77

Table 1 Accuracy, sensitivity, and specificity obtained by SVM classifier 

Experiment Features Accuracy (%) Sensitivity (%) Specificity (%) 

Experiment 1 GM 77.6 82.05 70.21 

Experiment 2 WM 73.6 79.48 63.82 

Experiment 3 CSF 72 73.07 70.21 

Experiment 4 GM + WM 64 67.94 57.44 

Experiment 5 WM + CSF 76 80.76 68.08 

Experiment 6 GM + CSF 70.4 76.92 59.57 

Experiment 7 GM + WM + CSF 80 82.05 76.59
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Fig. 1 Comparison of results obtained on GM, WM, CSF, GM + WM, WM + CSF, GM + CSF, 
and GM + WM + CSF features

Table 2 Comparison of results obtained by proposed work to recent approaches 

Author Imaging Dataset Classifier Accuracy 

PD CN (%) 

Soltaninejad et al [9] sMRI 341 262 SVM 70.91 

Gong et al. [7] sMRI 76 77 SVM 75.16 

Adeli et al. [5] sMRI 374 169 SVM 69.1 

Proposed work sMRI 356 226 SVM 80 

PD and CN subjects, respectively. This variation in data size is attributable to gath-
ering medical imaging data from different sources. However, it is always desirable to 
build a classifier on an ample dataset for better generalization of the model. Thus, the 
proposed work employs comparatively equal or larger dataset to the abovementioned 
approaches. 

For a true comparison, only those approaches are included where SVM classifier 
is built on the feature obtained from sMRI images. It is shown that the proposed work 
provides more than 9% improvement in the classifier accuracy when compared to 
same given in Soltaninejad et al. [9]. Similarly, the proposed work provides improved 
classification accuracy by 4 and 10% when compared to same provided by Gong et al. 
[7] and Adeli et al. [5].
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Nomenclature 

BESS Battery energy storage
Δf Frequency deviation 
FC Fuel cell 
FLC Fuzzy logic controller 
FOPD+I Fractional-order fuzzy PD+I 
HAE Hydro-aqua electrolyzer 
IT2FPID Interval type-2 fuzzy PID 
KWTG, TWTG Gain and time constant of wind turbine 
KFC, TFC Gain and time constant of fuel cell 
KFESS, TFESS Gain and time constant of flywheel energy storage 
KDEG, TDEG Gain and time constant of diesel energy generator 
KMTG, TMTG Gain and time constant of wind microturbine 
KP, TP Gain and time constant of power system
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LFC Load frequency control 
LMF Lower membership function 
MG Microgrid 
MTG Microturbine 
OGT2FPI Optimal general type-2 fuzzy PI controller 
PV Photovoltaic panel 
RES Renewable energy sources 
T1FPID Type-1 fuzzy PID controller 
UMF Upper membership function 
WTG Wind turbine 

1 Introduction 

Recently, the advancement of AC MGs has aided in the provision of electrical power 
to rural areas where the traditional method of obtaining power from a network is very 
expensive [1]. The discontinuous nature of regeneration sources, nonlinear struc-
ture, instabilities, and dynamic complexity are all essential factors in the real-world 
operation of an AC MG. If any power mismatch occurs, there is a corresponding 
divergence in system voltage and frequency, resulting in an MG power outage [2]. 
Different renewable sources like PV, WTG, FC, FESS, MTG, DEG, and BESS can be 
used to create an AC MG that maintains a proper power balance between generation 
and demand [3, 4]. 

The frequency regulation of an AC MG is a critical aspect in achieving perfect 
power balancing [5, 6], and a unique technique to achieve this has been proposed 
in [7, 8]. Variable fuzzy PID as the primary controller with the standard PID as a 
supplementary controller [9], hPSO-PS-based FLC [10], MHSA-based OGT2FPI 
[11], and MBHA-tuned FOFPD + I [12] are the distinct H∞ and µ-synthesis-based 
controllers explained in [13]. The evolutionary algorithm (EA), which has been 
effectively used to handle the nonlinear functions related to MG design, is another 
way to deal with the MG frequency regulation concern [14]. Bat algorithm [15], 
bacteria foraging optimization [16], PSO [17, 18], CSA [19], GA [20], FA [21], 
and gravitational search algorithm [22, 23] are some of the numerous applications 
of EA. These approaches, despite providing superior execution and dealing with 
compelling LFC structures, also have a slow convergence rate and are always stuck 
in local optima. 

The SCA algorithm is a recently discovered population-based optimization algo-
rithm that solves optimization issues using sine and cosine mathematical functions 
[24]. The conventional SCA algorithm is unable to meet the stated goal with higher 
convergence. As a result, the SCA algorithm is upgraded in this paper by introducing 
various scaling parameters that influence particle movement during the conventional 
SCA method [25]. As a result, the SCA algorithm is upgraded by incorporating
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various scaling parameters that influence particle movement during the conventional 
SCA method. The originality of this chapter can be summarized as follows: 

• To solve the frequency control problem in an AC MG, an IT2FPID controller is 
proposed. 

• A modified Sine Cosine Algorithm (MSCA) is developed by including a scaling 
factor to the conventional SCA algorithm. 

• The efficacy and supremacy of the proposed MSCA-optimized proposed 
controller is compared with the MSCA-optimized standard controllers such as 
type-1 fuzzy and recently published SCA. 

2 System Understudy 

2.1 System Configuration and Design Consideration 

The AC MG system layout adopted in this chapter is presented in Fig. 1. Figure 2 
shows the corresponding transfer function representation of AC MG. The presented 
system consists of energy sources PV, WTG, MTG, DEG, FC, and energy storage 
devices such as BESS and FESS, as well as some AC loads [14]. The AC MG 
parameters used in this chapter are given in Table 1. 

Fig. 1 Islanded MG configuration
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Fig. 2 Proposed transfer function model of MG 

Table 1 Characteristics of 
the AC MG components [14] 

Components Gain (K) Time constant (T) 

WTG KWTG = 1 TWTG = 1.5 
PV system KPV = 1 KPV = 1 
FC KFC = 0.01 TFC = 4 
DEG KDEG = 0.003 TDEG = 2 
Microturbine KMTG = 1 TMTG = 1.5 
BESS KBESS = −0.03 TBESS = 0.1 
FESS KBESS = −0.01 TBESS = 0.1 
Damping coefficient D = 0.03 
Inertia constant M = 0.4 

A. Mathematical design and modeling of various generating units PV, WTG, DEG, 
FC, and MTG are [25] 

GWTG(s) = KWTG 

1 + STWTG 
(1)
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GPV(s) = KPV 

1 + STPV 
(2) 

GFC(s) = 
KFC 

1 + sTFC 
(3) 

GDEG(s) = 
KDEG 

1 + sTSEG 
(4) 

GMTG(s) = 
KMTG 

1 + sTMTG 
(5) 

B. Mathematical modeling of storage unit: The controller’s signal energizes the 
MG’s different storage devices, such as BESS and FESS. They function as a 
source or load, as required, and can be presented as load in the proposed analysis 
[25]: 

GBESS(s) = 
KBESS 

1 + sTBESS 
= ΔPBESS

ΔU 
(6) 

GFESS(s) = FFESS 

1 + sTFESS 
= ΔPFESS

ΔU 
(7) 

2.2 Proposed IT2FPID Controller 

The fuzzy sets used in T2FS are known as secondary MFs. Whenever secondary MFs 
are converted into unit intervals of the primary MFs, they have named IT2FS. The 
fuzzy system which uses IT2FS in its rule base is called as IT2 fuzzy logic system 
(IT2FLS). IT2FLS is already used in some applications and often outperforms their 
type-1 counterparts when faced with uncertainty. The type-reduction (TR) approach 
is the most important concept of the IT2FLS controller. The best TR approach can be 
considered a genuine concern. Control tuning parameters, knowledge-based design, 
and MF are currently the major steps in constructing IT2FPID. Figures 3 and 4 
depict the structure and membership functions of the proposed IT2FPID controller. 
Membership functions are assigned linguistic variables based on input and output 
parameters as displayed in Table 2. The said fuzzy set Ã is characterized as [25] 

Ã =
(

xε X

(
uεJx ⊆[0,1] 

1/(x, u)dx · du =
(

xε X

[(
uεJx ⊆[0,1] 

1/u

]
/xdx · du (8)

where the value of Ã = 1.
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Fig. 3 Proposed T2FPID controller 

Fig. 4 MF of error for the proposed controller 

Table 2 Rule base for three membership functions 

Rule number First input Second input Output Corresponding bi value 

1 N N P 1 

2 N Z P 1 

3 N P Z 0 

4 Z N P 1 

5 Z Z Z 0 

6 Z P N −1 

7 P N Z 0 

8 P Z N −1 

9 P P N −1

2.3 Optimization Problem 

The main purpose of the optimization is to minimize the change in frequency devia-
tion in the system during system transients. To do so the objective function adopted
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in this paper takes integral square error (ISE) into account. This paper adopts ISE 
due to its time dependency nature, which is basic in optimization problems [25]. 

ISE = 
tsim(

0 

(ΔF)2 · dt (9) 

where ΔF represents the frequency error of the AC MG. 
With this the formulated objective function to estimate controller parameters is 

given below: 

Minimize J (10) 

subject to 

K P min ≤ K P ≤ K P max 

K I min ≤ K I ≤ K I max 

K D min ≤ K D ≤ K D max 

K1min  ≤ n ≤ K1max  

K2min  ≤ n ≤ K2max  

(11) 

3 Proposed Modified Sine Cosine (MSCA) Algorithm 

3.1 SCA Algorithm 

The recently proposed SCA optimization technique is fully reliant on the scientific 
capacities of sine and cosine. The SCA algorithm is modified in two stages [23]. 
Firstly, the promising region of the exploration stage is reshaped by arranging random 
solutions at a higher rate, however, in the exploitation stage. Secondly, sine and cosine 
calculation is acquired by continuously updating the positions of solutions. 

Y i+1 
t = Y i 

t + p1 × sin(p2) ×
||p3Pi 

t − Y i 
t

||p4 < 0.5 (12)  

Y i+1 
t = Y i 

t + p1 × cos( p2) ×
||p3Pi 

t − Y i 
tt

||p4 ≥ 0.5 (13) 

where Y i+1 
t represents the updated solution in the tth dimension at ith cycle, Y i 

t is 
the current position and ith—iteration, and Pi 

t is the position of the destination. The 
parameters p1, p, p3, and p4 are constant whose values are random and lie in between 
[0, 1].
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The optimization method must converge to the optimal position in the search 
space to find out the global solution. To maintain the balance between the global 
search and local search, the SCA estimate parameter p1 adaptively is given in (16). 
The parameter p1 is again used in (14) and (15) to update the position which ensures 
a balance between the exploration and exploitation phases of the MSCA algorithm. 

p1 = b − i
(

b 

I

)
(14) 

By changing the p1 linearly as in (16), the number of iterations required to 
achieve an optimal solution will be high which resulted in an increased compu-
tational burden on the system. Furthermore, it reduces the convergence rate of the 
algorithm. To address these issues, this chapter presents a modified SCA algorithm 
(MSCA) discussed briefly in the subsequent section. 

3.2 Proposed Modified SCA Algorithm (MSCA) 

The proposed MSCA algorithm utilizes a sine function to decide the value of the 
control parameter p1 instead of using a linear function as in the case of SCA. Using 
the sine function to estimate control parameter p1 enables changes in the combined 
operation of exploration and exploitation stages. In SCA, initially, the best solution is 
unknown. Therefore, a large step size during the initial stages may result in moving 
far away from the optimum solution. Hence, in MSCA a scaling factor (SF) is used to 
control the movement of the search agent in the search process. The MSCA control 
equations are given in (12) and (13). 

Y i+1 
t = [

Y i 
t + p1 × sin(p2) ×

||p3Pi 
t − Y i 

t

||]/SFp4 < 0.5 (15) 

Y i+1 
t = [

Y i 
t + p1 × cos(p2) ×

||p3Pi 
t − Y i 

t

||]/SFp4 ≥ 0.5 (16) 

where 

SF = 2 −
(

i 

I

)
(17) 

The proposed flowchart of MSCA is displayed in Fig. 5.
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Fig. 5 Flow-Chart for the 
proposed Modified Sine 
Cosine (MSCA) Algorithm

Start 

Initialization of the search 
agent ‘Y’ 

Define MSCA parameters p1, p2, p3, p4, and 
iteration count ‘i’ and maximum number of 

iteration ‘I’ 

Set i=1 

While 
i>I 

Evaluate each of the serach agent by 
the objective function 

Update the best solution 

Update MSCA parameters 
p1, p2, p3, p4, using (14) 

Update the position of search 
agent  by using (15),(16) 

Return the best solution obtained 
so far as the global solution 

End 

i=i+1 

Is  
solution 

converged? 

Yes 

No 

Yes 

No 
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Table 3 Tuned parameters for the AC MG 

Parameter Proposed 
MSCA-based 
IT2FPID 

MSCA Tuned 
T1FPID 

MSCA-tuned PID SCA-tuned PID 

KP1 0.9998 1.4651 0.7231 0.9821 

KI1 0.8383 0.6961 0.8329 0.5028 

KD1 0.1092 0.7586 0.8626 0.6375 

K1 0.6826 0.9842 – – 

K2 0.5378 0.0772 – – 

ISE 0.0368 0.06568 0.07933 0.08302 

4 Results and Discussion 

4.1 Implementation of Proposed MSCA Algorithm 

The simulation of the proposed system is carried out by estimating the objective 
function by introducing an unsettling disturbance in the system. The proposed 
controller parameters are estimated by using Eq. (13). The optimized parameters 
and other conventional controllers used in this chapter are tabulated in Table 3. 
The obtained results show the proposed MSCA-optimized IT2FPID controller has 
improved results as compared to the MSCA-optimized T1FPID and conventional 
controllers. As a result, it is reasonable to conclude that the proposed MSCA tech-
nique, when compared to SCA, produces better results for the engineering design 
problem. The accompanying disruption is considered while evaluating time-domain 
performance. 

4.2 Case 1: During 100% Penetration of Renewal Energy 
Sources 

The typical operation of an AC MG is used as the key example. Figure 6 shows the 
renewable energy penetration as well as the load pattern. By using the generation 
and load pattern presented in Fig. 6 power imbalance in AC MG is shown in Fig. 7. 
The power difference between renewable generation and load demand is negative 
from 2 to 20S and thus the required load demand is fulfilled by other distribution 
sources of the system. From the 20S to 40S, the power difference is positive, hence 
the controller maintains power balance by reducing power demand from generating 
sources. The power difference again becomes negative from 40 to 60S, hence the 
controller demand power from other distributed energy sources to fulfill the load 
demand. The frequency deviation with a different controller is plotted in Fig. 8. The
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Fig. 6 Renewable energy generation pattern and load demand 

proposed MSCA-based IT2FPID shows less deviation in frequency as compared to 
others. 

Fig. 7 Renewable power and AC MG power imbalance (Case 1)
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Fig. 8 Response of frequency deviation for Case 1 

4.3 Case 2: During 50% Penetration of Renewable Sources 

Here, the system is investigated with a 50% increase in solar and wind power. Figure 9 
shows total disturbance signal for case 2. It can be observed that the power differ-
ence is always positive, hence surplus power is always delivered to the distributed 
sources. The frequency deviation with the different controllers is plotted in Fig. 10. 
The proposed MSCA-based IT2FPID controller shows improved performance as 
compared to another conventional controller. 

Fig. 9 Renewable energy vs. AC MG power imbalance (Case 2)
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Fig. 10 Response of frequency deviation for Case 2 

5 Conclusion 

In this chapter, a Modified Sine Cosine Algorithm (MSCA)-based IT2FPID controller 
is proposed for frequency regulation of an AC MG. The AC MG considered in this 
chapter consists of renewable sources and storage units, resulting in a novel compar-
ative analysis. The proposed MSCA methodology is used to optimize the IT2FPID 
controller parameters. The J value with the proposed MSCA-based IT2FPID is 
improved by 43.97% as compared to MSCA-based T1FPID. Similarly, a comparative 
result shows the percentage improvements in J value are 53.91% and 55.67% with 
SCA-based PID and PID controller, respectively. Furthermore, the transient perfor-
mance of AC MG with the proposed MSCA-based IT2FPID controller in terms of 
system overshoot, undershoot, and frequency error shows better results as compared 
to other conventional controllers. 
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Impact of Different Demand Response 
Programs on Distribution Network Using 
Particle Swarm Optimization 

S. Sharma, Tanuj Rawat, Richa Sharma, and Gulshan Sharma 

1 Introduction 

The overall power demand of every country increases every year and its effect reflects 
on the complete power system. Therefore, to bridge the gap between power genera-
tion and increasing demand is the primary focus of every distribution network [1]. The 
smart grid modern technologies such as demand response and its different pricing 
are the motivation of consumers to alter the demand [2]. The demand control of 
different types of consumers plays a crucial role in achieving distribution system 
operator benefits. The residential, agriculture, and commercial consumers are differ-
ently assigned to the particular feeders of distribution network in the planning phase. 
The consideration of multiple load models on the feeders is providing the most 
practical DR modeling. 

In 2021, the Indian power generation reached 375 GW. The vision of the Central 
Electricity Authority of India is to provide reliable electricity with adequate quality to 
every single consumer. However, the consumer’s demand changes as per the sessions 
such as winter, summer, weekdays, and holidays [3–5]. Therefore, to manage the 
adequate power quality and peak demand management is still complicated issues 
for the system operator [6–8]. Another major issue is to improve the penetration of
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renewable sources in power sector [9]. The important vision of the Indian power 
sector is to install 175 GW of renewable sources including 100 GW from solar, 
60 GW for wind, and biopower contribution with microhydropower is set to 15 
GW. Therefore, high penetration of renewable is again raising some adverse issue 
in the power system such as supply and demand mismatch. Renewable sources such 
as photovoltaic and wind are very uncertain in nature. The operational planning 
of distribution system based on these high penetrated renewables is complex and 
complicated. 

These above issues at glance motivate to incorporate some flexible technologies 
that reduce the unplanned gap between supply and generation. These unplanned 
gaps create technical limit violation of the distribution system such as frequency and 
node voltage violation. The demand response programs incorporation in distribution 
system reduces such issues up to a certain limit. 

In [10], the authors presented the benefits of adopting demand response in the 
USA by reducing the peak demand. In [11, 12], the authors focused on the different 
priced-based demand response programs for residential consumers to reduce their 
peak demands. Some other distributed energy resource incorporations with demand 
response reduce the above issues of distribution system. The optimal combinations 
and scheduling of dispatchable distributed generation such as microturbine, flywheel 
energy storage, battery energy storage, diesel generator, pump hydro storage with 
renewable resources, and demand response may reduce their uncertainties issues 
[13]. 

Furthermore, DR participation in electricity market reduces the risk factor of 
independent renewable power producers [14]. In [15, 16], the authors proposed 
the operational optimal scheduling of distributed generation and time of use-based 
demand response programs for reducing the cost of electric demand consumptions. 
The demand response is also utilized in the scheduling of electric vehicles as it is a 
type of controllable load and has great potential in near future to help in reducing the 
gap between supply and generation [17]. However, only proper scheduling of electric 
vehicles reduces the system issues; otherwise, it increases the costly peak demand 
in the distribution system [18]. The minimization of feeder current by incorporation 
of real-time demand response programs is presented in [19]. In [20], the authors 
proposed operational strategy including photovoltaic and demand response to mini-
mize the network loss. In [21], the authors proposed the novel pricing strategies to 
ensure economic benefits with maintaining the technical constraints of distribution 
network. 

In the existing literature, the demand response benefits are reported in many 
areas such as electric vehicles, planning, and operational problems of distribution 
systems. Most of the literature proposed the two types of implementation of demand 
response programs, the first is based on elasticity-based programs, and the second 
is modeled by non-linear optimization. In elasticity-based demand response, the 
consumers willing to change the electricity demand with the effect of price is modeled 
by self- and cross-elasticity. In optimization-based demand response, the control-
lable demands of the consumers are schedules optimally to achieve the multiple 
objectives of the distribution system. The previous literature supported the facts that
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the controllable demand of consumers of any area having the potential to reduce 
the technical violations of the distribution system up to a certain extent. However, 
these consumers benefited from the pricing and incentive for changing their power 
consumption patterns. Therefore, demand response aggregator collects the data of 
participated consumers in different types of demand response programs such as 
mandatory, and voluntary types, and also motivates them by providing the incen-
tives. In this paper, different demand response programs are incorporated by using 
particle swarm optimization to minimize the network loss and node voltage deviation 
of the distribution system. 

2 Aggregated Demand Considering Residential, Industrial, 
and Commercial Consumers 

In this paper, different types of consumers are dedicated to particular feeders. The 
distribution planning and its expansion is based on the aggregated load profile. It 
is analyzed from the previous literature that different consumers having different 
patterns of power consumption depend on weekdays, holidays, rainy and winter 
seasons. Moreover, the operation of distribution network such as scheduling of 
dispatchable distributed generation is based on the hourly load pattern. For more prac-
tical analysis, distribution system is assigned by different categories of consumers 
such as residential, industrial, and commercial. The diversified network feeders are 
analyzed with incorporation of different demand response programs. Figure 1 shows 
the peak, off-peak, and low-demand periods of considered consumers. 

Fig. 1 Energy consumption profile of different consume
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3 Problem Formulation 

The optimal scheduling of controllable demand of different consumers is determined 
to minimize the network loss and voltage deviation of every node of distribution 
network. 

3.1 Network Loss 

Network loss is a very important objective of the distribution system. Moreover, this 
network loss is related to the economy. Every loss of power is ultimately the loss of 
resources that are used to generate the power. In the Indian power system, most of 
the power generation is dependent on fossil fuels and its wastage is also related to 
the environment issues. Therefore, network loss minimization is considered as one 
of the objectives and is defined as [20]. 
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3.2 Magnitude of Voltage Deviation 

The aim of the distribution operator is to maintain the magnitude of every node 
voltage in the permissible limits. Therefore, minimization of voltage deviation is 
another objective and is considered as a penalty if it violates the limits [21, 22]. 
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here, VolTime 
d , Vmx., Vmn., V Time 

a and λ present the penalty value of voltage, limits 
of considered voltage, and value of voltage at a particular time and random large 
number for penalty, respectively. 

3.3 Problem Constraints 
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and � are the generation of real and reactive power, consumption of real and reactive 
power, controllable and non-controllable demand, complete day energy consump-
tion, limits of controllable demand, total demand of the day, and demand response 
penetration, respectively. 

Feeders’ current limit constraints 
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where I Time 
ab , I mx. 
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System demand modeling 

PTime  
D,a = κ T ime  

a PT ime  
D,a ∀ T ime, a (14) 

QTime  
D,a = κ T ime  

a QT ime  
D,a ∀ T ime, a (15) 

where, PTime  
D,a , QTime  

D,b κ T ime  
a is the power demands and differenct consumers demand 

factor. 

4 Particle Swarm Optimization for Demand Response 

In this paper, particle swarm optimization is developed for implementing the multiple 
demand response programs for distribution system. The problem framed is a non-
linear mixed integer in nature and is solved efficiently by particle swarm optimization. 
In this optimization algorithm, considered particles are used to optimize the objective 
by their position in the search space and this particle is changes their position with 
respect to the neighboring particle to find the global optimum solutions. The solution 
formed by the effect of neighboring particles with respect to time is G best and it 
helps in determining the best position. Figure 2 shows the flow chart for particle 
swarm optimization to solve the considered problem of distribution system.

The steps for determining the best fitness for the considered problem are as 
follows: 

I. Assign the input data such as permissible voltage limit, different categories 
of consumers demand, and line data. 

II. Use Newton-–Raphson load flow methods to find the network loss of complete 
days. 

III. Generate the initial population using a random process between the search 
spaces. The variable considered in this problem is controllable demand of 
different consumers. 

IV. If the node voltage, feeder current limit, and demand response constraints are 
in the limit, then determined the network loss by using load flow methods. 

V. Compare the fitness value of every particle and save the best value as P best 
and G best. 

VI. For every iteration, save the best values. 
VII. Repeat this process for the assigned maximum value of iterations. 
VIII. Save the best minimum network loss values and node voltage of the 

distribution network.
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Fig. 2 Flow chart of PSO for solving the considered distribution problem

5 Results and Discussion 

In this section, selection of demand response programs problem for different cate-
gories of consumers is developed using particle swarm optimization, i.e., Sect. 3. 
For the efficacy of the results, the framed problem is tested on a standard 33-bus 
distribution system as presented in Fig. 2. It is a radial network having 12.66 kV 
with real power and reactive power load is 3715 kW and 2300 kVAr, respectively. 
The considered electricity rates under different demand response programs and flat 
rate is presented in Table 1. The dedicated feeders are assigned to the different 
categories of consumers such as residential consumers, i.e., from 1 to 15 buses, 
industrial consumers, i.e., from 22 to 29 buses, and commercial consumers, i.e.,
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from 16 to 21 and 30 to 33, respectively. For the residential consumers, price-based 
demand response programs are floated. Moreover, for the industrial and commer-
cial consumers, incentives-based program is floated by the demand response aggre-
gator. Table 2 presents the category-wise supplier revenue and consumer benefits 
for different demand response programs. In this paper, 15% of the controllable load 
from total loads are considered for demand response modeling (Fig. 3). The altered 
demands and node voltage profile after the successful implementation of different 
demand response programs are presented in Figs. 4, 5, 6, 7, 8, and 9. 

Table 1 Pricing of demand response programs 

Consumer 
categories 

Demand response 
programs 

Electricity rates 
(|/kWh) 

Incentives 
(|/kWh) 

Penalty (|/kWh) 

Residential Base case |5 0 0 

TOU |3, |5, |10 at low 
period, off-peak and 
peak periods 

0 0 

CPP |12 at 20, 21, 22 h 0 0 

RTP |1, |1, |2, |3, |5, 
|11, |4 for different 
inter-val of 24 h 

0 0 

Industrial & 
commercial 

Base case |6 0 0 

DLC |6 19 0 

EDRP |6 29 0 

I/C |6 14 11 

Table 2 Supplier and consumer economic benefits of different consumer groups 

Consumers 
categories 

Demand 
response 
programs 

Electricity 
consumption 
cost (|) 

Incentives 
(|) 

Penalty 
(|) 

Supplier 
revenue 
(|) 

Consumer 
benefits (|) 

Residential Base 4091 0 0 4091 – 

TOU 3720.27 0 0 3720.27 370.73 

CPP 3911.28 0 0 3911.28 179.72 

RTP 3059.78 0 0 3059.78 1031.22 

Industrial Base 12,131.5 0 0 12,131.5 – 

DLC 10,287.79 2369.45 0 7918.34 4213.2 

EDRP 10,871.89 5339.29 0 5532.61 6598.9 

I/C 11,075.52 2278.69 798.63 9595.57 2535.9 

Commercial Base 5833.2 0 0 5863.2 – 

DLC 5459.2 1189.4 0 4269.8 1563.4 

EDRP 5271.8 2554.5 0 2717.3 3115.9 

I/C 5334.64 1054.9 396.9 4676.6 1156.6
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Fig. 3 33-bus distribution system 

Fig. 4 Voltage profiles for 
residential feeder 
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Fig. 5 Voltage profiles for 
industrial feeder
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Fig. 6 Voltage profiles for commercial feeder 

250 

200 

150 

100 

50 

0 
1 3 5 7 9 11   13    15    17    19    21    23 

Time 
Base case TOU CPP+flat RTP 

De
m

an
d 

(k
w

) 

Fig. 7 Load profiles for residential feeder 
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Fig. 8 Load profile for industrial feeder
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Case 1: 

This is the baseline case, based on the existing pricing mechanisms in several states 
of the Indian power system, which are primarily concerned with the collection of 
generating and service costs. Moreover, this subsidized and set rate electricity price 
does not encourage end users to make optimal use of electricity. Adding a different 
demand response price component to existing tariffs may motivate the end users to 
alter their power use to take advantage of lower cost of electricity consumption and 
even free from the imbalance issues. The supplier revenue and consumption cost of 
electricity for residential, commercial, and industrial consumers are |4091, |12131.5, 
and |5833.2, respectively, and are shown in Table 2. In this case, supplier revenue 
and electricity consumption cost are same. The minimum node voltage of residential, 
commercial, and industrial feeders is 0.927, 0.936, and 0.932 p.u., respectively, and 
is presented in Fig. 4, Fig.  5, and Fig. 6, respectively. 

Case 2: 

This case is dedicated to the residential consumers and assigned to feeders 1–15. 
The price-based demand response programs are implemented. It is analyzed that 
minimum node voltage of this feeder is better than the base case, i.e., 0.92–0.94 
p.u., respectively, and is presented in Fig. 4. It is concluded that for all the price-
based demand response programs, the minimum node voltages are almost same. 
It is due to the residential consumer participation among all the different demand 
response programs are same. As per the concern of peak demand, the critical demand 
response program achieved maximum reduction, i.e., 11% and is shown in Fig. 7. 
Table 2 presented that real-time pricing-based demand response programs is one of 
the programs that achieved maximum consumer profit, i.e., |1031.22 (Fig. 8). 

Case 3: 

The mandatory type demand response programs in which incentives and penalty are 
designated to industrial and commercial consumers. The electricity price for these 
cases is set to |6 and penalty is the main part of mandatory programs. Therefore, 
incentives are |19, |29, and |14 for direct load control, emergency demand response 
program, and interrupted and curtailed-based programs, respectively. It is analyzed 
that minimum node voltage of commercial feeder is better than the base case, i.e., 
0.932–0.954 p.u., respectively, and is presented in Fig. 6. The emergency demand 
response program achieved the maximum peak reduction of 10.2% and is presented 
in Fig. 9. Table 2 shows that maximum supplier benefits are achieved by emergency 
demand response program, i.e., |6598.9 and least in case of interrupted and curtailed-
based program, i.e., |2535.9.

The best accomplish demand response program benefits for the above scenarios 
are applied simultaneously on all the segregated feeders for better network perfor-
mance. Moreover, it is concluded from the above results that real-time demand 
response program is best suited for residential consumers and emergency demand 
response programs for commercial and industrial consumers. It is analyzed that 
distribution network loss without implementing any demand response is 1738 kW
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Fig. 9 Load profiles for commercial feeder

and after implementing the above combination of demand response, network losses 
are 799.5 kW. Moreover, the aforesaid demand response is simply applied in the 
distribution system, and the system’s minimum node voltage improves from 0.924 
to 0.955 p.u. 

6 Conclusions 

In this paper, different pricing of demand response models using particle swarm 
optimization to minimize the network loss and deviation in node voltage is investi-
gate. To show the efficacy of successful implementation of different pricing of DR, 
it is compared with standard distribution network without consideration of DR and 
within different proposed pricing of DR. In comparison to the base case, the results 
show that demand response program incorporation reduces the node voltage devia-
tion and peak demand. The residential consumers profit the most in terms of energy 
consumption costs when they participate more in real-time price-based program, and 
the same is true for industrial and commercial feeders when they participate more in 
emergency demand response program. The proposed model also aids in lowering the 
extra generation limit for supplying peak demand and reducing network congestion. 
The ability of demand response management to improve voltage and reduce power 
loss for various dedicated feeders demonstrates that it can do so with a substantial 
margin.
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Impact of Redox Flow Battery 
and HVDC Link on Combined 
ALFC-AVR of a Hydrothermal System 
Incorporating GTPP Considering 
Communication Delay 

Biswanath Dekaraja, Lalit Chandra Saikia, and Satish Kumar Ramoji 

1 Introduction 

Large interconnected power system (PS) networks have numerous utilities which 
are interconnected via a tie-line between them to exchange power at the scheduled 
value. When the power imbalance occurs in one control area, the frequency and tie-
line power deviate from their nominal values. The automatic load frequency control 
(ALFC) scheme helps to restore them to their original operating point. ALFC loop 
comprises two loops, viz. primary and secondary loops. The primary loop tries to 
alleviate the power mismatch between generation and load demand via the governor 
mechanism. But, the primary loop may not be able to diminish the power mismatch. 
Hence, the secondary loop is used to restore the original value of frequency and 
tie-line power by diminishing the power mismatch. The researchers have designed 
various control approaches to achieve a robust secondary controller for the ALFC 
scheme [1]. Various control approaches such as sliding mode [2], model predictive 
control [3], soft-computing-based methods [4], etc., have been found in the literature 
for ALFC studies. The power mismatch in the interconnected systems is not only 
made the frequency and tie-line power deviations but also the voltage deviation 
occur [5, 6]. This voltage deviation of the power generating unit is controlled by 
the automatic voltage regulator (AVR). Even though the AVR loop responds faster 
than the ALFC loop during the large disturbance, there is a weak mutual interaction
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between them for small-signal analysis in power systems [5, 6]. Hence, ALFC studies 
are needed by considering the AVR loop. 

Several articles were published in the last decade on the studies of the ALFC 
scheme using the AVR loop [7–17]. The authors of [7] studied the AVR loop’s impact 
on the ALFC loop. A single-area thermal system has been considered without any 
physical constraints for their investigations. They also studied the damper winding 
impact on their considered system. The authors of [8] studied the impact of AVR 
on the ALFC loop using a single-area thermal system without physical constraints. 
The above authors have not included generation rate constraints (GRC) and governor 
dead-band (GDB) in their investigated system. Both GDB and GRC are equipped 
with thermal/hydro units to provide a more accurate representation of these units. 
The authors in [9] studied two-area thermal systems without RGC and GDB. The 
authors of [10] and [11] investigated the two-area hydrothermal system by taking 
into account the GRC and the boiler dynamics for the thermal units. They have taken 
the mechanical governor for the hydro plant. In the modern hydropower plant, the 
electric governor is equipped with the hydro plant. The performance of the mechan-
ical and electric governors of the hydro unit has not been compared in the literature 
under the ALFC studies having the AVR loop. The addition of the electric governor 
to the system that they are considering may affect the system dynamics [10, 11]. 
Hence, two-area hydrothermal systems with the electric governor of the hydro unit 
by considering GRC and GDB are needed further investigation. Also, the commu-
nication time delay (CTD) is one of the vital issues in the studies of the ALFC 
scheme. The power generation of the generating units adjusts based on the command 
signal which is received from the Load Dispatch Center (LDC). The communica-
tion between the LDC and the power generating station takes time. No literature has 
considered the CTD constraints in their investigated systems. Hence, it is needed 
further investigations. 

Non-conventional energy sources (NCES)-based plants have been incorporated 
into the power grid to decrease global warming. Various researchers have studied the 
ALFC problem by considering the AVR loop having NCES like wind, dish Stirling 
solar thermal system, solar thermal power plant, geothermal power plant (GTPP), 
etc. [12–17]. In the literature, no studies have been found of two-area hydrothermal 
systems incorporating GTPP by considering physical constraints like GRC, CTD, 
and GDB. Hence, there is an opportunity to investigate the influence of the GTPP 
and physical constraints on system dynamics. 

A high-voltage direct current (HVDC) link is preferable to an AC transmission line 
for bulk power exchange between control areas. Using power electronic equipment, 
the HVDC connection permits greater controllability in PS operation and control. At 
the sending and receiving ends of the HVDC, a converter and an inverter are used to 
exchange power flow between the control areas. The authors of [15, 16, 18] utilized 
the HVDC link in their considered systems. They demonstrated that the addition of 
the AC/HVDC link improved the system’s performance. The HVDC link has only 
been considered in a few studies of the unified ALFC and AVR model. Hence, there 
is a scope to explore the same.
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For the smooth operation of the ALFC scheme, the secondary controller plays a 
vital role along with the control approach. Hence, the researchers mainly emphasized 
designing the secondary controller. Various controllers have been suggested in the 
literature and performed successfully in the ALFC scheme using the AVR loop. 
The secondary controller like PID [10], fractional-order (FO) PID [11], FO integral-
order double derivative [16], etc. The cascaded controller outperformed the single 
loop controller in terms of system dynamics criteria. Various cascaded combinations 
of FO and integer-order controllers like cascade PDN-PIDN [12], cascade FOPDN-
FOPIDN [13], and cascade PDN-FOPIDN [15] have been employed successfully in 
this unified model. The FO controller also yielded better system performance due 
to its inherent properties [14, 17]. In this work, a novel cascade FO PID with the 
filter coefficient and PD with filter coefficient called CFOPIDN-PDN controller is 
proposed. The proposed controller performance will be compared with PIDN and 
FOPIDN controllers. 

The power system network configuration is a huge man-made dynamic system. 
Hence, the conventional method may not be able to obtain the controller optimal 
values or may be obtained sub-optimal solutions and also be time-consuming. Many 
studies have used metaheuristic algorithms to find the best controller parameters 
in order to overcome these issues. Various metaheuristic optimization techniques 
such as moth flame optimization [11], lighting search algorithm [16], particle swarm 
optimization [9], artificial flora algorithm (AFA) [12–15], etc., have been employed. 
In this study, AFA [19] will be implemented to get the optimal settings for the 
controller parameters. 

Energy storage system (ESS) devices like capacitor energy storage [15], redox 
flow battery [15, 20, 22], superconducting magnetic ESS [21], and flywheel ESS 
[15] have been employed successfully in the joined ALFC-AVR model. The authors 
in [20, 22] investigated the impact of RFB on the system performance for three-
area multiunit systems. A few studies have been done in the combined scenario 
considering RFB. As a result, there is potential for further investigation. 

The sensitivity analysis will be performed to certify the controller’s sturdiness. 
Various approaches have been found for controller sensitivity analysis in literature. 
Some of them are (i) changes in the magnitude of the step load disturbance (SLD), 
(ii) changes in the position of the SLD, (iii) changed in system loading, etc. In this 
study, the change in uneven loading of the system will be done. 

1.1 Novelty and Main Contribution of This Work 

(a) A two-area hydrothermal system incorporating GTPP is developed for the 
ALFC studies having an AVR loop in each control area considering the system 
nonlinearity constraints like GRC, GDB, and CTD. 

(b) A novel CFOPIDN-PDN controller will be implemented for the first time in the 
ALFC scheme by considering the AVR loop.
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(c) A maiden attempt has been made to apply RFB in each control area of the 
developed system in (a). 

(d) The influence of the conventional HVDC tie-line on the system performance of 
the considered system (a) for the first time. 

(e) The effect of CTD on system dynamics in ALFC studies by considering the 
AVR loop for the first time. 

(f) The proposed controller’s robustness will be validated by a sensitivity analysis. 

2 Methodology 

The methodology section is divided into the system under investigation, modeling of 
cross-coupling coefficient, modeling of RFB, conventional HVDC link, and proposed 
controller followed by the optimization technique. Later, the results and analysis are 
discussed followed by the conclusion. 

2.1 System Under Study 

Figure 1 shows the TF model of the two-area hydrothermal systems integrating GTPP. 
The area capacity ratio is considered as 1:2. The area control error (ACE) in each area 
is shared by each generating unit in each control area and called as ACE participation 
factor (apf ). In this study, apf is taken as apf 11 = apf 21 = 0.8, and apf 12 = apf 22 = 
0.2. GRC and GDB are considered as 3% p.u MW/m and 0.06% for the thermal plant 
[24]. GRC of 270%/min for increasing and 360% /min for decreasing for the hydro 
plant [23]. GDB is taken as 0.02% for the hydro unit [14]. The RFB is incorporated 
into all control areas. The system parameter values at nominal system conditions 
are given in the Appendix. The CTD (e−sτcd (t)) value is taken as τ cd (t) = 0.5 s as a 
nominal value. The proposed CFOPIDN-PDN, PIDN, and FOPIDN controllers will 
be implemented as secondary controllers to find the best one.

2.2 Modeling of Cross-Coupling Coefficients 

The power transfer from the synchronous generator to the bus is given in (1) [5] 

Pe = 
|V ||E | 
Xs 

sin(δ) (1) 

where δ denotes the angle of the rotor, E and V are denoted as the induced emf of the 
synchronous generator and bus voltage. Xs is the synchronous reactance. The small 
change in active power (ΔPe) can be stated in terms of a small change in rotor angle
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Fig. 1 Transfer function (TF) model for investigated system

(Δδ) and the small change in induce emf (ΔE) of the synchronous generator and 
given in (2) [12]

ΔPe = K1Δδ + K2ΔE (2) 

where K1 is the synchronizing coefficient and K2 represents the small change in 
power w.r.t. small change in emf at a constant rotor angle. 

The small change in terminal or bus voltage can be represented in terms of a small 
change in the rotor and induced emf voltage and given in (3) [12]

ΔV = K5Δδ + K6ΔE (3) 

where K5 is denoted by ΔV w.r.t. the Δδ at constant emf and K6 represents the ΔV 
w.r.t. ΔE at constant rotor angle. 

The small change in induce emf can be represented in terms of the synchronous 
generator field wind and Δδ and given in (4) [12]

ΔE = K3Kf 

1 + sTdoTf 
(1 − K4Δδ) (4) 

where K f and T f are the generator field winding gain and time constant, respectively. 
T do is the transient time constant. 

K6, K5, K3, and K1 are the coupling coefficients in the combined system.
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Fig. 2 TF model of the RFB 

2.3 Modeling of RFB 

Redox flow batteries (RFBs) use chemical oxidation and reduction reaction processes 
to store energy in liquid electrolytes. RFB converts chemical energy into electrical 
energy through the DC–AC converter control mode to the power grid during peak 
demand. RFB is more efficient than traditional batteries based on design facilities, 
long lifetime, rapid charging/discharging cycles, high efficiency, simplicity to ship, 
simplicity of reusing, etc. [4]. RFB can be designed from kW to MW rating and 
storage time of 3–11 h [4]. TF model of the RFB for the unified ALFC and AVR 
studies is depicted in Fig. 2 [4]. 

RFB is operated at the maximum energy storage equal to the maximum permis-
sible energy release. Hence, RFB control is no longer active if the power consumption 
exceeds the RFB’s rated capacity. Therefore, the maximum (Prfb,max) and minimum 
(Prfb,min) have been taken as 0.01 and −0.01 p.u MW, respectively, based on the 
considered PS. This study uses frequency deviation as an RFB input signal. 

2.4 Modeling of AC/HVDC Link 

The schematic diagram of two area power systems with parallel AC and HVDC 
links is shown in Fig. 3. The power exchange between two areas via AC tie-line is 
represented as (5) [5]

Fig. 3 AC/HVDC link 
parallel connection between 
two areas 
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Pac,12 = 
|V1||V2| 
X12 

sin(δ1 − δ2) (5) 

The small change in Pac12 can be written as (6), where T12
−* is the synchronizing 

coefficient [6].

ΔPac12 = T ∗ 
12(Δδ1 − Δδ2) (6) 

Taking Laplace transform in Eq. (6), the following equation is obtained:

ΔPac12(s) = 
2π T ∗12 

s 
(Δ f1(s) − Δ f2(s)) (7) 

where Δδ1(s) = 2πΔf 1(s)/s and Δδ2(s) = 2πΔf 2(s)/s. 
The conventional HVDC link model is taken as the first-order lag transfer function 

and given in (8) [15]

ΔPdc12(s) = Kdc 

1 + sTdc 
(Δ f1(s) − Δ f2(s)) (8) 

where Kdc is the gain and T dc is a time constant for the HVDC link model. where
ΔPtie,12 = ΔPac,12. 

2.5 Proposed CFOPIDN-PDN Controller 

Combined ALFC-AVR system, the secondary controller’s main objective is to 
achieve zero ACE at steady state. The integral (I) controller is used to minimize the 
ACE at a steady state. I-controller might be produced a slower closed-loop dynamic 
response time. The PI controller enhances the system dynamics and provides a simple 
design and low cost when designing a simple linear and stable system. But when the 
system becomes higher order with nonlinearities, the PI controller is not efficient. To 
overcome these issues, the PID controller is used. FOPID controller offers superior 
to PID controller in terms of system dynamics due to its inherent features [13]. 

Cascade control is another control approach to improve system performance. 
A cascade controller has more tuning knobs than a standard controller [12]. The 
proposed CFOPIDN-PDN controller linearized equations are given in (9) and (10) 

GFOPIDN(s) = K P + 
KI 

sμ + 
sλKD N 

sλ + N 
(9) 

GPDN(s) = Kp + 
sKd N1 

s + N1 
(10)
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where KP, K I, KD, Kp, and Kd are the proposed controller gains, μ and λ are the FO 
integral and derivative order, and N and N1 are the filter coefficients. Nine parameters 
in each control area need to be optimized. 

The CFOPIDN-PDN controller output is given by (11), where i = 1, 2.

ΔPci (s) =
[
ACEi ×

(
K Pi  + 

KIi  

sμi 
+ 

sλi KDi Ni 

sλi + Ni

)
− Δ fi (s)

]
×

(
K pi + 

sKdi N1i 

s + N1i

)

(11) 

and 

ACE1 = B1Δ f1 + ΔPtie,12 
ACE2 = B2Δ f2 + ΔPtie,12

}
(12) 

The governor signal is provided by the controller. The amount of fuel injected 
into the turbine depends on the controller output signal. To achieve a steady output 
signal from the controller, it necessities to optimize the parameter. Hence, the design 
problem is considered a constraints optimization problem and is given by (13) [12], 
where i, j = 1, 2, 3 and i /= j and T = 120 s.Δf = frequency deviation,ΔV = voltage 
deviation, ΔPtie = Tie-line power deviation. 

Min J =
{ (t=T ) 

(t=0)

(
Δ f 2 i + ΔV 2 i + ΔP2 

(tie,i− j)

)
dt (13) 

The Eq. (13) is minimized subjected to 

(14) 

The upper and lower limits of the controller gains are taken as one and zero. The 
FO integral and derivative operator lower and upper limits are considered as 0.5 and 
0.99, respectively. The controller filter coefficient’s maximum and minimum values 
are taken as 100 and 10, respectively. 

2.6 Mechanical and Electric Governor for Hydro Unit 

The TF model of the mechanical governor (Gmech(s)) for the hydro plant is given in 
(15) [23] 

Gmech(s) = 
1 

R 

1 + sTrh 
(1 + sT1)(1 + sT2) 

(15)
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where T 1 and T 2 are the time constants of the mechanical governor. T rh denotes the 
reset time constant. The TF model of the electric governor or PID governor for the 
hydro plant is given in (16) [23] 

GP.I.D(s) = 
1 

R

(
kDs2 + kPs + kI

)
(
kDs2 +

(
kP + fo R

)
s + kI

) (16) 

where kD, kP, and kI are the gain or tunable parameters of the PID governor. R is the 
governor’s speed regulation. 

3 Artificial Flora Algorithm 

The authors in [19] proposed the AFA in 2018. AFA can be implemented to solve 
nonlinear, complex, and discrete optimization problems [19]. Although plants cannot 
migrate, they may distribute seeds surrounded by a definite range to allow offspring to 
locate the best habitat for them. Initially, the original plant’s locations are generated 
randomly having propagation distance and positions. The next step is to generate 
the offspring plant’s locations based on the original plant’s positions and propaga-
tion distance. Finally, based on a selection function like the roulette wheel the best 
offspring plant is obtained and considered as a new original plant. The iteration 
process is continued until it hits the best solution. The authors in [19] proved the 
AFA accuracy and stability against the classical PSO and artificial bee colony algo-
rithms by considering six benchmark functions. The mathematical derivations and 
flowchart are available in [12]. 

4 Results and Analysis 

4.1 Performance Comparison Among PIDN, FOPIDN, 
and CFOPIDN-PDN Controllers 

In this section, two-area hydrothermal combined ALFC and AVR systems incor-
porating GTPP with appropriate nonlinearity constraints like GRC and GDB for 
both hydro and reheat turbine and CTD in each control area is investigated by 
various secondary controllers such as PIDN, FOPIDN, and CFOPIDN-PDN. The 
mechanical governor is considered for the hydro unit. AFA has been employed to 
optimize the various controller parameters by minimizing the integral square error 
subjected to 1% SLD at t = 1 s in Area-1. The optimized controller gains are shown in 
Table 1. Comparative dynamic responses of PIDN, FOPIDN, and CFOPIDN-PDN 
controllers are presented in Fig. 4(a)–(d). It is evident from Fig. 4(a) to (d), that
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Fig. 4 Dynamic responses comparisons among PIDN, FOPIDN and CFOPIDN-PDN controllers. 
Deviation of a Δf 1, b ΔV1, c Δf 2, d ΔPtie

the CFOPIDN-PDN controller exhibits superior performance than the FOPIDN and 
PIDN controllers in terms of peak deviations and settling time. Thus, the subsequent 
studies will be carried out using the CFOPIDN-PDN controller. 

4.2 Performance Comparison Between Mechanical 
and Electric Governor 

The investigated system in Sect. 4.1 has been studied by considering mechanical 
governor for the hydro unit. To analyze the performance between the mechanical 
and electric governor of the hydro unit, the mechanical governor is replaced with 
an electric governor keeping all other system parameters remaining the same as in 
Sect. 4.1. The proposed CFOPIDN-PDN controller parameters are optimized by the 
AFA technique and obtained theΔf 1,Δf 2,ΔV 1, andΔPhydro responses. Figure 5(a)– 
(c) show the comparisons of the time-domain system dynamic responses between the 
mechanical and electric governor of the hydro unit. It is clearly seen from Fig. 5(a) 
to (c) that the system dynamics responses improve significantly in terms of peak 
deviations, settling time, and oscillations with the electric governor compared to the 
mechanical governor of the hydro unit. Moreover, Fig. 5(d) shows that the dynamic
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Table 1 Optimum value of PIDN, FOPIDN, and CFOPIDN-PDN controller parameters 

ALFC/AVR controller Optimal parameters of the controller 

PIDN/PIDN KP1 = 0.5412, KP2 = 0.3254, K I1 = 0.2351, K I2 = 0.3214, KD1 = 
0.5124, KD2 = 0.6214, N1 = 63.251, N2 = 85.362, KPav1 = 0.5841, 
KPav2 = 0.6254, K Iav1 = 0.4621, K Iav2 = 0.1842, KDav1 = 0.9614, 
KDav2 = 0.8436, Nav1 = 36.5142, Nav2 = 36.1624 

FOPIDN/PIDN KP1 = 0.2512, KP2 = 0.4264, K I1 = 0.5221, K I2 = 0.1511, KD1 = 
0.8122, KD2 = 0.7284, N1 = 73.2951, N2 = 45.382, μ1 = 0.9984, μ2 
= 0.8995, λ1 = 0.9316, λ2 = 0.8965, KPav1 = 0.8811, KPav2 = 0.9224, 
K Iav1 = 0.1321, K Iav2 = 0.1242, KDav1 = 0.6114, KDav2 = 0.7136, 
Nav1 = 76.112, Nav2 = 26.1824 

CFOPIDN-PDN/PIDN KP1 = 0.8812, KP2 = 0.6354, K I1 = 0.1841, K I2 = 0.1134, KD1 = 
0.8921, KD2 = 0.8914, N1 = 60.281, N2 = 75.392, μ1 = 0.8984, μ2 = 
0.9195, λ1 = 0.9916, λ2 = 0.7995, Kp1 = 0.8121, Kp2 = 0.9951, Kd1 
= 0.7829, Kd2 = 0.6854, KPav1 = 0.5341, KPav2 = 0.9454, K Iav1 = 
0.1671, K Iav2 = 0.1232, KDav1 = 0.7514, KDav2 = 0.7936, Nav1 = 
86.556, Nav2 = 46.1524

response of the hydro unit with the electric governor is faster than the dynamic 
response of hydro unit with the mechanical governor. Hence, further case studies, 
the electric governor will be used for the hydro unit. 

Fig. 5 Dynamic responses comparisons between electric and mechanical governor for the hydro 
unit. Deviation of a Δf 1, b Δf 2, c ΔV1, d ΔPhydro
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Fig. 6 Dynamic response comparisons among AC, HVDC, and AC + HVDC links. Deviation of 
a Δf 1, b ΔPtie 

4.3 Effect of HVDC Transmission Link 

The considered system in Sect. 4.2 has been examined having the AC tie-line. In order 
to study the impact of the HVDC tie-line, in this section, two cases are considered 
(i) HVDC tie-line alone and (ii) parallel AC and HVDC tie-line. In both cases, the 
proposed CFOPIDN-PDN controller parameters are optimized by the AFA technique 
and accordingly obtained theΔf 1 andΔPtie responses. Here, the controller’s optimal 
parameter values are not provided. Figure 6(a) and (b) show the comparisons between 
the dynamics responses obtained in this section and the dynamics responses obtained 
in Sect. 4.2. From Fig.  6(a) and (b), it is clearly examined that the system dynamics 
enhance drastically with the HVDC tie-line compared to the AC tie-line. Moreover, 
in both cases ((i) and (ii)), the system dynamics responses are almost the same. 
Furthermore, it is exhibited that the slower tie-line power response and less deviation 
with AC tie-line compared to both cases ((i) and (ii)). Further studies were carried 
out considering case (ii). 

4.4 Impact of the RFB on the Considered System 
Performance 

In the previous Sect. 4.3, two-area hydrothermal system with appropriate nonlineari-
ties for hydro and thermal units and CTD incorporating GTPP by considering parallel 
AC and HVDC links without RFB has been studied. RFB is integrated into both the 
control areas in order to study the effect of RFB. The CFOPIDN-PDN controller 
parameters are optimized by the AFA technique and obtained system Δf 1, ΔV 1,
ΔPrfb, and ΔErfb responses. The controller’s optimum settings are not provided. 
Comparison of theΔf 1,ΔV 1,ΔPrfb, andΔErfb responses with and without RFB are 
presented in Fig. 7(a) and (b). Figure 7(a) and (b) show that RFB makes the system
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Fig. 7 Dynamic responses comparisons with and without RFB. Deviation of a Δf 1, b ΔV1, c
ΔPrfb, d ΔErfb 

perform better in terms of peak deviations and oscillations. The settling time is almost 
the same in both cases. From Fig. 7(c), the rated capacity of the RFB in Area-1 and 
Area-2 is required 0.005296 p.u. or 0.005296 × 1000 = 5.296 MW and 0.0018 p.u or 
0.0018 × 2000 = 3.6 MW to satisfy the power mismatch for the considered system. 
Moreover, the MJ capacity in each RFB is obtained from Fig. 7(d). 

The MJ capacity is calculated [5] from the energy deviation of the RFB as follows:

ΔErfb = ∫ ΔPrfbdt (17) 

RFB MJ capacity = ΔErfb(max) − ΔErfb(min). 
From Fig. 7(d), the simulation results show the MJ capacities of the RFB in Area-1 

is 0.003726 × 1000 = 3.726 MJ and in Area-2 is 0.0011 × 2000 = 2.2 MJ. The MJ 
capacity in Area-1 is more than the Area-2.
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Fig. 8 Dynamics responses comparison at different CTD values. Deviation of a Δf 1, b Δf 2 

4.5 Effect of the CTD on the Considered System Performance 

In Sect. 4.3, two-area hydrothermal system with appropriate nonlinearity constraints 
for hydro and thermal units incorporating GTPP with parallel AC and HVDC links 
has been studied at communication time delay (CTD), τ cd = 0.5 s. To study the 
impact of CTD on the system dynamics, the τ cd = 0.5 value is increased to τ cd 
= 1.5 s. The proposed CFOPIDN-PDN controller parameters are optimized by the 
AFA technique at τ cd = 1.5 s keeping all other system parameters remain constant 
and obtaining the system’s dynamic responses. The controller’s optimum settings are 
not provided. Figure 8(a) and (b) show the comparison of the Δf 1 and Δf 2 dynamic 
responses at two different τ cd values. From Fig. 8, it is seen that the system responses 
like Δf 1 and Δf 2 degrade with increasing the CTD value. 

4.6 Sensitivity Analysis 

In Sect. 4.4, two-area hydrothermal systems with suitable system nonlinearity 
constraints for both hydro and thermal unit incorporating GTPP and the energy 
storage devices RFB in each control area has been studied at nominal system loading 
or 50% loading. In order to validate the robustness of the optimized CFOPIDN-
PDN controller parameters at 50% loading, the system loading varies ±20% from 
its nominal loading. The proposed controller parameters are optimized by the AFA 
technique in both system loading (70% and 30% loading) and obtained accordingly 
dynamics responses. Figure 9 shows the dynamics responses comparisons between 
the dynamics responses obtained at changes in the system condition and dynamic 
responses obtained at changes in the system condition with the optimized controller 
parameters at nominal conditions. In both systems, dynamic responses are almost the 
same with higher accuracy. Hence, it is inferred that the optimized CFOPIDN-PDN
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Fig. 9 Dynamic responses comparisons. Deviation of aΔf 1 at 70% loading, bΔf 2 at 70% loading, 
c Δf 1 at 30% loading, d ΔPtie at 30% loading 

controller settings are more resilient under nominal conditions, and there is no need 
to reset again with the wide change in the system conditions. 

5 Conclusion 

A novel CFOPIDN-PDN controller is suggested to control the frequency and voltage 
of two-area hydrothermal systems incorporating GTPP. AFA has been employed 
to optimize the PIDN, FOPIDN, and CFOPIDN-PDN controllers. In terms of 
maximum overshoot, undershoot, and settling time, the suggested CFOPIDN-PDN 
controller outperformed the other controllers. Simulation results reveal that the elec-
tric governor of the hydro plant is more effective than the mechanical governor. 
Investigations exhibited that the integration of RFB into the considered system 
improved the system performance. The analysis reflects that the HVDC link signif-
icantly reduced the peak deviation of the frequency in both areas. Moreover, it is 
inferred that the system performance considerably degraded when the CTD values 
increased. Finally, the sensitivity analysis shows that the optimum values for the 
suggested FOPIDN-PDN controller settings under nominal system conditions are 
resilient and do not repeatedly reset with wide change in system loading.
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Appendix 

System parameters [23] [24]: 
Kps = 120 Hz/p.u MW, T ps = 20 s, B = 0.425 p.u MW/Hz, R = 2.4 p.u MW/Hz, 

a12 = −0.5, T 12 
* = 0.0866, 

Thermal plant [12]: K r = 0.5, T r = 10 s, T t = 0.3 s, T g = 0.08 s, 
GTPP [12]: T tgeo = 0.2 s, T ggeo = 0.15 s, 
Hydro unit [14]: kP = 1, kD = 0.27, kI = 0.24, Tw = 1 s,  T 1 = 48.75 s, T 2 = 

0.513 s. 
AVR data are taken from [12]. 
RFB [12]: Ko = 0.456 p.u MW/Hz, T d = 0, K rb = 1, T rb = 0.78 s. 
HVDC link [16]: Kdc = 1, T dc = 0.2 s. 
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Amalgamated Voltage and Frequency 
Regulation of an Interconnected 
Multi-source Power System Using 
the CFOI-TIDN Controller 

Satish Kumar Ramoji , Lalit Chandra Saikia , 
and Biswanath Dekaraja 

1 Introduction 

A modern power system is made up of multiple power generation units that are inter-
connected to produce high-quality power in response to fluctuating load demand. 
Cohesive sets of generators called control areas are formed by grouping these gener-
ators, as many generators in control areas must operate in unison. Each control area is 
connected to other control areas by tie-lines, which allow electricity to be exchanged 
between them. Since the load demand on power system is never stable, the most 
challenging duty is to preserve system stability, which is contingent on maintaining 
together frequency and system terminal voltage. Controlling the frequency can be 
accomplished by curtailing the real power imbalance among demand and generation, 
which can be accomplished by managing generator speed governor through an ALFC 
system. The generator AVR regulates system terminal voltage by varying the gener-
ator field excitation current. In order to handle the system’s frequency, two different 
control loops are employed. One is the primary loop, which stops the frequency from 
changing quickly. The other is the ancillary loop, which is also called AGC or LFC, 
and it is used to cut down on frequency deviations and get the system’s frequency 
back to its ideal value. AVR and ALFC systems are now part of the AGC studies. 
This is a progressive expansion of the original AGC studies by incorporating the 
excitation system. AVR systems are more sensitive than ALFC systems because the 
excitation method has a lower time constant. Although the ALFC and AVR systems 
function on completely separate time scales, AVR has a substantial influence on the 
ALFC system, while the ALFC system has no such effect [1, 2]. Because of the frail
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coupling impact between ALFC and AVR systems, only a few studies have been 
performed on this amalgamated pattern, demanding further investigation. 

The ALFC analyses began with a single area system with primary and secondary 
LFC [3, 4] and later it is stretched to two area systems with both patterns of LFC [5] 
in a conventional scenario of operation. Similarly, the AGC or ALFC studies are also 
explored in a restructured environment of power systems with two area multi-source 
systems [6, 7]. Many ALFC studies are progressively extended to multi-area- and 
multi-source-based systems with equal and unequal areas [8–14]. Prelude studies on 
AGC are explored with multi-area reheat thermal plants with physical constraints 
such as generation rate constraints [8] and with other plants such as gas turbine plants 
[9] and hydro plant and gas turbine plants [9, 10]. Many authors also examined 
the AGC studies of several renewable energy sources such as wind turbine plant, 
solar photovoltaic plant, geothermal plant [11, 12], and dish Stirling solar thermal 
plant [12]. Load frequency control studies are investigated using heavy-duty gas 
turbine plants [13, 14]. The above-mentioned investigations are merely confined to 
the frequency control aspect which is done by the ALFC systems. 

Introductory investigations on AVR systems are based on the practical operation 
with the use of conventional controllers and classical optimization techniques [15]. 
To achieve constancy in voltage in different operating scenarios, various control 
strategies are employed for the AVR system of generators [16, 17]. 

Gradually, AGC analyses are elongated with the inclusion of excitation mech-
anisms, which is called amalgamated ALFC and AVR exploration. Preliminary 
studies of combined ALFC and AVR systems are initiated to explore the mutual 
effects between these two loops [18] and with single area power system [18, 19]. 
Many authors are explored the conflated ALFC and AVR structures with equal and 
unequal areas having various types of renewable and non-renewable sources such as 
solar thermal power plant, diesel engine [20], combined cycle gas turbine [21, 24], 
electric vehicles [22], heavy-duty gas turbine [23], and dish Stirling solar thermal 
[24]. The combination of a thermal–heavy-duty gas turbine–geothermal plant hasn’t 
been looked at yet in the amalgamated ALFC and AVR pattern. According to the 
extensive literature review, numerous conventional and renewable energy sources 
have yet to be explored. 

The ALFC secondary controller and the AVR main controller are imperative 
to the effective operation of the power system. Due to the complexity and unpre-
dictability of the system, the standard integral controller wouldn’t provide adequate 
performance. Many studies are explored several controllers in amalgamated ALFC 
and AVR systems such as Integral (I) and Proportional–Integral (PI) controllers 
[18], Integral double derivative with derivative filter (IDDF) controllers [20], Tilt– 
Integral–Derivative with filter (TIDF) controller [21], two degrees of freedom tilt– 
integral–derivative (2DOFTID) controller [22], and fuzzy logic-based 2DOFTID 
(F2DOFTID) controller [23]. Several authors investigated cascaded controllers, for 
example, Proportional–Integral–Derivative with filter cascaded to fractional-order 
integral (PIDN-FOI) controller [25] and fractional-order integral cascaded to Tilt– 
Derivative (FOI-TD) controller [26] in only ALFC systems. From the advantages 
of FOI controller [25, 26] and Tilt–Integral–Derivative with filter (TIDF) controller
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[21, 27, 30] a new controller termed as fractional-order integral controller cascaded 
with tilt–integral–derivative with filter (CFOI-TIDN) controller is proposed for this 
amalgamated ALFC and AVR study. From the literature, it is perceived that the 
proposed CFOI-TIDN controller is not yet investigated in amalgamated ALFC and 
AVR study. 

Appropriate tuning of controller parameters is necessary for the power system to 
operate well. Many authors implemented various metaheuristic optimization tech-
niques such as bacterial foraging optimization (BFO) algorithm [6, [8], binary bat 
algorithm [10], sine cosine algorithm [11], lightning search algorithm [20], and 
quasi-oppositional grey wolf optimization algorithm [29] in ALFC and combined 
ALFC and AVR schemes. A novel algorithm named HHO [27] is available in the 
literature, which is proposed for the current amalgamated study. A derivative-free, 
fast-convergence, upfront, and exceptionally efficient method is the HHO approach. 
On the whole, it depends on the chase pattern and the hawks’ accompanying behavior 
[27]. 

A thorough assessment of the literature reveals these objectives, such as: 

(a) To design three unequal area power systems by amalgamated ALFC and AVR 
loops, where Area-1 and Area-2 comprise thermal–thermal–HDGT plant and 
Area-3 includes thermal–thermal–geothermal plant. 

(b) To obtain the superior controller among FOI, TIDN, and CFOI-TIDN for the 
system developed in (a) using the HHO algorithm and ISE as the performance 
measure. 

(c) To study the repercussions of AVR modules and HDGT plants on the 
amalgamated ALFC and AVR system distinctly. 

(d) To examine the sensitivity study of the superior controller obtained in (b) 
by varying the loading condition and also by changing the magnitude of the 
perturbation or the disturbance. 

2 Investigated System 

The power system suggested in this study is a three-unequal-area multi-sourced 
system under the conventional scenario. Each area is equipped with its own ALFC 
and AVR and has an unequal ratio of 1:2:3. Area-1 and Area-2 comprise the thermal– 
thermal–heavy-duty gas turbine plants, whereas Area-3 has the thermal–thermal– 
geothermal plant. The three areas are interconnected with their tie-lines. The thermal 
plants are equipped with a requisite GRC of 3% pu MW/min and GDB of 0.036 Hz. 
Each unit of every area receives the ACE proportional to their participation factor. 
The considered apf for apiece unit is apf11 = apf12 = apf21 = apf22 = apf31 = apf32 
= 0.4, apf13 = apf23 = apf33 = 0.2. The transfer function models of the proposed 
power system and AVR system are portrayed in Fig. 1(a) and Fig. 1(b), respectively.

In this study, three controllers, for instance, FOI, TIDN, and CFOI-TIDN are 
utilized separately as ALFC loop secondary controller and AVR loop core controller 
of each area. The HHO technique is used to optimize the controller parameters of
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Fig. 1 a Transfer function model of proposed power system, b transfer function model of AVR 
module with the cross-coupling constants

each controller. Likewise, the integral square error criterion assesses the system 
performance with a 1% disturbance at Area-1. The cost function for the deliberated 
system is set by (1), such as 

OISE = 
T ∫
0 
(Δ fu)

2 + (ΔVu)
2 + (

ΔPtieu−v

)2 
(1) 

where OISE is the objective function, simulation time (T = 100 s), u and v are the area 
numbers (u /= v), the frequency deviation (Δf ), voltage deviation (ΔV ), and devi-
ation in tie-line power between two areas (ΔPtie). The proposed system’s required
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codes and simulation models are developed in MATLAB platform. The amalga-
mated analysis of ALFC and AVR modules along with their coupling coefficients 
are considered from [18–24]. The study of Heavy-Duty Gas Turbine (HDGT) plant 
is considered from [13, 14, 23]. 

3 Proposed Controller 

Two or more controllers comprise a cascade controller. In this study, a fractional-
order integral (FOI) controller is cascaded with a tilt–integral–derivative with filter 
(TIDN) controller and referred to CFOI-TIDN. The proposed controller is shown in 
Fig. 2. 

The output of FOI controller determines the set point of TID controller. The 
cascade controller enhances system performance solely by providing additional 
tuning knobs [25, 26]. The output of FOI controller is given by (2)

ΔPset,u =
(
KIu s

−λu
) × ACEu (2) 

Where ACEu = BuΔ fu + ΔPtieu−v
(3) 

The controller output is given as

ΔPCu =
(
ΔPset,u − Δ fu

)(Ktu 

s 
1 
nu 

+ 
Kiu 

s 
+ Kdu

(
Nus 

s + Nu

))
(4) 

The tuning gains are KIu, Ktu, Kiu, Kdu, and other tuning parameters are λ, n, N. 
The seven tuning parameters in each control area. The controller gains are limited 
among 0 and 1. The precincts are 0 < λu < 1, 0 <  nu < 3, and 0 < Nu < 100. The

Fig. 2 CFOI-TIDN controller 
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minimum and maximum edges of controller gains and all tuning parameters are 
represented as shown below in (5) 

(5) 

4 Optimization Technique 

The suggested HHO algorithm is a gradient-free, swarm-based optimization method 
with numerous active and time-varying exploration and exploitation phases. The 
"surprise pounce" technique, which involves the cooperative behavior of several 
chase types, is the most significant component of this approach. Depending on the 
shifting demeanor of circumstances and bunny’s evading actions, Harris hawks can 
use a variety of group quest stratagems. They lurk and pounce as a cluster while the 
rabbit runs in zig-zag patterns, with more hawks approaching from other locations to 
contribute to the chaos. The comprehensive HHO algorithm deliberation is referred 
from [28]. Figure 3 depicts the flow chart for the HHO approach under consideration. 
Population density, maximum iterations, and escape energy are all tunable factors in 
this study, and they are 50, 120, and 0.5, respectively, for the HHO approach.

5 Results and Analysis 

The system represented in Fig. 1(a) is assessed on behalf of further analysis after 
the controller values have been optimized using the HHO approach and the ISE as 
performance index and the addition of 1% SLP to Area-1. Additionally, analyses are 
conducted under the system’s nominal loading state. For ΔV, the reference voltage 
value is considered as 0.
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Fig. 3 Flow chart

5.1 Exploration of System Performance by Different 
Controllers 

The amalgamated system described above is observed using different controllers, 
i.e., FOI, TIDN, and CFOI-TIDN. Each of these controllers acts as a secondary 
controller for ALFC and a primary controller for the AVR loop of every area. The 
HHO approach optimizes the parameters of each controller. Table 1 lists the optimal 
values for each controller. The system responses are achieved by means of the optimal 
values for each controller, and the results are compared to obtain which controller 
is the preeminent one by assessing wholly time-domain characteristics. On the basis 
of time-domain characteristics, i.e., peak overshoot and undershoot, settlement time, 
oscillation magnitude, etc., it concludes that the CFOI-TIDN controller beats all 
other controllers. The outcomes are depicted in Fig. 4(a)–(d). Further studies are 
being done using the proposed CFOI-TIDN controller.
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Table 1 Optimal values 

Controller Optimal values 

FOI K ∗I1 = 0.6428, λ∗
1 = 0.8134, K ∗I1a = 0.7035, λ∗

1a = 0.5132, K ∗I2 = 0.8132, λ∗
2 = 

0.9004, K ∗I2a = 0.3115, λ∗
2a = 0.4598, K ∗I3 = 0.2119, λ∗

3 = 0.4531, K ∗I3a = 0.9134, 
λ∗
3a = 0.5667 

TIDN K ∗t1 = 0.9436, K ∗i1 = 0.1548, K ∗d1 = 0.6428, n∗
1 = 2.4658, N ∗1 = 64.34, K ∗t1a = 

0.4978, K ∗i1a = 0.6147, K ∗d1a = 0.5512, n∗
1a = 1.9435, N ∗1a = 92.64, K ∗t2 = 0.6778, 

K ∗i2 = 0.4286, K ∗d2 = 0.2456, n∗
2 = 1.0255, N ∗2 = 94.31, K ∗t2a = 0.4546, K ∗i2a = 

0.2213, K ∗d2a = 0.1645, n∗
2a = 1.0058, N ∗2a = 69.34, K ∗t3 = 0.9456, K ∗i3 = 0.3421, 

K ∗d3 = 0.8435, n∗
3 = 1.6637, N ∗3 = 84.38, K ∗t3a = 0.8134, K ∗i3a = 0.1657, K ∗d3a = 

0.1924, n∗
3a = 2.0084, N ∗3a = 79.64 

CFO-TIDN K ∗I1 = 0.9435, λ∗
1 = 0.8137, K ∗t1 = 1.1918, K ∗i1 = 0.5864, K ∗d1 = 0.1642, n∗

1 = 
1.1625, N ∗1 = 69.23, K ∗I1a = 0.7915, λ∗

1a = 0.5452, K ∗t1a = 0.3745, K ∗i1a = 0.1350, 
K ∗d1a = 0.4821, n∗

1a = 2.1294, N ∗1a = 88.67, K ∗I2 = 0.8462, λ∗
2 = 0.9514, K ∗t2 = 

1.1948, K ∗i2 = 0.576, K ∗d2 = 0.154, n∗
2 = 1.1815, N ∗2 = 91.15, K ∗I2a = 0.3695, λ∗

2a 

= 0.4798, K ∗t2a = 0.376, K ∗i2a = 0.145, K ∗d2a = 0.4781, n∗
2a = 2.1944, N ∗2a = 

95.32, K ∗I3 = 0.2829, λ∗
3 = 0.4961, K ∗t3 = 1.1588, K ∗i3 = 0.5640, K ∗d3 = 0.1342, n∗

3 

= 1.1275, N ∗3 = 97.67, K ∗I3a = 0.9774, λ∗
3a = 0.5357, K ∗t3a = 0.3735, K ∗i3a = 

0.176, K ∗d3a = 0.4381, n∗
3a = 2.1724, N ∗3a = 75.94

5.2 Repercussions of AVR and HDGT Plant 

In this analysis, the repercussions of AVR system and heavy-duty gas turbine plants 
on the amalgamated system are observed separately. The repercussion of AVR system 
is assessed by disconnecting all the three AVRs from the system (described in Sect. 5). 
In this regard, the controller parameters are tuned in both scenarios, i.e., with and 
without AVRs in the system, to achieve the best possible performance. The optimal 
controller values are obtained from both cases and compared. From the comprehen-
sive study of the responses, it’s been shown that when the system is provided with 
AVRs, the system dynamics are greatly enhanced as compared to when system is not 
equipped with all AVRs. Figure 5(a)–(c) displays the responses of AVR effect.

Likewise, the repercussion of HDGT plants is assessed by disconnecting the two 
HDGT plants from the system (described in Sect. 5). In this regard, the controller 
parameters are tuned in both scenarios, i.e., with and without HDGT plants in the 
system, to achieve the best possible performance. The optimal controller values 
are obtained from both cases and compared. From the comprehensive study of the 
responses, it’s been shown that when the system is provided with HDGT plants, 
the system dynamics are significantly affected as compared to when system is not 
equipped with all HDGT plants. Figure 5(d)–(f) displays the responses of HDGT 
plant effect.
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Fig. 4 System performance comparisons vs. time for different controllers a delta f of Area-1, b 
delta f of Area-2, c delta V of Area-1, d delta Ptie midst Areas 2 and 3

5.3 Sensitivity Analysis 

Sensitivity analysis determines a controller’s robustness in numerous ways, such as 
parameter modifications, changes in system loadings, variations in system nonlin-
earities, etc. In this analysis, sensitivity exploration is assessed by changing system 
loading conditions and by changing the magnitude of perturbation. Here, the loading 
conditions of each area are altered, for instance, Area-1 to 40%, Area-2 to 60%, 
and Area-3 to 70%. As system loading deviates since its nominal rate in response 
to changes in the parameters Kpsx, Tpsx, Bx, and Dx, which are deviated. In both 
cases, controller parameters are optimized using HHO method. In both the cases, 
system responses are assimilated and compared using their optimal controller values. 
The comparative responses convey that both the responses are identical. According 
to the consequences of the detailed analyses of responses, it is manifested, optimal 
controller values achieved underneath nominal conditions are durable enough to with-
stand any type of disturbance and do not need to be changed. The system responses are 
depicted in Fig. 6(a) and (b). Likewise, the magnitude of system disturbance at Area-
1 is changed from 1 to 4%. In individual cases, controller parameters are optimized 
using HHO method. In both the cases, the system dynamic responses are acquired and 
compared using their optimal controller values. The comparative responses convey 
that both the responses are identical. According to the consequences of the detailed
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Fig. 5 System performance comparisons vs. time for with and without AVR and HDGT plants a 
delta f in Area-1, b delta f in Area-3, c delta Ptie midst Areas 2 and 3, d delta f at Area-1, e delta 
V at Area-2, f delta Ptie midst Areas 3 and 1

interpretation of responses, it is manifested, the optimal controller values achieved 
underneath nominal conditions are sturdy enough to withstand any type of distur-
bance and do not need to be changed. The system responses are depicted in Fig. 6(c) 
and (d).
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Fig. 6 Sensitivity study vs. time for varying system loading condition and magnitude of perturba-
tion a delta f in Area-2, b delta V in Area-1, c delta f in Area-1, d delta Ptie among Areas 3 and 
1 

6 Conclusion 

The authors of this study attempted to use a cascaded FOI-TIDN controller in ALFC 
and AVR systems of a three-unequal-area multi-source interrelated power system. In 
order to optimize controller parameters and other gains, the HHO technique is being 
explored for application. The suggested CFOI-TIDN controller outperforms both the 
FOI and the TIDN controllers in terms of time-domain indices, as discovered by a 
comparative investigation of system dynamics. Separately, the influence of the AVR 
system and the HDGT plant has been proven to improve the system’s dynamics. 
The system’s sensitivity study demonstrates that controller values obtained under 
nominal conditions are robust enough to handle any form of disturbance generated 
by different loading conditions in each area and changes in disturbance magnitudes.
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Harmonics Mitigation Using 
Proportional–Resonant Controller-Based 
DSTATCOM in Distribution System 

Atma Ram, Paras Ram Sharma, and Rajesh Kumar Ahuja 

1 Introduction 

Prospective power electronics devices based nonlinear/unbalanced load are 
increasing nowadays in distribution system which degrades the power quality of 
system [1]. Reactive loads like fans, pumps, etc., are consuming a large amount of 
power because these loads draw lagging currents which increase the reactive power 
utilization in distribution system. In the case of unbalanced loads, power quality prob-
lems become worse. An increase in the demand for load reactive power increases 
unnecessary, ohmic losses and also reduces the active power capability in distribution 
system [2]. Active power filters have been proposed for the enhancement of power 
quality [3, 4]. A numerous standard has been proposed for the measurement of power 
quality such as IEC 1000-3-2, IEEE Std.141-1993, and IEEE519-1992 [5–7]. 

Shunt connected compensating device, DSTATCOM is used in distribution system 
that injects the currents through VSI [8, 9]. It is used for harmonic suppression, 
load balancing, and power factor improvement. The DSTATCOM performance 
depends upon the techniques which are used for the computation of reference current. 
Different control techniques have been presented in literature [10–20]. For computa-
tion of PI controller gains, GA and FLC techniques have been presented in [10, 11]. 
For compensation of load current harmonics, load voltage balance, coupling point 
voltage regulation, and power factor control, an NN-based technique for DSTATCOM 
have been proposed [12]. Artificial immune system-based adaptive controller for 
DSTATCOM has been reported and particle swarm optimization technique is used 
for the computation of controller parameter [13]. If any unknown and random distur-
bance is arising in the system parameters of controller are adjusted adaptively. 
Enhanced phase-locked loop-based technique for DSTATCOM for both (PFC &
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ZVR) modes of operation has been implemented for power quality issue mitigation 
in distribution system [14]. Leaky least mean square (LLMS) control technique has 
been developed for DSTATCOM and the advantage of this technique is that it gives 
a superior dynamic response [15]. 

DSTATCOM control has been implemented based on composite observer tech-
nique for reference current extraction and used in distribution system for enhance-
ment of power quality [16, 17]. Adaptive controller based on linear-sinusoidal tracer 
technique for mitigation of power quality problems has been developed [18]. The 
proposed control technique has good accuracy, fast dynamic response, and stability 
performance. 

In distribution system, three different control techniques are compared for power 
quality improvement have been developed [19]. Voltage-controlled oscillator less 
PLL has been developed using SRFT technique for source reference current compu-
tation and power quality problems mitigation in distribution system, which gives 
faster response than conventional controller [20]. For power quality problem mitiga-
tion optimal step, least mean square technique for DSTATCOM has been developed, 
and active and reactive weights are estimated by using the proposed control tech-
nique [21]. Different control algorithms (SRFT, IRPT, and Adeline) are presented 
and compared for power quality improvement in distribution system [22]. Propor-
tional–Resonant controllers in SRFT technique have been developed and compared 
with conventional controller for power quality mitigations [23]. In this paper, PR 
controller-based IRPT technique for DSTATCOM is presented for load balancing, 
source-side harmonic elimination, and reactive power compensation in distribution 
system. 

2 System Under Study 

The proposed distribution system with nonlinear load and DSTATCOM is depicted 
in Fig. 1, where V sa, V sb, and V sc are the source voltages, (Rs + Ls) is the source 
impedance, and Lf is the coupling inductor. The output of VSC-based DSTATCOM 
is passed through coupling inductor and given to distribution system for source-side 
harmonic elimination which is injected by nonlinear load.

3 Control Technique 

3.1 Proportional–Resonant Controller 

DC link voltage and AC link voltage are controlled by using PR controller. The 
overall gain of an ideal PR controller is given by
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Fig. 1 DSTATCOM in distribution system

GPR(s) = Kp + 
SKi 

S2 + ω2 
o 

(1) 

where Kp, K i, and ωo are the proportional, integral gain, and fundamental frequency 
of PR controller. The above-mentioned transfer functions of PR controller with 
an infinite gain creates stability issues. By adding a damping coefficient in ideal 
PR controller gain could be made non-ideal to avoid such circumstances which is 
expressed as 

GPR(s) = Kp + 2SKi 

S2 + 2ωcS + ω2 
o 

(2) 

where ωc is the cut-off frequency which is approximately equal to resonant frequency 
ωo [24, 25]. 

3.2 Extraction of Reference Currents 

The PR controller-based IRPT-based control for DSTATCOM has been depicted in 
Fig. 2. Active and reactive power instantaneous values are computed with help of 
load currents (ILa, ILb, ILc), „ and PCC voltages (Vsa, Vsb, Vsc) The PCC voltages 
(Vsa, Vsb, Vsc) are transformed to (Vα, Vβ ) by using the following formulation:
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Fig. 2 Extraction of Reference current using the proposed control technique
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Load currents (ILa, ILb, ILc) are converted to (Iα, Iβ ) by using the following 
formulation:

(
Iα 
Iβ

)
=

/
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0
√
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The active power (pL) and reactive power (qL) instantaneous values of load side 
are computed by using Eqs. (3) and (4) as

(
pL 
qL

)
=

(
Vα Vβ 
Vβ −Vα

)(
Iα 
Iβ

)
(5) 

The pL&qL passed through the LPF to extract the DC component pL & qL and 
reaming ac power −→pL & −→qL are computed as 

−→pL = pL − pL (6) 

−→qL = qL − qL (7) 

The DC link voltage Vdc is subtracted from V ∗dc reference for estimation of error 
and which is supplied to DC link PR controller. The output power of DC link PR 
controller is denoted by pLoss.
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This active power −→pL is added to pLoss for computation of the total active power 
of load. 

P∗ = −→pL + pLoss (8) 

AC link voltage magnitude is given by 

Vac =
/
2 

3

(
V 2 sa + V 2 sb + V 2 sc

)
(9) 

This Vac is subtracted from V ∗ac for the generation of error for AC link which is 
given to AC PR controller. Theoutput power of PR controller 2 is denoted by qVr  . 

The reactive power −→qL is extracted from qVr  for computation of the total reactive 
power of load. 

Q∗ = qVr  − −→qL (10) 

The I ∗α and I 
∗
β can be obtained by using the following formulation:

(
I ∗sα 
I ∗sβ

)
= 1 /

V 2 α + V 2 β

(
Vα Vβ 
Vβ −Vα

)(
P∗ 

Q∗

)
(11) 

The I ∗sα and I 
∗
sβ currents are converted to three-phase reference source currents(

I ∗sa, I ∗sb and I ∗sc
)
by using the following formulation: 

⎛ 

⎝ I ∗sa 
I ∗ 
sb 

I ∗sc 

⎞ 

⎠ =
/
2 

3 

⎛ 

⎜⎝ 
1 0  

− 1 
2 

√
3 
2 

− 1 
2 − 

√
3 
2 

⎞ 

⎟⎠
(
I ∗sα 
I ∗sβ

)
(12) 

These three reference currents
(
I ∗sa, I ∗sb and I ∗sc

)
are deducted from source currents 

(Isa, Isa and Isa) for computation of error signals. These errors are given to HCC 
control for the generation of triggering signals for IGBT-based VSC. 

4 Results and Discussion 

The proposed controller-based IRPT technique is developed in MATLAB using SIM 
power Toolbox and results are compared with PI-based IRPT for nonlinear load for 
dynamic conditions in time domain.
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4.1 Controller Performance 

The performance of PR controller-based IRPT with nonlinear load under dynamic 
conditions when the load current a phase is out for 0.7 s–08 s in terms of source 
voltages (Vsabc), load currents (ILabc), load active voltage (Vα), load active current 
(Iα), source reference active current (I ∗sα), source reference reactive current (I ∗sβ), and 
reference source current (I ∗ 

Sabc), respectively, depicted in Fig. 3. 

4.2 DSTATCOM Performance with Linear Load 

DSTATCOM performance with PR controller-based IRPT technique with linear 
load under dynamic conditions with a phase is out for 0.7 s–0.8 and results are 
recorded in terms of source voltages (Vsabc), source currents (Isabc) load currents 
(ILa, ILb, ILc), compensator currents (ICa, ICb, ICc), and DC link voltage (Vdc), 
respectively, depicted in Fig. 4. With the proposed control technique, DSTATCOM

Fig. 3 PR-based controller performance 
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Fig. 4 DSTATCOM performance with PR controller under dynamic linear load

performance is satisfactory for the load balancing, DC link voltage regulation, and 
power factor improvement achieved in distribution system. 

4.3 DSTATCOM Performance with Nonlinear Load 

DSTATCOM performance with PR controller-based IRPT technique with nonlinear 
load under dynamic conditions with a phase is out for 0.7 s–0.8 s and the results are 
recorded in terms of source voltages (Vsabc), source currents (Isabc) load currents 
(ILa, ILb, ILc), compensator currents (ICa, ICb, ICc), and DC link voltage (Vdc),
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Fig. 5 DSTATCOM performance with PR controller under dynamic nonlinear load

respectively, depicted in Fig. 5. With the proposed control technique, load balancing, 
DC-link voltage, source current harmonic suppression, and improvement in power 
factor are achieved in distribution system.

4.4 Harmonic Comparisons 

The harmonic spectrum of a phase for source current without controller, source 
current with PI controller, source current with PR controller, and load current are 
presented in Fig. 6(a, b, c, and d), respectively. After the comparison of Fig. 6(b) 
and (c), the PR controller is more accurate and efficient than the PI controller for 
source-side harmonic suppression. Tables 1 and 2 also show the betterment of the 
PR controller with DSTATCOM for source harmonic suppression in distribution
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Fig. 6 a Source current 
THD% without any 
controller. b THD% with PI 
controller for source current. 
c THD% with PR controller 
for source current. d Load 
current THD%
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Fig. 6 (continued)
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Table 1 Comparisons of each phase source harmonic distribution 

Phase % THD with PI controller (%) % THD with PR controller (%) 

Source current phase a 1.83 1.69 

Source current phase b 1.84 1.71 

Source current phase c 1.84 1.73 

Table 2 Comparisons of source current harmonics 

Harmonic order 5th (%) 7th (%) 11th (%) 

THD without any controller 18.81 12.32 6.38 

A phase THD% order with PI controller 0.87 0.57 0.03 

A phase THD order with PR controller 0.0 0.0 0.0 

system. Table 1 shows the harmonic % of all phases for PI and PR controllers for 
the source side and Table 2 shows the % of harmonic order up to 11 orders for 
source current phase with PI and PR controllers. THD is decreased efficiently with 
DSTATCOM operation. The 5th-, 7th-, and 11th-order harmonics are suppressed 
using PR controller. 

5 Conclusion 

The DSTATCOM control with the proposed PR controller-based IRPT technique 
is developed for improvement of source-side harmonics in distribution system and 
compared with the conventional PI-based IRPT technique. The proposed technique 
is simulated in MATLAB software using PSIM blocks for source-side harmonic 
suppression, load balancing, and power factor correction with nonlinear dynamic 
load. The performance of the proposed control technique is improved significantly 
with PR controller as compared to PI controller. In both the cases the, PR controller 
is better for harmonics elimination of each phase as well as for the elimination of 
higher order harmonics of source current in distribution system. 
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Analysis of Z-Source Resonant Converter 
for Wireless Charging Application 

Ayush Kumar Srivastava and Narendra Kumar 

1 Introduction 

An air gap is used in Wireless Power Transfer (WPT) systems to satisfactorily 
transmit power from a static main coil to a static or moveable secondary coil. Inductive 
coupling between two items via an air gap is referred to as contactless coupling. The 
fundamental idea of a WPT system is analogous to that of extremely coupled elec-
trical and electromechanical machines such as transformers and induction motors, 
which have very low leakage inductance due to high magnetic coupling. WPT 
systems, on the other hand, have high leakage inductances and minimal magnetic 
coupling because of the huge air gap they utilize. WPT systems are inefficient in 
terms of power transfer due to significant leakages and low magnetic coupling. WPT 
systems are often run at high frequencies to compensate for poor magnetic coupling 
caused by major magnetic leakages, thereby enhancing the quality factor of WPT 
transformers. 

The system’s losses will grow at high frequencies due to the inverter’s high 
switching losses, lowering the system’s overall power transfer efficiency. To over-
come this disadvantage, compensating capacitors are frequently used in WPT systems 
to function at resonant frequency. Resonant circuits also reduce reactive power 
requirements of the system, thereby enhancing total power transfer potentiality and 
lowering Volt–Ampere (VA) ratings of the system. 

Wireless Power Transfer (WPT) methodology transmits power through an electro-
magnetic field in the absence of any tangible connection between the transmitter and 
receiver [1, 2]. Latest breakthroughs in this sector have spearheaded more demanding
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design prerequisites being recommended and studied by researchers, such as effi-
ciency gains [3–7], coupling deviation [8, 9], unfamiliar object recognition [10, 11], 
and regulation at the output end [12–14]. Electronic engineering is important in these 
studies and drives WPT technology development. 

2 Comparison of Conventional & Suggested WPT 

2.1 Converters in General 

As shown in Fig. 1, a typical battery charger of On-Board Type (OBC) has a struc-
ture with two levels containing a PFC unit on the front side and a high-frequency 
transformer with a DC–DC Converter. This structure has a high overall cost and 
complexity. 

The ZSRC simultaneously performs the PFC on the input side and voltage regu-
lation on the output side as it includes both shoot-through duty cycle (Dst) and active 
state duty cycle (Dact). 

The voltage source inverter (VSI) is an important component of a Wireless Power 
Transfer (WPT) system since it produces high-frequency AC power for transmitting 
the power wirelessly. Traditional VSI inverters can only be used in low-voltage or 
wide-input scenarios since its output voltage is always equal to or less than the input 
voltage. Front-end converters, such as boost or buck–boost converters, are employed 
to augment the DC-rail voltage between a DC source and a VSI to overcome this 
barrier [15, 16]. This, however, necessitates additional room and raises the system’s 
cost. One more heat sink and related drive circuitry must be accommodated in order 
to add one more IGBT/MOSFET. In the WPT system, the ZSI is a superior alternative 
to front-end converters because of the additional cost and design complexities. 

In contrast to a standard VSI, the ZSI has an input diode and a Z-source network 
between the DC voltage source and the VSI [13]. The ZSN consists of two alike 
inductors (L1 and L2) and capacitors created by short-circuiting one or both legs 
of the back-end inverter bridge (C1 and C2). The shoot-through (ST) state is also 
referred to as this. 

The next sections describe the proposed ZSN-based wireless power transfer 
system’s operating principle, analysis, simulation, and experimental findings.

Fig. 1 Block diagram of a conventional OBC 
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3 Overview of Z-Source-Based Resonant Converter 

The Z-source Network (ZSN) is proposed in this paper as a new converter for WPT 
applications. The ZSN can be inserted in the PFC stage for on-board charging applica-
tions, followed by an isolated DC/DC converter, which in this case is a conventional 
SRC. The term given to the architecture designed by OBC is Z-source resonant 
converter (ZSRC) (Fig. 2). 

In comparison to DC/AC applications, a ZSRC has more states in a single 
switching cycle. To comprehend the ZSRC, it’s critical to clarify all of these states. 
The ZSN boost ratio is still affected by the overall shoot-through state duty cycle 
among these states. Using a phase shift control mechanism as an example, the next 
section describes the ZSRC working principle. 

A. ZSRC WPT system operation principle 

If the ZSN in Fig. 4 is symmetrical (C1 = C2 = C and L1 = L2 = L), then VC1 = 
VC2 = VC and VL1 =VL2 = VL. In addition, the switching frequency in ZSN is 10 
times less than the resonant frequency of L and C. As a result, for a single switching 
cycle, the ZSN inductor current and ZSN capacitor voltage are deemed steady. 

The fundamental component of the H-bridge output is in phase with the primary 
side current at resonance frequency [17], and the total time of shoot-through state 
(Tst) is evenly distributed across one switching cycle. 

Active State: 

The diagonal switches are ON. The resonant network gets current from both the 
ZSN inductor and the capacitor. The difference between load current (irp) and ZSN 
inductor current (IL) is created by connecting the two ZSN capacitors in series to the 
DC source. Only load current travels via the switches (irp). For this time interval, 
the ZSN inductor voltage is as follows: 

VL = 0.5(|vac| − vz) = 0.5(||v̂ac sin ωt
|| − vz

)
(1) 

where v̂ac is the AC input voltage’s maximum value, and ω is the line’s angular 
frequency.

Fig. 2 Z-Source-based Resonant Converter 
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Shoot-Through State: 

Three switches are turned on. The load current is carried by two horizontal switches, 
while the ZSN inductor current is carried by two switches in one phase leg. As a 
result, the two currents are carried by a single switch. Since the Z-Source Network 
(ZSN) current of inductor is always unipolar and the current of load is bidirectional, 
these two currents whether subtract or add, assist the sum total with their definite 
values. In the shoot-through state, phase shift control permits only different polarity 
currents to travel through the same switch. The Z-Source Network (ZSN) capacitors 
here are used to charge the ZSN inductors (this is how the ZSRC may enhance the 
voltage). For this time interval, the ZSN inductor voltage is as follows: 

VL = VC (2) 

Zero State: 

Two horizontal switches are ON during the time interval of zero state. The ZSN is 
not connected to the load in any way. The load current is freewheeling, and the ZSN 
capacitors are charged by the inductors. For this time interval, the ZSN inductors’ 
voltage is represented as 

VL = VDC − VC (3) 

The formula for the shoot-through state duty cycle can be obtained by using 
voltage second balance across the ZSN inductor throughout one switching cycle. As 
a result of combining (1), (2), and (3), we have 

Tact 

Ts 
(VDC − VC) + Tst 

TS 
VC +

(
1 − Tact 

TS 
− Tst 

TS

)
(VDC − VC) = 0 (4)  

VC = 1 − Dst 

1 − 2Dst 
VDC (5) 

Dst = VZ − Vst 
DC 

2VZ 
= VC − VDC 

2VC − VDC 
(6) 

VZ= VDC 

1 − 2Dst 
(7) 

The active state duty cycle (Dact) acts as a control variable to the system and is 
the one used for the voltage regulation on the output side. Its command must always 
match the equation: Dact + Dst+ Dzer = 1, where Dzer = Tzer/Ts is the conventional 
zero state duty cycle. 

The voltage on the ZSN capacitor is unrelated to the active state duty cycle Dact, 
according to this relationship in (6).
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All of ZSRC’s conceivable states are represented by these three states. Varying 
load regulation characteristics would result from different allocations of these three 
states during the course of a switching period (Table 1). 

B. Overview of LLC Resonant Converter 

Figure 3 depicts a resonant full-bridge LLC DC–DC converter with resonant capac-
itor, Cr, resonant inductor, Lr, and magnetizing inductor, Lm. It is made up of three 
parts: 

. Square Wave generator: The full bridge generates square wave voltage, VSW, 
by operating MOSFET switches (Q1,Q2) and (Q3,Q4) alternately with a pulse 
frequency modulation approach. The power switches are driven by a variable 
frequency clock, which transfers energy from the input to the output.

. Resonant Network: Resonant capacitor, Cr, resonant inductor, Lr, and magnetizing 
inductor, Lm, comprise the resonant network. The resonant network circulates the 
energy and delivers it to the load via the transformer. A bipolar square wave is

Table 1 Table showing 
switch selection during 
different states 

States Inverter switches on 

Zero S2, S4 or S1, S3 

Shoot through S1, S2, S4 or S1, S3, S4 or S1, S2, S3 or S2, S3, 
S4 

Active S1, S4 or S2, S3 

Fig. 3 Equivalent circuit of 
LLC resonant converter 

Fig. 4 Input end voltage
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received at the transformer’s primary side and passed via the secondary winding. 
Electrical isolation is also provided by the transformer, as well as the required 
turn ratio for the required output voltage.

. Rectifier Network: The rectifier network converts AC voltage to DC voltage using 
diodes and capacitors. The rectifier network is made up of a complete bridge 
rectifier with a capacitive output filter. 

4 Simulation Results 

To validate the analysis, simulations of the proposed system were run at (192 W). 
The simulation parameters and component values are listed in Table I. The proposed 
systems have switching frequencies ranging from 100 to 130 kHz [18]. The frequency 
of 110 kHz was chosen for this study (Tables 2 and 3). 

5 Results & Discussion 

The circuit modeling of ZSRC WPT system has been introduced. The suitable param-
eters of switching frequency (fsw), transformer turns ratio (n), Ln (relationship 
between the magnetizing inductance (Lm) and series resonant inductance (Lr)),

Table 2 Different 
parameters values 

Parameters Values 

Input end voltage (VDC) 330 V 

Switching frequency 117 kHz 

Resonant frequency 110 kHz 

Output end voltage (VO) 24 V 

Output end current (IO) 8 A  

Output power 192 W 

Turns ratio 13.33:1 

Table 3 Different 
components values 

Components Values 

C1, C2 0.40 μF 

L1, L2 7.81 mH 

Lrp 80 μH 

Crp 26.2 nF 

Lm 400 μH 

CO 262 μF 

RO 3 Ω
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Fig. 5 Input end current 

and quality factor (Qe) have been chosen to create a full-bridge LLC resonant 
converter. Figures 4 and 5 show input DC voltage and input current, respectively. 
Figures 6 and 7 show voltage across Z-source inductor and Z-Source capacitor, 
respectively. Figures 8 and 9 show input voltage and current across LLC resonant 
converter, respectively. Figures 10 and 11 show rectified DC output voltage and 
current, respectively. 

Fig. 6 Z-source inductor 
current 

Fig. 7 Z-source capacitor 
voltage
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Fig. 8 LLC input voltage 

Fig. 9 LLC input current 

Fig. 10 Output end voltage 

Fig. 11 Output end current
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6 Conclusion 

This research paper clearly substantiated the role of ZSN for wireless charging appli-
cations using a ZSRC WPT system for electic vehicle battery charging. ZSN improves 
system dependability as it is resistant to shoot-through states. It could also be used 
for power factor correction by controlling the shoot-through state duty cycle (Dst). 

This research paper used MATLAB-based simulations to demonstrate the theo-
retical analysis and it could be utilized for developing an on-board battery charger 
of 24V and 8A. 

Future scope of this control scheme is to reduce harmonic content and implement 
soft switching to improve system efficiency. In order to implement this research paper 
into a hardware topology, we need to use a mutual inductor in place of a transformer 
thereby executing wireless power transfer. 
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Application of a Novel Method to Reduce 
Congestion in DPS Applying TCSC 

Anubha Gautam, P. R. Sharma, and Yogendra Kumar 

1 Introduction 

Continuous advancements in technology have resulted in huge power demand. With 
deregulation in the power system, several generators are utilizing the same trans-
mission lines to supply load [1]. This resulted in overburdening of lines to work at 
or near their thermal limits. This is the primary cause of congestion. Congestion 
not only affects system security adversely but also makes the system economically 
incompetent [2]. Thus, in the literature, several methods are suggested to mitigate 
congestion. These methods may be broadly classified into technical and non-technical 
methods [3]. Technical methods involve ways to increase the safety and reliability of 
systems such as the application of FACTS devices. Non-technical methods see only 
the economical aspect of the system [4]. TCSC being a versatile FACTS device, is 
very effective in implementation to mitigate system congestion. 

The property to smoothly change line impedance makes TCSC to be chosen above 
other FACTS devices [5] However, the implementation of TCSC is very costly. This 
cost may be recovered in due time if the device is located suitably and sized optimally. 
Many methods are suggested to search for the most suitable location for TCSC [6]. 
The sensitivity factor method is one of the best methods to decide on the location 
of FACTS in contingency conditions [7]. PI sensitivity factors [8], stability margins 
indicators such as VSM and CTEM [9], over-loading indicative factors such as OLF 
[10], factors indicative of loss such as congestion rent factors and LSI [11], and LUF-
DLUF [12, 13] are some of the most efficient location indicators applied in research. 
Locating the FACTS device is not sufficient to mitigate congestion. The device
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must be optimized for its parameters. Several optimization algorithms are proposed 
and adopted for effective parameter optimization. Detailed comparison of several 
heuristic methods such as Genetic Algorithm (GA), Evolutionary programming (EP), 
Tabu search Algorithm (TBA), Fuzzy logic, and SA has been done in [14]. The 
computational behaviors of Particle swarm optimization (PSO) have been utilized 
effectively in [15] for parameter optimization of TCSC, SVC, and UPFC. Grey wolf 
optimization (GWO) has been effectively implemented [16] for optimizing TCSC 
size for mitigating congestion. Utilizing the prominent features of algorithms, several 
hybrid algorithms have also been proposed. GA-PSO hybrid [17], DE-CRO hybrid 
[18], and hybrid fruit fly firefly algorithm [19] have been proposed for optimizing 
TCSC size. 

The novelty of this paper can be indicated as follows: 

• A novel method to merge GWO and PSO is proposed to optimize the size of 
TCSC. 

• The method applied here is not used previously for power loss minimization. 
• The effectiveness of the proposed method is validated on multiple contingencies. 

2 Implemented TCSC Model 

The power flow model applied here is based on the theory of change in series reactance 
which inherently changes the power flow through the line. Figures 1 and 2 present 
the TCSC model implemented in this study. The TCSC may work in inductive mode 
or capacitive mode as required by the system. 

The impedance of TCSC can be mathematically written as 

Z tcsc = 
Vmn 

Imn 
(1) 

Transfer admittance matrix of TCSC as shown in Figs. 1 and 2 is presented as

Fig. 1 TCSC in inductive 
mode 

Fig. 2 TCSC in capacitive 
mode 
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[
Im 
In

}
=

[
j Bmm j Bmn 

j Bnm j Bnn

}[
Vm 

Vn

}
(2) 

Change in line admittance due to TCSC:

ΔYmn = y,
mn − ymn (3) 

where 

y,
mn = G ,

mn + B ,
mn (4) 

G ,
mn = Rmn /

R2 
mn + (Xmn + X tcsc)

2 
(5) 

B ,
mn = −(Xmn + Xtcsc) /

R2 
mn + (Xmn + X tcsc)

2 
(6) 

Equations (5) and (6) show the change in TCSC reactance changes the line conduc-
tance and susceptance values. This, in turn, changes the net admittance of the line 
resulting in a changed power flow. The power flow equations can be given as 

Pmn = Vm Vn Bmn sin(θm − θn) (7) 

Qmn = −V 2 m Bmm − Vm Vn Bmn cos(θm − θn) (8) 

The power flow equations are given in Eqs. (7) and (8) is linearized about the 
reactance in series and solved iteratively. 

3 Sensitivity Factors Applied 

This paper uses LUF and DLUF as sensitivity factors to get an optimized location 
of TCSC. LUF can be calculated as the ratio of the actual MVA flowing through the 
line and the rated power flow capacity of the line. For line k, between the buses m 
and n, the LUF can be given as 

LUFk = 
MVA(actual)mn 

MVA(rated)mn 
(9) 

LUF values for all the lines are calculated and then the lines are sorted and indexed 
in terms of congestion. Most congested lines are determined and then DLUF values 
are calculated. DLUF is the disparity line utilization factor, calculated for the lines



158 A. Gautam et al.

connected to a common bus at which the congested line is connected. DLUF can be 
given by 

DLUFi j,iq  =
{||LUFi j || − ||LUFiq ||} (10) 

4 Problem Formulation 

The objective function here is the minimization of active power loss: 

fx = min PL (11) 

The power loss in Eq. (11) can be given by 

PL =
{||V 2 m

||Gmn − |Vm ||Vn|[Gmn cosθmn + Bmn sinθmn] 

− |Vm ||Vsnmn|[Gmn cosθsnmn + Bmn sinθsnmn]} 
+ {||V 2 n

||Gmn − |Vm ||Vn|[Gmn cosθnm + Bmn sinθnm] 

− |Vn||Vsnmn|[Gmn cosθsnmn + Bmn sinθsnmn]} (12) 

4.1 Constraints 

(a) Equality constraints

{
PG − PD − Pi (Vi , θi ) = 0 
QG − QD − Q(Vi , θi ) = 0 

(b) Inequality constraints 

⎧⎨ 

⎩ 

Pmin 
G ≤ PG ≤ Pmax 

G 

Qmin 
G ≤ QG ≤ Qmax 

G 

Vi,min ≤ Vi ≤ Vi,max 
(c) The range of TCSC considered here is 

−0.8XL ≤ X tcsc ≤ 0.2XL 

5 HGWOPSO Algorithm 

The proposed algorithm is a merger of two well-established optimization techniques 
PSO and GWO. In order to implement PSO, three parameters inertial weight factor 
(w) and the acceleration coefficients c1 and c2 are to be tuned. These factors decide 
the convergence of the solution. Similarly, in the case of GWO, coefficient vectors 
A and C are to be tuned for desired convergence (Fig. 3).
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Fig. 3 Flowchart of proposed HGWOPSO algorithm 

6 Result Analysis 

The proposed algorithm is validated on the IEEE 30Bus system as shown in Fig. 4. 
N-1 contingency is created by out-aging the line between buses 6 and 10.
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Fig. 4 Standard IEEE 30Bus system [20] 

6.1 LUF Redistribution 

The LUF values for all lines are calculated and then indexed to get the congested 
lines. Table 1 gives the details of the lines which get congested after a 6–10 line 
outage.

From Table 1, it can be observed that with N-1 contingency and without TCSC 
line number 1, 2, 3, 4, 5, 6, 7, 14, 18, and 27 gets congested. When PSO-optimized 
TCSC is applied, lines number 4, 18, and 27 remained congested. TCSC optimized 
with GWO line numbers 3, 4, 18, and 27 remained congested. HGWOPSO-optimized 
TCSC relieves congestion in all the lines. Here, it can also be observed that there is 
a redistribution of active power in the lines, to utilize the lines securely.
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Table 1 LUF redistribution with HGWOPSO optimized TCSC 

Line no LUF redistribution 

W/O TCSC With TCSC 

PSO GWO HGWO-PSO 

1 1.08 0.249 0.536 0.794 

2 1.13 0.586 0.689 0.45 

3 1.05 0.951 1.01 0.826 

4 1.04 1.04 1.02 0.854 

5 1.13 0.738 0.784 0.753 

6 1.48 0.303 0.454 0.138 

7 1.36 0.985 0.964 0.962 

14 2.41 0.851 0.904 0.564 

18 1.36 1.25 1.42 0.764 

27 1.36 1.22 1.25 0.379 

41 1.02 0.984 0.782 0.765

Table 2 Consolidated results 
for TCSC location and 
optimized size 

Measured quantities System states 

Normal N-1 contingency 

LUF (max.) 0.699 2.41 

Most Cong. line NC 14 

DLUF 0.03254 0.08429 

TCSC location 16 16 

TCSC size PSO −0.4587 −0.3458 

GWO −0.1254 −0.4561 

HGWOPSO −0.3568 0.4587 

Table 2 presents the comparison of TCSC location and optimized size at normal 
and N-1 contingency conditions with PSO, GWO, and proposed HGWOPSO. 

6.2 Power Loss Minimization 

Power loss minimization obtained by the proposed optimization technique is 
presented in Fig. 5.

It can be observed that the reduction in active power loss during normal conditions 
with PSO and GWO-optimized TCSC is 6.05 MW and 5.85 MW, respectively. This 
is approximately 11.7 and 14.6% reduction in active power loss, respectively. 

While, in the case of HGWOPSO-optimized TCSC, the power loss reduces to 
5.25 from 6.85 MW which is approximately 23.4%. Similarly, when there is N-1



162 A. Gautam et al.

Fig. 5 Power loss minimization

Fig. 6 Percentage loss reduction 

contingency, the power losses are 6.45, 6.01, and 5.23 MW by PSO, GWO, and 
HGWOPSO-optimized TCSCs. Here, the power loss is also reduced by 24.5% with 
the application of HGWOPSO-optimized TCSC. 

Figure 6 illustrates the comparison of the percentage of power loss reduction by 
HGWOPSO with the well-established PSO and GWO. 

7 Conclusions 

In this paper, congestion management by applying LUF and DLUF as sensitivity 
factors are carried out. The sensitivity factors are applied here to get the most suitable 
location for TCSC. An algorithm is proposed here to optimize the TCSC size to 
mitigate congestion created due to N-1 contingency. The algorithm is a hybrid of two
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well-established algorithms, i.e., PSO and GWO. A novel method is implemented 
here to merge GWO and PSO to give hybrid GWO-PSO and HGWOPSO. LUF and 
DLUF located the TCSC precisely and then HGWOPSO is applied to get optimized 
size. The implemented algorithm reduced the active power losses by 24.5% which is 
significantly higher as compared to that obtained by GWO and PSO. Moreover, the 
active power is redistributed and the congestion in the lines is relieved. The proposed 
algorithm is validated on the standard IEEE 30Bus system applying MATLAB@2016 
software. 
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A Hybrid Approach to PMBLAC 
Machine for High-Speed Mobility 

Sumit Kumar Yadav, Shakuntla Boora, and Nitin Goel 

1 Introduction 

To promote the overall electric transportation, countries are providing incentives to 
scrap their vehicles by leveraging the consumer in taxes like in India where FAME 
(Faster Adoption and Manufacturing of hybrid and electric vehicles) was launched 
back in 2015 to boost the electric vehicles. Later FAME-II was launched as a progres-
sion to it. Other countries provide different rebates like in parking fees, rebate in 
environment cess, road tax, etc. 

The basic difference between an EV and Hybrid EV is that in the former the 
power is drawn from the batteries and in the latter the power is drawn from both 
the IC (internal combustion) engine with batteries as well. The power is optimally 
delivered among them by switching circuits driven by algorithms. 

The HEVs are of two types: 

Series—In this type, the power is drawn by the motors from the batteries directly 
which were charged by the engine. 

Parallel—In this type, the power is delivered to the motors by the cumulative 
contribution of battery and IC engine.Net torque is the sum of motor and engine [1]. 

Both of the aforementioned systems are capable of regeneration when deacceler-
ating (Table 1).
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Table 1 A table showing various research papers available in the literature and a comparison is 
made based on their work 

Reference 
No. 

Author Key findings Validation of 
proposed scheme 

Techniques used 

[2] Affanni A. 
Bellini A. 
Franceschini 
G. Guglielmi P 
Tassoni C 

This paper 
implemented SoC and 
SoH monitoring along 
with charge 
equalization to gain 
maximum energy 
during EV braking 

Simulations and 
hardware 
prototyping 

Neural Network 
is implemented 
for journey 
estimation and 
ProFET is used 
for cell 
equalization 

[4] Christopher 
H.T. Lee James 
L. Kirtley Jr 
M. Angle 

The authors performed 
an analysis of double 
stator SRM 

Simulations in 
commercial JMAG 
Software 

Finite Element 
Method 
(FEM)-based 
approach for 
electromagn 
etic analysis 

[6] Ranjan Kumar 
Rajendra 
Murmu 

Speed control of 
PMSM drives using 
FOC (Field Oriented 
Control) method 

Simulations in 
MATLAB/Simulink 

A PID controller 
is used 

[7] Jose Andres 
Santisteban 
Richard M 
Stephan 

This paper illustrates 
about various control 
techniques for IMs and 
implementation of 
Vector Control 

Simulations A general 
classification 
with analytical 
methods using 
PI controller 

[8] Chau K.T Chan 
CC Liu 
Chunhua 

This paper gives 
Information regarding 
PMBL Drives, their 
overview, control 
strategies and machine 
topologies 

Simulations Different 
techniques viz. 
Fuzzy controller, 
lookup tables 
and current 
control loops are 
deployed 

[9] Jinyun Gan K. 
T. Chau C. C. 
Chan J. Z. Jiang 

The authors prototyped 
a Hybrid PMBLDC 
motor drive 

Simulations and 
Hardware 
prototyping 

Using FEM for 
electromagn etic 
analysis and 
experimental 
verification 

[10] Djamel Eddine 
Beladjine, 
Djamel 
Boudana, 
Abdelhafidh 
Moualdia, 
Mohamed 
Hallouz, Patrice 
Wira 

Authors have 
compared the 
conventional PI 
controller and the 
ANN-based BLDC 
controller 

Simulations An analytical 
comparison is 
made between PI 
control and 
ANN control 
using Simulink

(continued)
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Table 1 (continued)

Reference
No.

Author Key findings Validation of
proposed scheme

Techniques used

[14] Prof. Prem 
Prakash Anjali 
Kumari Hemant 
Sharma Imroz 
Khan 

This paper gives 
insights about 
Supercapacitors, their 
structure and 
classifications, as 
hybrid battery and in 
charging of EVs 

Theoretical aspects 
covered 

[16] Kun-Che Ho 
Yi-Hua Liu 
Song-Pei Ye 

This paper 
has 
proposed 
Switched 

– Simulations in 
MATLAB 

Guan-Jhu Chen 
Yu-Shan Cheng 

Capacitorbased on 
mathematical modes of 
various Battery 
Equalizers (BE) and 
their energy transferred 
through them per cycle 

[18] Chikhi F El 
Hadri 
A Cadiou J.C  

In this paper, the author 
presented wheel-slip 
characteristics for ABS 

Simulations 

2 Components of an EV 

2.1 Battery 

Batteries are the tank of an EV. They provide power not only for traction but also for 
various electronic equipment viz. lights, wipers, sensors, active suspension systems 
and other intelligent controls. It’s the batteries that drive the popularity of EV. The 
battery parameters SoC and SoH need to be monitored due to asymmetric charge and 
discharge cycles causing safety issues. For cell voltage monitoring it has a voltage 
divider resistor and a precise temperature reference by the manufacturer. All the 
signals are sent to the DSP (Digital Signal Processor) for tuning of the voltage 
profile, i.e., during overvoltage, the DSP must start a constant voltage charge and in 
undervoltage, it must reduce the current required by the user. In cell equalization, a 
ProFET (Protected Field Effect Transistor) is shunted with each cell which diligently 
drains the voltage across itself during overvoltage and stops the charging of the cells 
when voltage comes in a range (4.15–4.25) V. All the outputs are fed to the trained 
Neural Network to estimate the SoC and consequently Kms to go [2].
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Typically Lead-Acid batteries are used in automobiles as they are economically 
viable as compared to other ones. Now as EVs are attracting momentum more and 
more alternatives are taken to be in consideration as Aluminium Batteries in which an 
Al rod/substrate will serve the purpose of fuel and will be replaced after degradation, 
i.e., 

Al + H2O → Al(OH)2 + 2.8V  

These batteries are quite popular for their covert nature as they are silent and due 
to which they find applications in military instalments, remote telecom towers, etc. 

Lithium-ion batteries gained popularity as they have a stable life cycle and a large 
number of charging and discharging cycles. It seems that the life of LiFePO4 is the 
most stable and inherently safe. LiCoO2, LiMn2O4 and Li(Ni1/3Mn1/3Co1/3)O2 have 
overcharge and thermal concerns [3]. 

Recently Cobalt-free batteries are proposed to take over conventional Li-ion 
batteries due to the poisonous nature of Co and RoHS has also stopped the use of the 
NiCd (Nickel Cadmium) batteries to save the environment. MIT showed a crystal 
structure that allows to charge the batteries 100 times faster than the conventional Li 
ones. 

2.2 Motor 

• Switched Reluctance Motor 

The switched reluctance motors have variable reluctance and also have a greater 
ability to tolerate the faults as all of the windings are decoupled from each other. 
The windings are connected in a flyback circuit style. Since the reluctance of the 
magnetic flux varies as per rotor-stator position, in this the author did work on 
Double Stator Structure to utilize the inner spacing for torque production. In this, the 
power is transferred to the rotor from the two stators which produces greater torque 
as compared to single stator SR Drive [4]. 

• Permanent Magnet Synchronous Motor 

This motor has a construction similar to the conventional Induction motor but the rotor 
has permanent magnets mounted on it which contribute to air gap field. The PMSM 
Drives are used with current-controlled VSI (Voltage Source Inverter) providing 
constant power and constant torque region of operation. This has further two types 
IPM (Interior Permanent Magnet) mounted and SPM (Surface Permanent Magnet) 
mounted. The SPM has a smooth torque profile over the IPM machine as it uses 
less magnets and less harmonic components of flux linkage that makes it easier to 
produce sinusoidal MMF (Magneto Motive Force). 

IPM machines are capable of large inductances, torque and suspension forces [5].
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In FOC (Field Oriented Control), the stator current is spilt into two components 
the d-axis (for flux production) and the q-axis control (for torque production) and 
they can be controlled independently. In this literature, the authors presented the 
FOC technique to achieve speed control above the base speed of the PMSM drive 
by flux weakening method. The air gap flux is weakened to gain speed than the base 
speed providing a constant torque region of operation and the enhancement of the 
air gap flux makes the drive to run below base speed under constant power region. 
A d- axis current is controlled by using the PI controller [6]. 

• Induction Motor 

It is a very popular machine used in various applications and also gained popularity 
in the EV segment due to its high torque capability. Generally, these motors are 
considered for than 5 kW ratings with a Vector Drive deployed to control speed and 
torque of the motor. 

The basic difference between scaler and vector method of control is in Scaler 
control or FOC which was proposed by Blaschke, and based on reference frame 
theory, it considers only the steady state and irresponsive in transients but in Vector 
control of Induction machines it considers both of the scenarios. In this literature, the 
generalized D-Q notation by De Doncker and Novotny has chosen arbitrary reference 
frame theory and is not restricted to just constant values [7]. 

• BLDC (Brushless Direct Current) Motor 

In conventional DC machines, the high-power winding rotates and the lower one is 
kept stationary, which makes them mechanically worst. 

In BLDC machine the concept is reverse as the high-power winding is kept 
stationary and low powered field of permanent magnets is utilized for rotor part, 
i.e., “it’s turned inside out”. This configuration makes them free from brushes and 
mechanical wear and tear [8]. 

There are two types of PM Brushless Drives; one is the PMBLAC (Permanent 
Magnets Brushless AC Synchronous Drive) in which sinusoidal AC is fed to its stator 
and makes it PMAC Drive and the other one is PMBLDC (Permanent Magnets Brush-
less DC Drive) in which the rectangular signal is fed to its Stator. To enhance their 
speed range in constant power mode of the region, the FOC technique is deployed, 
and for the above base speed, a current Vector control method is utilized. As the 
permeability of the magnets is nearly equal to air consequently a large d-axis current 
is required to demagnetize the air gap flux to achieve speed above the base one. A 
PMBLDC machine has more torque and power density than the PMBLAC machine 
due to the product of rectangular flux and current is higher in PMBLDC than the 
product of sinusoidal flux and current. This is why BLDC machines have higher 
torque and power density. The author had tried to hybridize a PMBLDC machine 
with the features of both the DC Series motor and flux regulated BLDC Drives which 
leads to a machine with higher starting torque, higher efficiency and a wider range 
of constant power region using the cumulation of fluxes of Permanent Magnets and 
two-phase stator currents [9].
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A machine implemented through an ANN (Artificial Neural Network) controller 
has a low transitional peak area and faster response time over a PI-controlled machine 
and can cope with the modern era of FOCs (Field Oriented Control) [10]. 

2.3 Ultra Capacitors 

Ultracapacitors are nowadays gaining popularity due to their inherited property of 
holding a charge larger than the conventional ones as they have higher energy density. 
Graphene-based supercaps are a step ahead in this field. They are static and have no 
chemical reaction required to store energy (as in Li-ion or Pb acid). 

These are also considered as an additional battery source that can be added to 
the battery bank to enhance its capacity and reduce the thermal stress caused by 
frequent charging-discharging cycles which consequently has less heating loss, better 
efficiency and life of the bank. So, it could be benevolent in storing transient energy 
at a much faster rate. 

Supercapacitors have the capacitance in the magnitude of Farads (F) which is 
larger than the values for regular capacitors and act as a constant current source. 
Supercapacitors can provide bursts of energy as they can charge and discharge rapidly 
[11]. 

A typical table is been presented to check different parameters of an Ultracapacitor 
module (Table 2). 

2.4 Charging System 

In an EV both fast and trickle charging are required that can handle high power as 
well. In this paper, the author tried to present some advantages of H-Bridge converters 
for power conversions as losses are very less in this topology [13].

Table 2 160 V 8F (Farad) module [12] 

Parameters Symbol Ratings 

Maximum string voltage for series of modules V 800 V 

Maximum rated voltage VR 160 V 

PEAK maximum peak current I 200 A 

Stored energy EMAX 26.6 W 

Operating temperature cell case temperature TA [−40 65] °C 

Thermal capacitance CTH 5,500 J/°C 

Mass M 6.0 kg 
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The Ultracapacitor-based charging has a Depth of Discharge (DOD) of 100% 
whereas in batteries it’s only 25% as supercaps provide a burst of energies. The 
authors of this literature tried to provide a brief view around the dark conditions of 
power shortages during the conversion of power from one level to another [14]. 

A Centre-tapped configuration can be implemented as its connections are internal 
and away from the user giving higher efficiencies over isolated configuration where 
the transformer is used [15]. 

A combination of series and parallel cells makes a battery. In order to maintain 
a good battery health, its current, voltage and temperature must be monitored and 
controlled that can be done by Battery Management Systems (BMS). Two parameters 
provided by this system are SoC (State of Charge) and SoH (State of Health). 

A SoC is a measure to determine how much charge is available or left in percentile 
(%) terms in our battery system similar to a battery indicator in our smartphones. 

A SoH is a measure to check the ageing or health of the battery system also 
available in percentile (%) terms which is a typical indicator that shows how much 
charge it can retain as compared to its nominal value. 

To avoid overload conditions, a Cell Balancer or Battery Equalizer is required to 
ensure that each cell operates under the same conditions and regulation techniques by 
discharging them from time to time using bleeding resistors. No sensing or closed-
loop control is required. Hence, the balancing current is low and the balancing speed 
as well [16]. The rate of transfer of charge in the equalization process was assumed 
to be constant throughout [17]. 

2.5 Braking 

During breaking, the power generated is fed back to the battery bank and it works 
when the motor terminal voltage is greater than the source voltage. 

The brake pedal should be integrated with mechanical as well as electrical brakes. 
First, the electrical brakes should be applied and then the mechanical ones as 
during deacceleration the regenerative power is fed back to the bank. When we 
need full brakes then pressing the pedal slightly harder also engages the mechanical 
(Disk/Drum) brakes completely causing the vehicle to stop instantaneously with a 
shorter duration of regenerative power. In this scenario, the slip between the vehicle 
and the road can be controlled by the ABS (Anti-Lock Braking System). The author 
simulated the braking and presented the dependence of braking properties on the 
wheel slip and the road conditions [18].
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Table 3 Three-phase source 
parameters 

Source impedance X/R ratio 

Short-circuit power level 1e6 VA 

Source X/R ratio 15 

Parasitic parallel conductance 1e-6 S 

Fig. 1 MATLAB schematic diagram of PMBLAC Drive in Simscape environment 

3 Schematic Diagram of PMBLAC Drive 

It has been always an area of interest for high-speed machines without having 
a compromise with torque generation. This gives us a hint to further develop a 
machine which further gives a boost to this conventional PMBLAC machine or 
PMBL Synchronous Machine. 

In this manuscript, a small hybrid model of this configuration in which a MATLAB 
model in a complete Simscape environment. A programmable three-phase source is 
used for variable frequency, and the variable magnitude of the voltage applied is fed 
to the PMBL machine (Table 3). 

A Hall-Effect Rotary Encoder is used to measure theta (θ) and rotational motion 
sensor to measure the motor RPM and acceleration. A brief work is being shown 
here in which a PMBLAC drive is implemented as Variable Frequency Drive. 

Supporting MATLAB simulations is shown here (Fig. 1 and Table 4).

4 Simulated Outcomes 

The model is simulated for infinite time period and it has been observed that when 
the machine is being run at rated voltage (440 V, 50 Hz) there are some oscillations 
in after some time they settle down. With the increase in frequency above the rate
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Table 4 PMBLAC machine 
configuration parameters 

Winding Wye 

Back EMF profile Perfectly trapezoidal 

Max. PM flux linkage 0.03 Wb 

No. of pole pairs 6 

Stator d-axis inductance (Ld) 0.00022 H 

Stator q-axis inductance (Lq) 0.00022 H 

Stator per phase resistance 0.013 Ω

Stator zero-sequence inductance 0.00016 H 

Rotor inertia 0.01 kgm2

of up to 150 Hz, its speed increases with increased oscillations as well. Initially, 
the machine runs at 50 Hz as we increase the frequency to 75 Hz and there is a 
considerable increase in the drive speed (RPM) with the least oscillations; further, 
we step up the frequency by 25–100 Hz, this time oscillations are maximum, which 
means the output of the machine is not stable. Further increase in this caused the 
machine to fail and come to almost a halt with some considerable oscillations (Figs. 2 
and 3). 

This proves that a PMBLAC machine can be implemented as a VFD (Variable 
Frequency Drive) in order to get higher speeds at constant power. This will find 
considerable applications in racing or speed arenas and can act as a kind of boost 
above the base speed. Analytical test results are being shown underneath (Fig. 4).

Three phase shifts (0°, 60°, 120°) are compared and it has been found that at the 
phase shift of 60° there are minimum oscillations and the least settling time and gives 
an optimum boost to the speed of the drive. In theta which measures the position of 
the rotor again misaligns completely with the other comparisons as it takes more time

Fig. 2 Response of drive along variation in theta (θ)
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Fig. 3 Simulations for a drive at variable frequency

Fig. 4 A comparison in RPM between two scenarios at 0 and 60°

to align with the initial position with the increase in the phase shift. A stimulatory 
comparison is being shown here underneath, (a green line shows zero tolerance or 
aligned whereas a red line in the comparison table shows not aligned to the base) 
(Figs. 5, 6 and 7).

This drive can also be deployed in combination with other drives for higher-speed 
applications.
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Fig. 5 A comparison in theta between two scenarios at 0 and 60° 

Fig. 6 A comparison in RPM between two scenarios at 0 and 120°

5 Conclusion 

This paper gives a terse of literature regarding the components of an electric vehicle, 
alternatives for conventional power storage, braking, a brief introduction to charging 
system and more focused towards various control techniques being used for drives 
associated with it.
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Fig. 7 A comparison in theta between two scenarios at 0 and 120°

This paper discussed the PMBLAC machine and a concept is introduced to utilize 
the constant power region for higher speed in it for speedy applications, and its 
fair conditions and complete analytical research for the frequency range have been 
discussed and plotted. It can serve as a potent system for totally brushless action 
for modern EV or HEV propulsion systems and also present a blueprint for poten-
tial readers to develop a keen interest in the design and development of PMBLAC 
machines. 
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Analysis of DSR Protocol in Varying 
Network Configurations 

Sonam Khera , Neelam Turk, and Rohin Rakheja 

1 Introduction 

The path selection in DSR protocol is based on using control messages which are 
flooded in the entire network. By reducing the overhead (number of packets required 
for network communication), we can greatly enhance the performance of a routing 
protocol. However, we would first need to understand the characteristics of the 
selected protocol to ensure that the reliability and security can be maintained. Before 
making changes to the header or the routing mechanism, we need to make sure that 
the protocol can still accommodate the various types of payloads, options and adopt 
to fragmented or dynamic networks. The sensor nets can be deployed in different 
configurations depending upon the application. For example:

. The sensors are randomly deployed in a wide area. These are generally used for 
monitoring an ecosystem or a habitat. The sensors are not attached to the actual 
targets but are monitored using the data from the entire network. This technique 
requires additional computations to eliminate the irrelevant data recorded by such 
a large network [1].

. Another method is targeted sensing where different sensors that record specific 
parameters from the target are used. It requires deploying the sensors in a planned 
manner with careful precision. This method is generally used in industries to 
monitor potential failures, in medical equipment to constantly monitor the health 
of a patient and has also found uses in robotics and automation of tasks [1].
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The major energy components of a wireless network are Transmission Energy 
(Tx), Reception Power (Rx), Idle Power (Pi), Overhearing Power (Pover) [2], Sleep 
Power, Transition Power and Transition time [3]. 

NS2 is a network simulation tool. The architecture of NS2 can be divided into 
two parts. The network simulation part can also be considered the front end. In 
this, we can set up the simulation parameters, design network conditions and set 
the number of nodes, connection types, connection assembly, event scheduling, etc. 
All this can be done using a scripting language called OTcl. The second part is the 
internal mechanism of NS2 which consists of distributed C++ scripts that are used 
as instructions [4]. These scripts guide the NS2 to perform the tasks required by 
the simulation such as providing the mechanism of the specified routing protocol 
or implementing certain objects. For example, the functionality of receiving a data 
packet can be defined using a C++ object but the source and destination of the packet 
need to be specified while designing the network, i.e. using a OTcl script [5]. NS2 may 
declare procedures and variables that are not pre-defined members to facilitate the 
interaction. The member procedures defined in the OTcl domain are called instance 
procedures (instprocs) and the variables are defined as instances variables (instvars) 
[2, 3, 6]. The motivation behind this paper is to study the DSR protocol in a large-
scale simulated mobile sensor network to identify the possibilities enabling faster 
route discovery and increase network lifetime and reliability by analyzing the results. 

The remaining part of this paper is organized as follows: Sect. 2 covers the dynamic 
source routing (DSR). Sect. 3 discusses in detail the simulation scenarios undertaken 
during the research work. In Sect. 4, the simulation results have been discussed. The 
research work has been concluded in Sect. 5. 

2 Dynamic Source Routing 

DSR can be broadly categorized as a reactive protocol. It can discover routes as and 
when needed. It can be used in networks that do not have a fixed infrastructure or 
where the network topology changes frequently. It can organize and configure itself 
without the requirement of manual repairs or administrator interference. This makes 
it suitable for WSNs. It mainly employs the route discovery and route maintenance 
mechanisms. 

Route Maintenance: Each node has a route cache which contains previously 
learned routes. A source route is selected and included in the header of the packet 
originated by the source node. This header now contains the sequence of the hops 
required for it to reach the desired destination [7]. 

Route Discovery: DSR uses control messages for finding new routes. If a route is 
not found in the route cache of the source node it floods the network with a RREQ 
(route request) message. When the destination node receives the RREQ message it 
forms a RREP (route reply) message. The destination node then searches its route 
cache for a route to deliver the RREP message found for the source in the cache, and
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it will use the address in the header of the RREQ message to traverse a reverse path 
[7] (Figs. 1, 2, 3 and 4). 

The following diagrams illustrate these mechanisms:

Fig. 1 RREQ message initiated by source 

Fig. 2 RREP message initiated by destination 

Fig. 3 RREQ header updates 

Fig. 4 RREP header updates 
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Fig. 5 Simulation scenarios covered under the research work 

3 Simulation Scenarios 

For understanding the performance metrics under various circumstances, we have 
simulated two networks consisting of 100 and 150 nodes, respectively, under similar 
energy models and network parameters. Three scenarios are considered for each 
network. 

Scenario 1 is a non-mobile wireless network with two source and destination 
nodes. This is similar to a common MANET network. 

In Scenario 2, Four nodes are moving toward a fixed destination. This configura-
tion tries to replicate the method of using cluster heads in WSNs. While all the nodes 
have transmission and reception capabilities, only the mobile nodes act as the sender 
and the recipient. If considered to be cluster heads their destination can be modi-
fied with respect to the base stations. Scenario 3 considers a network with random 
mobility from all nodes. This scenario simulates the modern applications of wireless 
sensor networks. For example a network of smart vehicles moving randomly while 
simultaneously communicating with each other. The simulation run time is 60 s; the 
traffic begins at 1.0 s and stops at 61.0 s. The maximum movement speed of all nodes 
is limited to 10 m/s in each scenario. Various parameters are recorded from the trace 
files generated by NS2 using data manipulation scripts. Figure 5 below demonstrates 
the simulation scenarios undertaken for the research work. 

4 Performance Analysis 

The simulation values have been defined as per the commonly used methodologies. 
For each of the scenarios, the performance has been measured by studying the trace 
files generated. The Network Animation tool (nam) is used to view the network layout 
and mobility pattern of the nodes. Variations can be made to the source files included 
in the package to change the protocol behavior and routing mechanism. However, the 
NS2 package has a distributed file structure making it difficult to introduce changes 
and successfully compile them. 

While studying the performance of a network protocol it is crucial to ensure that 
the simulation parameters are similar for different scenarios [8]. The performance 
of a protocol can be affected by the number of nodes, the grid size, the transmission
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Table 1 Simulation parameters 

Parameter Simulation value 

Total number of nodes 100/150 

Number of source/destination nodes 2/2 

Number of mobile nodes 0 

Transmission range 250 m 

Packet size 1500 Bytes 

Propagation model Two ray ground 

Queue type Drop-tail/Pri Queue/CMU Pri Queue 

Antenna type Omni Antenna 

Max packets in queue 50 

Frequency 2.47 GHz 

Bandwidth (channels) 11 Mb 

Routing protocols DSR 

Duration 60 s 

Connection type FTP/TCP 

Grid type (topography) 2D (X*Y) 

Grid parameters 1000*1000 

Energy model 

Initial energy 100 J 

Transmission power 0.9 J 

Reception power 0.5 J 

Idle power 0.45 J 

Sleep power 0.05 J 

range of the nodes, traffic type, etc. Hence, for comparative study under different 
network conditions, we may require more than one simulation. As the speed of the 
mobile nodes increases, it is advisable to read the trace data with fixed time intervals 
rather than for every second. Data manipulation scripts become necessary to read the 
trace files as the network becomes larger and more mobile. The graphs have been 
plotted using the open-source software GNUplot [9] (Table 1). 

5 Results 

A. Network 1 

See Plots 1, 2, 3, 4, 5, 6.

B. Network 2 

See Plots 7, 8, 9, 10, 11, 12.
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Plot 1 Bandwidth consumption 

Plot 2 Average throughput (Kbps)

The graphical-based comparison enables easier visualization of the performance 
of the DSR protocol in the two networks. Plot 1 presents the consumption of 
bandwidth during the simulation. It takes into consideration the packets which are 
being generated in the network. Congested networks result in the deterioration of 
the performance but may be unavoidable due to the limitations of the sensor nodes. 
Plots 2 and 3 represent the throughput values as recorded during the test. If we 
divide the total number of packets received successfully over the entire session by 
the total time, we obtain the average throughput. The time can be calculated by 
using the difference in times stamps of the first and last transmitted packet. 

Plot 4 is the graphical representation of the energy consumption of each node. 
Plot 5 compares the residual energy of the entire network for the duration of this 
simulation. Plot 6 is the illustration of the packet drop rate of the two networks in
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Plot 3 Instant throughput (Kbps) 

Plot 4 Residual energy of each node

each of the scenarios. It is similar to the packet delivery rate which can be determined 
as the ratio of data packets received by the destinations to those generated by the 
sources [6]. 

6 Conclusion and Future Scope 

A static network achieves a higher packet delivery rate as the previously estab-
lished routes are less prone to failure. The control overhead and congestion in the 
network are lower which leads to lower bandwidth consumption since less packets 
are generated for delivering a similar payload.
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Plot 5 Residual energy of the network 

Plot 6 Packet drop rate

Plot 7 Bandwidth consumption
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Plot 8 Average throughput (kbps) 

Plot 9 Instant throughput (Kbps)

The clustering technique achieves higher overall network energy efficiency but 
also suffers from an increased packet drop rate. This is due to the constantly changing 
position of the source/destination with respect to their neighbors. The bandwidth 
consumption is higher due to the larger number of packets generated. In network 
1, the average throughput decreases drastically for scenario 2. This shows that 
the positioning of the cluster heads in the network can greatly affect the overall 
performance. 

Even though DSR is completely on-demand and reactive it needs some modi-
fication to better fit the needs of a completely mobile autonomous wireless sensor 
network. Our results for Scenario 3 in Network 2 show that the average throughput 
decreases considerably with the increase in the number of mobile nodes. Some header 
information is necessary for route discovery and maintenance and options may be
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Plot 10 Residual energy of each node 

Plot 11 Residual energy of the network

used for the security and reliability of the network. Energy efficiency in WSNs can be 
achieved by using smart sleep\wake algorithms; however, in a network of randomly 
moving nodes, this becomes increasingly difficult. 

The simulations show that if network deployment conditions necessitate mobility, 
better performance can be achieved if cluster heads can be assigned. As the network 
becomes more mobile, the average throughput decreases since it is dependent on 
the network traffic and the changes in the network topology. Thus, using a cluster 
head-based technique is preferable if the application allows it. It reduces the changes 
in network topography and also helps conserve the energy of the nodes. Cluster 
heads can be changed depending upon the residual energy of the nodes and their 
position in the network. Parameters such as the pattern of movement and the number 
of interactions with the neighbors can also be considered.
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Plot 12 Packet drop rate

The movement speed of the nodes also affects the performance of the network 
as the routing protocol needs to update the route cache more frequently due to the 
position of the neighboring nodes changing rapidly. Reducing overhead in network, 
reusing already known hierarchically estimated junctions and limiting the number 
of dropped acknowledgment packets can greatly improve the performance of the 
routing protocol in future applications of mobile sensor networks. 
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A Multilevel Secured Mechanism 
for Data Protection 

Anjali Malik, Sunil Jadav, and Shailender Gupta 

1 Introduction 

With the advancements in the technology, there is a significant role of information 
security in our day-to-day life. The advancements in technologies have forced to 
develop secure mechanism for data communication. So, to provide data security, 
cryptography and steganography mechanisms are used. Cryptography converts the 
data from one form to another that is not understood by the intruder [1]. The data sent 
through this process is in unreadable form so that if any unauthorized user has access 
to it, it still can’t understand. This mechanism involves encryption and decryption 
processes. 

Steganography is the process in which the user hides the data into text files, audio, 
video or an image [2]. 

The intruders can expose the data, alter the data or may distort the data. But 
steganography or cryptography alone fails to provide security to the data. However, 
the combination of the two is a more reliable and strong mechanism. So to solve this 
problem, the cryptography and steganography mechanisms are used in combination. 
The data is first encrypted using the encryption process and then it is embedded 
into an image. Figure 1 shows the basic block diagram of the multilevel security 
mechanism.

The combination of the two mechanisms improves the overall security of the 
system as well as fulfill some desirable features such as memory usage, security and 
strength for sensitive information transmission across an open channel. 

This paper proposes a multilevel security mechanism for data communication by 
involving both cryptography and steganography mechanisms to incorporate high-
level security to the data and for large-area applications. Also, we have incorporated
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Fig. 1 Basic block diagram of multilevel security mechanism

Huffman compression to enhance the security as well as to increase the data embed-
ding capacity. The data is first encrypted using a qubit encryption mechanism. It 
is then compressed using Huffman compression for embedding in the cover image. 
The rest of the paper is organized as follows: Sect. 2 gives the literature survey. The 
proposed mechanism is shown in Sect. 3. Section 4 provides the setup parameters. A 
thorough analysis of results is done in Sect. 5 followed by conclusion and references. 

2 Literature Survey 

Table 1 given below provides the literature survey used till date.
Table 1 shows that the various multilevel techniques available in the literature 

use various encryption and steganography mechanisms to enhance the security of 
the data. But very few techniques use compression techniques in their proposed 
mechanism. Also, very few researchers have worked on the pseudo random LSB 
approach to embed the data in an image. Thus, our proposed technique aims not only 
at increasing the embedding capacity but also at securing the data to great extent. 

3 Proposed Mechanism 

The proposed mechanism involves three stages: Encryption, Compression and 
Embedding. 

Encryption 

Figure 2 shows the detailed encryption process used in the proposed mechanism. It 
involves substitution, permutation and diffusion processes. Each of them involves
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Table 1 Literature survey 

Proposed by Cryptography 
technique used 

Steganography 
technique 
Used 

Compression 

Masud Karim et al. [3] Encryption using 
secret key 

Modified LSB Huffman compression 

Gokul et al. [4] Visual 
cryptography 

LSB (Least 
significant Bit) 

– 

Shailender Gupta et al. 
[5] 

RSA + Diffie 
Hellman 

LSB – 

Mohammad et al. [6] Diffie Hellman LSB – 

Nivedhitha et al. [7] DES LSB – 

Ramakrishna Mathe 
et al. [8] 

Diffie Hellman LSB – 

Md. Rashedul Islam 
et al. [9] 

AES LSB 
using Status bit 

– 

Aung et al. [10] AES DCT – 

Shingote Parshuram 
et al. [11] 

AES LSB – 

Sangeeta Dhall et al. 
[12] 

Vigenere Pseudo random LSB Huffman compression 

Mohamed Elhoseny 
et al. [13] 

AES + RSA DWT – 

Ashraful Tauhid et al. 
[14] 

AES LSB + DWT – 

Nabanita Mukherjee 
et al. [15] 

Dynamic Pairing 
function 

PVD (Pixel Value 
Difference) 

–

the use of a key generated from the quantum logistic map to make the encryption 
key-dependent process for a highly secured mechanism.

The quantum chaotic map with the lowest order quantum corrections is followed 
[15]. The x(i), y(i) and z(i) values are taken as keys to make the encryption process 
unique. Even for single bit of change in key or initial conditions makes up a unique 
encryption process. 

The data is passed through the substitution block where the values of the data are 
replaced with the new values using a dictionary. The dictionary contains a new value 
for possible values which is dependent on the key. For different keys, the dictionary 
to be used is unique. Then the substituted data is passed to the permutation block, 
where the data is shuffled. The unique positions at which data is to be shuffled are 
generated for the key. Then the shuffled data is further changed in the diffusion block. 
In this block, the data is XORed with the sequence of key of the same size as of data 
to get the encrypted data.
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Fig. 2 Block diagram of encryption process used in proposed security mechanism

Compression 

Now to further increase the security of the mechanism and also to increase the 
embedding capacity as faced by other researchers available in the literature, data is 
compressed. The Huffman compression is used to compress the data as it requires 
less storage space and its lossless behavior [16]. 

The compressed data is now to be embedded in the cover image. 

Embedding 

Figure 3 shows the detailed embedding process used in the proposed mechanism.
Now for the embedding process first the edges present in the image are detected. 

This is due to the fact that the change in data of the edges cannot be visually detected.
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Fig. 3 Block diagram of embedding process used in proposed security mechanism

The edges are detected using the canny edge detection filter. This improves the 
anti-noise ability and keeps the edge image more clearly [17]. 

The position of edges is detected where the data in the LSB of the pixels need to 
be embedded. The positions are scrambled using the quantum map to make the data 
scrambled and increase the security of data. The data is then embedded in the LSB 
positions of the edges randomly. 

The process to retrieve the data at the receiver’s end is just the reverse of the 
encryption process. 

4 Setup Parameters 

Table 2 provides simulation setup parameters used, while performing different 
experiments using the proposed mechanism.
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Table 2 Simulation setup 
parameters 

Processor 1.50 GHz Intel Core i3 

Operating system Windows 8 

Image type .jpg,.jpeg 

Simulation tool MATLAB version: R2014a serial update 2 

Image type RGB 

5 Result 

The MATLAB version R2014a software is used to simulate all the results. The 
simulation results of the proposed mechanism demonstrated below are the average 
for 10 different images for the below-mentioned performance matrices: 

Visual Perceptibility Analysis 

For the desired multilevel security mechanism, the distortions introduced in the cover 
image because of the data embedding process must not be recognized by human eyes 
as shown in Fig. 4. 

It can be observed from Fig. 4 that the proposed technique does not show a 
perceivable change in the image. 

Quantitative Analysis 

The embedding process introduces distortion and noise in the cover image. It is 
essential to measure quantitative measures related to the quality. 

Bit Error Rate (BER): For desirable mechanism, BER must be low [15]. Table 
3 provides the BER of the proposed technique to the other techniques available in 
the literature.

Original Image Stego Image 

Fig. 4 Visual perceptibility of the proposed technique 
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Table 3 BER of the 
proposed technique to the 
other techniques available in 
the literature 

References BER 

[14] 1.54 

[15] 1.47 

Proposed 0.01019 

Table 4 MSE of the 
proposed technique to the 
other techniques available in 
the literature 

References MSE 

[14] 0.0339 

[15] 2.08 

Proposed 3.067 

Mean Square Error (MSE): For a desirable mechanism, MSE value must be low 
[15]. Table 4 provides the MSE of the proposed technique to the other techniques 
available in the literature. 

Peak Signal to Noise Ratio (PSNR): For a desirable mechanism, PSNR must 
be high [15]. Table 5 provides the PSNR of the proposed technique to the other 
techniques available in the literature. 

Universal Image Quality Index (UIQI): For a desirable mechanism, UIQI must 
be close to 1 showing similarity in the cover image and corresponding stego image 
[15]. Table 6 provides the UIQI of the proposed technique to the other techniques 
available in the literature. 

Structural Similarity Index Metric (SSIM): For a desirable mechanism, SSIM 
must be close to 1 showing similarity in the cover image and corresponding stego 
image [15]. Table 7 provides the SSIM of the proposed technique to the other 
techniques available in the literature.

Table 5 PSNR of the 
proposed technique to the 
other techniques available in 
the literature 

References PSNR (dB) 

[14] 62.89 

[15] 41.59 

Proposed 55.66 

Table 6 UIQI of the 
proposed technique to the 
other techniques available in 
the literature 

References UIQI 

[14] 0.9054 

[15] 0.9663 

Proposed 0.9857 
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Table 7 SSIM of the 
proposed technique to the 
other techniques available in 
the literature 

References SSIM 

[14] 0.93415 

[15] 0.9972 

Proposed 0.9985 

6 Conclusion 

In the proposed model, we have incorporated an encryption process which involves 
key-dependent substitution, permutation and diffusion blocks. This makes the mech-
anism more secured. Also, we have enhanced the embedding capacity of the model by 
involving the Huffman compression mechanism which is lossless in nature. Hence, 
the data can be completely restored. Also, the LSB steganography technique involved 
in the proposed model is not only randomized in nature but also the embedding is 
done in the edges present in the cover image. This helps in the visual perceptibility 
of the data that cannot be seen by the human eye. Experimental results depict that the 
proposed model shows the best results in BER, UIQI, SSIM and visually as compared 
to other latest techniques available in the literature. Our model shows comparable 
results in terms of PSNR and MSE. 
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Optimal AGC of Two-Area Multi-source 
Power System Incorporating ES Under 
Deregulated Environment 

Sandeep Rangi, Sheilza Jain , and Yogendra Arya 

1 Introduction 

In modern restructured electrical power systems, automatic generation control (AGC) 
is indispensable as it provides regulation and services by offering a balance in-
between total load demand plus power losses during transmission and total generated 
power. If the balance among generating company (GENCO) total power generated 
and distribution company demand plus losses is impeded, the power of tie line and 
area frequency, which are reliant on the system’s active of GENCO, deviate from their 
desired value [1]. An AGC scheme’s two objectives are to keep area frequency and 
power of tie line within prescribed limits [2]. In restructured framework, DISCO have 
the alternative to negotiate a power agreement with possible GENCO present in its 
own or alternative area for power transactions, resulting in a competitive atmosphere 
and enabling DISCOs to purchase power at lower rates. By overseeing all power 
exchanges between DISCOs and GENCOs, independent service operator (ISO) helps 
to ensure a secure and dependable operation. It offers a variety of additional func-
tions, and load frequency regulation is one among them, which is also known as 
AGC. The use of an AGC control strategy has a big impact on the performance of the 
system. In an open market scenario, Donde et al. [3] investigated a two-area system 
having a thermal generating unit. Arya et al. [4] later presented AGC of a two-area 
multi-source system having thermal reheat, diesel, hydro, and gas, which provides a
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more realistic perspective of the system. As a result, the redesigned power system’s 
study is limited to non-renewable energy-generating sources, while the utilization 
of renewable energy (RE) sources might open up various research gates. Modeling 
of RE sources like solar energy [5] and wind [6] is discussed in a variety of liter-
ature. Geothermal energy (GE) is another RE source that is a viable solution for 
medium and relatively larger-level electricity and space heating generation around 
the world. GE is a type of heat energy that the earth spontaneously retains within 
itself and hence derives directly from the crust [1]. However, GE is a unique method 
of generating power, and it has been incorporated into AGC research by very few 
[1]. Researchers have introduced various classical and smart ways to cope with AGC 
issues, i.e., to optimize controller gains in the restructured system but in contrast to 
other approaches, optimal control approaches used on restructured power systems 
exhibit excellent and robust in terms of dynamic performance [4, 7–11]. 

Aside from control strategies incorporating the energy storage (ES) device in 
restructured power systems, it impacts the system performance significantly. As a 
result, energy storage elements RFB [1, 4, 9, 12–15] have been included to make sure 
that power is consistently reached load while retaining the system cost modestly. 

In the context of the foregoing, the primary objectives for the study can be stated 
as follows: 

(a) The optimal controller has been implemented on two-area restructured system 
comprising thermal-GTPP and diesel-GTPP GENCOs. 

(b) The efficiency of the OC is validated for system parameter variation and different 
scenarios of power transactions. 

(c) The role of RFB has been explored in order to boost the studied system’s dynamic 
performance in restructured interconnected power system. 

2 System Models 

In a deregulated power environment, a two-area system with the same capacity is 
proposed for study. There are basically two systems considered for the study. The 
first system is (i) two-area multi-source containing one thermal unit and GTPP unit 
in area 1 and a diesel unit and GTPP unit in area 2: (ii)The same system as (i) along 
with RFB incorporated in each area which can be seen in Fig. 1.

3 State Space Modeling 

The following state space differential equation describes the state space model of 
two-area multi-source restructured system [16, 17]: 

X = AX  + BU + ΓPD (1)
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Fig. 1 Block diagram of the interconnected two-area multi-source power system having Thermal-
GTPP-Diesel-GTPP

Y = CX (2) 

where X is the state vector matrix with dimension 13×1, Γ is the disturbance vector 
matrix with dimension 6×1, Y is the typical output vector matrix with dimension 
13×1, and U are control vectors with matrix dimensions 2×1 for  the two-area system.  
Where A is system B is output matrix of dimension both have dimension 13×13, 
B is the input distribution of dimension 13×2, and Γ is the disturbance distribution 
having dimensions of 13×6 for the system. 

[X ] =
[
Δ f1Δ f2ΔPG1ΔXtΔPG2ΔXg1 ΔXdΔPG4ΔXg2ΔPtie12actual

{
AC E1dt

{
AC E2dt

]T 

Disturbance vectors: 

[PD] = [ΔPL1ΔPL2ΔPUC1ΔPL3ΔPL4ΔPUC2]T 

Control vectors: 

[U] = [ΔPC1ΔPC2]T
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and
ΔPC denotes the area control signal, while power demand for DISCO is denoted 

by ΔPL and ΔPUC for the uncontracted power demand of that control area. 

4 Simulation Results and Analysis 

The performance of OC is evaluated using three different power exchange scenarios 
in an open market environment. 

Scenario 1: Poolco-Based Transactions—DISCOs deal with GENCOs which are 
present inside the same control area for power transactions in this scenario [8, 13]. 
Only DISCOs from the same control area GENCOs are intended to demand the load. 
Let the power demand of DISCOs for this scenario is equal to 0.2 puMW. The relative 
DISCO participation matrix (DPM) for the scenario is given as 

DPM = 

⎡ 

⎢⎢⎣ 

0.6 0.5 0 0  
0.4 0.5 0 0  
0 0  0.7 0.6 
0 0  0.3 0.4 

⎤ 

⎥⎥⎦ (3) 

The DPM elements cpf13, cpf14, cpf23, and cpf24 are set to zero because DISCOs 
of any area are not permitted to seek power from GENCOs present in different areas. 
ACE participation factors for GENCO s for the first control area are considered as 
apf1 = 0.55 and apf2 = 0.45, and for DISCOs of area-2 apf3 = 0.5 and apf4 = 0.5 in 
all three scenarios. For poolco-based scenario, Ptiescheduled and steady-state power 
generation equations will be adjusted as follows:

ΔPtie1−2 scheduled =− (
(cpf31 + cpf41)ΔPL1 + (cpf32 + cpf42)ΔPL2)

)
(cpf13 + cpf23)ΔPL3 + (cpf14 + cpf24)ΔPL4 (4)

ΔPGi = cpfi1ΔPL1 + Cpfi2ΔPL2 + cpfi3ΔPL3 + cpfi4ΔPL4 (5) 

Considering Eqs. (4)–(5), in steady state GENCOs need to generate powersΔPG1 
= 0.22 puMW, ΔPG2 = 0.18 puMW, ΔPG3 = 0.26 puMW, and ΔPG4 = 0.08 
puMW.ΔPtie1-2 scheduled = 0 puMW. Since only GENCOs in that area can satisfy 
the demands of power for DISCOs in that area ΔPtie1-2 scheduled will be 0 puMW. 

Scenario 2: Poolco-Bilateral Transactions—In this power transaction case, 
DISCOs do have the liberty to negotiate for power transaction with their very own 
control area GENCOs as well as GENCOs of other control areas [8, 9, 13]. For this 
case, the electrical power needed for all the DISCOs is equal to the power demand 
that is presumed identical, i.e., 0.5 puMW. The relative DPM for scenario is given 
below
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DPM = 

⎡ 

⎢⎢⎣ 

0.2 0.4 0.3 0.3 
0.3 0.3 0.3 0.2 
0.2 0.2 0.2 0.3 
0.3 0.1 0.2 0.2 

⎤ 

⎥⎥⎦ (6) 

Considering Eqs. (4)–(5) GENCOs need to generate power as per contract as
ΔPG1 = 0.6 puMW, ΔPG2 = 0.55 puMW, ΔPG3 = 0.45 puMW, ΔPG4 = 
0.40 puMW, ΔPtie1-2 scheduled = 0.15 puMW according to the above-considered 
DPM. The simulated response from MATLAB Fig. 2h–l is used to validate the
ΔPtie12sheduled, ΔPtie12actual, ΔPtie12error, and GENCO outputs. Because of 
the combined effect of power demands from the load of all areas, scenario 2 has a 
large undershoot Fig. 2a–l and more settling time than the first scenario.

Scenario 3: Contract Violation—In some situations, DISCOs may infringe agree-
ment by requesting additional load demand than is mentioned in the contract 
[8, 9, 13]. 

As this increased power demand of DISCO is not contractual, it had to be satisfied 
completely by GENCOs that serve the very same geographic area in which DISCO 
is present. 

For this case, scenario 2 is considered but DISCO-1 demand 0.1 puMW and 
DISCO-3 demand 0.2 puMW more power than mentioned in the contract, i.e., PUC1 
= 0.1 puMW and PUC2 = 0.2 puMW, respectively. Because of the higher power 
demands in both areas, the steady-state generation power output level of GENCOs 
for area-1 and area-2 will differ from what it was in scenario 2, and uncontracted load 
will be now shared according to apf1 and apf2 values in area-1, while for area-2 it will 
be determined by apf3 and apf4. Therefore,ΔPG1, CV = 0.6 + (0.55 × 0.1) = 0.655 
puMW andΔPG2, CV = 0.55 + (0.45 × 0.1) = 0.595 puMW. Similarly,ΔPG3, CV 
= 0.55 puMW andΔPG4,CV = 0.50 puMW; (Fig. 2a–f) however,ΔPtie12sheduled 
value during steady state will be same as in scenario 2. 

4.1 Comparison of System Performance with RFB 

In this section, scenario 2 of the restructured multi-source system is considered for 
the study, with energy storage devices RFB one in each area. OC is used to simulate 
the system model. The system model is first simulated without an ES device after that 
the dynamic response has been compared with the same system model when RFB is 
installed, illustrated in Fig. 3a–f. With RFB installed along with OC system shows 
better dynamic response with small undershoot/overshoot as well as when comes to 
settling time and size of oscillations compared to those of the system without ES 
devices.
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(a) (b) 

(c) (d) 

(e)                                                  (f) 

Fig. 2 Dynamic responses of Thermal-GTPP-Diesel-GTPP system with OC for various market 
transaction scenarios a Δf1, b Δf2, c ΔPtie12actual, d ΔPG1, e ΔPG3, and f ΔPG4
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(a)                                                        (b) 

(c) (d) 

(e) (f) 

Fig. 3 Dynamic performance of OC on Thermal-GTPP-Diesel-GTPP system without ES and with 
RFB a Δf1, b Δf2, c ΔPtie12actual, d ΔPG1, e ΔPG2, and f ΔPG4
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5 Conclusion 

The efficacy of ES device RFB on AGC performance enrichment of restructured 
power systems combining thermal, GTPP, and diesel units is studied in a deregulated 
electricity environment. The optimum control strategy is being utilized to conduct the 
simulations. The optimal controller’s (OC) resiliency is demonstrated for a variety 
of market transactions. For various market transaction scenarios, the efficiency of 
OC has been proved as simulation results are smooth and consistent reactions with 
low settling time. Furthermore, RFB enhances overall performance when compared 
to a system without energy storage devices by assisting immediate power when load 
demand increases. The dynamic responsiveness associated with RFB was shown to 
be significantly superior to the system without the ES device in the study. It has 
been shown that AGC requirement has been satisfied by OC as in all possible market 
transaction scenarios the frequency of both areas settled to zero in steady state, as 
well as values of scheduled tie-line powers of GENCOs matched from simulated 
values derived under various situations. The simulation results showed that OC is 
efficient for different possible market transactions and has a minor impact on system 
performance. 
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Real-Time Price-Based Optimal Energy 
Mix in Smart Distribution Network 

Raju Wagle, Pawan Sharma, Charu Sharma, and Mohammad Amin 

1 Introduction 

Global awareness about environmental concerns, economic challenges, and increased 
energy demand have encouraged power system operators to incorporate more renew-
able energy [ 1] in the power system. The transmission system operators (TSOs) focus 
more on reduced inertia [ 2] due to the large volume of DERs interfaced through a 
static conversion system. However, the distribution system operators (DSOs) have 
problems like terminal voltage rise, reverse power flow, thermal over the limit of 
cables, [ 3] and obtaining an optimal energy balance in the network. The technical 
impacts due to the increased integration of distributed energy resources (DERs) at 
distribution network can be addressed by the transition of conventional operational 
and management approaches to the smart distribution network (SDN) paradigm [ 4]. 

During recent years substantial explorations have been accompanied on the topics 
of optimal operation of SDN, and diverse techniques have been demonstrated in 
the literature [ 5– 8]. Most of the previous studies in SDN cover identifying optimal 
allocation and optimal sizing of DERs [ 9– 12]. In [ 9], the authors present a robust 
approach using Jaya Algorithm for optimal placement of DERs in radial distribution 
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networks to minimize the load demand. The optimum penetration level of augmented 
distributed generations is studied in [ 10]. In [ 11], allocation of fixed and portable 
energy storage devices (ESDs) is proposed to mitigate the uncertainties of critical 
DERs for alleviating voltage unbalance in the system. In [ 12], the uncertainty of 
multiple RESs is handled in SDN by considering total energy procurement cost as 
an objective function. 

Most of the research in smart distribution networks covers congestion manage-
ment [ 13, 14] loss payment minimization [ 15]. In [ 13], scheduling flexible energy 
resources of prosumers for reducing network congestion is done considering iterative 
distribution locational marginal price. Author [ 14] demonstrates implementation of 
the market-based approach in handling the congestion in the distribution network. 
The authors in [ 15] propose an appropriate way for reducing the losses payment 
considering a day-ahead energy market price in a distribution system with energy 
storage systems and demand response. 

In [ 16], the author presents economic environmental energy-saving day-ahead 
scheduling problem of power systems considering wind generation (WG) and 
demand response (DR) using multi-objective dynamic optimal power flow (MDOPF) 
to minimize fuel cost, carbon emission, and active power losses. An attempt to reduce 
the operating cost based on the local transactive market is analyzed for a radial dis-
tribution system in [ 17]. 

In this paper, an optimal energy mix is obtained based on the day-ahead RTP by 
formulating a mixed integer linear program to compute the optimization problem. 
The main contribution made by the authors in this article are: 

1. Develop a MILP to compute the optimization problem for a system with dis-
tributed generations (PVs and Wind), energy storage, and Microhydro Plants 
(MHPs). 

2. Obtain the optimal scheduling of charging and discharging of ESSs and generation 
schedule of MHPs based on real-time pricing. 

3. The efficacy of the proposed method is validated by achieving the energy bal-
ance by proper scheduling and reducing the power exchange from the upstream 
network. 

Section 2 describes the problem formulation approaches, especially the mathemat-
ical modeling of system components, objective functions, and operating constraints. 
Simulation Requirements, system data, cases, obtained results after simulation, and 
discussion is described in Sect. 3. Finally, the last section concludes the main con-
tribution of the work done in this analysis. 

2 Problem Formulation 

In this paper, an approach for optimal energy mix among PVs, WTs, ESS, MHP, 
and power exchanged from the upstream network are explored. In this section, for 
modeling of the system components, especially ESS and MHP, the main objective 
function to be fulfilled and corresponding operating constraints are discussed.
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2.1 Modeling of System Components 

In this subsection, the mathematical modeling of the system under consideration is 
described. Mainly, the mathematical modeling of controllable sources energy stor-
age system and MHP is highlighted. PV and Wind are considered as unregulated 
renewable energy sources for this analysis and hence a detailed description of them 
is left behind. 

2.1.1 Modeling of ESS 

ESS is modeled based on the linearized power output [ 15] between ± PESS 
rated . where 

PESS 
rated is the rated power output of ESS. The power output from the ESS for i number 

of setpoint is given by 

PESS 
out (i) = 

PESS 
rated − (−PESS 

rated ) 
N ESS setpoint − 1 

∗ (i − 1) − PESS 
rated , for i = 1, 2, ..., N ESS setpoint (1) 

where, PESS 
out (i) is the output power from ESS at ith setpoint. PESS 

rated is the rated power 
of ESS. N ESS setpoint is the number of setpoint level of ESS. The ESS can operate at one 
setpoint at a time. This defines a constraint for the ESS setpoint. 

Relative change of ESS state of charge (SOC) level due to ESS operation at a time 
is defined as the ratio of power output at that time to rated energy of the ESS EESS 

rated . 
The relative change in SOC is given by Eq. (2). 

ΔSOCESS 
t = ± t 

EESS 
rated 

∗ PESS 
out (t), tεT (2) 

The SOC of ESS at a particular time is the sum of relative change in SOC and the 
SOC of ESS at an instant prior to that particular instant. Equation (3) 

SOCESS 
t = SOCESS 

t−1 + ΔSOCESS 
t (3) 

the state of charge of ESS is limited to minimum and maximum values defined before 
the optimization process. This will define a constraint for the operation of ESS. 

SOCESS 
minimum ≤ SOCESS 

t ≤ SOCESS 
maximum (4) 

The charging and discharging power can be obtained by considering the output 
power from the ESS. If the power output is less than zero, then the charging action is 
performed in ESS, while if the power output is higher than one, then the discharging 
action is performed. Equations (5) and (6) are the conditions for the ESS to be in 
charging or discharging mode based on the SOC and power output from ESS.
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Table 1 Technical characteristics and operational limit of ESS [ 15] 

Parameter Value Unit 

PESS 
rated 0.6 MW 

EESS 
rated 1 MWh 

SOCESS 
initial 0.2 – 

SOCESS 
minimum 0.1 – 

SOCESS 
maximum 0.9 – 

N ESS setpoint 4 – 

PESS 
Charging = PESS 

out , if P
ESS 
out < 0 (5) 

PESS 
discharging = PESS 

out , if P
ESS 
out > 0 (6) 

Table 1 lists out the technical and operational limits of ESS considered in this 
analysis. 

2.1.2 Modeling of MHP 

MHPs are small hydropower plants [ 18], especially designed to fulfill the local power 
demand in a small community. Normally, the MHPs are only operated when they are 
to fulfill the minimum amount of load demand to make the operation economical. 
In this analysis, MHP is designed as linearized power output between the minimum 
and maximum power outputs for a specific level of operational setpoints. Equation 
(7) gives the linearized output of the power output from MHP. 

PMHP (i) = 
PMHP 
max − PMHP 

min 

N MHP 
setpoint − 1 

∗ (i − 1) + PMHP 
min , i = 1, 2, ..., N MHP 

setpoint (7) 

To optimize the power output from MHP, a new binary optimization variable is y 
introduced. y check the suitable power output from MHP for the economic operation 
of MHP. The power output of MHP is given by Eq. (8). 

PMHP 
out =

∑
y ∗ PMHP (8) 

However, this power output PMHP 
out is desired to be operated at a range of minimum 

and maximum set values. This defines two operational constraints Eqs. (9) and (10). 

PMHP 
out ≥ PMHP 

minimum (9) 

PMHP 
out ≤ PMHP 

maximum (10)
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Table 2 Technical characteristics and operational limit of MHP [ 18] 

Parameter Value Unit 

PMHP 
maximum 0.8 MW 

PMHP 
minimum 0.2 MW 

Fixed cost 0.0315 Eur/MW 

Operational CostMHP 
limit 0.5 Eur/day 

N MHP 
setpoint 4 – 

MHP is designed to operate at a limited operational cost due to the limitation of 
operating manpower in remote isolated areas and to minimize the losses incurred 
during the operation. Equation (11) gives the expression for operation cost at a 
particular setpoint of operation. Fixed cost in the expression is a factor that is required 
just to operate the MHPs. 

Operational CostMHP 
setpoint = Fixed Cost ∗ PMHP 

out (i), i = 1, 2, ..., N MHP 
setpoint (11) 

The total operational cost given by Eq. (12) is defined as the cost of operation for 
a particular level of operation of MHP 

Total Operational cost =
∑

y. ∗ Operational CostMHP 
setpoint (12) 

where y is the binary optimization variable to check the level of the setpoint of 
operation of MHP. The total operational cost is limited by a constraint to manage 
the economics of the MHP operation. Equation (13) gives the constraint to limit the 
operational cost of MHP. 

Total Operational cost ≤ Operational CostMHP 
limit (13) 

Table 2 lists out the technical and operational limits of MHP considered in this 
analysis. 

2.1.3 Modeling of Power Balance 

In order to balance the supply and demand of energy in the SDN, the following power 
flow constraints and operational limits [ 15] should be satisfied. The fundamental 
concept behind this is to fulfill the power demand by power production from available 
different sources. Equations (14) and (15) give the power balance equation for the 
study.



216 R. Wagle et al.

Table 3 Power import and 
export limit of SDN 

Parameter Value Unit 

Pimport 0.8 MW 

Pexport 0.8 MW 

PTt + Pwind 
t + PPV 

t − PDt + PESS 
t + PMHP 

t = 0 (14) 

QTt + Qwind 
t + QPV 

t − QDt + QMHP 
t = 0 (15) 

where 
PTt and QTt are the net active and reactive powers transferred from the upstream 

network. PPV 
t , Pwind 

t , PDt , Pch 
t , P

dch 
t , PMHP 

t , Qwind 
t , QDt , and QMHP 

t are the active 
and reactive power generation and demand from PV, wind, battery, load, and MHP, 
respectively. However, in this analysis, only active power balance is considered as a 
part of optimization approach. 

To use the DERs as a first priority source of a generation when the power import 
and export from the upstream network is limited to some power import and power 
export limit. The power will be exported from the SDN if their excess power gener-
ation from DERs and will be imported from the upstream network if there is local 
generation that may not fulfill the load demand. These imports and exports are defined 
as the power exchange. 

PTt = Pwind 
t + PPV 

t − PDt + PESS 
t + PMHP 

t (16) 

The power transferred can be defined as import or export depending on the following 
cases 

PT =
{
Pimport 

Pexport 

ifPT < 0 
ifPT > 0 

(17) 

The import and export limits are given by Eqs. (18) and (19) (Table 3) 

Pexport ≤ PTlimit (18) 

Pimport ≥ −PTlimit (19) 

2.2 Objective Function 

The main objective of the proposed method is to provide the optimal energy mix for 
DERs, especially ESS and controllable MHP in order to maximize the profit from 
optimal energy sharing from different energy sources. The following optimization 
problem is solved:
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Profit =
∑

tεΩT 

ECt (20) 

ECt =
∑

iεn

[
PESS i − PD i

]
∗ poolpricei +

∑

iεn

[
PMHP 
i + Pwind i + PPV i

]
∗ average(poolprice) (21) 

where Profit is the total profit obtained while balancing the energy supply and demand 
and ECt is the hourly cost of energy at time t. The hourly energy price for wind, PV, 
and power from the MHP is considered the average of the pool price. Proper allocation 
of energy from ESS controllable MHP will increase the profit from the total cost paid 
for the energy balance. 

2.3 Operating Constraints 

Some of the operating constraints that have to be fulfilled are described below. Con-
straints are Eqs. (4), (9), (10), (13), (18), and (19). 

3 Simulation Results and Discussion 

3.1 Overall Methodology 

The block diagram shown in Fig. 1 describes the overall methodology of obtaining 
optimal energy mix in SDN. Initially, the load data and the generated data from 
DERs (PV and Wind) are measured/predicted for a period of 24 hour and stored in a 
database. Mathematical models of ESS and MHP are developed with their operational 
conditionals and constraints. Then the processed data and the models are fed to 
an optimization block. The optimization block performs optimization based on the 
objective function described in Eq. (21). The optimization process is executed until 
the optimal solution fulfilling all the requirements described in Sect. 2.3. Finally, an 
appropriate energy management system is achieved for optimal energy mix in SDN 
by scheduling the operation of ESS and MHPs in an optimal fashion. 

3.2 System Data 

Figure 2 shows the layout of the considered system. The distribution network consid-
ers is a network with 30 numbers of households. For now, the network configuration 
and network parameters are not considered in this analysis. The load data in the net-
work are measured and accumulated on an hourly basis and fed into the optimization
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Fig. 1 The overall process of obtaining optimal energy mix 

model as a single load profile. Table 4 shows the data [ 12] for load demand, fore-
casted PV, and wind generation. The electricity price of the network is taken from 
[ 22] and is shown together with hourly load and generation profile of PV and wind 
in Fig. 3. The energy price from the DERs (PV and wind) are taken as the average 
of the pool price to maintain constancy in the price paid to the prosumers [ 21]. 

3.3 Simulation Studies 

The proposed optimization algorithm is implemented in a MATLAB environment 
running on Intel (R) Core (TM) i5-8265U CPU@1.60 GHz 8GB ram and 64-bit 
operating system. An optimization is performed for the given system data described in 
the previous section. Figure 4 shows the state of charge and charging and discharging
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Fig. 2 System layout of SDN distribution network 

Table 4 Forecasted hourly demand, the output power of wind turbine, and PV 

Hour of day Total load demand[ 15] PWind  
t [ 19] PPV 

t [ 20] 

1 1.0785 0.3260 0 

2 1.0110 0.3520 0 

3 0.9360 0.3544 0 

4 0.8820 0.3520 0 

5 0.8730 0.3524 0 

6 0.8820 0.3524 0 

7 0.9000 0.3812 0 

8 0.9495 0.3948 0.008 

9 0.9660 0.3940 0.050 

10 1.0950 0.3848 0.125 

11 1.1895 0.4000 0.418 

12 1.2660 0.3916 0.511 

13 1.3125 0.3780 0.516 

14 1.3020 0.3104 0.475 

15 1.2765 0.2692 0.418 

16 1.3125 0.2364 0.254 

17 1.4265 0.1948 0.050 

18 1.5000 0.1864 0 

19 1.4715 0.1492 0 

20 1.4229 0.1356 0 

21 1.3500 0.1356 0 

22 1.3125 0.1488 0 

23 1.2015 0.1572 0 

24 1.0830 0.1356 0



220 R. Wagle et al.

Fig. 3 Day-ahead tariff from Nord Pool [22], output power from wind, PV, and variation in load 

Fig. 4 State of charge of ESS

22
 13764 26494 a 13764 26494 a
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Fig. 5 Power exchange profile 

profile of ESS. ESS is charged when the energy price from the upstream network is 
lower and discharged to supply the energy at a higher price. 

Similarly, Fig. 5 shows the power exchange profile between the SDN and the 
upstream network. Positive values of power exchange indicate that power is exported 
to the upstream network. In contrast, the negative value indicates that the power is 
imported to the SDN to balance the energy demand. If we analyze the power profile, 
then SDN tries to export the power when energy price from the upstream network is 
higher than the energy price from the available DERs, ESS, and MHPs. 

Figure 6 shows the power production schedule from the MHP. MHP operates 
first to fulfill the local demands first. Two case study figures are presented here to 
show how the generation profile changes with the change in the price of the power 
production from the MHPs. When the price is lower for MHPs, they operate for more 
time than when the price is higher. 

To check the effectiveness of the proposed energy mix methodologies following 
two cases are studied. In the first analysis, the energy price from DERs is considered 
the average of the energy price from the upstream network. The total power export 
from SDN to the upstream network is evaluated in this condition. A similar analysis 
with reduced energy price from DERs (20 % below the average energy price in this 
case) is performed, and the total power export from SDN is obtained. Table 5 shows 
the comparison of power export from the SDN to the upstream network in these two 
scenarios. When the energy price from the available DERs is lower, DERs will first 
fulfill the energy demand for loads and then start producing more power to export 
energy to the upstream network. From Table 5, it is also observed that energy export 
at a reduced price is more.
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Fig. 6 Power output from MHP
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Table 5 Energy export from SDN 

Energy price from DERs Energy export Unit 

At average of pool price 1.9857 MWh 

At 20% below of average of pool price 2.1857 MWh 

3.4 Discussion 

From the analysis, we observed that the load demand is fulfilled first from DERs as 
the energy price from DERs is lower than that of the upstream network. With the 
increase in generation from DERs, the power exchanged is reduced. The charging 
of the ESS is performed when the energy price from the upstream stream is lower 
and is discharged to fulfill the load demand (not covered by DERs) when the pool 
price is higher. Similarly, MHPs operate in those instances when the energy price is 
lower than the energy price from the upstream network. The MHPs are only operated 
either to produce power at/above minimum setpoint value or to stop production for 
making the operation economical. Depending on the energy requirement, the MHPs 
are operated at different setpoints. However, MHPs also produce more energy when 
their operation makes the energy cheaper than buying from the upstream network. 

4 Conclusion 

This paper presents the optimal energy mix in a smart distribution network consid-
ering the day-ahead real-time energy price of the network. Optimal scheduling of 
charging and discharging of the ESS and local generation MHP to maximize the profit 
by optimal scheduling of ESS and MHP in the distribution network is observed. This 
method can achieve the energy balance by utilizing energy sources that can produce 
energy at a lower price. Also, we will achieve cost-effective management of energy 
resources in a smart distribution network. The distribution system operator can plan 
for scheduling generation from DERs and order the deficit amount of energy from 
the upstream network in an optimal way using this approach. Future research in 
this orientation can be the implementation of regulated DERs considering network 
configuration and parameters of the SDN. 
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Path Planning of Quadrotor Using A* 
and LQR 

Ritika Thusoo, Sheilza Jain, and Sakshi Bangia 

1 Introduction 

Unmanned Aerial Vehicles (UAVs) are aerial robots which can be controlled 
autonomously or remotely by a pilot at the ground station. The UAVs can be can be 
classified as rotor-type or fixed wing type according to their wing type [1]. Multirotor 
such as Quadrotors are categorized as rotor type UAVs. Hexacopter and Octacopter 
are also rotor-type UAVs. The Quadrotors have gained popularity in recent years 
as they are employed for aerial mapping and surveying, post-disaster administra-
tion, examination of crops, medicine delivery [2], border patrolling and surveillance. 
Many universities and companies are working on different types of UAVs to make our 
lives better, like Amazon is working on 30 min aerial delivery using drones known 
as Amazon Prime Air [3]. Quadrotors can take-off without a runway and land in 
uncertain terrains. Simple design and ease of manufacturing are some other features 
of Quadrotors. 

Control and Path planning are two very important problems of any UAV. The 
control of Quadrotor is based on designing a control mechanism which will help 
it to remain in air and move from one place to another without crashing. There 
are various types of control techniques mentioned in the literature. A non-linear 
control law is applied to control the designed Quadrotor model. Equations known 
as Newton–Euler equations are applied to get the dynamic model of Quadrotor. 
Backstepping control law is intended to control the position (translational motion) 
and attitude angles (roll, pitch and yaw angles) which are responsible for the motion 
of Quadrotor. The method uses Lyapunov’s theory of stability to obtain a stable 
system of Quadrotor [4]. To overcome any external disturbances that might affect 
the stability of the quadrotor system a new nonlinear robust controller is determined
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known as saturation integral backstepping control (SIBC) [5]. A cascade controller 
P-PID is executed to achieve stability in indoor and outdoor flights. The designed 
controller was tested on a real-mode and the desired flying performance was achieved 
[6]. 

The Path planning problem involves designing an algorithm which enables the 
Quadrotor to reach from one source to destination without crashing into any obsta-
cles [7]. The trajectories followed by the Quadrotors must be smooth and dynamic. 
Path planning algorithm can be categorized as: Graph-search method and sampling-
based methods. Algorithms, such as Dijkstra, D star (D*) algorithm, and A star (A*) 
algorithm, use graphs to seek out a collision-free shortest path in two-dimensional 
space. These methods provide an optimal solution with increased computational 
effort. They are useful when the map size is less whereas for searching in maps with 
higher size, Sampling-based methods are used [8]. 

A survey was done on the various path following methods which focused primarily 
on Quadrotors. The techniques used on the Quadrotor model were the Backstepping 
control algorithm and Feedback Linearization method, and Non-Linear Guidance 
Law (NLGL) and Carrot-Chase algorithm. The efficiency of these techniques was 
tested on a Quadrotor system [9]. 

Quadrotor system dynamics are controlled using PID and LQR technique. The 
path planning algorithm used to control the system is A star and the algorithm used 
to track a defined path is done using the LQR Algorithm [10]. 

This paper is focused on the path planning of a Quadrotor model which is simu-
lated in a Simulink model. The control mechanism implemented for the Quadrotor 
is the Backstepping control technique which is mentioned in Sect. 2. The path plan-
ning implementation on the system is discussed in the 3rd section. The results and 
discussion are mentioned in Sect. 4 whereas Sect. 5 talks about the conclusion of 
this paper and its future scope. 

2 Backstepping Control of Quadrotor 

Quadrotor has four equidistant rotors attached on all the edges of a ‘X’ frame. The 
Flight controller (FC) such as PixHawk FC, Naza FC, KK2.5.5 and microcontroller-
based FC (Arduino or Raspberry Pi micro controller) is placed at the center of the 
Quadrotor Frame. The frame material can be plastic, carbon fiber or epoxy glass. 
The dynamics of the Quadrotor can be simulated using software like MATLAB and 
Simulink. The Newton–Euler equation can be used to design a Simulink model of the 
Quadrotor. Figure 1 shows the diagram of the Quadrotor Frame in ‘X’ configuration 
[11]. The other configuration that can be used to design a Quadrotor frame is ‘+’ 
configuration. The pair of rotors 1 and 3, rotate in the right-handed direction and the 
pair of rotors 2 and 4 rotates in the left-handed direction. A Brushless DC (BLDC) 
motor helps the four rotors to generate adequate thrust for lift-off. The thrust produced 
by each motor is depicted as, F1, F2, F3 and F4 in Fig. 1.
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Fig. 1 Diagram of quadrotor 

Quadrotor system is a rigid body [12] which is described in the inertial frame(E) 
with respect to Earth and body frame(B). The body frame is presumed to be affixed 
to the frame of the Quadrotor system [13]. This is represented in Fig. 1. 

The rotational angles of Quadrotor are roll angle, pitch angle and yaw angle. They 
are denoted by the symbols as: ϕ (phi) for roll angle, θ (theta) for pitch angle and 
ψ (psi) for yaw angle. The motion in x, y and z directions in 3D space is known as 
translational motion. Newton–Euler equations can be used to denote the equations 
of motion for a Quadrotor system, and they can be represented by the following set 
of Eqs. (1)–(6): 

θ ,, Ixx  = (−F1 − F2 + F3 + F4) ∗ darm (1) 

ϕ,, Iyy  = (−F1 + F2 + F3 − F4) ∗ darm (2) 

ψ ,, Izz  = (Tm1 − Tm2 + Tm3 − Tm4) ∗ darm (3) 

x ,, = 1 

massQuad 
∗ 

4∑

1 

Fi [(sin(ϕ) ∗ sin(ψ)) + (cos(ϕ) ∗ cos(ψ) ∗ sin(θ )] (4)



230 R. Thusoo et al.

y,, = 1 

massQuad 
∗ 

4∑

1 

Fi [(sin(ψ) ∗ sin(θ ) ∗ cos(ϕ)) − (cos(ψ) ∗ sin(ϕ)] (5) 

z,, = ( 
1 

massQuad 
∗ 

4∑

1 

Fi [cos(ϕ) ∗ cos(θ )]) − g (6) 

where Fi the thrust of the motors 1–4, darm denoted the Quadrotor arm length, Tm 

describes torque that will be generated by a BLDC motor. There are four motors 
that are attached at the end of each propeller. Ii signifies the moment of inertia with 
respect to each axis and massQuad represents the Quadrotor mass. 

In Eqs. (1)–(6), the system of equations derives equations for the following param-
eters: phi, theta, psi, x, y and z. These equations are further solved to obtain the 
Quadrotor model as designed in paper [4] which is taken as a reference. Based on 
these equations a Quadrotor model is designed in Simulink as shown in Fig. 2. The  
parameters depicted in this figure such as: Xd, Yd, Zd, Phid, thetad and Psid denote 
the desired input values of the parameters: x, y, and z (these describe the translational 
motion), and roll, pitch and yaw angles (these describe the rotational motion, also 
known as attitude). 

The Simulink model for the Quadrotor system is divided into two parts. The 
inner subsystem and outer subsystem. In the inner system, the height (motion in z-
direction) and rotational angles (or attitude angles) are controlled using PID control 
law. The PID controller gains are adjusted by means of an inbuilt feature of PID 
block in Simulink, known as PID Tuner. Since, the system displays non-linear char-
acteristics, feedback linearization control technique can result in the elimination 
of beneficial nonlinearities. Subsequently, the backstepping control technique [14] 
has more flexibility than the feedback linearization method [15]. This is done by 
obtaining “Virtual controls” or “pseudo controls” [16]) which act as the inputs for 
the inner subsystem. They are denoted by phid and thetad which is the desired roll 
angle and desired pitch angle. The relation between phid and thetad virtual inputs

Fig. 2 Simulink model of quadrotor using backstepping control 
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Ux and Uy are given below in Eqs. (7) and (8) [4]. The virtual inputs for the inner 
subsystem are the outputs obtained for the outer subsystem. 

ϕd = arcsin
(
(Ux ∗ sin(ψd

)
) − (

Uy ∗ cos(ψd )
)

(7) 

θ d = arcsin

((
(Ux ∗ cos(ψd

)
) + (

Uy ∗ sin(ψd )
)

cos(ϕd )

)
(8) 

3 Path Planning of Quadrotor 

The Quadrotor model designed in Sect. 2 mimics a physical Quadrotor system which 
uses the control technique to stabilize its motion once in flight. The system after 
successful take-off needs to move from one place to another. This can be done either 
manually by using a remote control or by automatically by a path planning algorithm 
code on-board where information of the environment may or may not be known to the 
Quadrotor system. The Quadrotor in Sect. 2 is assumed to have successfully taken-off 
and provide its current location to our path planning algorithms. There are numerous 
techniques mentioned in the literature for path planning. Two such algorithms are 
Astar search Algorithm and Linear Quadratic Regulator (LQR) algorithm. 

A star  

A Star search algorithm is an expansion of the Dijkstra technique that has a superior 
computational capability. It is a type of greedy algorithm [17]. It forms search tree 
diagram by using priority search to find the optimal solution. An evaluation function 
determines the cost of all the nodes to the destination node [18]. It is represented by 
Eq. (9) where F(n) is the evaluation function. G(n) is cost of the lowest cost from 
source S to destination N. H(n) is the lowest cost between the current node under 
evaluation to destination. Among two adjacent nodes, the node that has the lowest 
cost is selected next and the current node is updated. The process is imitated until 
the shortest path to the target is obtained. 

F(n) = G(n) + H (n) (9) 

The current location of the Quadrotor model is given as the starting point location 
of the A star Algorithm. The algorithm then searches the shortest path to the target 
in the map. Some obstacles are also considered in the map which test the algorithm 
for our designed systems. 

Linear Quadratic Regulator (LQR) algorithm. 

LQR-based path planning algorithm computes control u optimally. Control u is the 
command given to the system to change its direction angle to reach the destination



232 R. Thusoo et al.

on a predefined path. The LQR algorithm is represented as shown in Eq. (10): 

u = 

⎡ 

⎢⎣

(/||||
db 

(db − d)

||||

)
∗ d +

Γ|||2 ∗
(/||||

db 
(db − d)

||||

)
+ (q22 ∗ vd) 

⎤ 

⎥⎦ (10) 

where db is the confined zone along the defined path and Vd = v *sin(ϕ−θ ) is the  
cross trail error velocity [19]. The matrix Q is given by 

Q =
[
q11 q12 
q21 q22

]

where q12 = q21 = 0 and q11 =
||| db 
db−d

|||. The path planning performance can be varied 

by choosing appropriate db and q22. A set of waypoints is given to the system and 
the current location of the quadrotor is given as the starting location of the quadrotor 
for the path planning algorithm. 

4 Results and Discussion 

First, a Simulink model of the Quadrotor system is designed. This model is developed 
using a set of equations that are derived using the concept of Newton–Euler equations 
of motion. The designed model is controlled for its six parameters namely, roll, 
pitch, yaw and translational motion along x, y and z axis. A technique known as the 
Backstepping control is used to obtain the desired output responses. The Fig. 3 shows 
the response of all six parameters for flight control using the Backstepping control 
technique. These parameters are known as roll (phi angle), pitch (theta angle), yaw 
(psi angle), altitude and motions along x and y axis.

The result of this simulation is then given as the current location of the Quadrotor, 
in terms of x and y. This x and y are used in the A star search algorithm. As shown in 
Fig. 4, Fig.  5 and Fig. 6 the target and obstacles are changed in every case and with 
different starting points.

Since, the location of target and obstacles is varied for each case and is used 
defined, there is difference in the execution time of around 29.396, 18.4122 and 
23.0539 s for case 1, 2 and 3, respectively. 

Several waypoints are defined for the Quadrotor system in LQR and the starting 
location of the designed Quadrotor system as coordinates for (x, y) to the LQR 
algorithm. The responses for varied starting locations are shown in Fig. 7, Fig.  8 and 
Fig. 9. The system is made to track a set of waypoints. The path tracked is depicted 
with pink line and the desired path is shown with black dotted lines. The time taken by 
the algorithm to execute the tracking of the waypoints for different starting locations 
is given in Table 1.
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Fig. 3 Output Response of Quadrotor using Backstepping control

Fig. 4 Output Response of a star search algorithm-case 1
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Fig. 5 Response of a star search algorithm-case 2

5 Conclusion and Future Scope 

A Mathematical model Quadrotor using equations of motion (based on Newton– 
Euler equations) is developed in Simulink. The model dynamics such as altitude 
angles, position and the altitude is controlled in two subsystems, inner and outer 
subsystem. The attitude (rotational) angles and the altitude is controlled by PID 
control law. The outer subsystem which contains the control of the dynamics of the 
system for motion in x and y direction is done using Backstepping control. The output 
of this outer subsystem acts as virtual inputs (desired inputs) for roll angle and pitch 
angle. The response of the complete system to step change in input is obtained and 
displayed graphically. This system’s current location is then given as a starting point 
to the path planning algorithm which are implemented. The Path planning algorithms 
implemented are A star search algorithm and LQR algorithm. Two techniques are 
used: A star path planning Algorithm and LQR algorithm. The A* (A star) algorithm 
is implemented in the presence of obstacles and the location of the obstacles and 
target is varied in each case. The algorithm was able to successfully obtain path 
planning results in less time. There was some delay due to the human interaction 
with the system to select the obstacle every time. The technique implemented next
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Fig. 6 Response of a star search algorithm-case 3

Fig. 7 Output Response of LQR algorithm (x = 6.5, y = 6.5)
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Fig. 8 Output Response of LQR algorithm (x = 2.5, y = 2.5) 

Fig. 9 Output Response of LQR algorithm (x = 10, y = 15)
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Table 1 Execution time of 
different starting points 

Starting location (x, y) Execution time (in seconds) 

(6.5,6.5) 7.001200 

(2.5,2.5) 3.493455 

(10,15) 2.506267

was the LQR algorithm in which obstacles were not considered but the execution 
time obtained was less than the A star algorithm. 

The techniques implemented in this paper are 2D in nature. In the future, 3D 
path planning techniques will be implemented on the Quadrotor model. Path plan-
ning techniques which are more computationally faster, and complex would also be 
implemented to test the efficacy of the designed Quadrotor system. 
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Studying the Effect of Heating 
on Synthesis of ZnO Nanoparticles 
Properties for Electromagnetic 
Applications 

Bahareh Dabaghiannejad, Sandeep K. Arya, and Sandeep Kumar 

1 Introduction 

Since nanotechnology was introduced to the world it has become a hotspot and 
center of attraction for researchers in various fields. As a very powerful human 
accomplishment it brings lots of changes and remarkable features in the physical 
and chemical properties of materials. Changing the size of a material from its bulk 
form to the particles of micrometer to hundreds of nanometer and to less than 100 
nanometers alters the behavior of material drastically [1, 2]. One of the achievements 
of nanotechnology is the enhancement in the surface area of produced material. As 
the size of particles goes down the surface area increases which means there are 
more atoms available at the surface level to interact with the outside environment 
and that results in significant changes in all kinds of properties such as electrical, 
optical, mechanical, etc. associated with a specific substance [2]. 

Nanoparticles with their modified properties, due to size reduction, react signif-
icantly different in compare to their bulks and as a result, they are used in many 
different ways and their applications become more diverse. Ranging from elec-
tronics/electrical/mechanics industry to biomedical studies, food and cosmetics, 
nanotechnology is rooting. 

Semiconductor nanomaterials [3] and Metal Oxide nanoparticles (MONPs) have 
unique properties that make them widely used in various industries. Among them
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owning both chemical and physical prominent properties Zinc Oxide (ZnO) nanopar-
ticles have grown a great amount of attention. ZnO is a white powder that has many 
applications in various industries such as cosmetics [4], rubber [5], textile industry 
[6] drug delivery [7] etc.  

There are several techniques to synthesize zinc oxide nanoparticles in which the 
parameters of material quantity, reaction time, temperature, etc. can be controlled, 
and these changes affect the size, morphology and therefore different properties of 
the particles produced. ZnO nanoparticles can exist in one, two or three dimensional 
[8]. In recent years, ZnO nanoparticles have been synthesized with diverse morpholo-
gies such as, brush-like [9], cone-shaped [10], flower-like [11], nanorod [12] and to 
obtain these different synthesis methods have been used. Combustion synthesis [13], 
thermal decomposition [14], chemical vapor synthesis [15], flame spray pyrolysis 
[16], sol-gel [17], hydrothermal method [18] and chemical precipitation [19, 20] 
are some of the common synthesis methods used to achieve different particle sizes 
and morphologies. However most of the methods used have disadvantages such as 
high cost, high temperature, complex tools and toxicity. Chemical precipitation is a 
facile, cost effective, low temperature method easily available. The variables of this 
methods including time of reaction and stirring speed have influence on the parti-
cles prepared. This method is often performed at room temperature. In this study 
we have explored the effect of heating during stirring with only two precursors. By 
following three different protocols using different precursors and dividing each in to 
two experiments–one at room temperature and one with heating- we have added heat 
while stirring to each method to see if high temperature changes the properties of the 
final outcome. To the best of our knowledge this is the first time this experiment is 
done, however in another study Kiomarsipour et al [18] used hydrothermal method 
to study the effect of heating. They prepared 5 samples and the results showed the 
agglomeration of particles while increasing the temperature. 

2 Materials and Methods 

For this study to prepare zinc oxide nanoparticles three different starting mate-
rials were used and a total of 6 tests were conducted. Starting materials were Zinc 
Sulphate heptahydrate (M.W.: 287.54, CDH), Zinc Acetate dihydrate (M.W.: 219.50, 
HIMEDIA), Zinc Nitrate hexahydrate (M.W.: 297.49, CDH), potassium hydroxide 
pellets (M.W.: 56.11, CDH) and sodium hydroxide pellets (M.W.: 40.00, HIMEDIA). 
Methanol and double distilled water (DDW) were used as solvents during different 
experiments. All materials were used as purchased without further purification.
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2.1 Sample Preparation 

Each experiment was divided into two parts which were performed simultaneously, 
one at room temperature (RT) and one by heating. 

2.1.1 Experiment #1, 2 

The solutions of 0.4 g NaOH in 100 ml DDW were added drop wise to the solutions 
of 0.72 g zinc sulphate in 50 ml DDW. Both samples were stirred at 600 rpm for 16 
h. One sample was stirred at 70 °C. 

2.1.2 Experiment #3, 4 

For this experiment we used methanol as the solvent preparing 0.55 g zinc acetate in 
25 ml methanol and 2.8 g KOH in 50 ml methanol solutions. The solutions of KOH 
were added drop wise to zinc acetate solutions and stirred for 3 hours at 700 rpm. 
The temperature of heated sample was kept at 60 °C during stirring. 

2.1.3 Experiment #5, 6 

2.975 g zinc nitrate in 50 ml DDW and 1.12g KOH in 50 ml DDW were prepared 
and KOH solutions were drop wise added to the ZnNO3 solutions. Samples were 
stirred at 500 rpm for 18 h. The heated sample was stirred at 80 °C. 

All six samples after stirring were washed 3 times with double distilled water and 
one time with absolute ethanol and dried in oven at 70 °C over night. After drying 
samples were crushed manually for 5 mins using pestle mortar and dried again for 
4 hrs.  

Table 1 shows a summary of the experiments and their naming.

3 Characterization 

For the purpose of X-ray diffraction characterization of NPs a Rigaku Multiflex-II 
with CuKα radiation (λ = 1.5406 A°), 30 kV, 15 mA, angles varying from 10 to 80 
deg with steps of 0.02 deg. was used to study the crystal structure. A JEOL brand, 
model JSM, 7610 FPLUS Schottky Field Emission Scanning Electron Microscope 
was used for the investigation of the morphology and size. To study the IR response 
a PerkinElmer Spectrum IR Version 10.6.2 was used. Finally the ultra violet and 
visible light absorption spectra were performed with a Shimadzu UV2450 UV-Vis.
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Table 1 Summary of experiments 

Experiment Material Solvent Stirring time 
(hr) 

Stirring 
speed (rpm) 

Temperature Sample 
name 

1 Zinc 
sulphate, 
NaOH 

DDW 16 600 Room Temp S1 

2 70 °C S2 

3 Zinc 
acetate, 
KOH 

Methanol 3 700 Room Temp S3 

4 60 °C S4 

5 Zinc 
nitrate, 
KOH 

DDW 18 500 Room Temp S5 

6 80 °C S6

4 Results and Discussion 

It is quite worth noting that before any characterization and while crushing samples 
manually S2, S4 and S6 showed finer texture that was clearly noticeable compared 
to samples synthesized at room temperature. 

4.1 Ultra Violet and Visible Light Absorption (UV–Vis) 

For optical properties of the samples UV-Vis absorptions were studied and for that a 
solution of 0.01 g in 10 mL DDW was prepared for each sample and sonicated for 90 
mins. Sample S1 showed high absorbance of UV radiation at 364 nm while for S2 
the absorption peak occurred at 374 nm which can be interpreted as a slight red-shift 
as the S2 particles were smaller in average. S3 and S4 showed their peaks very close 
to each other which were at 351 and 355 nm respectively indicating that heat did not 
affect the optical properties as it did not affect the size of these two samples as well. 
However for S5 and S6 a slight blue-shift was observed since the peak shifted from 
375 nm for S5 to 364 nm for S6 however since sample S6 showed smaller particles; 
a blue-shift was expected. The UV-Vis absorption spectrum of all samples is shown 
in Fig. 1. Since we have used different protocols for synthesis comparing each two 
resulted in different outcomes, therefore a single conclusion cannot be decided based 
on the obtained data.

4.2 Fourier Transform Infrared (FTIR) 

FTIR is a valid method to identify the compositions in the product. Generally the 
band frequencies less than 800 cm-1 indicate the presence of inorganic elements. As 
for pure ZnO different peaks have been reported by different studies [21, 22] and that
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Fig. 1 The UV–Vis 
absorption spectrum for 
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is due to the fact that methods and conditions of experimental work strongly affect 
the final product and can position weaker bands. Fig. 2. shows the peaks received 
from each sample. According to the functional groups wave numbers, the ones above 
3200 cm-1 represent the O-H stretching vibration which is presented in all samples. 
Other peaks between 600 cm-1 and 3200 cm-1 show the presence of other bonds 
such as N-H, C-C and etc. As for ZnO the peaks occurring at 539.9, 435.03, 449.8, 
451.43, 475.09 and 478 for S1 to S6 respectively declare the presence of Zn-O bond. 
The variation between the results proves the high sensitivity of FTIR to size and 
morphology of the products.

4.3 Scanning Electron Microscopy (SEM) 

To find out information about the particles’ morphology and size, scanning electron 
microscope is a very effective characterization tool since it uses the electron beams 
which are much smaller than light particles. The SEM characterization of S1 and 
S2 showed both samples with flake-like shapes as in Fig. 3. with size variations of 
15−40 nm and 18−25 nm respectively which indicates that the sample with heating 
in average has obtained slightly smaller size particles.

As Fig. 3. also shows, both S3 and S4 resulted in spherical shape and similar sizes 
ranging from 10−15 nm. Therefore as a result, heat had no significant effect on the 
shape or size of the material. 

On the other hand a very significant difference was observed between S5 and S6 in 
size and shape. Even though they both appeared in volumetric polygons, S6 showed 
more cube-like (regular polygon) while S5 was seen as irregular ones. Also the sizes 
obtained from S5 were more than 90 nm whereas sizes of 20−50 nm were observed
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Fig. 2 The FTIR spectrum of S1 to S6

for S6. As the data show, the methods involving double distilled water resulted in 
comparatively smaller sizes. 

4.4 X-Ray Diffraction Studies (XRD) 

X-Ray diffraction as a robust nondestructive method was used to ensure that the 
crystal structure of the prepared materials is following the reported data for ZnO. All 
six samples showed a hexagonal Wurtzite structure which indicates the formation



Studying the Effect of Heating on Synthesis of ZnO Nanoparticles … 245

Fig. 3 The SEM characterization of S1 to S6

of ZnO crystals and our data is in conformity with JCPDS PDF no 36−1451 (Joint 
Committee on Powder Diffraction Standards) which ensures the purity of the product 
as well. The results of all 6 samples show the peaks corresponding to lattice planes 
(100), (002), (101), (102) and (110) are all very close to the JCPDS and around 31.4, 
34.4, 36.2, 47.4 and 56.5 respectively. Table 2 represents the data collected from our 
XRD characterization in comparison with JCPDS data. Fig. 4 shows the XRD plot 
related to each sample.
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Table 2 XRD peaks in comparison with JCPDS data 

XRD peak 2θ ° from 
JCPDS 

2θ ° of S1  2θ ° of S2  2θ° of S3  2θ ° of S4  2θ ° of S5  2θ ° of S6  

1 0 0 31.770 31.74 31.74 31.74 31.72 31.72 31.78 

0 0 2 34.422 34.42 34.38 34.36 34.36 34.4 34.44 

1 0 1 36.253 36.26 36.22 36.16 36.1 36.22 36.24 

1 0 2 47.539 47.46 47.5 47.36 47.38 47.48 47.52 

1 1 0 56.603 56.58 56.58 56.48 56.48 56.52 56.56 
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Fig. 4 The XRD characterization of S1 to S6
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5 Conclusion 

Our aim in this study was to fabricate zinc oxide nanoparticles and investigate the 
effect of heat on the properties of the products for future use in electromagnetic 
applications. Six different samples of ZnO nanoparticles were synthesized by simple 
precipitation method. Zinc sulphate heptahydrate, zinc acetate dihydrate, zinc nitrate 
hexahydrate, potassium hydroxide pellets and sodium hydroxide pellets were used 
as precursors in different experiments with methanol and double distilled water as 
solvents. One set of experiments were done at room temperature and the other set at 
higher temperatures. All samples were examined by UV-Vis, FTIR, SEM and XRD 
characterization methods. Samples S1 and S2 showed flake-like morphology in SEM 
characterization with size ranges of 15−40 nm and 18−25 nm respectively indicating 
that heating had a slight effect on reducing the size of the particles in average. In 
UV-Vis analysis a red shift was observed from 364 nm for S1 to 374 nm for S2 
indicating the effect of size on UV absorption. S3 and S4 appeared in spherical 
shape with average size of 15 nm for both, also showed almost same absorption 
around 351 nm and 355 nm respectively since they had same morphology and size; 
therefore the effect of heating is negligible on the size and morphology of these 
samples. However S5 and S6 came with irregular and regular polygon shapes and a 
big difference in sizes that went from 90 nm for S5 to less than 50 nm for S6 and 
resulted in a blue-shift in the UV absorption from 375 nm to 364 nm respectively 
inferring the effect of morphology as another important parameter in UV absorption. 
FTIR peaks occurring around 539.9, 435.03, 449.8, 451.43, 475.09 and 478 for S1 to 
S6 respectively proved the existence of ZnO nanoparticles with good purity. XRD of 
all the samples showed Wurtzite crystal structure as a proof of the formation of ZnO 
nanoparticles and the results for (100), (002), (101), (102) and (110) were around 
31.7, 34.4, 36.2, 47.4 and 56.5 respectively and close to JCPDS PDF no 36−1451. 
Therefore simple precipitation method can give acceptable results for making ZnO 
in order to use for electromagnetic applications like photovoltaic cells, UV detectors, 
optoelectronic and photodetectors. 
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A Comparative Analysis of Chaotic 
and Quantum Chaotic Encryption 
Mechanisms 

Jitender, Shailender Gupta, and Sangeeta Dhall 

1 Introduction 

Technology has increased to a great degree in the last decades and reached new 
milestones of advancement. It has provided a great benefit to us in approx. all the 
fields whether it is health, education etc. With this advancement the computer capa-
bilities especially, the speed have also increased to a great extent which enables us to 
enjoy faster communication and other advanced services. But this advancement also 
provided a great advantage to the intruders to track the activities, data and access of 
private information which in term increased the hacker capabilities as well [1]. 

The data such as images, sounds, figures or maps etc. nowadays can be assessed 
easily in digital form due to the advancement of the internet and digital technology. 
Once the data is digitalized, the contents of all the data are equivalent and they 
can be misused, modified and malformed by anyone. Various types of cryptography 
algorithms are developed by researchers and among these algorithms, the algorithms 
which are proven and ensure security have been recognized for the development 
in their fields of existence. Image encryption is used to convert an image into an 
unrecognized form that can be transmitted through a medium. A basic block diagram 
of the cryptography process is shown in Fig. 1. The block diagram consists of the 
transformation of the plain image into a cipher image and key, at the receiver side 
decryption is used to transform the encrypted image into the original image [2]. When 
they travel through a medium, it suffers different kinds of noises such as Gaussian 
noise, which can change data, the cropping attack can change media which in terms 
results in a change in information. So, it is also required to provide safety against 
these attacks and noise over the transmission media.
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Original Image 
Secret Key 

Encrypted Image Secret Key Decrypted Image 

Fig. 1 Block diagram for basic cryptography 

Data breaches are increasing day by day. The statistic revealed in Report on “India 
3rd in data breaches till Nov” [3] shown in Fig. 2 presents the data breach record till 
Nov. This report is generated by ‘The Times of India’. India has come to the third spot, 
after US and Iran in a data breach. India faced a total of 86.6mn data breaches. The 
affected accounts showed an increase of 356% from last year’s 19mn [3]. On average 
the companies that spend on malware attacks are around 2.4 million dollars [4]. The 
fact shows that insecurities are the major issue. Some good encryption schemes are 
listed below. 

Resistance to probable noises and geometric attacks: It is a huge boundary to 
assess the encryption strategy, and it very well may be processed by considering the 
clearest commotions like Gaussian, Salt and pepper, Dot, Poisson’s, alongside turn 
and flip assaults. The PSNR and BER are its measures. 

Disassociation: This boundary is utilized for factual examination of the systems 
and describes the resemblance between the original and cipher image data. Relation-
ship coefficient and histograms are best factors for its calculation.

Fig. 2 Data breaches till Nov.21 
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Imperceptibility: It assesses the nature of the encoded picture, after the execution 
of cryptographic algorithm on it. Visual review or subjective examination of depic-
tions of pictures when the applied method is the proportion of this property. For a 
proficient technique output must be exceptionally vague. 

Key Space: The key space parameter is used to verify that the encode key by 
which the image or data is encrypted can’t be detected by any other cryptanalyst. 
The large size of the key is used to resist the brute force attack. 

If the above constraints are having optimal values for the original image and 
encrypted image, then the method is said to be secured. In this paper survey is 
performed for encryption techniques including traditional, chaotic and quantum 
chaotic based techniques with and without possible intimidations and it has a thor-
ough examination i.e., Imperceptibility, statistical, brute force search attack and run-
time based on numerous constraints mentioned above. The best approaches have 
recognized comparing the outputs obtained in both conditions i.e., availability and 
unavailability of intimidations. 

The structure of the paper is designed as follows: 
Section 2 represents the Motivation and contribution by the author, Sect. 3 

shows the enlightenment of several cryptography approaches with suitable figures. 
Section 4-represents the performance metrics of the approaches, Sect. 5 tells the set-
up constraints trailed by Sect. 6 which indicates the results of various approaches. 
Section 7 represents the results tailed by reference. 

2 Motivation and Contribution 

Continuous enhancement is going on the getting better solutions for protecting the 
information that can be in the form of data or images. As a result, ample research 
and survey papers are available in the literature with distinctive encoding approaches 
under the impact of outbreaks. Many of them are only theoretical analyses and many 
are experimental. They are listed as follows: 

Mandeep Kaur et.al has surveyed four types of spatial domain techniques. In 
this paper [5], systems are measured on a theoretical basis with the performance 
metrics- key space analysis, histogram analysis, information entropy. Also, the author 
provided the noise attack analysis but more attacks need to be considered. The paper 
[6], includes the RC4 algorithm and its optimization and the comparative analysis 
is provided in the paper for the method with the help of various constraints such as 
the KS test, Correlation, and Chi-square test. In the third paper [7], the HVC method 
is shown and explained with the help of a flow chart and diagram, also the input 
and outputs at different phases are compared but no performance metrics have been 
displayed for comparative analysis. The paper [8] of FIPS on DES describes the 
DES algorithm with the example and steps involved in it in brief. It also includes
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the optimized version of DES which is TDES (triple DES) along with the primitive 
functions for the algorithm but no comparison is provided. S. Arivazhagan et.al 
represent the mixed chaotic function in their paper [9]. He explained the types of 
maps and the constraints that are used by them to generate the secret key with the 
maps. The author used 3 maps for a different purposes to encrypt the data. Also, 
the output is considered on various images with the help of several constraints. In 
paper [10], a method is introduced for chaotic encryption with a 2d-chaotic map. 
Here the values for the maps are provided for the secret key generation and a single 
map is used to carry the whole encryption and decryption. A comparative analysis 
of various images is provided in the paper with several performance metrics. The 
paper [11] introduces the Lorentz equation followed by a substitution box for the data 
encryption. The S-Box is used to provide an extra advantage to the security. In this 
paper, the equation is provided in the polynomial form to develop the Lorentz system 
and further, the solution is provided to obtain the values of x, y and z for the system. 
The generated keys are the secret keys that are used for encryption/decryption of 
data followed by the S-Box. The author also showed the noise attack analysis and 
cryptoanalysis in the paper. The next paper [12], represents an encryption mechanism 
for encrypting the images with the 2D-Henon map. The zigzag scan pattern is first 
implemented to break the entropy of the pixels of the image, after that a secret 
key is generated with the Henon map and an encryption process is carried out. The 
chaotic stream cipher for enhancing the data encryption is represented theoretically 
on paper. In this paper, the author uses data ciphering with LSB steganography for 
the key secrecy. Although the author didn’t provide any kind of comparison based 
on performance metrics in the paper. Ahmed A. et.al in their paper [13], discussed 
the encryption of images with the quantum-chaotic method. The author uses a 1-D 
discrete chaotic map, grey code and controlled not operations to obtain the final 
ciphered image. Various constraints are also provided by the author to compare such 
as histogram analysis, Shannon entropy analysis, and key sensitivity analysis. The 
succeeding paperwork [14], shows the quantum color image encryption based on 
multiple discrete chaotic systems. In this paper, the author described the chaotic 
system and several maps, the logistic map and asymmetric tent map are used in 
the paper with the log Chebyshev map to generate the secret key for encryption. 
Three constraints are generated with these maps and further diffusion and controlled 
not operations are performed on the image to obtain the ciphering image, The author 
showed correlation for the comparison of the output. In the paper [15], Priyadharshini 
A et.al implemented a medical image securing method, where the author compares 
the output using numerous performance matrices such as histogram analysis, MSE 
and PSNR. 

The above analysis is either theoretical or practical. The experimented approaches 
are implemented on MATLAB. In this paper, the approaches will be implemented 
on Python 2.8 because python is open source and lightweight. Availability of open-
source IDE along with various features such as debugger inbuilt console, terminal
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console variable management space etc. The fast edit-test-debug cycle makes this 
simple approach very effective. 

As per the above analysis, it came into the limelight that from the several avail-
able techniques only a few papers in the literature draw an evaluation of almost 
all the conventional and updated encryption approaches. It shows that prevailing 
papers provide partial information about cryptography approaches without taking 
into account the applied case of many noises and outbreaks. Hence, this paper aims 
to provide: 

• The important ciphering approaches include traditional, chaotic and quantum-
chaotic for examination. 

• Analysis is performed thoroughly by bearing in mind comprehensive performance 
constraints. 

• Frequent performance metrics are used for separate kinds of analysis to obtain 
the best method. 

3 Cryptography Techniques 

For the thorough inquiry of ciphering approaches all the traditional, chaotic and 
quantum-chaotic algorithms are considered for execution. The traditional approaches 
are the straight approaches that use substitution or shifting methods. The chaotic 
algorithm is more advance than the traditional technique as a number of func-
tions such as initial conditions, cyclicity and the highly arbitrary system are used 
in the algorithm that increases the confusion and diffusion process to original data to 
obtain the ciphered image. Due to the confusing assembly and more randomness, the 
chaotic method is safer than the conventional method because they are developed by 
keeping in mind the keyspace and constraints of the suitable period. But the foremost 
apprehension about this method is the quantization of the orthodox chaotic system. 

The quantum-based encryption approaches are drawn attention in the recent era. 
These approaches are the advancement of the chaotic approaches. In this method 
quantum version of an orthodox chaotic system is introduced which is used to increase 
the randomness of the existing method which in terms also increases the key size. This 
method includes very complex and highly random sequences which are generated 
by various kinds of maps. In addition, these maps provide high sensitivity, which 
means a small change in initial and control conditions can result in a very different 
mechanism and key. 

The clarification of the above approaches calculated in the study is depicted below: 

Chaotic Scheme 1: New cryptographic algorithm via a two-dimensional chaotic 
map 

In this paper [10], Aesha Elghandour et al. explicated the behavior of a 2-D chaotic 
map and used the relation for encryption process in creating confusion of image 
pixels, Two-dimensional piecewise smooth nonlinear chaotic map (2DPSNCM) and
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Fig. 3 Block diagram chaotic scheme 1 

exoring the 2-pixel values found by a secret key generated and confusion values 
obtained. The figure below shows the block diagram Fig. 3 for chaotic scheme 1. 

The process for the data encryption depicted in the paper is: 

• The random number is generated with the help of a chaotic map. 
• The change of pixels of the plain should happen according to the new indices 

obtained. 
• Change the pixel values from decimal to binary. 
• Generate two sequences of value using 2DPSNCM and convert to Y1 and Y2 

form. 
• Convert Y1, Y2 to binary form and perform the bitwise ex-or of the confused 

pixels and values obtained with 2DPSNCM. 
• Change the values to decimal vector. 

3.1 Chaotic Scheme 2: Mixed Chaotic Maps Based Ecryption 
for High Crypto Secrecy 

This chaotic encryption system [9] is based on mixed chaotic maps for the encryption 
of data. The author S. Arivazhagan et al., in this paper, introduce two types of chaotic 
maps. The first is substitution based and the second is transposition-based. The 
combination of the substitution and transposition map is used to encrypt images and 
the author showed the results of different experiments through various performance 
metrics such as NPCR, UACI and visual analysis. In this method, the original image 
has to be converted to a one-dimensional binary string first. Then ex-or is performed 
for the binary string and the string is obtained with a chaotic map. Figure 4 represents 
the mechanism of the method. 

Applying 
Chaotic 
Map 1 

Applying 
Chaotic 
Map3 

Applying 
Chaotic 
Map 2 

Fig. 4 Block diagram chaotic scheme 2
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The process used in the map is as follows: 

• Convert the binary image to one-dimensional string of length l. 
• Form a binary sequence w using different chaotic maps such that: 

wn = 
{
0, xi > c 
1, xi ≤ c 

(1) 

where c = 0.505 

• XOR both the strings obtained. 
• Then shuffle the values on the basis of values obtained by the chaotic map. 

3.2 Chaotic Scheme 3: A Image Encryption Algorithm Based 
on Chaotic Lorenz System and Novel Primitive 
Polynomial S-boxes 

This paper uses the Lorenz system followed by an S-Box to perform the encryption. 
In this paper [11] Temadher. A et al. introduce a chaotic Lorentz system to generate 
the secret key that will carry the encryption process further. With the help of the 
chaotic system 3 series named x, y and z are obtained as the secret key utilizing the 
Lorenz system. The plain image changes into a 1-D vector, then the confusion and 
diffusion sequences are obtained. Then the sequences are ex-or to obtain the cipher 
image. After that to add one extra layer to security, an S-box is introduced to make 
it more complex to breach the security. Figure 5 represents the technique: 

The procedure followed to obtain the cipher image is:

• Obtain the values of x, y, z using Lorenz system equations. 
• Develop a new chaotic sequence (ki) combining x, y and z in respective order. 
• Convert the plain image to a One-dimensional vector. 
• Now shuffle the pixels using the new values obtained. 
• Define a new sequence with an element based on the new chaotic sequence (ki) 

obtained.

Generate x,y,z 
with logistic 

using conditions 

Generate I1-1D 
matrix of image 

For K using x,y,z 
K=x0,y0,z0 ------ zn 

Shuffling of 
pixels with Ki 
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formed 

Perform Sbox 
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resultant image to 

Fig. 5 Block diagram chaotic scheme 3 
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• Now ex-or the new sequence obtained with the sequence obtained after shuffling 
of plain image pixels. 

• Now convert the pixel values in binary form of 8 bits. Take decimal value of four 
LSBs as the column and 4 MSBs as row and substitute the values as per given in 
the S-Box. 

• The process will be repeated for all the pixels. 

3.3 Chaotic Scheme 4: Chaotic Based Lightweight Image 
Encryption Algorithm for Real-Time Application Systems 

2-D Henon map is introduced by Aguru Aswani et al. in this paper [12]. The 2-D 
Henon map is used to generate the secret key for this method. The initial constraints 
are provided in the paper to generate the key sequence using the map. The system 
proposed uses a 192-bit symmetric key to encrypt each pixel of the image. The key is 
produced by the chain of six 32-bit inputs in IEEE754 form. The confusion of pixels 
first takes place in a zigzag pattern to break the entropy after that the encryption 
process is carried out in the method. The method can be easy with the help of Fig. 6. 

The steps involved in the process are: 

• Choose the floating points. 
• Concatenate the 32-bit IEEE754 illustration of these to get a 192-bit proportional 

key. 
• Obtain values of X and Y using a 2-D Henon map. 
• Obtain the shuffling positions b diving mantissa field of X and Y. 
• Exor the shuffled pixels with the previously transformed pixels.

Input Image Shuffled Image Encrypted Image 
Zigzag scanning 2D Henon map 

htiwnrettap lightweight 
Encryption 2D Henon with 

lightweight 
Decryption 

Decrypted Image Reshuffled Image Output Image 
Inverse Zigzag 
scanning pattern  

Fig. 6 Clock diagram chaotic scheme 4 
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3.4 Quantum-Chaotic Scheme 1: Robust Encryption 
of Quantum Medical Images 

In this Quantum chaotic scheme published in paper [13],  a Chaotic  map is used to  
generate key sequences. The random key generated is then transformed to quantum 
images using NEQR. After that, the original image is quantized and after that, the 
image is scrambled, and then a controlled not operation is applied to get the ciphered 
image. Figure 7 given below better describe the process: 

The process to obtain the ciphered image with the method is: 

• Determine the initial constraints of the map. 
• Transmute the sequence into a quantum representation with NEQR. 
• Transmute the image in the quantum sequence. 
• Scramble the transmute of the image. 
• Carry the controlled-NOT operation on scrambled image and transmutation of 

the sequence generated. 

3.5 Quantum Chaotic Scheme-2: Quantum Color Image 
Encryption Based on Multiple Discrete Chaotic systems 

The paper is based on Quantum encryption based on multiple chaotic systems. The 
author Li Li et al., in the paper [14], use 3 maps to generate secret key sequences for 
the encryption. The logistic map is used to obtain the X sequence, the Y sequence is 
obtained by the asymmetric tent map and the Chebyshev map is utilized to obtain the 
Z sequence. Then the three sequences are transformed into a quantum color image. 
After that, the obtained quantum image is ciphered with the quantized original color 
image with a controlled-not operation. The author also compared the output by using 
performance metrics like- histogram analysis, correlation and keyspace. Figure 8 is 
used for ease of understanding of the method:
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Select Initial value 
for Xi and value for 

as secret key in 
logistic map. 

Select Initial value 
for Yi and value for 

as secret key in 
asymmetric tent map 

Select Initial value for 
Zi and value for as 

secret key in logistic 
Chebyshev map. 

Transform the three sequences {Xi}, {Yi} and {Zi} that 
generated from chaotic maps into integer sequences as 

given 

Generate 3-layers of controlled colour image using the 
three sequences {Xi}, {Yi} and {Zi} then transform it to 

quantum colour image | I> as given 

Transform the 
original image into 
quantum image into 

quantum form as 
given 

The quantum colour image | 
I> encrypted by applying the 

controlled-not operations 
controlled by the quantum 
colour image |J> as given. 

Ciphered Image 

Fig. 8 Quantum chaotic scheme-2 

The procedure for the ciphering is: 

• Generate the X, Y and Z sequence with Logistic map, Asymmetric tent map and 
Chebyshev map respectively. 

• Transform the sequence into integer form and form a quantum color image. 
• Transform the original image into quantum form. 
• Obtain the cipher image by applying the generated quantum image and original 

transformed quantum image. 

4 Performance Metrics 

The following constraints can be used for mathematical analysis as follows: 

• Visual Assessment 

The encrypted image must be highly distorted such that none of the information would 
be visually recognized by any intruder. This will be observed by taking snapshots. It 
can be analyzed by appearance of an image.
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• Key-space Analysis 

The keys used make brute-force attacks infeasible. Larger the key size larger will be 
the time taken for decoding for image encryption that must be very sensitive and the 
key space should be large enough to the key. The key space for a good encryption 
mechanism must be >2  ̂ 100. 

• Histogram Analysis 

The histogram of an image is the frequency description of each pixel value. The 
histogram of encrypted images should be completely different from the original 
images. For the technique, a direct command is used, for good results, and encrypted 
images should have uniform histograms. The histogram of the encrypted image 
should be more random. 

• Correlation Coefficient 

An image when encoded ought to have no connection between the nearby pixels. 
Any relationship present can be utilized by an unapproved client to reproduce a piece 
of an image, or more awful the total unique image itself. A zero (0) correlation value 
represents that no relation is present among the variables. Correlation 1 depicts there 
is perfect correlation among variables and −1 indicates that variables are related 
inversely. 

• Number of Pixel Change Rate (NPCR) 

The NPCR measures the change rate of the number of pixels of the cipher-image on 
single bit change of key. 

NPCR = 
∑

i,j D(i, j) 

M × N 
× 100% (2) 

where, M and N are the width and height of two random images 

D(i, j) = 
{ 
1, if C1(i, j) /= C2(i, j) 
0, otherwise 

(3) 

• Unified Averaged Changing Intensity (UACI) 

The UACI measures the average intensity of two, one or less bit changed cipher-
images. 

UACI = 
1 

M × N 

⎡ 

⎣∑ 

ij 

C1(i, j) − C2(i, j) 

255 

⎤ 

⎦ × 100 (4) 

where, C1 and C2 are two ciphered images. UACI value for the image must be near 
33%.
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• Information Entropy Analysis 

Information entropy interpreted as the degree of disorder or randomness of an image. 
The entropy H(S)for a given message with symbols Si whose probabilities are P(Si) 
defined as: 

H (s) = 
n−1∑ 

i=0 

P

(
Si log2 

1 

P(Si)

)
(5) 

For example, if there are 256 possible aftermaths of the message S with equal prob-
ability, then it is randomly considered. In this case, H(S) = 8, is an ideal value. The 
value of entropy close to value 8 signifies that the encryption algorithm is secure 
against entropy attacks. 

• Mean Squared Error (MSE) 

The MSE measures the mean squared value between the encrypted image and the 
original image. The mean square error of the image should be zero. 

• Peak Signal to Noise Ratio (PSNR) 

Consider original image as the signal and encrypted image as the noise. PSNR 
measures the presence of amount of original image in the cipher image. 

• Computational Time 

The computational time of an algorithm measures the amount of time taken by an 
algorithm to run as a function of the length. The encryption mechanism should be 
fast and consume less processing time as the images are of larger length, and the 
encryption at the sender and decryption at the receiver may consume a large time. 
The computation time for any algorithm should be as least as possible. 

5 Set-Up Constraints 

The analysis of various ciphering techniques is performed on image sizes 256*256, 
and 512*512. The types of images used are .jpg, .jpeg, .png and .tif that are colored 
or Greyscale. The processing is done on a 2.00 GHz Intel Core i3 processor with 
Windows 10 Home operating system. Python version 3.8.8 was used with anaconda 
version 4.11.0 to compile the results depicted in Section VI. For different algorithms, 
different constraints are used as per suggested by the papers. The performance metrics 
described in the previous section are used to compare the results.
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6 Results 

6.1 Visual Assessment 

Technique Original Image Encrypted Image Decrypted Image 
Chaos scheme-
1 

Chaos Scheme-
2 

Chaos Scheme-
3 

Chaos Scheme-
4 

Quantum Chaos 
Scheme-1 

Quantum Chaos 
Scheme-2 
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6.2 Histogram Analysis 

Technique Original Image Encrypted Image 
Chaos 
scheme-1 

Chaos 
Scheme-2 

Chaos 
Scheme-3 

Chaos 
Scheme-4 

Quantum 
Chaos 
Scheme-1 
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Quantum 
Chaos 
Scheme-2 

6.3 Correlation Coefficient 
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Conclusion: The Quantum scheme-2 represents the best correlation value among all 
approaches. 

6.4 Number of Pixel Change Rate (NPCR) 

NPCR analysis 
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Conclusion: Chaos scheme-4 has highest PSNR among all approaches.
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6.5 Unified Averaged Changing Intensity (UACI) 

UACI Analysis 
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10 

5 
0 
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Conclusion: The above figure shows that Quantum chaos scheme-1 has highest 
UACI. 

6.6 Information Entropy Analysis 

Entropy Analysis 
8.02 

8 
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7.96 

7.94 

7.92 

7.9 
Chaos scheme-1 Chaos scheme-2 Chaos scheme-3 Chaos scheme-4 Quantum Chaos Quantum Chaos 
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Methods 

En
tr
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y 

Conclusion: On the basis of the above result it can be concluded that Quantum 
Scheme-2 has highest Entropy.
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6.7 Mean Squared Error (MSE) 

MSE Analysis 
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Conclusion: Chaos scheme-3 has highest MSE among all approaches. 

6.8 Peak Signal to Noise Ratio (PSNR) 

PSNR Analysis 
27.96 
27.94 
27.92 
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Conclusion: As shown by above figure chaos scheme-3 is good in lowest PSNR.
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6.9 Computational Time 

Computational Time Analysis 
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Conclusion: The quantum chaos scheme-2 is best because of low computational 
time. 

7 Conclusion and Future Scope 

On the basis of above performance metrics, it can be concluded that Quantum scheme 
has major advantage and, in most constraints, it leads the other. So, this method can 
be considered good based on above data. 
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Analyzing Chaos in SMIB Power System 

Sheetal and Sanju Saini 

1 Introduction 

Power system chaos has been observed for a wide range of loadings. Power system 
chaos leads to harmful and undesirable effects in power systems. The growing power 
demand drives the system to operate at boundary conditions with trivial stability 
margins. A chaotic nature can be increased because of unexpected disturbances in 
the operating conditions. Chaos leads to voltage collapse which results in voltage 
instability, a kind of power system instability. The power system experiences voltage 
collapse when subjected to heave reactive loads causing excessive reactive power 
(Lagging VAR) demands. Voltage collapse is realized when the system’s operational 
point gradually changes., following the growing reactive power demand that causes 
decay in voltage magnitude at a steady rate until a stage reached when a steeper 
voltage drop occurs. Catastrophic blackouts can be occurred because of voltage 
collapse. Hence a satisfactory control of the system is required for alleviating and 
controlling chaos in power systems. Chaos control is all about suppressing and alle-
viating the chaotic oscillations when they are harmful [1–3]. In recent times chaos 
has been proven useful in several areas span power systems to biomedical engi-
neering [4]. Therefore chaos control and its generation (chaotification) have drawn 
the attention of several researchers in recent years [5–8].
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The power system and its complexities are growing day by day. The recent 
advancements in software technology and non-linear mathematical theories enable 
us to analyze and understand the core complexities of modern power systems. Several 
state-of-the-art studies in the domain propose different theories and methodologies 
in this context. 

Many researchers proposed several control strategies for suppressing chaos and 
enhancing voltage stability in the power systems. Neural and fuzzy control methods 
were studied. The development of linear and nonlinear state feedback controllers 
have been proposed for controlling bifurcation in power systems. A passivity-based 
adaptive control technique has been deployed to mitigate the chaos in power systems. 

In [9], authors detected chaos in a two-degree freedom swing equation using 
Melnikov’s method. The chaotic behavior of a SMIB system using the perturbation 
technique is discussed and presented in [10]. The power system non-linear dynamics 
using Hopf bifurcation is discussed in [11]. The steady-state stability and voltage 
collapse has been discussed in [12] with static bifurcations. 

This paper analyzes the chaos in SMIB power systems using Lyapunov exponents 
and Poincare maps. The remaining article is presented as: Sect. 2 presents the SMIB 
modeling and analyzes chaos using a bifurcation diagram, Poincare’s map, and phase 
trajectory. The conclusion of the work is presented in Sect. 3 followed by justified 
references. 

2 The SMIB Modeling and Chaotic Analysis 

Figure 1 portrays a standard SMIB power system in which a generator is supplying 
bulk power to the load connected at the infinite bus. The swing equation (Eq. 1) 
governing the conventional SMIB power system is discussed and presented in [13]. 

M θ̈ + D θ̇ + Pmax sin θ = Pm (1)

where 
M-Moment of inertia, 
D-Damping constant, 
Pm-Machine’s Power, 
Pmax -Generator’s maximal power. 

Here, Pm = Asin ωt. (2) 

Hence, the motion equation in the 1st-order form can be presented by Eqs. 3 and 4.

{
ẋ1 = x2, 

ẋ2 = −cx2 − βsin x1 + f sin  ωt, 
(3)
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Fig. 1 Standard SMIB system

where, 

x1 = 0, x2 = θ̇ ,  c = 
D 

M 
, β  = 

Pmax 

M 
, f = 

A 

M 
. (4) 

Using the Lyapunov direct technique, this section describes the system’s local 
stability. At the start, the fixed points of the system have been examined with the 
Lyapunov stability analysis [14]. It has been observed (A) x1 = x2 = 0 and (B) 
x1 = π, x2 = 0 are the fixed points ∀ values of parameter for an autonomous system 
(as A = 0). 

For stability analysis, For a fixed point (A) (x1, x2) = (0, 0), let the disturbance 
of motion be represented by Eq. 5

{
x1 = ξ1, 
x2 = ξ2, 

(5) 

We get the disturbance equation on substituting Eq. (5) in (3), as represented by 
Eq. 6

{
ξ̇1 = ξ2, 

ξ̇2 = −cξ2 − βsinξ1. 
(6) 

Considering Lyapunov function in the form of Eq. 7 

V (ξ1, ξ2) = 
1 

2 
ξ 2 2 + 

β 
2 

(1 − cosξ1). (7) 

This is evident that it is positive definite with derivative given in Eq. 8. 

− V̇ (ξ1, ξ2) = cξ 2 2 (8)
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The function −V is semi-positive definite. Following the Lyapunov stability 
theory, (x1, x2) = (0, 0) is the stable equilibrium. For studying stability for the 
fixed point (B) (x1, x2) = (π, 0), let the disturbed motion is represented by Eq. 9.

{
x1 = π + ξ1, 
x2 = ξ2, 

(9) 

Substituting Eq. (9) in (3), we have

{
ξ̇ = ξ2, 

ξ̇2 = −cξ2 + βξ1 − 1 6 βξ 3 1 + O(ξi )
5, 

(10) 

where O(ξi )
5 is the higher order term. V , expressed as Eq. (11) 

V (ξ1, ξ2) = ξ1ξ2 (11) 

The total derivative of −V is 

− 
dV  

dt  
= βξ 2 1 − ξ 2 2 − cξ1ξ2 + O(ξi )

3 (12) 

The requirements for −V is given in Eq. (13) 

c2 > 4β, i.e., D2 > 4MPmax . (13) 

Following Lyapunov theory, Eq. (13) completely describes the instability of 
system and the fixed point (x1, x2) = (π, 0), at unstable equilibrium. This estab-
lishes stability and instability. The present study numerically integrates the nonlinear 
motion Eq. (3). While ascertaining the dynamics of power system, it is evident, that 
several parameters like continuous spectrum, bounded trajectory, strange attractor, 
fractional dimensions, etc. characterize the chaotic characteristics of power system. 
Examining the graph of θ̇ (x2) wrt the f (normalized amplitude) for specified values 
of β, c, and, ω (the sinusoidal wave frequency) readily detects the bifurcation in 
SMIB systems. 

The 4-th order Runge–Kutta numerical method with twenty initial conditions 
helps in obtaining the bifurcation. For each value of the normalized amplitude, f 
(=M/A) (of the sinusoidal wave), first 300 points (of the Poincare map) have been 
removed, excluding the transient state. Following this, the system is assumed in a 
steady state and velocity for the next few points ( = 200 here) is shown on the 
bifurcation diagram. Figure 2 portrays the bifurcation diagram for a particular set of 
values (β = 1, c = 0.5, and, ω = 1). 

The period-doubling bifurcation phenomenon can be easily observed. The 
Poincare map and phase trajectories for f = 2.34 have been shown in Fig. 3a and b.
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Fig. 2 Bifurcation diagram of x2 against f for (β = 1, c = 0.5 and ω = 1)

Phase trajectory and Poincare’s map for f = 2.41 have been portrayed in Fig. 4a 
and b. Figure 5 portrays the 3-D image of the SMIB-attractor for (β = 1, c = 0.5 
and, ω = 1), which also exhibits the chaotic behavior of the system.

3 Conclusion 

This study examines the nonlinear/chaotic behavior of a SMIB power system. The 
chaotic motions of the system have been analyzed and shown using a Poincare 
map and bifurcation diagrams. The overall motion equation is by nature highly 
nonlinear and non-autonomous. The Lyapunov direct method hinders getting the 
positive definite Lyapunov function. The difficulty has been overcome in Sect. 2. 
Here the Lyapunov direct method has been deployed while getting the conditions 
(sufficient) for the system stability. Parameter-dependent system’s bifurcation has 
been numerically investigated.
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Fig. 3 a The poincare map (f = 2.34) (2-T periodic) b Phase trajectory (f = 2.34) (2-T periodic)
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Fig. 4 a Poincare map (f = 2.41) (chaotic) b Phase trajectory (f = 2.41) (chaotic)
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Fig. 5 3D image of SMIB-attractor (β = 1, c = 0.5, and, ω = 1)
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Hybrid AC/DC Microgrid Control 
and Management of Power Using 
Bidirectional AC/DC Converter 
by Autonomous Control Mode 

S. Mamatha and G. Mallesham 

1 Introduction 

According to the Central Electricity authority of India, total power consumption in 
India has increased from 914 Kwh in 2012 to 1280 Kwh in 2020. 

Total installed capacity in India is 3,93,389.46 MW, out of this from coal 
2,09,809.5 MW is generated, from gas 24,899 MW is generated, from diesel 
509.71 MW is generated, from nuclear resources 6780 MW is generated, from hydro 
resources 46512.22 MW is generated and from RES 104878.53 MW is generated. 
According to the CEA, the total energy share by the fossil fuel such as coal, gas, 
nuclear energy is 73%. These realities are causing a rapid depletion of the conven-
tional resources needed to keep the current energy system running, and they are a 
significant source of CO2 emissions into the atmosphere. 

The power consumption scenario we can observe in developing countries like 
India as increasing. As the conventional energy sources are decreasing day by day 
to meet the increasing power demand in India the installation of renewable energy 
systems(RES) into the existing power system is taking place in an Indian power 
system [1–13]. To overcome the rapid increase in power demand Microgrid is the 
best solution. In this paper an AC microgrid is modeled using a Wind energy system, 
fuel cell and a supercapacitor which are included for the purpose of storage of energy 
generated from RES connected at the AC microgrid [12–15]. As generated power 
from the RES is DC we will use an inverter to change the power from dc to ac. The 
DC microgrid is modeled using RES such as PV, and Wind and battery are used 
for storage and discharge of power according to the load demand. The interlinking 
converter [1–15], will take the responsibility of exchange of power between AC and 
DC microgrids [15–30].
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2 Introduction to Microgrid 

A Microgrid is collection of different loads such as ac loads and dc loads, respectively, 
and distributed energy resources (DERs) such as solar, wind, fuel cell etc., that 
function as a unique structure, contain well-defined electrical parameter limitations. 
Microgrid structure is shown in Fig. 1. A Microgrid is a distribution network with self-
regulation capabilities and control entities, such as RES, power conversion devices 
and load management. 

New models are being developed, and they have been fairly accustomed to these 
new techniques to dispersed production and they have been envisioned for future 
periods. By interpreting the microgrids at remote locations and islands could be the 
best solution to reach the power demand. Because of the near proximity of electricity 
sources to various users, costs and losses are kept to a minimum. When the utility grid 
accessibility is down, MG’s outstanding particular operating ability has gained high 
dependability measures in providing power requirements. To make the hybrid system 
to function in both connected mode and as well as in islanded mode, a microgrid can 
connect to the main grid and disengage to the main grid. If managed and coordinated 
properly, the functioning of micro sources in the network can boost the overall system 
performance. Scheduled maintenance, reduced deficit in the main grid, failures in the 
local sub grid, or economic considerations may lead a microgrid to switch between 
these two modes. 

Smart grids are the advancement to the electrical power system network. Smart 
grids are those where Microgrids especially DG’s are interconnected. Distributed 
generators means power generation from renewable energy systems such as PV, 
Wind, Biomass, Fuel cell etc., will generate clean energy. Smart grids will help 
in modernizing the existing power system network by the use of digital commu-
nication and new control technologies which can improve the Security, reliability 
and efficiency of the electric grid. Grid operations and resources are dynamically 
optimized, with comprehensive cyber-security. Smart metering, grid operations and

Fig. 1 Microgrid architecture 
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status messaging, and distribution automation technologies are being developed. 
Advanced power storage and peak-shaving technologies are being implemented and 
integrated, including plug-in hybrid and electric cars, as well as thermal storage 
air conditioning. Identifying and eliminating arbitrary or ineffective barriers to the 
adoption of smart grid technology, techniques, and services is done. To develop a 
smart grid, innovative goods and services are integrated with intelligent monitoring, 
control, communication, and self-healing technology. 

3 Introduction to AC Microgrid 

In AC microgrid various distributed generation sources and storage elements are 
connected to the bus through suitable and feasible conversion devices. The AC micro-
grid architecture is shown in Fig. 2. The DC power generated from Solar system, 
fuel cell etc. has to be converted into AC using dc to ac power converters, then the 
DG will be connected to the main AC bus. AC microgrids have the advantage that 
they can utilize the existing infrastructure of existing ac power grids as well as its 
standards and control strategies. AC microgrids need to take care of power factor 
and synchronization. 

4 Introduction to DC Microgrid 

In recent times, DC microgrids have increased attention due to Renewable Energy 
Systems such as Photo Voltaic systems, Fuel cell, Wind energy systems etc, which 
generate DC power. DC microgrid architecture is shown in Fig. 3. Due to the increase 
in present DC loads such as hybrid and electric vehicles, communication and data

Fig. 2 AC microgrid architecture 
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Fig. 3 DC microgrid architecture 

centers, printers, laptops etc. DC microgrids have gained much attention. In reality, 
dc microgrids can readily integrate the dc power provided by most DERs, in addition 
to providing high power quality and transformer-less voltage levels, resulting in 
increased distribution network efficiency, with reduced size, and cost. On the other 
side, power electronic devices are required to feed existing ac loads. Furthermore, 
there are additional issues associated with the deployment and operation of dc grids 
that need be explored in order to make dc microgrids technology more accessible. 

5 Hybrid AC-DC Microgrid 

A Hybrid ac/dc microgrid [1–39] has recently been proposed as an emerging archi-
tecture in future power networks to incorporate the benefits of both the dc microgrid 
and ac microgrid. Hybrid ac-dc microgrid architecture is shown in Fig. 4. Hybrid 
ac/dc microgrid consists of both the AC microgrid and DC microgrid separately 
which are interconnected with each other using an interlinking converter which is 
also called the bidirectional converter which is having the feasibility of exchange of 
power between the two grids depending on the load demand. In general, a hybrid 
structure is defined as having both dc and ac main power sources [11, 12, 30–37].

This hybrid layout will improve the complex structure efficiency as it consists 
of many RES, decreases the overall system cost due to less conversion stages and 
loads fed with concerned power generating buses. Although the notion of an ac–dc-
coupled hybrid structure is enticing, significant study and development is required, 
especially in terms of energy and power management. Both dc and ac bus voltage 
regulation, balancing of powers between the dc and ac subsystems, must be consid-
ered in the management of such a system. Controllers of hybrid power systems and 
power balancing systems are the most important aspects in the operation of the hybrid
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Fig. 4 AC/DC microgrid architecture

system. Power management systems will control the voltage and frequency as well as 
the output active and reactive power of Distributed Generators and Storage Elements. 
The above mentioned hybrid structure consists of multiple RES, Storage elements 
are connected to the dc bus and ac bus. As a result, greater coordination between the 
ac bus and dc bus is required. For controlling the hybrid structure, for better power 
management and control there is a necessity of controlling of voltage and balancing 
of power between the ac microgrid and dc microgrid is essential. The power and 
voltage in the hybrid ac/dc microgrid must be controlled by the bidirectional AC/DC 
converter, which is connected between the ac and dc microgrids. 

6 Proposed System Modeling 

Modelling the proposed hybrid system involves modelling of AC microgrid, 
modelling of DC microgrid and designing the interlinking converter with autonomous 
control. The proposed system architecture is shown in Fig. 5.

7 Modeling of the AC Microgrid 

The AC microgrid is based on the wind turbine generator, Fuel cell and super 
capacitor. According to the aerodynamic characteristics of wind turbine 

Pm = 0.5 ρACPV3 (1) 

where, ρ: air density (Kg/m3) 
A: Swept area 
Cp: Power coefficient of wind turbine 
V: Wind speed
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Fig. 5 Proposed hybrid AC/DC microgrid architecture

Therefore, if the air density, swept area, and wind speed are constant the output 
power of the turbine will be a function of power coefficient of the turbine. In addition, 
the wind turbine is normally characterized by its Cp-TSR curve; where, TSR, tip-
speed rate 

T S  R  = 
ωR 

V 
(2)
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In the above equation ω is turbine speed in “rad/sec”, 
R isthe radius blade in “m”, 
V is the wind speed “m/s”, respectively. 
Among the RES, the Fuel cell is also a power generating source with neat and 

clean energy. 
The Basic structure of fuel cell is with electrochemical reaction is as follows 

Cathode side chemical action equation is: 0.5O2 + 2H+ + 2e− → H2O (3)  

Anode side Chemical action equation is: H2 → 2H+ + 2e− (4) 

Overall reaction: 1/2 O2 + H2 → H2O + Heat (5) 

Super capacitor is a high capacity capacitor which also called ultra capacitor. It 
can tolerate many charge and discharge cycles just like the battery. 

8 Modeling of DC Microgrid 

DC microgrid in the proposed system consists of a PV system, Wind turbine, and 
battery 

PV system: 

Photovoltaics are materials or technologies that can convert the energy contained in 
photons of light into voltage and current. Photovoltaic systems use semiconductor 
materials to convert sunlight into power. 

V–I characteristic curve for p–sn junction diode is described by the following 
equation. V–I characteristics are shown in Fig. 6. 

Id = I0(eqVd /kT  − 1). (6)

9 Operation of Bidirectional AC/DC Converter 

Bidirectional AC/DC converter is used to couple the AC microgrid and DC microgrid 
for power management between AC/DC microgrid. Control Block diagram of the 
proposed controller is shown in Fig. 7. For maintaining the power balance between 
the two buses, an autonomous control scheme is considered. The difference between 
the Per-Unit (P.U.) values of the dc bus voltage and ac bus frequency is utilized to 
alter the power requirement of the Inter Linking Converter for DC MG or AC MG 
support in this method [1–3].



284 S. Mamatha and G. Mallesham

Fig. 6 V–I characteristics

Fig. 7 Control block diagram of bidirectional AC/DC converter (ILC) 

The block schematic of a stand-alone hybrid microgrid with ac–dc coupling is 
displayed and the control of the bidirectional converter is shown in the above Fig. 7. 
For better operation of the bidirectional ac/dc converter normalization of DC voltage 
and AC frequency has to be done. Equations (7) and (8) will give the formulae for 
normalization. 

fPU = 
[ f − {0.5} ×  ( fmax + fmin)] 

[0.5 × ( fmax − fmin)] 
(7) 

Vdc.PU =
(
Vdc − 0.5 × (Vdc max + Vdc min) 

0.5 × (Vdc max − Vdc min)

)
(8) 

ILC will operate in the power control mode after identifying the reference active 
power and reactive power, regulating the outputs to their reference values and then 
it will regulate the concerned bus voltages [9, 38, 39]. 

10 Simulation Results 

Simulation results for the proposed Hybrid system in Islanding Mode of operation is 
shown in the Figs. 8, 9, 10, 11 and 12. The bidirectional converter will Convert the 
AC power and DC power according to the Load demand of the AC microgrid and



Hybrid AC/DC Microgrid Control and Management of Power Using … 285

Fig. 8 Simulation results of DC load power 

Fig. 9 Simulation results of AC load power

DC microgrid. Table 1 shows the balance between AC load and DC load using the 
Bidirectional AC/DC converter or Interlinking converter (ILC). For simulating the 
proposed structure MATLAB software version 2018 is used. 

11 Comparison of Existing System with References 

In the reference paper [1], DC microgrid, AC microgrid are considered as sources, 
No renewables are considered for forming AC and DC microgrids. In this paper 
RES is considered in DC and AC microgrids for generation of power. DC micro-
grid/subsystem voltage is considered in the reference paper [1] which is 150 V, AC 
supply frequency is considered as 60 Hz, and ILC power varied from 0 , 300 and 
150 W depending on load demand.



286 S. Mamatha and G. Mallesham

Fig. 10 Simulation results of bidirectional converter power exchange between DC microgrid and 
AC microgrid 

Fig. 11 Power at DC microgrid

12 Conclusion 

Power systems with ac have served the globe for more than a century, according to the 
user’s convenience. However, because the type of load utilized by the power consumer 
changes day by day, there is quick development and improvement in modern civi-
lization. Because of the high load demand, many electrical experts are working to 
design a user-friendly hybrid power system. One of the Hybrid AC/DC microgrid 
architectures is covered in this chapter, along with its power management and control 
technique.



Hybrid AC/DC Microgrid Control and Management of Power Using … 287

Fig. 12 AC power at point of common coupling 

Table 1 Output power 
management between source 
and load 

Time 0–0.5 s 0.5–1 s 1–1.5 s 

Ppv 21 kW 21 kW 21 kW 

Pwf (DC) 20 kW 20 kW 20 kW 

Pbat 20 kW 10 kW 35 kW 

Pwf (AC) 19 kW 14 kW 18 kW 

Pfc 10 kW 0 kW 5 kW  

Psc 10 kW 0 kW 5 kW  

Pdc load 50 kW 50 kW 90 kW 

Pac load 50 kW 10 kW 10 kW 

P ILC 10 kW (Dc to AC) 0 kW  −15 kW (AC to DC)
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Analysis of Intelligent Control 
of Irrigation System 

Arunesh Kumar Singh and Tabish Tariq 

1 Introduction 

Agriculture is an important aspect of the economy in rising countries, and it is 
regarded as the economic system’s backbone. For decades, agriculture has been 
related to the production of critical food crops. To create a profitable crop, one 
must consider the irrigation procedure as well as the amount of water used. Only 
the amount of water required by the plants should be used. The idea of automatic 
irrigation is not new; mankind has long used automated and drip irrigation systems 
to irrigate enormous areas of foliage. There are currently no effective, automatic 
irrigation systems that can irrigate plants to the effective level and provide those 
plants with only the required amount of water for regular absorption of growth of 
plants. If developed, these methods have the potential to reduce the wastage of water 
for irrigation. The controller for irrigation serves as the "brain" of an irrigation system. 
It controls the flow of water to irrigate the plants, allowing the farmers or gardeners 
to achieve the best and most fruitful possible results. We should use water properly 
because it is one of our most valuable resources. In this paper, analysis is done for the 
design of different control systems based on control techniques such as algorithmic, 
linear programming and interpolation, PID, artificial neural network, and fuzzy logic 
that after considering different factors decide how much water should be given to the 
crop, and a successful crop is produced if the right amount of water is supplied, not 
too much and not too little.

A. K. Singh · T. Tariq (B) 
Department of Electrical Engineering, Jamia Millia Islamia A Central University, New Delhi, 
India 
e-mail: er.tabish@gmail.com 

A. K. Singh 
e-mail: asingh1@jmi.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
P. Singhal et al. (eds.), Recent Developments in Electrical and Electronics Engineering, 
Lecture Notes in Electrical Engineering 979, 
https://doi.org/10.1007/978-981-19-7993-4_24 

291

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-7993-4_24&domain=pdf
http://orcid.org/0000-0002-4438-550X
mailto:er.tabish@gmail.com
mailto:asingh1@jmi.ac.in
https://doi.org/10.1007/978-981-19-7993-4_24


292 A. K. Singh and T. Tariq

2 Implementation of Automatic Irrigation Control System 

The irrigation control system can be automated by implementing various techniques 
like PID, Algorithmic technique, ANN, Fuzzy Logic, etc. Most of the techniques use 
the design of specific controllers (with or without feedback control) for their system 
depending upon user requirements. Some techniques based on microcontrollers use 
predefined algorithms to automate the irrigation control system using sensors to get 
field data and then based on that data, the algorithm decides what to do like controlling 
water flow valves, switching on/off pumps, etc. Some use intelligent controllers like 
artificial neural network or fuzzy logic to make decisions. Using these techniques a 
smart irrigation control system can be implemented and resources can be saved and 
used wisely. The intelligent control of the irrigation system is analyzed based on the 
algorithms, ANN, PID, IoT, etc. 

2.1 Algorithm-Based Irrigation Control System 

This type of irrigation control system is the simplest of all the different types of 
systems developed. In this system, a microcontroller is fed with inputs from the field 
like soil moisture, temperature, humidity, etc. and based on the predefined algorithm, 
it controls the flow of water or switches on/off the pump. 

The system developed in [1] employs soil moisture sensors and a microprocessor 
to automatically provide plants with water based on their needs without the need for 
a farmer’s intervention. An intelligent irrigation system would automatically control 
the flow of water for irrigation into the field in the required ratio desired by the plants, 
thereby maintaining turf. Soil moisture sensors (S1, S2, S3) are used to monitor the 
water level in the farm, solenoid valves (P1, P2, P3) are used to manage water flow 
to the farm, and a microcontroller is used to process data and control all operations. 
The algorithmic irrigation control system is shown in Fig. 1.

The water is distributed to the various fields via several pipes. When a field reaches 
its required moisture level, the control valve for that field is closed, and if watering 
is required again, the valve is opened. The system is configured to turn off the main 
engine once all of the fields have sufficient water levels. The system developed in [2] 
is almost similar to the system discussed above as it also takes in soil moisture values 
from soil moisture sensors and controls the solenoid valves based on the moisture 
value. 

To further improve this type of system, a Raspberry Pi computer can be used 
as discussed and implemented in [3]. Raspberry Pi is a single-board computer with 
a size comparable to a credit card as shown in Fig. 2; with the help of a camera 
module and Wi-Fi technology (both of them being supported by Raspberry Pi), the 
live feed for the irrigation and monitoring of the field can be done; it can also replace 
the microcontroller used in [1, 2, 3], and a lot more capabilities can be added to 
the system like controlling the devices connected with a relay that is connected to
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Fig. 1 A simple algorithm-based irrigation control system

the Raspberry Pi through the Internet from anywhere around the world. Important 
data like water usage and electricity consumption can be saved to a cloud database. 
Instead of using Raspberry Pi, an Arduino microcontroller with a Wi-Fi shield [4] 
can also be used when the algorithmic need for more CPU power is less as Arduino 
is just a simple microcontroller capable of doing simple tasks, whereas Raspberry 
Pi is a full-featured computer. So depending on the system needs, one of the two 
devices can be selected.

Mr. Shiraz Pasha incorporated the use of solar panels [5] to make this type of 
system standalone and environment friendly; a solar PV array is used to charge the 
battery that powered the whole system (Fig. 3). By making use of this, the whole 
control system can run anywhere around the earth where there is sunlight. In places 
where there is a shortage of electricity, this system would be a great fit. The system is 
further improved by implementing machine learning algorithms like support vector 
classification [6] to determine soil type as the type of soil also affects how much water 
should be given to the plants, and implementing this will result in properly irrigated 
soil. Soil is regarded as a significant natural resource, with soil pH describing the 
amount of acidity or basicity which affects nutrient availability and, ultimately, plant 
growth. By implementing a Raspberry Pi camera module and image processing, the 
soil pH can be determined [7]. The Pi camera is used to take the photographs, and 
after analyzing the obtained image, the pH value of the soil is computed, and crops 
or plants that can be planted in that field are advised. This technology will inform 
farmers about the crops to grow in their specific fields.
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Fig. 2 Raspberry Pi single-board computer

Fig. 3 An algorithm-based irrigation control system powered by a solar panel
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2.2 Use of Linear Programming and Interpolation 
Methodology for Drip Irrigation System 

It is not possible to operate a conventional automated drip irrigation system based 
on several decisions; it can only work based on single soil parameters such as soil 
moisture, pH, temperature, and light. If simply a soil moisture sensor is used to 
control automatic drip irrigation, and after that whenever the soil moisture level 
drops, the Valve Unit is instructed to change its position from OFF to ON, and when 
the level of soil moisture returns to the right pre-set level, the system is immediately 
shut off. The traditional technique does not monitor for water availability or the 
precise amount of water required by the crop. However, this system checks that and 
operates on that basis. The linear programming approach as discussed in [8, 9, 10] 
is used for this purpose to make proper use of available water for all available crops 
in the field or farm where this system is implemented to maximize profit, and it also 
easily identifies available water and required water for the crops with the help of 
linear programming. This system consists of a personalized PC and microcontrollers 
connected with ADCs to gather soil humidity levels from sensors. Following the 
input of these sensor values into the PC-based algorithm, linear programming is 
used to build an optimal watering plan, from which drip control commands are 
formed and then transferred to the hardware parts. The hardware part is entirely 
controlled over a wireless network. WSN allows a computer to communicate with a 
hardware device. Figure 4 shows the block diagram of this type of Irrigation Control 
System. To further improve this system temperature, sensors can also be used to take 
in temperature values and consider both soil moisture and temperature to give better 
results as implemented in [11]. 

Fig. 4 Block diagram of intelligent drip irrigation system
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2.3 PID Controller-Based Irrigation Control System 

In this type of control system [12], the integral function has been constrained to values 
comparable to volumes of positive water application (within the range of zero to zero 
point five required daily water), while the proportional and derivative functions work 
as they will be working in a traditional proportional-integral-derivative controller. In 
this method, the integral function responds to varying water demand in a usual way 
(as a single-input single-output process), but if a big rainfall event occurs, the integral 
function is bound to maintain a value point which is comparable to zero volume of 
water application. Thereafter, if the soil moisture decreases to the reference point, 
then the integral function begins at a repetitive known point rather than soil moisture 
level and a time that is windup level-dependent. As a result, a proportional-integral-
derivative controller with a limited integral function can more reliably regain soil 
moisture control following a rainstorm event without a major delay in dead time. 
The major goal of that system is to show how a limited integral function can be used 
to apply the benefits of PID control to precision irrigation applications and plant 
science research. This type of PID controller-based Irrigation System is shown in 
Fig. 5. 

Further improvements in PID control of irrigation systems are discussed in [13]. 
An Arduino is used to integrate the PID controller, and four inputs are taken in 
through sensors as follows. Soil moisture is taken as a set point of reference. These 
four sensors, temperature, humidity, radiation, and wind speed, work in various 
ratios based on the proportional-integral-derivative and Penman evapotranspiration 
models. A Pb-acid battery powers the system that can be recharged by a solar PV 
array. These four selected sensors collect field conditions data and simultaneously 
transfer data to a monitoring device at a remote location with an LCD through wireless 
communication.

Fig. 5 PID controller-based automatic irrigation system 
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Fig. 6 ANN-based irrigation control system 

2.4 ANN-Based Irrigation Control System 

The Artificial Neural Network Controller of the system developed in [14] is based on 
a closed-loop controller design. The Penman-Monteith equation is used to generate 
a soil model, and the desired soil moisture is provided to the controller together 
with the current sensor values to control the water pump valve based on the ANN 
controller output (Fig. 6). 

This control system is made up of four stages that are all linked together:

. Sensor input: At this stage, several characteristics such as radiation, soil moisture, 
air humidity, and wind speed are gathered. These variables are then supplied as 
input to the following stage.

. This stage turns four input factors into actual soil moisture using the evapotran-
spiration model.

. Soil moisture required: This contains information about the amount of water plants 
need to thrive properly.

. ANN controller: At this point, the soil moisture requirement is compared to the 
actual soil moisture, and on a basis dynamic decision is given. 

2.5 Irrigation Control System Using Fuzzy Logic 

The Fuzzy Logic-based Irrigation Controller system is based on a closed-loop 
controller design. A soil model is designed in Simulink to find the actual soil mois-
ture using the water flow rate, and it is then compared with the desired soil moisture 
level using the fuzzy logic controller that takes the difference between the actual 
moisture of soil and desired moisture and then gives the output to control how much 
the valve should be open based on the predefined fuzzy rules [15]. A fuzzy model 
(Fig. 7) is made using the Mamdani model of inference. The fuzzy controller rules
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Fig. 7 Irrigation control system using fuzzy logic 

are produced for this model. The 5 rules (one input one rule) are made, i.e. large 
negative, small negative, equal, large positive, and small positive, for the difference 
between the desired moisture and actual moisture of soil, and the valve will open 
accordingly. 

The system developed in [16] also uses fuzzy logic-based control of irrigation, 
but instead of defining rules based on soil moisture difference as discussed above 
they had defined different membership functions for different inputs and outputs 
that are ground moisture, temperature, humidity, and servo valve. Servo valve is the 
output variable. Each input and output variable is defined with the help of 3 linguistic 
variables such as dry, normal, and wet for soil moisture and so on. On the basis of 
these combinations the valve is closed or open. 

2.6 Irrigation Control System Using PLC 

The PLC-based system developed in [17] takes soil moisture as input from the soil 
moisture sensor and water pump that will be switched on and off automatically using 
the programmable logic controller SIEMENS LOGO 230 RC. The programmer is 
programmed in order to control the master valve and zonal valve’s opening and 
closing. The water pump is switched on and switched off. The moisture sensor value 
is set manually to 22 for turning ON and 55 for turning OFF. The PLC-based system is 
effective for irrigating the plants for taking various environmental conditions (Fig. 8).
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Fig. 8 Irrigation control system using PLC 

2.7 IoT and WSN Network-Based Irrigation Control System 

IoT, Internet of Things, is defined as the network of physical devices that are 
connected to each other with the Internet and wireless sensor network (WSN); as the 
name implies, it is the network of sensors connected without using wires to collect 
field data such as soil moisture from soil moisture sensors placed very far apart from 
each other. IoT and WSN are some technologies that are heavily implemented, while 
designing automatic irrigation control systems as large fields requires a large number 
of sensors to collect data and connecting them using wires will not be feasible and 
easy [18–22]. Some systems based on IoT and WSN are discussed in detail. Different 
types of controllers are used such as Arduino with a Wi-Fi shield to make it connect to 
the Internet and implement remote functionality in the system; some use Raspberry 
Pi single-board computer where there is a need for heavy computational require-
ments and the onsite solution is required. If a Simulink model is needed for the 
system to run, then also Raspberry Pi can be used for data acquisition using Wi-Fi 
technology. All the sensors can be connected to the Internet by implementing WSN. 
Serial communication can also be used to transfer data from Arduino or Raspberry 
Pi to the Simulink or Matlab model [23–29]. 

The controller can be designed using any of the above techniques such as 
algorithm-based controller, PID, ANN, and fuzzy logic and incorporated into 
Arduino or Raspberry Pi.
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3 Conclusion 

The intelligent controllers for irrigation systems have been analyzed. Using the 
various control techniques for the irrigation control system, a lot of electricity and 
water can be saved. These techniques can be further improved by adding new vari-
ables as per the requirement of the crop or plant as inputs to get a better and fruitful 
output. New algorithms can be designed based on these techniques and can be used 
in combination or simultaneously. 
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A Recursive CEIEC Technique for Image 
Enhancement Employing Sharpening 
Filter 

Archana Agarwal, Shailender Gupta, and Munish Vashishath 

1 Introduction 

The images obtained from various sources, i.e. digital sensors, cameras and satellites, 
suffer degradation in the visual quality on various accounts, for instance, glitches or 
washing out. CE [1] is the technique employed to overcome such degradation in 
the images. This process adjusts the relative brightness and darkness of the image 
resulting in an improved image in terms of perceived quality and information content. 
As seen in Fig. 1a, the thumbprint image is having low contrast, while Fig. 1b shows  
the enhanced version of the same after applying the CE technique to it. These CE 
techniques find application in various areas for image enhancement such as forensic 
science, oceanography and satellite pictures.

There are 2 main categories of CE techniques, which are Global and Local Contrast 
Enhancement techniques. The Global CE techniques work globally on the whole 
image rather than working on minute details of the image as in local CE techniques. 
In addition, global CE techniques are better in terms of processing speed, while the 
latter are best in terms of visual quality [28]. Also, the global techniques are not 
suitable for images that differ continuously from one locale to another of the same 
image. The global techniques do similar transformation functions on every pixel of 
low contrast image and include histogram enhancement methods such as histogram 
equalization-related techniques [3–7]. The local techniques choose small windows of 
the image that traverse through each and every pixel of an input image consecutively 
such as Adaptive Histogram Equalization (AHE) and Contrast Limited Adaptive 
Histogram Equalization (CLAHE) [15, 16]. So, if the image is enhanced using the 
global technique, locally traversing through the image provides better results as they
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Fig. 1 a Original image b Enhanced image

enhance the image even on local details. This feature is exploited in this paper for 
image enhancement. 

Another important parameter for image enhancement is entropy. The more is the 
entropy, the higher is the information content in the image. Therefore, the proposed 
technique uses a sharpening filter as a pre-processing step for CEIEC to enhance the 
information content of the image. The rest of the paper is organized as mentioned. 
Section 2 contains the literature survey; Sect. 3 explains the proposed model along 
with corresponding descriptions and algorithms; Sect. 4 presents the experimental 
results and their discussions, and Sect. 5 recapitulates the main conclusion followed 
by references.” 

2 Literature Review 

Table 1 below gives a short description of various contrast enrichment techniques 
available in the literature.

Numerous local and global approaches are available in the literature for contrast 
enhancement. In this paper, a hybrid approach is developed exploiting the advantages 
of both: global and local CE schemes. 

3 Proposed Model 

The hallmarks of the proposed scheme are

. The Sharpening filter is used in the pre-processing of an image as it improves the 
entropy of the image by defining the edges, using a mask window.
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Table 1 Survey of available techniques 

Name of the paper Year Features Disadvantages 

Histogram equalization 
(HE) [3] 

1987 Improve contrast of the 
images 

Unnatural images are 
created 

Dualistic sub-image 
histogram 
equalization(DSIHE) [5] 

1997 Based on the median of the 
image, the histogram is 
divided into two sub 
histograms 

Fake images are created. 
Over illumination in some 
parts of image 

Brightness preserving 
Bi-histogram 
equalization(BBHE) [4] 

1997 The original picture based 
on its mean, is split into 2 
sub-images on whom HE is 
then separately applied, 
which reduces the average 
mean brightness error 
(AMBE) 

This technique results in 
low average information 
content (AIC) and artificial 
effects are introduced 

Fast image contrast 
enhancement based 
onweighted threshold HE. 
(FWTHE) [6, 7] 

1999 Histogram is modified on 
the basis of probability 
distribution function values 
to eliminate the unnatural 
look 

The color and contrast of the 
images are not significantly 
changed 

Adaptive histogram 
equalization (AHE) [15] 

2000 Adaptively enhance the 
contrast of the images 

Not suitable for RGB and 
leads to loss of information 
content 

Recursive mean separate 
histogram equalization 
(RMHE) [8] 

2003 In order to create a naturally 
enhanced image, the RMHE 
histogram on the basis of its 
mean 

Requires large computation 
time and processing 
overhead 

Minimum mean brightness 
error Bi-histogram 
equalization 
(MMBEBHE) [9] 

2003 Calculate minimum 
brightness error between 
BBHE and input 

Requires large computation 
time 

Recursive Dualistic 
Sub-Image Histogram 
Equalization (RDSHE) 
[10] 

2007 divides histogram of image 
on the basis of median and 
clip off both histograms then 
HE is applied independently 

Not preferable for RGB 
images 

Dynamic quadrants 
histogram equalization 
plateau limit (DQHEPL) 
[12] 

2010 Divide the histogram into 
four segments based on 
RDSH+G13E 
S+G13tandard. HE is then 
performed on cut histograms 
and redesigned picture is 
gained 

Less entropy preservation & 
high mean brightness slip 
ups

(continued)
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Table 1 (continued)

Name of the paper Year Features Disadvantages

Non-parametric Modified 
Histogram 
Equalization(NPMHE) 
[14] 

2013 The enrichment is obtained 
by modified probability 
distribution function which 
is calculated using clipped 
histogram and measure of 
un- equalization 

Performance metrics 
indicate that its performance 
is not too good 

Contrast limited 
adaptiv+E15e histogram 
equalization (CLAHE) 
[16] 

2013 CLAHE operates on minute 
tiles of image. It prevents 
over amplification of the 
image using a clip limit 
which leads to its  
genuineness 

Have to find appropriate 
transform function 

Image enhancement based 
on equal area dualistic 
sub-image histogram 
equalization method [5] 

2014 Works on four 
subhistograms and improve 
the contrast 

Relative distribution of color 
channel changes leading to 
artificial effects in the image 

A novel adaptive cuckoo 
search algorithm for 
contrast enhancement of 
satellite+E26 images [19, 
20] 

2008 This technique works on 
threshold limit of the image 
intensity 

No significant enhancement 
in contrast 

Contrast limited adaptive 
discrete wavelet transform 
histogram 
equalisation(CLDWT) 
[17] 

2015 Combination of CLAHE and 
discrete wavelet transform 

Low contrast images can’t 
be enhanced up to the 
preference 

Image contrast 
enhancement Based on 
intensity expansion 
compression (CEIEC) [22] 

2017 First expansion of histogram 
then compression is finished 

Significantly changes the 
pixel values leading to 
darkening of image 

Gradient guided color 
image contrast and 
saturationenhancement 
[24] 

2017 It enhances the color and 
contrast of an image 

The overall performance 
metrics are good but its 
performance can be further 
enhanced 

Contrast enhancement of 
brightness-distorted 
images by improved 
adaptive gamma 
correction [27] 

2017 It enhances the most darkest 
images 

The overall performance 
metrics are good but its 
performance can be further 
enhanced using Machine 
learning approaches 

Contrast enhancement 
technique based on Lifting 
wavelet transf orm [26] 

2018 LWT leads to low and high 
recurrence parts. The 
previous parts that hold 
majority of the data are 
upgraded utilizing CLAHE 
calculation whereas the last 
parts are kept unmodified 

The results are good but still 
performance can be 
enhanced using machine 
learning approach
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. A recursive approach is applied to enhance the image by choosing a small window 
in an image and traversing it through the complete image. This enhances the local 
contrast of the image pixels. 

The proposed systems take a low-contrast image and apply a Sharpening filter as 
a pre-processing step to enhance the information content (entropy). In addition, the 
Recursive approach-based method is used on chosen windows of image traversing 
through the complete image so as to amplify the local contrast of the original picture. 
The CEIEC method is applied on each small-size window traversing through the 
complete image. This proposed technique surpasses the other techniques in terms of 
increasing the entropy and gradient of the image. Figure 2 depicts the block diagram 
of the same. The following subsection gives attributes of sharpening and recursive 
approaches. 

If full image is 
traversed 

NO 

YES 

Enhanced 
Image 

CEIEC method 

Choose small 
Window of image 
traversing through 

whole image 

Sharpening Filter IMAGE 

Fig. 2 Block diagram of the proposed technique
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3.1 Sharpening Filter 

Human observation is exceptionally touchy to edges and fine subtleties of a picture, 
and since they are created fundamentally by high recurrence components, the visual 
nature of a picture can be enormously degraded if the high frequencies are weakened 
or completely evacuated. Conversely, upgrading the high-frequency segments of a 
picture prompts an improvement in the visual quality. Picture sharpening [29] refers 
to any improvement system that features edges and fine subtleties in a picture as 
shown in Fig. 3. It is broadly utilized in printing and photographic businesses for 
expanding the nearby contrast and sharpening the pictures. As shown in Fig. 4, it  
can be seen that on applying a Sharpening filter, performance parameters such as 
Entropy, Gradient and Contrast are improved. 

On a fundamental level, sharpening comprises adding a signal corresponding 
to a high-pass filter version of the original image [31]. Figure 5 represents this 
methodology, frequently referred to as un-sharp concealing on a one-dimensional 
signal. As shown in Fig. 5, the image is primarily passed through a high-pass filter 
which extricates the high-recurrence segments, after which a scaled variant of the

Fig. 3 a Original image b Sharpened image 

Fig. 4 Graph between 
original and sharpened image 

50 

40 

30 
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HIGH PASS 
FILTER 

ORIGINAL 
IMAGE 

λ X 

+ 
SHARPENED 

IMAGE 

Fig. 5 Methodology of sharpening filter 

high-pass channel yield is attached to the input image along these lines, creating a 
sharpened image. The homogeneous regions of the signal, i.e. where the signal is 
steady, stay unchanged. The sharpening function is represented as 

Y (i, j) = x(i, j) + λF(x(i, j )) 

where 

x(i, j) is the pixel value of the original image at position (i,j), λ = 0.25 is a tuning 
parameter, F(.) is the high pass filter and Y(i, j) is the sharpened pixel value at position 
(i, j). 

The salient element in the viable sharpening procedure indwells in the decision of 
the high-pass filtering task. Customarily, linear filters have been utilized to execute 
high-pass filtering; in any case, linear techniques can prompt inadmissible outcomes 
if the first picture is degraded with noise. A commutation between noise attenuation 
and edge featuring can be acquired if a weighted median filter with suitable weights 
is employed. To represent this, contemplate a weighted median filter connected to a 
grayscale picture where the accompanying filter mask is utilized: 

W = 1 
3 

⎡ 

⎣ 
−1 −1 −1 
−1 8  −1 
−1 −1 −1 

⎤ 

⎦
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3.2 Local-Level Image Contrast Enhancement Based 
on Intensity Expansion-Compression (CEIEC) 

CEIEC methodology works on expanding and compressing the pixel intensity 
dynamic range [22]. By amplifying the intensity as per the extremity of neighborhood 
edges, a halfway picture of the persistent intensity range is obtained. At that point, 
by compressing this image to the permitted intensity dynamic range, an increment 
in information substance is guaranteed. The blend of edge-guided expansion with 
compression additionally empowers the protection of sheer subtleties contained in 
the information of the image. 

In the proposed scheme, the CEIEC scheme is used as local-level enhancement 
technique. The SHARP_IMG acquired after the sharpening filter is applied to the 
input image is enhanced by using a window of size (M/2, N/2) where, M, N and 
L are the dimensions of the input image. On this window, CEIEC is applied to get 
the contrast-improved image, and the window selected is traversed on the complete 
image. The algorithm for the same is shown below. The next section gives the details 
of simulation setup parameters used to evaluate the effectiveness of the proposed 
scheme. 

Algorithm for Recursive CEIEC 

STEP 1. [M N L]= SIZE(SHARP_IMG) 
STEP 2. ENHIMG=SHARPIMG 
STEP 3. CHOOSING SMALL WINDOWS OF IMAGE TRAVERSING THROUGH WHOLE IMAGE 

FOR I=1: (M/2) +1 
FOR J=1: (M/2) +1 

WINDOW= SHARPIMG (I: (M/2) +I-1, J: (N/2)+J-1, :); 
C= CEIEC_FUNCTION (WINDOW); 
ENHIMG (I: (M/2) +I-1, J: (N/2) +J-1, :) =C 

END 
END 

4 Simulation Setup Parameters 

Table 2 gives the simulation setup parameters for assessing the performance of the 
proposed scheme.

5 Performance Analysis 

The below-mentioned performance metrics are used for the analysis of the efficacy 
of the proposed scheme:
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Table 2 Setup parameters Processor Intel(R) core(TM) i3 CPU 

Memory 2 GB  

Operating system Windows 7 

Image type .jpg 

Simulation tool MATLAB version: R2015 
serial update 2 

Color type RGB 

Window of high-pass filter (W) 1 
3 

⎡ 

⎢⎢⎣ 

−1 −1 −1 

−1 8  −1 

−1 −1 −1 

⎤ 

⎥⎥⎦ 

Tuning parameter (λ) 0.25

. Absolute Mean Brightness Error (AMBE): It is the contrast between the mean 
of the original and of the upgraded picture. This parameter gives the measure of 
splendor saved. Least estimation of AMBE is best.

. Contrast Improvement Index (CII): So as to assess the intensity of the 
diverse difference upgrade methods, the most outstanding benchmark is Contrast 
Improvement Index. This is the proportion of progress in the complexity when 
contrasted with the information picture. CII must be high for a proficient 
differentiation improvement plot.

. Degree of Entropy Unpreserved (DEU): This parameter is utilized to quantify 
the measure of data misfortune in a picture after the utilization of the Contrast 
Enhancement strategy. The estimations of DEU ought to be as low as could 
reasonably be expected.

. Structural Similarity Index (SSIM): SSIM is a metric to estimate the alikeness 
between the two given images. The comparison is performed on the basis of 3 
features: Luminance, Contrast and Structure.

. Expected Measure of Enhancement by Gradient (EMEG): It is a proportion 
of the found middle value of the proportion of square-based least total subsidiary 
to the most extreme outright subordinate. This criterion estimates the picture’s 
sharpness yet in addition touchy to speckle noise.

. Quality-aware Relative Contrast Measure (QRCM): It utilizes pixel slopes to 
measure the picture quality. The point when QRCM is near unity speaks to all the 
more likely picture quality.

. Entropy: It is a numerical proportion of the measure of data conveyed in a picture. 
It relies upon the appropriation of forces in the picture. Higher entropy esteem 
will be acquired when the permitted powers are completely utilized and equally 
disseminated in the dynamic range.

. Contrast: It demonstrates the spread of intensities as for their average magnitudes. 
This measurement is defined as per human visual discernment, where a bigger 
variation in intensity is required for perceptible changes in high-intensity locales.
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. Gradient: It measures the neighborhood sharpness and is arrived at the center of 
overall pixels in the picture. The gradient of a pixel is the difference between an 
adjacent pixel and the current pixel. 

6 Results 

The following are the simulation results of the proposed mechanism for the above-
mentioned performance metrics: (Fig. 6) 

. Visual Assessment:

. Entropy: 

Figure 7 shows the entropy comparison against the techniques CEIEC, CEIEC_DoG, 
CEIEC_Laplacian, CEIEC_Prewitt, CEIEC_Sobel, GGCSE, IAGC, CLDWT, 
CETLWT and Proposed. Owing to the use of a Sharpening filter, the best results 
with respect to entropy are obtained by the proposed technique. For good contrast

(a) 

(c) (d) (e) (f) (b) 

(h) (i) (j) (k) (g) 

Fig. 6 Results of test image: a Input, b CEIEC, c CEIEC_DoG, d CEIEC_Laplacian, e 
CEIEC_Prewitt, f CEIEC_Sobel, g GGCSE, h IAGC, i CLDWT, j CETLWT and k Proposed
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Entropy 
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Fig. 7 Graph of different techniques for entropy

enhancement, the entropy value must be high. So, the proposed technique is best in 
terms of entropy. 

. AMBE: 

Absolute mean brightness error (AMBE) gives the measure of brightness saved. 
Figure 8 shows the AMBE comparison; it shows that the put-forward technique shows 
supreme results when compared to CEIEC and IAGC but slightly lesser values in 
comparison to GGCSE, CLDWT and CETLWT techniques. Lower values of AMBE 
suggest that brightness is better preserved. 

. DEI: 

Figure 9 shows the DEI comparison; the result shows that the proposed technique 
obtains the best results when set against CEIEC techniques but is not good in compar-
ison to GGCSE, CLDWT and CETLWT techniques. For good contrast enhancement 
the DEI value must be low.
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Fig. 8 Graph of different techniques for AMBE
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Fig. 9 Graph of different techniques for DEI

. GRADIENT: 

Figure 10 illustrates the gradient correlation of the proposed with other techniques 
in the literature. The result shows that the proposed technique is best among all due 
to the usage of a sharpening filter. 

. CONTRAST: 

Figure 11 shows the contrast comparison; it shows that the proposed technique offers 
the best outcomes as opposed to other techniques, except for IAGC for which results 
are comparable.

. CII: 

Figure 12 shows the CII collation between the put-forward technique and the former 
techniques. The graph depicts comparable results.
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Fig. 10 Graph of different techniques for gradient
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Fig. 12 Graph of different techniques for CII

. EMEG: 

Figure 13 shows the EMEG comparison. Equivalent results are seen with the 
proposed technique when compared to other techniques. 
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Fig. 13 Graph of different techniques for EMEG
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Fig. 14 Graph of different techniques for QRCM 
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Fig. 15 Graph of different techniques for SSIM 

. QRCM: 

Figure 14 shows the comparison of the given technique with the other techniques, 
with respect to QRCM. The proposed technique results in a good-quality image, by 
giving the best results when compared with other techniques.

. SSIM: 

Figure 15 delineates that comparable outcomes are obtained by the proposed tech-
nique when set against CEIEC and GGCSE techniques, but shows inferior values 
in comparison to CLDWT and CETLWT. The proposed technique shows the best 
result in comparison to the IAGC technique. 

7 Conclusion 

In search for an improved contrast enhancement technique, numerous techniques 
have been proposed and implemented. This paper proposes a technique which shows 
the best results in comparison to others in the literature. After the assessment of 
techniques, results are calculated which wrap up to the following inferences:
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. The proposed technique shows the best results with reference to visual quality, 
Entropy, Gradient and Contrast.

. The proposed technique exhibits comparable results in terms of QRCM, SSIM 
and CII.

. The proposed technique is shown to preserve maximum information with minimal 
losses, owing to its highest entropy values among the other techniques.

. In terms of various performance matrices, all the techniques including the 
proposed one show different optimization results. But none show the foremost 
results in all of them. Therefore, to get the best results out of all performance 
matrices, further refinements have to be made. 
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Short-Term Wind Power Forecast Using 
Time Series Analysis: Auto-regressive 
Moving-average Model (ARMA) 

Rudresh B. Magadum, Satish Bilagi, Srishtik Bhandarkar, Anchit Patil, 
and Abhigna Joshi 

1 Introduction 

Wind power is one of the highest raising energy sources in present electric power 
systems, and the overall worldwide installed facility of wind power by the end of 
the year 2021 is about 743 GW [1]. The installation of worldwide wind turbines 
has augmented yearly at a rate of approximately 40% for the eight-year period 
2012−2020 [2]. The drastic increase in wind energy application in power systems is 
mainly motivated by governmental incentives put in place to address environmental 
concerns. In spite of the intermittent nature of wind power, the energy content in the 
wind is massive and pollution free [3]. The electricity production cost from wind is 
dilapidated with the constant development in wind technology, as compared to the 
cost of the electricity generated from conventional sources because of ever-rising 
fuel costs [4]. 

The Indian wind energy sector has an installed capacity of 38.789GW (as on 
February 2021). Renewable energy sources currently account for 38% of India’s 
overall power generation capacity with an installed capacity of 136 GW as on 
March 2020 (IEA report-2020). The incorporation of wind energy sources in an 
electrical network leads to more difficulties in the system’s reliability [5]. Power 
system security is usually attained by spinning reserve provisions, use of quick start 
units and making arrangements for interruptible load if the latter is acceptable by 
mutual economic benefits [6, 7]. Precise analysis of spinning reserve requirements 
is advantageous from both system reliability and economic points of view [8]. Over-
scheduling and under-scheduling are not enviable and are directly related to system 
reliability and economy [9].
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The accurate wind power forecasting is one of the great challenges; the objective 
of this work is to develop one module for the analysis and forecasting of wind power 
generation [10]. It is seen from the literature survey that numerous models have 
been developed for short-term wind power forecasts. From the literature results, the 
conclusion can be drawn that similar techniques might be better than the others in 
diverse conditions, i.e. one approach might gain the least prophecy error for one time 
point, and another might for another time point [11]. The selection of a superior 
method or the combination of different methods for various conditions becomes 
necessary [12]. This present work “short-term wind power forecast for using time 
series analysis” addresses the accurate short-term wind power forecast by using the 
time series ARMA model for secure and economical operation of power systems. 

2 Time Series Analysis 

Qualitative forecasting techniques normally use the outlooks of professionals to 
predict future values instinctively [13]. Such methods are helpful for past data that 
are not available. These methods include subjective technological comparisons and 
curve fittings. Quantitative methods include exponential smoothing, decomposition 
methods, Box-Jenkins techniques and regression analysis [14]. 

2.1 AR: Auto-Regressive 

In the AR method, the present value Z t of the time series is represented linearly in 
terms of its past values Zt-1, Zt-2 and a white noise {at} with zero average and variance 
σ2. 

Zt = ∅1 Zt−1 + ∅12 Zt−2 + . . . . . .  + ∅p Zt−t−p + at (1) 

By introducing the backward shift operator B that denotes Zt-1 = BZt-1, and 
accordingly Zt-m = Bm ∗ Zt, Eq.  (1) can be written in the form: 

∅(B)Zt = at (2) 

where 

∅(B) = 1 − ∅1 B − ∅2 B
2 . . . . . .  − ∅p B 

p (3) 

The AR approach has a similar form to the numerous linear regression forms. The 
variation is that in regression, the variable of importance is regressed to a linear func-
tion of other known variables, but Zt is articulated as a linear function of its individual 
precedent values thus the ‘auto-regressive’. As the values of Zt at p previous times
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are involved in the model, it is said to be an AR approach. It is necessary to compute 
the parameters ϕi for prediction. The two techniques are used: maximum possibility 
inference and least squares estimation. To compute the least squares estimators, it is 
necessary to play down the following equation (for p = 2) with respect to ϕ1 and ϕ2: 

N∑

t=1 

(Zt − ∅1 Zt−1 − ∅2 Zt−2)
2 (4) 

But because of the lack of information for t = 1 or t  = 2, a hypothesis is made 
here that X1 and X2 are constant, and apart from the first two terms from the addition 
of squares. It is given by 

N∑

t=3 

(Zt − ∅1 Zt−1 − ∅2 Zt−2)
2 (5) 

Auto-regressive parameters in terms of auto-correlation: Yule-Walker equations: 

r1 = ∅1 + ∅2r1 + . . . . . . . . . . . .  + ∅prp−1 (6) 

r2 = ∅1r1 + ∅2 + . . . . . . . . . . . .  + ∅prp−2 (7) 

In general, 

rp = ∅1rp−1 + ∅2rp−2 + . . . . . . . . . . . .  + ∅p (8) 

If the order of the AR model p = 2, the equations for calculating AR coefficient 
are derived from Eq. (8): 

r1 = ∅1 + ∅2r1 (9) 

r2 = ∅1r1 + ∅2 (10) 

Solving Eqs. (9, 10), we will get AR coefficient as 

∅1 = 
(1 − r2) ∗ r1 

1 − r2 1 
(11) 

∅2 = 
r2 − r1 ∗ r1 

1 − r2 1 
(12) 

Example 2: If the order of the AR model p = 3, the equations for calculating AR 
coefficient are derived from Eq. (3.8):
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r3 = ∅31r2 + ∅32r1 + ∅33 (13) 

r2 = ∅31r21 + ∅32 + ∅33r1 (14) 

r1 = ∅31 + ∅32r1 + ∅33r2 (15) 

The calculation of the AR coefficient of order 3 is calculated by using the previous 
order coefficient, i.e. Ø21, Ø22: 

∅33 = 
r3 − ∅21r2 − ∅22r1 
1 − ∅21r1 − ∅22r2 

(16) 

∅31 = ∅21 − ∅33∅22 (17) 

∅32 = ∅22 − ∅33∅21 (18) 

In general, the higher order Auto-regressive coefficients are calculated by 

∅p+1, p+1 = 
rp+1 − ∑p 

j=1 rp+1− j ∗ ∅pj  

1 − ∑p 
j=1 r j  ∗ ∅pj  

(19) 

∅p+1, j = ∅pj  − ∅p+1,p+1∅p, p− j+1 (20) 

where j = 1, 2….p. 

2.2 Moving-Average (MA) 

In the MA model, the present value of the time series Zt is represented linearly in 
terms of present and preceding values of a white noise series at, at-1….. This noise 
series is created from the predicted errors or residuals when load information is 
presented. 

The order of the progression depends on the previous noise value at which Zt is 
regressed. For a MA model order q, this technique can be written as 

Zt = at − θ1at−1 − . . .  . . .  − θqat−q (21) 

Some application of the backward shift operator on the white noise series would 
allow Eq. (21) to be written as 

Zt = θ (B)at 
Where, θ  (B) = 1 − θ1 B − θ2 ∗ B ∗ B . . .  .  . .  − θq Bq (22)
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The moving-average coefficient is calculated by 

When q = 1, θ1 = 
−1 +

√
1 − 4r2 1 

(2r1) 
(23) 

In general, the higher order moving-average coefficient is calculated by 

rk = 
−θk + θ1θ,k+1 + . . .  . . .  . . .  + θq−kθq 

1 + θ 2 1 + . . .  . . .  .  . .  + θ 2 q 
k = 1, 2, 3...q 

(24) 

Example: For the MA model of order q = 2, 

r1 = 
−θ1(1 − θ2) 
1 + θ 2 1 + θ 2 2 

(25) 

r2 = −θ2 

1 + θ 2 1 + θ 2 2 
(26) 

2.3 Arma Model 

The combining of MA and AR models together becomes a wider class of techniques, 
i.e. Auto-Regressive Moving-Average (ARMA) model and is represented as 

Zt = φ1 Zt−1 + φ2 Zt−2 + . . .  .  . .  . . .  + φp Zt−t−p+ 
at − θ1at−1 − . . .  . . .  − θqat−q 

(27) 

That i s,
(
1 − ∅1 B − ∅2 B

2 − . . .  .  . .  − ∅p B 
p
)
zt =

(
1 − θ1 B − θ2 B2 − θq Bq

)
at 

∅(B)Zt = θ (B)at 
(28) 

where Øp and Øqare called the AR and MA parameters correspondingly. A 
methodology for ARMA (p, q) models was developed mainly by Box and Jenkins. 

Example: If the ARMA (4, 3) is selected for the forecasting, then Eq. (27) reduces 
to 

Zt = ∅1 Zt−1 + ∅2 Zt−2 + ∅3 Zt−3 + ∅4 Zt−4 + at − θ1at−1 − θ2at−2 − θ3at−3 

(29) 

The ARMA coefficient of order (p, q) is calculated by
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∅p+1, p+1 = 
rp+1 − ∑p 

j=1 rp+1− j ∗ ∅pj  

1 − ∑p 
j=1 r j ∗ ∅pj  

(30) 

∅p+1, j = ∅pj  − ∅p+1,p+1∅p, p− j+1 (31) 

where j = 1,2,3…………………p 

rk = 
−θk + θ1θ,k+1 + ...... + θq−kθq 

1 + θ 2 1 + ....... + θ 2 q 
(32) 

where k = 1, 2, 3…q. 

2.4 Importance of RMSE Values (Order Selection) 

The aim of the Root Mean Square Error (RMSE) study is to develop advanced wind 
power forecasting technology to perk up the accuracy of prediction systems using 
a variety of methods and to investigate the role of advanced wind power forecast 
techniques in grid and market integration. 

RMSE is calculated by squaring the difference between the predicted wind power 
and actual wind power generated from the wind farm on an hourly basis, and then 
taking the square root of the mean to the rated wind power generation. The MAE 
and RMSE values are given by Eqs. (33, 34): 

MAE  =
∑N 

1 |WpF − WpA| 
WpR 

(33) 

RM  SE  =
√∑N 

1 (WpF − WpA)
2 

WpR 
(34) 

The wind Forecast accuracy achieved by short-time range can be improved by 
utilizing power feedback from the site. The accuracy of wind forecast depends on 
the decrease in the value of RMSE value. 

2.5 Forecasting 

Projecting is the inference of the value of a number of variables at a particular future 
point in time. The wind energy generation predicting setback is closely linked to the 
problem of projecting the deviation of specific atmospheric conditions over short 
time intervals for a variety of time horizons. In order to comprehend the special 
issues involved in wind energy, estimating it is useful to segregate the problem into
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four different time scales: long term (24 h to a few days), medium term (6 to 24 h 
ahead), short term (30 mins to 6 h) and very short term (few seconds to 30 mins). 

The forecasting of future values of short-term forecasts after selecting the order of 
the model at lead times 1, 2,……, l is presented below. It is necessary to compute the 
ϕ weights for forecasting the values of the ϕ’S may be obtained by For AR model, 

ϕ0 = 1 
ϕ1 = ∅1 

ϕ2 = (∅1 ∗ ϕ1) + ϕ2 

ϕ3 = (∅2 ∗ ϕ2) + (∅1 ∗ ϕ1) + ϕ0 

In broad ϕ equations for the AR model is represented by 

ϕ j = ∅1ϕ j−1 + . . .  .  . .  + ∅pϕ j−p (35) 

For the ARMA model 

ϕ0 = 1 
ϕ1 = ∅1 − θ1 
ϕ2 = (∅1 ∗ ϕ1) + ϕ2 − θ2 
ϕ3 = (∅2 ∗ ϕ2) + (∅1 ∗ ϕ1) + ϕ0 − θ3 

In general, ϕ equations for the ARMA model are given by 

ϕ j =
(
ϕ j−1 ∗ ∅1) + _ _  · +(

ϕ j−p ∗ ∅p) − θ j 

By taking these values generating the forecast zt + 1(l) and zt(l + 1) of the future 
observation zt + l + 1 ended at origins t+1 and t: 

zt+1(l) = ϕ1at+1 + ϕl+1at + ϕl+2at−1 + ....... 
zt+1(l) = zt (l + 1) + ϕ1at+1 

(36) 

Precisely, the t-origin forecast of zt + l + 1 can be updated to become the t+1 origin 
forecast of the same zt + l + 1, by adding a constant multiplier of the one-step-ahead 
forecast error at + 1, with multiplier ϕl. 

2.6 Flow Charts 

The historical wind data is used for time series analysis to the calculation of mean, 
auto-covariance, auto-regressive coefficient are used to model formulation as shown
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Fig. 1. Depending on the selection of models like AR, MA and ARMA, the calcu-
lation of the coefficient for further analysis will be calculated. The AR coefficient 
calculations depending on the order are shown in Fig. 2. Similarly, the MA and 
ARMA coefficient calculations are shown in Figs. 3 and 4, respectively. 

The orders of the particular model selection play a very important role in the 
forecasting of future values. The lower value of RMSE values of the order will be 
chosen for the accurate forecasting values. The calculation of RMSE values is shown 
in Fig. 5. The calculation of ϕ weights for forecasting 1, 2, l lead times is shown 
in Fig. 6. By using  ϕ weights for the generation of ‘l’ lead time, future values are 
shown in Fig. 7.

Start 

Enter the number of values 

Enter the given series for the time series analysis 

Compute the Auto-covariance co-efficientby using 
− 

= ∑( + − ̅)( − ̅) 

=1 

k=0, 1, 2, 3 ........... N 
̅=average value of given series 

1 

Calculate the Autoregressive co-efficient 

= 
0 

0 

Compute the Average, Sum, variance and 
standard deviation of given series 

Fig. 1 Flow chart for the formulation of the time series model
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Compute the AR co-efficient of order j by∅ +1, = ∅ − ∅ +1, +1∅ , − +1− ∑∅ +1, +1 +1 =1 +1− ∗ ∅1 − ∑ ∅ ∗ =1
j=1, 2, 3 _________ p 

1 

If AR 
Order p=1 

Yes 

No 
4 

AR1= 1 

0 

AR 
ARMA model 

1 
Select the model for 

analysis 3 

2 MA model 

4 

The co-efficient are used choose the order of 
the model 

Fig. 2 Flow chart for estimation of AR coefficient
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4 

The co-efficient are used choose the order of the 
model 

MA1=−1+√1−4 12(2 1) 

Calculating the MA co-efficient of order k by− + 1 , +1 + … … … . +  −= 1 +  2 + … … … … +  21
k=1, 2, 3. . . q 

2 

If MA order 
M=1 

Yes 

No 
4 

Fig. 3 Flow chart for estimation of MA coefficient

3 Results and Discussions 

The accurate short-term wind power forecast plays an important role in the scheduling 
of conventional generating units. In this chapter, a few case studies are presented to 
check the performance of the implemented module. 

3.1 Case Study 1: Considering One-Week Wind Power Data 

The one-week wind power has been considered for the estimation of AR, MA and 
ARMA coefficient as shown in Fig. 8. The comparison of AR, MA and ARMA 
coefficient of the implemented module with ‘PAST’ software is shown in Tables 1, 
2 and 3, respectively.

Forecasting of wind power 

The one-week wind data is considered for forecasting the 1, 2….l step ahead hours, 
and the results are shown in Tables 4 and 5 for AR and ARMA models, respectively.
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AR1= 1 
MA1=−1+√1−4 12(2 1 ) 

Computation of AR co-efficient of order j by,∅ +1, = ∅ −∅ +1, +1 ∅ , − +1− ∑∅ +1, +1 = +1 =1 +1− ∗ ∅=1
j=1, 2, 3. . . p

1 − ∑ ∗ ∅  

Calculating the MA co-efficient of order k by= − + 1 , +1 + … … … . +  −1 +  2 + … … … … +  21
k=1, 2, 3. . . q 

3 

Yes 

If ARMA order 
p=1 & q=1 

No 

4 

4 

The co-efficient are used choose the order of the 
model 

Fig. 4 Flow chart for estimation of ARMA coefficient

From Fig. 9, ARMA (4, 3) gives more accurate forecast values compared to AR 
(4), hence ARMA (4, 3) is used for forecasting future values.
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= − 1 −1 −⋯  …− − 

Select ARMA model 
order 

If ARMA 
order 
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Fig. 5 Flow chart for order of the model selection by RMSE calculation

3.2 Case Study 2: Considering Two-Month Wind Power Data 

The two-month wind power has been considered for the estimation of AR, MA and 
ARMA coefficient as shown in Fig. 10. The comparison of AR, MA and ARMA 
coefficient of the implemented module with ‘PAST’ software is shown in Tables 6, 
7 and 8, respectively.
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1 2 3 4 ................ L 

Fig. 6 Flow chart for estimation of ϕ weights for forecasting
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Fig. 8 Wind power versus time in hours 

Table 1 Comparison of AR 
coefficient proposed method 
with PAST software results 

Implemented module results ‘PAST’ software results 

AR coefficient when order P = 1 
AR.1 0.880454 AR.1 0.8835 

AR coefficient when order P = 2 
AR.1 1.100864 AR.1 1.12 

AR.2 −0.25034 AR.2 −0.26686 

AR coefficient when order P = 3 
AR.1 1.079325 AR.1 1.0976 

AR.2 −0.15562 AR.2 −0.15862 

AR-3 −0.08604 AR-3 −0.08248 

AR coefficient when order P = 4 
AR.1 1.061913 AR.1 1.0807 

AR.2 −0.18711 AR.2 −0.2095 

AR.3 0.132369 AR.3 0.13754 

AR.4 −0.20236 AR.4 −0.2001

Forecasting of wind power 

The one-week wind data is considered for forecasting the 1, 2….l step ahead hours, 
and the results are shown in Tables 9 and 10 for AR and ARMA models, respectively. 
The comparison of AR and ARMA models is shown in Fig. 11.
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Table 2 Comparison of MA 
coefficient implemented with 
PAST software results 

Implemented module results ‘PAST’ software results 

MA coefficient when order P = 1 
MA-1 0.762904 MA-1 0.76061 

MA coefficient when order P = 2 
MA-1 1.0847 MA-1 1.0501 

MA-2 0.426218 MA-2 0.43043 

MA coefficient when order P = 3 
MA-1 0.969679 MA-1 0.9782 

MA-2 0.702666 MA-2 0.75694 

MA-3 0.340974 MA-3 0.33569 

Table 3 Comparison of 
ARMA coefficient 
implemented with PAST 
software resultss 

Implemented module results ‘PAST’ software results 

ARMA coefficient when order (1,1) 

AR-1 0.880454 AR-1 0.88350 

MA-1 0.762904 MA-1 0.76061 

ARMA coefficient when order (2,2) 

AR-1 1.100864 AR-1 1.1201 

AR-2 −0.25034 AR-2 −0.26686 

MA-1 1.08471 MA-1 1.05010 

MA-2 0.426218 MA-2 0.43043 

ARMA coefficient when order (4,3) 

AR.1 1.061913 AR.1 1.0807 

AR.2 −0.18711 AR.2 −0.2095 

AR.3 0.132369 AR.3 0.13754 

AR.4 −0.20236 AR.4 −0.2001 

MA.1 0.969679 MA.1 0.9782 

MA.2 0.702666 MA.2 0.75694 

MA.3 0.340974 MA.3 0.33569

Table 11 shows the comparison of actual with forecasted wind power taking one-
week and two-month data for AR (4) and ARMA (4, 3). The ARMA (4, 3) gives 
better results compared to the AR model for two-month wind power.

Wind power is dispatched whenever there is sufficient wind and used to replace 
the conventional plants. Based on the availability of wind power, the decision is taken 
as to which thermal unit should be operated to meet the demand. Table 12 shows the 
scheduling of conventional power plants to meet the load with available wind power. 
The scheduling of conventional power depending on the availability of wind power 
is shown in Fig. 12.
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Table 4 Forecasting the wind power considering actual data by AR (4) model 

Lead times 0 1 2 3 4 5 6 7 

ϕ Weights of AR (4) 1 1.0793 1.0093 0.8354 0.652 0.487 0.352 0.248 

Hrs Actual Error Forecast 

0 2046.19 −26.4 2072.6 

1 2025.59 −18.5 2044.1 2031.8 

2 1910.71 −115.2 2025.9 1923.6 2039.9 

3 1822.03 −85.4 1907.4 1865.1 1951.4 2047.7 

4 1769.93 −61.4 1831.4 1845.8 1907.8 1979.2 2054.3 

5 1538.55 −260.3 1798.8 1836.6 1896.4 1947.8 2003.4 2059.5 

6 1299.43 −265.4 1564.8 1633.7 1827.9 1941.3 1981.4 2022.9 2063.5 

7 1223.56 −123.6 1347.2 1455.6 1586.4 1800.75 1977.8 2007.7 2037.8 2066.4 

Table 5 Comparison of actual with forecasted wind power by using ARMA (4, 3) 

Lead times 0 1 2 3 4 5 6 7 

ϕ Weights of ARMA 
(4,3) 

1 0.2941 0.4813 0.4979 0.4502 0.384 0.3182 0.2597 

Hrs Actual Error Forecast 

0 2046.19 −49.3 2095.5 

1 2025.59 27.1 1998.4 2033.5 

2 1910.71 −102.5 2013.2 1748.6 2059.2 

3 1822.03 19.1 1802.8 1787.4 1734.5 2072.4 

4 1769.93 −18 1787.9 1792.8 1842.5 1785 2081.3 

5 1538.55 −211.9 1750.5 1655.1 1842.9 1896.9 1846.4 2086.9 

6 1299.43 −59.1 1358.5 1100.7 1661.8 1899.6 1947 1906 2090.5 

7 1223.56 86.5 1136.9 1452.9 1214.2 1655.7 1949.4 1987.9 1956.5 2092.6

4 Conclusion 

Environment concerns and energy security are the major motivations for increasing 
renewable energy, out of all; wind energy is a key resource in non-conventional energy 
technology. The necessity for wind forecast precision is elevated leading to significant 
augmentation in wind power across the globe. Wind power forecasts can be classified 
into short term and long term by diverse time scales. A number of physical and statis-
tical models have been used on a daily basis, weekly basis and monthly basis time 
series, which belong to long-term wind power forecast. Various types of forecasting 
in terms of long- or short-time scale will make advantages to generation units in elec-
trical network and system security can be assured. Projecting accurate wind power 
leads noteworthy in reducing the overall costs of the power system. The approach 
used to forecast short-term future wind power probability distributions is presented 
in this thesis by using the time series ARMA model. The proposed technique is based



336 R. B. Magadum et al.

Fig. 9 Comparison of wind power with AR (4) and ARMA (4, 3) taking one-week data

Fig. 10 Wind power versus time in hours

on the ARMA model and depends on historical wind generation data. An accurate 
short-term forecast of wind generation will facilitate the system operators to schedule 
conventional generation and meet the demand securely and economically. The esti-
mation of the optimum spinning reserve can reduce the requirement for balancing 
energy and spinning reserve requirements, which are required to put together wind 
power into the balancing of demand and supply in the electricity supply system; 
i.e. to optimize the power plant scheduling. The results obtained using time series 
analysis gives higher accuracy of wind prediction. Hence, it can be used effectively 
for scheduling conventional power plants depending on the wind power availability 
4-5 h ahead.
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Table 6 Comparison of AR coefficient implemented module with PAST software results 

Implemented module results ‘PAST’ software results 

AR coefficient when order P = 1 
AR.1 0.927821 AR.1 0.92838 

AR coefficient when order P = 2 
AR.1 1.163871 AR.1 1.1654 

AR.2 −0.25441 AR.2 −0.25524 

AR coefficient when order P = 3 
AR.1 1.132922 AR.1 1.1332 

AR.2 −0.11283 AR.2 −0.10986 

AR.3 −0.12165 AR.3 −0.1244 

AR coefficient when order P = 4 
AR.1 1.120813 AR.1 1.121 

AR.2 −0.12406 AR.2 −0.12148 

AR.3 −0.00887 AR.3 −0.01097 

AR.4 −0.09954 AR.4 −0.09962 

Table 7 Comparison of MA coefficient implemented with PAST software results 

Implemented module results ‘PAST’ software results 

MA coefficient when order P = 1 
MA1 −0.80301 MA1 −0.8008 

MA coefficient when order P = 2 
MA1 −1.09202 MA1 −1.0934 

MA2 −0.5705 MA2 −0.58862 

MA coefficient when order P = 3 
MA1 −1.15869 MA1 −1.1697 

MA2 −0.92558 MA2 −0.9112 

MA3 −0.4004 MA3 −0.41755
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Table 8 Comparison of ARMA coefficient implemented with PAST software results 

Implemented module results ‘PAST’ software results 

ARMA coefficient when order (1,1) 

AR1 0.927821 AR1 0.92838 

MA1 −0.80301 MA1 −0.8008 

ARMA coefficient when order (2,2) 

AR1 1.163871 AR1 1.1654 

AR2 −0.25441 AR2 −0.25524 

MA1 −1.09202 MA1 −1.0934 

MA2 −0.5705 MA2 −0.58862 

ARMA coefficient when order (4,3) 

AR1 1.120813 AR1 1.121 

AR2 −0.12406 AR2 −0.12148 

AR3 −0.00887 AR3 −0.01097 

AR4 −0.09954 AR4 −0.09962 

MA1 −1.15869 MA1 −1.1697 

MA2 −0.92558 MA2 −0.9112 

MA3 −0.4004 MA3 −0.41755

Fig. 11 Comparison of wind power with AR (4) and ARMA (4, 3) taking two-month data
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Table 9 Forecasting of the wind power considering actual data by AR (4) model 

Lead times 0 1 2 3 4 5 6 7 

ϕ Weights of AR (4) 1 1.119 1.131 1.122 1.008 0.869 0.727 0.587 

Hrs Actual Error Forecast 

0 2046.19 −26.4 2059.75 

1 2025.59 −18.5 2038.58 2023 

2 1910.71 −115.2 2023.17 1898 2025 

3 1822.03 −85.4 1897.17 1818 1903 2028.8 

4 1769.93 −61.4 1813.44 1786 1836 1919.9 2033.4 

5 1538.55 −260.3 1768.93 1555 1816 1864.3 1940.1 2037.9 

6 1299.43 −265.4 1528.54 1334 1593 1851.2 1895.1 1960.5 2042.3 

7 1223.56 −123.6 1298.42 1314 1398 1655.3 1887.6 1925.5 1980.2 2046.2 

Table 10 Forecasting the wind power considering actual data by ARMA (4, 3) model 

Lead times 0 1 2 3 4 5 6 7 

ϕ Weights of ARMA 
(4,3) 

1 0.29 0.4813 0.498 0.4502 0.384 0.3182 0.259 

Hrs Actual Error Forecast 

0 2046.19 −49.3 2043 

1 2025.59 27.1 2037 2006 

2 1910.71 −102.5 1988 1896 2007.9 

3 1822.03 19.1 1846 1782 1901.5 2012 

4 1769.93 −18.0 1772 1735 1800.4 1919 2016.5 

5 1538.55 −211.9 1681 1513 1764.6 1829 1939 2021.1 

6 1299.43 −59.1 1343 1245 1550.9 1800 1859.8 1959.4 2025.5 

7 1223.56 86.5 1249 1128 1309.8 1614 1836.7 1890.2 1979.1 2029.4 

Table 11 Comparison between forecasted wind power values considering one-week and two-
month data 

Considering one-week wind data Considering two-months wind data 

Actual ARMA 
(4,3) 

%Er r AR (4) %Er r ARMA 
(4,3) 

%Er r AR (4) %Er r 

2046.1 2095.5 −2.41 2072.6 −1.29 2042.91 0.161 2059.749 −0.66 

2025.5 1998.4 1.342 2044.1 −0.91 2037.45 −0.59 2038.579 −0.64 

1910.7 2013.2 −5.36 2025.9 −6.03 1987.85 −4.04 2023.169 −5.89 

1822 1802.8 1.055 1907.4 −4.69 1846.21 −1.33 1897.172 −4.12 

1769.9 1787.9 −1.02 1831.4 −3.47 1771.56 −0.09 1813.439 −2.46 

1538.5 1750.5 −13.8 1798.8 −16.9 1680.59 −9.23 1768.928 −15 

1299.4 1358.5 −4.55 1564.8 −20.4 1342.56 −3.32 1528.538 −17.6 

1223.5 1136.9 7.083 1347.2 −10.1 1248.56 −2.04 1298.4244 −6.12
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Table 12 Scheduling of 
Conventional power plants 

Forecasted load Wind power 
forecasted 

Scheduling of 
conventional plants 

8809.767 2042.900 6766.867 

8584.033 2037.450 6546.583 

8822.867 1987.856 6835.011 

8594.300 1846.200 6748.101 

8837.067 1771.560 7065.507 

9064.700 1680.590 7384.110 

9410.617 1342.561 8068.057 

9333.250 1248.562 8084.691 

Fig. 12 Scheduling of thermal power plants
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Design and Analysis of EV Charging 
Station Using LLC Converter 

Nayan M. Kengar, Richa Adlakha, and Ashish Grover 

1 Introduction 

As per today’s need for eco-friendly vehicles, hybrid and electric vehicles are now in 
demand. Hybrid vehicles are a better alternative, but the users of electrical vehicles 
are still more. The main problem with electric vehicles is the travelling range. Most 
people choose internal combustion vehicles over electric because of this. But to 
counter this problem, many charging stations are being developed around the globe. 
Also, as per the development in technology, better battery systems and charging 
systems are being developed. The charging time and effective charging are other 
factors that affect the choice of the customer. As per the charging of the battery, 
it requires the DC supply to charge. But DC supply cannot be transferred to long 
distance. Hence, the AC supply is used [1]. This AC supply is then converted into 
the DC to charge the battery. Now, this conversion circuit should be effective and 
with less losses. In the following paper, such a circuit of an EV charging station is 
described with the input voltage current waveform and the output voltage current 
waveform. The presented circuit is developed and simulated in the PSim software. 
This software is used to develop, test and simulate the electric circuit. For this circuit, 
Vienna rectifier and LLC bridge converter are used in series for effective conversion. 

2 Types of Chargers 

On the basis of supplied AC, there are three types of chargers. Three types of EV 
chargers are as follows:
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• Level 1: 

In this type of charger, single-phase AC supply of 120 volts and 12 to 16A current are 
being converted. This level of charger is inexpensive because it takes 12h to charge 
the EV which is completely discharged having a battery capacity of 24 kWh.

• Level 2: 

In this type of charger, polyphase AC supply is used. The value of the current is 
15−80A and the voltage is 208−240V. As an increase in the current and voltage it 
reduces the time of charging. It can charge the EV in 7 hours.

• Level 3: 

In this type of charger, large voltage AC supply is used. The range of voltage is 300V 
to up to 920V and the current can be up to 500A. The design of this type of charger 
is more expensive and complex compared to Level 1 and Level 2. Due to this type of 
charger, it is possible to charge the EV within 10 to 30 minutes based on the energy 
of the battery. 

3 Vienna Rectifier 

Hence, as per the time required for charging, the EV is less in the level three charger. 
It is most suitable for charging the EV. A Vienna rectifier is used in this type of 
charger. The rectifier used is a three-phase one. It is a unidirectional rectifier with 
three-phase pulse width modulation (PWM). It is more effective than the boost-type 
PMW rectifier. In the Vienna rectifier, multilevel switching is used which is three 
levels. It reduces the inductance value requirement. It also reduces the voltage stresses 
developed on the switches by half; because of this, it improves efficiency and power 
density (Fig. 1).

The efficiency of this type of rectifier is 99%. The Vienna rectifier is more complex 
in design when we use hysteresis-based controllers. Due to the recent development 
in the technology, it is shown that sine triangle-based PWM can be used for control. 
But with this, development in the technology of this type of control is still complex to 
design and develop as they need fine-tuning, high-frequency switching and multiple 
loop executions (Figs. 2, 3).

4 Input to Vienna Rectifier 

For the presented system, we use three-phase AC supply of 660 Volts. As AC supply 
is being provided for the charging station of EV. As per the three-level charger is 
requirement we choose these input values (Fig. 4).
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Fig. 1 Vienna rectifier

Fig. 2 Input current and voltage waveform of the system
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Fig. 3 Output waveform of current and voltage of vienna rectifier

Fig. 4 LLC bridge converter 

5 Output of Vienna Rectifier 

As per the output of the Vienna rectifier, we get pulsating DC voltage. The current is 
also pulsating. We use this as input for further conversion and to get the final required 
current and voltage of the system. 

6 Full Bridge LLC Converter 

Nowdays, various combined charging systems are used [2, 3]. To meet these require-
ments, LLC bridge is used. Its performance in terms of efficiency and power density 
meets the requirement [4]. This converter can be used for the power class of range 
300−1000V.
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7 Construction of LLC Converters 

Junming Zeng [5, 6] It consists of four IGBT switches named IGBT7, IGBT8, IGBT9 
and IGBT10, a gating block, capacitor, inductors, transformer, diodes and resistor. 
The IGBT switches 7, 9 and 8, 10 are connected in series, while each pair is connected 
to other parallels. This circuit is further connected to the transformer for step-up or 
step-down purposes. Then again four diodes named D7, D8, D9 and D10 are used. 
The diodes 7, 9 and 8, 10 are connected in series, while each pair is connected to other 
parallels. The converter is a DC-to-DC convertor [4, 7] It is preferred for high-power 
applications. 

8 LLC’s Converters Used in Industry

• Half-bridge LLC converter;
• Full-bridge LLC converter;
• TL-LLC converter. 

9 Advantages of LLC Bridge Converter

• Electrical isolation;
• Magnetic integration;
• A wide output ranges;
• Low voltage stresses;
• High efficiency;
• High energy density;
• Low EMI and harmonic pollution;
• Zero-current switching turn-off;
• Zero-voltage switching turn-on. 

10 Block Diagram 

AC 
Supply 

Vienna 
rectifier 

LLC 
bridge 

Battery 
/ load
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Fig. 5 Circuit of EV charging station 

11 Proposed Design 

The presented design consists of a Vienna rectifier and an LLC bridge converter. 
They are connected in series. It is a level three charger. It can be used for the range 
of 300−930V. This circuit is connected to the three-phase AC supply. It converts AC 
into DC. The values of each component are decided based on the supply we have 
provided. Its efficiency and power density are high as we have used the LLC bridge 
and Vienna rectifier (Fig. 5). 

12 Results 

As the result, we get the pulsating DC of the desired voltage. The graphs we get from 
the software about the current and the voltage are the same. The conversion of AC 
to DC takes place as per the requirement of the charging of the electric vehicle with 
a time of 25–35 minutes depending upon the capacity of the battery (Fig. 6). 

Fig. 6 Output current and voltage of the system
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13 Conclusion 

By using the level three charger, we reduce the charging time to 30 mins. By changing 
the value of the capacitors of the system, we can get a more stable output. The LLC 
bridge and Vienna rectifier can be used to achieve higher efficiency in the EV charging 
application. In this paper, we have come across the study of types of chargers. Their 
efficiency, characteristics, input supply and working. Each type of charger has its 
own working requirement and applications out of which, we can conclude that the 
level three charger is more suitable for the effective and fast charging of Electric 
vehicles. 
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Cascaded Fuzzy 
and Three-Degree-of-Freedom 
Controller for Hybrid AGC Considering 
AC/DC Link 

Ashiwani Kumar, Ravi Shankar, and R. K. Mandal 

1 Introduction 

In the power system, AGC is very significant. AGC’s main purpose is to keep 
frequency variation to a minimum following any disruption. Many writers have 
investigated the effects of nonlinearities like GRC and GDB in [1]. If not addressed 
effectively, communication delay (CD) can cause system instability. Nonlinearity like 
GRC, GDB, BD, and CD has been tested in [2]. Aqua Electrolyzer (AE), Solar Photo-
voltaic (SPV), Wind Turbine System (WTS), Battery Energy System (BES), Diesel 
Engine Generator (DEG), and Fuel cell (FC) are the most common components of 
DG [3]. Renewable energy, particularly solar and wind energy, will play an essential 
role in the future power system due to its low cost and technological improvement. 
The only issue with renewables is that they are inherently probabilistic [4]. This 
problem can be solved if renewable energy is hybridized with better battery energy 
storage. Deregulation was implemented in the power sector to increase competition 
and provide customers with lower cost, higher quality electricity. Following dereg-
ulation, the electricity sector saw massive investment, and the quality of the power 
supply increased as well. Following deregulation, only three types of transactions are 
permitted: polco, bilateral, and contract-violation transactions [5]. Electric vehicles 
(EV) have been used to meet the extra demand of DISCO in [6, 7]. The single elec-
trical vehicle has an energy capacity of 10−30 KW, so a single EV is not suitable for 
AGC. For AGC, we need thousands of EVs connected together [8]. EV fleet, along 
with conventional sources like thermal, gas, and hydro, is used in [9]. In this article, 
the proposed controller is used to regulate conventional sources and the EV fleet. 
The response in the presence of an EV fleet is much better. In order to control load 
frequency, EV is used in [10, 11].
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Electricity demand is increasing every year as a result of the rising population 
and industrialization. To meet increasing electricity demand, all regional grids are 
connected, so cheap electricity can be transferred from one region to another. For 
transmitting power from one control region to another, we use tie-lines, which have 
now reached their maximum limit, so their capacity needs to be increased. In the long 
AC lines, there is the problem of the Ferranti effect, stability, and synchronization. 
To satisfy rising power demand, the ideal way is to build HVDC tie-lines in parallel 
with existing AC tie-lines [12]. HVDC stored energy is used in conjunction with 
AC/DC tie-lines in [13, 14] for interconnected power systems. 

In the literature, many cascaded and fractional controllers were utilized, with better 
results than typical classical techniques [15]. Researchers have been interested in 
fractional-order controllers in recent years because they have more tuning parameters 
and produce better results than traditional controllers [16, 17]. For load frequency 
control, a two-degree-of-freedom controller is used in [18, 19], and results are better 
when compared with the conventional controller like I, PI, and PID, [19]. Three-
degree-of-freedom controller is used in [20] and the results are encouraging. 

The controller’s parameters must be fine-tuned in order for it to function properly. 
In recent years, many meta heuristic techniques for controller tuning have evolved. 
The cascaded PI-PID controller is optimized by the bat algorithm, and its result 
is far superior to the classical controller like I, PI, and PID [21]. Gases Brownian 
motion optimization is used to optimize fractional-order PID controllers in [22], and 
the findings are promising for AGC. To optimize the parameters of a fractional-
order PID controller for AVR control, the chaotic ant swarm technique is applied 
[23]. PID controllers for AVR control are tuned using teaching-learning-based opti-
mization (TLBO) [24]. TLBO optimized sliding mode control is employed in the 
AGC of multi-connected power systems [25]. For the proposed power AGC, the 
Fruitfly approach [26] is utilized to optimize the PIDN controller parameters. The 
PI controller for AGC is tuned using a hybrid Bacterial foraging optimization tech-
nique [27]. Water wave optimization is used in [28] to tune the cascaded controller 
for AGC. 

Maziar Yazdani proposed the Lion Optimization Algorithm (LOA) in 2016 [29]. 
LOA is the most recent optimization algorithm that focuses on a lion’s ability to 
find its prey and maintain a healthy lifestyle. In LOA, along with a normal lion, a 
quasi-opposition-based lion is also used to find the right solution, which needs a 
compact search space. Therefore, the solution achieved by initialization is closer to 
the optimum solution because the almost quasi-opposite number is used instead of a 
pseudo-random number. Consequently, the number of iterations needed for the ideal 
solution is smaller than the other initialization method.
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2 System Investigated 

The proposed test system consists of sources like biogas, thermal, DG, and EV in both 
areas. Figure 1 depicts the proposed evaluated power system network. Solar photo-
voltaic (SPV), diesel engine generator, wind turbine system (WTS), battery energy 
storage system (BESS), aqua electrolyzer (AE), fuel cell (FC), and flywheel energy 
storage system (FESS) are all components of the DG. In area −1, the participation 
factors for thermal, DG, and gas are 0.5, 0.3, and 0.2, respectively, while in area −2, 
the participation factors are 0.5, 0.3, and 0.2, respectively. When EV is fully charged, 
it can act as a source, and charged below a certain value, it can act as a load. Due 
to the increasing interconnection of the control area and increasing power demand, 
tie-line power transfer capability needs to be increased. Adding an AC-line or HVDC 
line in parallel to the existing AC-line can improve tie-line power capabilities. It is 
better to go for an HVDC tie-line, as it is more economical and has less technical 
issues. Using INEC, the HVDC tie-stored line’s energy can be used for frequency 
adjustment. In this paper, HVDC stored energy has been used for frequency regula-
tion. In order to improve competition in the power sector, deregulation was under-
taken. Following deregulation, the energy system received a substantial amount of 
private investment, resulting in better power quality. An Independent system oper-
ator (ISO) manages all transactions between GENCO and DISCO. The proposed 
controller consists of a fuzzy controller cascaded with (3−DOF−PI−FOPIλ DN). 
Three-degree-of-freedom controller means three inputs are given to the controller 
to make the decision, and they are area control error (ACE), frequency deviation, 
and disturbance instead of ACE in a normal controller. First, the ACE signal and its 
derivative are given to the fuzzy controller, and the fuzzy controller output is fed to 
the fractional controller.

3 Proposed Controller 

A fuzzy controller in cascade with classical is the recommended controller. Table 
1 introduces the fuzzy membership rule base, and Fig. 2 shows the membership 
function. Figure 3 depicts the fuzzy cascaded controller. The recommended cascaded 
controller is shown in (Figs. 4 and 5).

4 Result and Analysis 

The suggested test system is run in a restructured power condition using the 
MATLAB/Simulink toolbox. A GDB of 0.0006 pu is utilized in the suggested test 
system, and 10% of GRC is used to raise generation in the thermal power system. 
Two possibilities have been considered in this suggested AGC system inquiry. In the
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Fig. 1 Two area test system

first scenario, there is no AC/DC link and HVDC energy, while in the second scenario 
there is AC/DC link and HVDC energy. All cases of deregulation are considered in 
the simulation.
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Table 1 Rule for fuzzy membership 

ACE ACE 

LN MN SN Z SP MP LP 

LN LP LP LP MP MP SP Z 

MN LP MP MP MP SP Z SN 

SN LP MP SP SP Z SN MN 

Z MP MP SP Z SN MN MN 

SP MP SP Z SN SN MN NL 

MP SP Z SN MN MN MN NL 

LP Z SN MN MN NL NL NL 

1 

0.8 

0.6 

0.4 

0.2 

0
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Fig. 2 Membership function for input and output of FLC 
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Fig. 3 Fuzzy cascaded controller 

Fig. 4 Proposed three-degree-of-freedom cascaded controller
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Define lower and upper 
bound of proposed controller 

Calculate objective funcion of each agent 

Keep the fittest agent and remove the worse agent 
such that total population remain same 

No 

Max iteration reached 

Yes 

Obtain best gain of controller 

Pass agent to simulink model 

Intialize randomly lion ppopulation and quasi lion 
population 

Define controlling parameter of QOLOA (no 
of search agent, maximum iteration, 

population size) 

Proposed Algorithm 

Fig.5 Procedure for QOLOA

4.1 Polco-Based Transation (PBT) Case 

In the event of PBT, DISCO can obtain power from GENCO in the area where DISCO 
is located. In this case, one area’s load disturbance is 1%, while the other area’s load
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Fig. 6 System response for PBT Case a Δf1 fluctuation b Δf2 fluctuation c ΔPite fluctuation d
Δace1 fluctuation e Area −1 Generator output f Area −2 Generator output 

disturbance is 0%. The fuzzy controller in Cascaded with (PI−FOPIλ DN) makes 
up the control unit. The controller gain is optimized using QOLOA. PBT response 
is shown in Fig. 6. 

4.2 Bilateral-Based Transation (BBT) Case 

In the BBT scenario, the DISCO can draw power from any GENCO. The load 
disturbance in each location is 1% in this scenario. The fuzzy controller in Cascaded 
with (PI−FOPIλ DN) makes up the control unit. The controller gain is optimized 
using QOLOA. BBT response is shown in Fig. 7.

4.3 Contract Violation Transation (CVT) Case 

In this case, DISCO takes more power than what it has contracted for. The un-
contracted power is taken from GENCO, in which area DISCO is situated. The load 
disturbance in area −1 is 1%, and the un-contracted load is 0.001 pu. The fuzzy 
controller in Cascaded (PI−FOPIλ DN) makes up the control unit. The system 
response for the CVT case is shown in Fig. 8.



358 A. Kumar et al.

Fig. 7 System response for BBT Case a Δf1 fluctuation b Δf2 fluctuation c ΔPite fluctuation d
Δace1 fluctuation e Area −1 generator output f Area −2 generator output

Fig. 8 System response for CVT Case a Δf1 fluctuation b Δf2 fluctuation c ΔPite fluctuation d
Δace1 fluctuation e Area −1 generator output f Area −2 generator output
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Fig. 9 System response for PBT Case a Δf1 deviation b Δf2 deviation c ΔPite deviation 

4.4 Comparison with Previous Literature on the Same 
Platform 

The paper simulated result for the PBT case is compared with a recent paper on AGC 
by [30] on the same platform. As demonstrated in Fig. 9, the suggested controller 
excels in settling time and deviation. 

5 Conclusion 

A new fuzzy controller cascaded with three-degree-of-freedom (3–DOF–PI–FOPIλ 

DN) controller is proposed. The result of the proposed controller improves with 
respect to the classical controller. In the presence of HVDC energy and AC/DC link, 
the system response of the test system improves in all three cases of deregulation. 
System response also improves in the presence of EV and DG. 
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Harmonic Performance Analysis 
for Different Loads with and Without PV 

Aakriti Khanna, Anjali Garg, and Sreedhar Madichetty 

1 Introduction 

In recent years, we are aware that due to environmental factors and the ever-increasing 
demand for energy, fossil fuel energy generation has decreased to a great extent. As 
an alternative approach, renewable energy sources (RES) are coming into play which 
include solar energy, wind energy, bio energy and hydro energy. Solar energy can be 
used by means of a photovoltaic (PV) system; this system converts solar radiations 
into electricity. PV systems are categorized into standalone and grid-connected PV 
systems. Grid-connected systems are more widely used; in these, the PV source 
is integrated into the electrical grid via power electronic technology [1–4]. Power 
electronic technology used for the integration of source to the grid is the inverter. 
Various topologies for renewable systems and some current control strategies have 
been presented for the control of the converter [5]. 

Current controller is an important part of the control unit. Only when the current 
controller is proper, adjustment of DC link voltage and the study of system stability 
while connecting to gird is feasible. Many current controllers which are used to track 
the reference currents include the PI controller, sliding mode controller, hysteresis 
current controller, fuzzy logic controller, etc. Various techniques have been compared 
in [6–9]. A few hybrid and conventional PV array configurations have been modeled 
in this which compares the configurations for efficiency and economic purpose [10].
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The harmonic control loop plays an important role in grid-connected systems so that 
the system functions properly; various harmonic performance and control methods 
are presented in [11–14]. 

In this paper, this section gives an introduction to renewable energy sources and 
grid-connected systems, Sect. 2 gives a description of the system explaining its basic 
components, Sect. 3 presents the waveforms for voltage and current for simula-
tion models in MATLAB/Simulink software, Sect. 4 compares the system with and 
without PV in terms of Total Harmonic Distortion (THD) for different types of loads 
and Sect. 5 concludes the paper. 

2 System Description 

The system consists of various components which include a source, inverter, control 
technique for the inverter, grid and loads. The system block diagram is shown in Fig. 1. 

2.1 Source 

The source here produces DC voltage. We are considering a DC voltage source from 
the Simulink library and PV Array which produces equivalent DC voltage. The DC 
voltage used for the simulation purpose is 850 volts. 

2.2 Inverter 

An inverter is a device which takes the DC value as its input and converts it into AC 
value so that it can be fed into the electric utility grid. Figure 2 shows the circuitry for a 
three-phase inverter used in a Grid connection. The inverter does the synchronization 
of frequency and limits the voltage in such a way that it does not exceed the grid 
voltage. An inverter plays a dual role: first, it converts DC to AC, and, second, it does

Fig. 1 System block 
diagram 

LOADS 

GRID 

CONTROL 

INVERTER SOURCE 
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Fig. 2 Three-phase 
grid-connected inverter [15] 

the job of synchronization, thereby maintaining a constant DC link voltage. The 
topology here assumes that the switches used are ideal, the voltages are balanced 
and DC link voltage used is constant. The inverter here includes six IGBT switches 
which are connected in a bridge configuration. 

2.3 Inverter Control 

Control of an inverter is designed using the dq-axis theory or synchronous reference 
frame technique (SRF technique) which involves the principle of DQ rotation frame 
transformation. This converts the AC sinusoidal signals to DC, performs the operation 
on these values and then transforms these back to AC domain. The transformations 
include three-phase AC signals to two-phase DC signals in forward transforma-
tion; the operations are then performed on these two-phase DC signals, and these 
are then converted back to three-phase AC signals in reverse transformation. The 
transformations are shown in Fig. 3. 

With this control technique, the reference currents are generated, which further are 
used for the control signal generation. PLL, Phase locked loop, generates the angle 
between the two axes for the transformation process. Hysteresis current controller 
performs the comparison of actual values and reference values generating the error 
signal which is then controlled via a Proportional Integral (PI) loop resulting in the 
generation of the switching pulses for the inverter. 

The equations involved in the process of transformation are based on Clarke and 
Park transformations. 

The Clarke transformation handles the conversion between three-phase AC signals 
and two-phase AC signals.

Fig. 3 Transformations in 
control technique 

Forward 
Transformation 

Reverse 
Transformation 

Two phase DC signal 
(dq frame) 

Three phase AC 
signal 

(abc frame) 
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abc frame → αβ frame is represented in (1) and αβ frame → abc frame is 
represented in (2).
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The Park transformation handles the conversion between two-phase AC signals 
and two-phase DC signals. 

αβ frame → dq frame is represented in (3) and dq → frame → αβ frame is 
represented in (4)

[
Id 
Iq

]
=

[
cos ρ sin ρ 

− sin ρ cos ρ

][
Iα 
Iβ

]
(3)

[
Iα 
Iβ

]
=

[
cos ρ − sin ρ 
sin ρ cos ρ

][
Id 
Iq

]
(4) 

where ρ is the angle by which dq coordinate system is displaced from αβ coordinate 
system. 

2.4 Harmonics and THD 

Harmonics are signals which have integral multiple frequencies of the fundamental 
frequency. The harmonics can pose a major problem in the power quality of electrical 
systems. These are caused by the non-generation of sinusoidal waves from inverters 
and the types of loads connected in a system. 

Total Harmonic Distortion (THD) is a measure of observing the harmonics in 
the system. It is the ratio of total harmonics (the sum of all harmonic components 
which are present in the signal) to the fundamental frequency as given in (5). Various 
methods are available to calculate THD: 

THD = 

√
V 2 2 + V 2 3 + V 2 4 +  · · ·  

V1 
(5) 

where, 
V1 is the signal amplitude (rms volts), 
V2 is the second harmonic component (rms volts), 
V3 is the third harmonic component (rms volts) and so on.
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3 Simulations and Results 

The simulations for a grid-connected system with and without PV for different load 
conditions is done using the Simpower system Simulink toolbox in MATLAB R2020. 

3.1 Grid-Connected DC Voltage Source with Linear Load 

The voltage and current waveforms for grid and load respectively for a grid-connected 
DC voltage source with linear load are shown in Fig. 4. 

Fig. 4 Voltage and current waveforms for grid and load respectively for grid-connected DC voltage 
source for linear load
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Fig. 5 Voltage and current waveforms for grid and load respectively for grid-connected DC voltage 
source for non-linear load 

3.2 Grid-Connected DC Voltage Source with Non-linear Load 

The voltage and current waveforms for grid and load respectively for a grid-connected 
DC voltage source with non-linear load are shown in Fig. 5. 

3.3 Grid-Connected PV Source with Linear Load 

The voltage and current waveforms for grid and load respectively for grid-connected 
PV voltage source with linear load are shown in Fig. 6.

3.4 Grid-Connected PV Source with Non-linear Load 

The voltage and current waveforms for grid and load respectively for a grid-connected 
PV voltage source with non-linear load are shown in Fig. 7.
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Fig. 6 Voltage and current waveforms for gridand load respectively for grid-connected PV voltage 
source for linear load

3.5 Grid-Connected DC Source with Linear and Non-linear 
Load 

The voltage and current waveforms for grid and load respectively for a grid-connected 
DC voltage source with both linear load and non-linear load are shown in Fig. 8. 
The connection of loads is such that before 1.5 s, only non-linear load is connected, 
from 1.5 to 2 s, both linear and non-linear loads are connected, from 2 to 2.2 s, only 
linear load is connected, and from 2.2 to 3 s, both loads are open and after that only 
non-linear load is connected. The change in current waveforms is clearly observed 
in Fig. 8.

3.6 Grid-Connected PV Source with Linear and Non-linear 
Load 

The voltage and current waveforms for grid and load respectively for a grid-connected 
PV voltage source with both linear load and non-linear load are shown in Fig. 9.
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Fig. 7 Voltage and current waveforms for grid and load respectively for grid-connected PV voltage 
source for non-linear load

The connection of loads is such that before 1.5 s, only non-linear load is connected, 
from 1.5 to 2 s, both linear and non-linear loads are connected, from 2 to 2.2 s, only 
the linear load is connected, from 2.2 to 3 s, both loads are open and after that only the 
non-linear load is connected. The change in current waveforms is clearly observed 
in Fig. 9. 

4 Comparison of System with and Without PV in Terms 
of THD 

Table 1 presents the total harmonic distortion comparison for a grid-connected models 
with a DC voltage source and PV array as a source with separate linear and non-linear 
loads. Table 2 presents THD for grid-connected models with a DC voltage source 
and PV array as source (Figs. 8 and 9) with both linear and non-linear load in the 
same model.
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Fig. 8 Voltage and current waveforms for grid and load respectively for grid-connected DC source 
with both linear and non-linear load

5 Conclusion 

According to the results, when only the linear load is connected and the DC voltage 
source is replaced with a PV source, the grid current THD decreases whereas the 
other THDs remain the same. When only a non-linear load is connected and the DC 
voltage source is replaced with a PV source, the grid current THD increases, and a 
slight change is noticed in load voltage THD while other THDs remain the same. 

When both, the linear and non-linear loads, are connected in the same model, we 
observe that grid current THD increases. Therefore, it is concluded that grid current 
THD increases for all cases, i.e. linear load, non-linear load and combined linear and 
non-linear loads when the DC voltage source is replaced by PV source whereas the 
rest THDs remain approximately the same. 

From the observations, it can be said that harmonics mostly arise out of non-linear 
loads, and grid current THD is affected the most.
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Fig. 9 Voltage and current waveforms for grid and load respectively for grid-connected PV source 
with both linear and non-linear load

Table 1 THD Comparison for linear and non-linear load separately 

Type of load Grid voltage 
THD (%) 

Grid current THD 
(%) 

Load Voltage 
THD (%) 

Load current 
THD (%) 

DC 
voltage 

PV DC 
voltage 

PV DC 
voltage 

PV DC 
voltage 

PV 

Linear load 0.35 0.40 168.02 150.3 
4 

0.33 0.33 0.06 0.06 

Non-linear load 0.40 0.40 27.81 62.82 5.31 5.33 26.64 26.64 

Table 2 THD comparison when both linear and non-linear loads in same model 

Type of 
load 

Grid voltage THD 
(%) 

Grid current THD 
(%) 

Load voltage 
THD (%) 

Load current THD 
(%) 

DC voltage PV DC voltage PV DC voltage PV DC voltage PV 

Linear load 0.37 0.39 103.9 120.87 0.35 0.38 0.04 0.04 

Non-linear 
load 

0.39 0.39 34.37 58.11 5.31 5.32 26.64 26.6 
5 

Both loads 0.36 0.39 93.06 121.05 5.07 5.07 8.55 8.55
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Intelligent Planning of Multiple DG 
with Practical Load Models Using 
Metaheuristic Methods 

Bikash Kumar Saw , Aashish Kumar Bohre , and Tushar Kanti Bera 

1 Introduction 

The intelligent optimal planning of multiple distributed generations (DGs) is consid-
ered as both active power and reactive power source based upon the power supply 
and consumption capability of DG. Here the optimal planning of different types of 
DGs [1–4] at optimal power factor is presented with different models of loads like 
constant, industrial, residential, commercial, and mixed loads [2–11]. The assump-
tion of constant load in the distribution system planning may mislead the exact 
assessment of the system performance [12–20]. Therefore, the different load models 
are considered based on voltage dependency for the intelligent optimal planning 
of different DGs in the system. Intelligent allocation of multiple-DG with real load 
models based on minimization technique using metaheuristic methods like GA, PSO, 
and BF-PSO are presented. The proposed work is explained in sections, namely, this 
section is about the introduction, formulation of the problem is given in Sect. 2, 
modelling loads are discussed in Sect. 3, in Sect. 4, the result analysis is presented, 
and in Sect. 5, conclusion is given.
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2 Problem Formulation 

The multiple-objective function (FMO)-based fitness problem is used for intelli-
gent allocation of multiple-DG with real load models using GA, PSO, and BF-PSO 
methods is explained as: 

FMO  = r1 PL  I  + r2 QL  I  + r3V DI  + k4 RI (1) 

where, 
4∑

i=1 
ri = 1. 

Where r1, r2, r3, and r4, are the weighting factors of indices. PLI, QLI, VDI, and 
RI is the active power loss, reactive power loss, voltage deviation, and reliability 
index of the system separately. 

3 Load Modelling 

The residential, industrial, and commercial real load models depend on voltage 
are illustrated in [2, 19] has implemented in this work, and their expression in 
mathematical form is as follows: 

PLoadi  = PDoi

(
a1

(
V ′)αo + b1

(
V ′)αi + c1

(
V ′)αr + d1

(
V ′)αc

)
(2) 

QLoadi  = QDoi

(
a2

(
V ′)βo + b2

(
V ′)βi + c2

(
V ′)βr + d2

(
V ′)βc

)
(3) 

where, PLoadi and QLoadi are real and reactive power load at the bus “i”, PDoi and 
QDoi are the operating points active power and reactive power load at the bus “i”, 
operating points voltage is Vo and voltage at the bus “i” is Vi, V’ = Vi/Vo. Whereas 
α & β are the active and reactive power exponents for real load models, viz constant, 
industrial, residential, and commercial whose subscript in the Eqs. (2) and (3) are  
written as o, i, r, and c separately. 

4 Result Analysis 

The IEEE 15-bus network has been considered to validate the proposed algorithm 
with 100 MVA base. The MFO problem given in equation (1) is minimized to allo-
cate the multiple DGs intelligently with real load models using metaheuristic tech-
niques. Based on the obtained optimum value of the MFO problem, the multiple 
using metaheuristic techniques DGs are allocated in the proposed algorithm, and
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Start 

Load/Read the considered test system input data 

Set iteration I=1 

I=I+1 
Update DG parameters based upon population and, then update system-data 

Using Multiple objective function calculate and, then update New Fitness 

Is iter= Max-iteration? 
No Yes 

Execute load flow, then calculate all parameters with-DG planning case 

Perform GA/PSO/BF-PSO optimization process and 
Update the populations and finess 

Based on Multi-objective function calculate initial fitness of system 

Execute load flow, then calculate all parameters of 
the system with DG planning case 

Initialize GA,PSO & BFPSO parameters population size etc 
And population x= [Pdg1,Pdg2 ...PDGs; Qdg1,Qdg2...QDGs;Ldg1,Ldg2 ...LDGs ] 

Allocate DG based upon population and, then Update system-data 

Execute Load flow, then Calculate all parameters 
of the basic case system i.e., without DG planning 

End 

Print all outcomes for Intelligent planning of DG 

Fig. 1 Flow chart for intelligent planning of multiple DGs using GA, PSO, and BF-PSO

indexes for different real load models are obtained. For the constant, industrial, resi-
dential, commercial and mixed different real load models, the achieved outcomes are 
presented after intelligent planning of multiple DGs. The base load case of the system 
is assumed for the system consisting of constant loads. This part of analysis is about 
the planning of multi DGs intelligently in the IEEE 15-bus network with different 
real load models using metaheuristic techniques GA, PSO, and BF-PSO. The results 
for intelligent optimal planning of multiple DGs using optimization techniques are 
given in Figs. 1, 2, 3, and Tables 1, 2. 

The voltage profile results are given in Fig. 1, where an improved system voltage 
profile is found with multiple DGs. From the obtained voltage profile of IEEE 15-
bus network, it can be said that the different real load models have different effects 
on it. 

The variation of active and reactive power loss results for the IEEE 15-bus network 
with different real load models using GA, PSO, and BF-PSO are given in Figs. 2 
and 3, respectively. These losses are more efficiently reduced with multiple DGs 
as compared to the base system using optimization technique, and also vary with 
different load models while planning the optimal allocation of multiple DGs. The 
best results for loss reduction are obtained by BF-PSO while considering the optimal 
plannin of multi DGs. The optimal size and locations of multi DGs (i.e. three DGs) 
including the constant load model for BF-PSO are 0.6034 MW and 0.5653 MVAr 
at bus 4, 0.3350 MW and 0.3799 MVAr at bus 7, 0.1938 MW and 0.2479 MVAr at
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Fig. 2 IEEE 15-bus network voltage profile with multiple DGs; a Constant, b Industrial, c 
Residential, and d Commercial 

Fig. 3 Loss in active power of IEEE 15-bus network with multiple DGs for real load models

bus 12, for PSO are 0.2993 MW and 0.3491 MVAr at bus 7, 0.3835 MW and 0.5685 
MVAr. at bus 4, 0.4307 MW and 0.3681 MVAr at bus 11, and for GA 0.2539 MW 
and 0.2525. MVAr at bus 2, 0.2881 MW and 0.3352 MVAr at bus 7, 0.7507 MW and 
0.7241 MVAr. at bus 4 separately. The active and reactive power loss of the IEEE 
15-bus network with multiple DGs using optimization techniques are given in Table 
2 (Fig. 4).
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Table 1 DG size and locations for IEEE 15-bus radial network with multiple DGs 

Load type DG-1 
P (MW) & Q  
(MVAR) 

DG-2 
P (MW) & Q  
(MVAR) 

DG-3 
P (MW) & Q  
(MVAR) 

Optimal 
location 

Technique 

P Q P Q P Q 

Constant 0.6034 0.5653 0.3350 0.3799 0.1938 0.2479 4, 7, 12 BF-PSO 

0.2993 0.3491 0.3835 0.5685 0.4307 0.3681 7, 4, 11 PSO 

0.2539 0.2525 0.2881 0.3352 0.7507 0.7241 2, 7, 4 GA 

Industrial 0.5223 0.5612 0.3135 0.2813 0.3616 0.4096 4, 11, 7 BF-PSO 

0.2704 0.3755 0.5921 0.3578 0.2443 0.4164 7, 4, 11 PSO 

0.2986 0.2704 0.3048 0.3429 0.6683 0.6537 2, 7, 4 GA 

Residential 0.3283 0.3890 0.2099 0.2090 0.5626 0.5998 7, 12, 4 BF-PSO 

0.1665 0.1725 0.3672 0.2257 0.6513 0.6792 13, 7, 4 PSO 

0.4227 0.5059 0.4658 0.3380 0.3632 0.3758 3, 4, 7 GA 

Commercial 0.5567 0.5906 0.2522 0.2120 0.3407 0.3861 4, 12,7 BF-PSO 

0.5783 0.6762 0.2975 0.3054 0.2407 0.1564 4, 6, 12 PSO 

0.3444 0.2766 0.2977 0.3277 0.6435 0.6659 2, 7, 4 GA 

Table 2 Active and reactive power losses for IEEE 15-Bus distribution network with multiple DGs 

Load type Losses (MW/MVAr) No-DG DG-BFPSO DG-PSO DG-GA 

Constant load PL 0.0617 0.0034 0.004 0.0061 

QL 0.0572 0.0026 0.0029 0.0046 

Loss 
reduction 
(%) 

PL – 94.49% 93.52% 90.11% 

QL – 95.46% 94.93% 91.96% 

Industrial load PL 0.0482 0.0035 0.0036 0.0053 

QL 0.0447 0.0025 0.0027 0.0039 

Loss 
reduction 
(%) 

PL – 92.74% 92.53% 89.01% 

QL – 94.41% 93.96% 91.28% 

Residential 
load 

PL 0.0497 0.0034 0.0045 0.0051 

QL 0.0461 0.0025 0.0035 0.0036 

Loss 
reduction 
(%) 

PL – 93.16% 90.95% 89.74% 

QL – 94.58% 92.41% 92.19% 

Commercial 
load 

PL 0.0496 0.0034 0.0036 0.0053 

QL 0.046 0.0025 0.0027 0.0039 

Loss 
reduction 
(%) 

PL – 93.15% 92.74% 89.32% 

QL – 94.57% 94.13% 91.52%
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Fig. 4 Loss in reactive power of IEEE 15-bus network with multiple DGs for real load models 

The value of active and reactive power loss reduction including the constant load 
model are 94.49 and 95.46% for BF-PSO, 93.52 and 94.93% for PSO, and 90.11 
and 91.96% for GA with respect to No-DG case. Similarly, the system performances 
of the IEEE 15-bus radial distribution network with multiple DGs for industrial, 
residential, and commercial different real load models can be analyzed and the waves 
of different real load models on the optimal intelligent planning of multiple DGs can 
be described. 

5 Conclusion 

The intelligent allocation of multi DG with real load models based on the mini-
mization technique using metaheuristic methods such as GA, PSO, and BF- PSO is 
presented with a multi-objective function for IEEE 15-bus radial network. The result 
analysis explains that the proposed technique is effective with respect to the power 
loss reduction (active and reactive) and enhancement in the profile of system voltage. 
The relative result analysis of the proposed system is also offered, which evidently 
specifies that the planned method is effective with BF-PSO optimization. Hence, 
based on the overall analysis, it can be summarized that the projected procedure 
offers additional technical as well as economic profits related to the other approach. 
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Modeling and Simulation 
of a Single-Phase Single-Stage Grid 
Connected PV System 

Rachna Dhir 

1 Introduction 

With the ever-increasing demand for electricity across the globe and challenges posed 
by the depleting fossil fuels in recent years, renewable energy sources have gained 
ground in recent years. Among all the renewable energy systems, Photovoltaic (PV) 
energy stands out due to its tremendous potential in energy conversion. However, due 
to dependency on the weather conditions, the ratio of price/efficiency of PV systems 
is not really impressive [1] which calls for the necessity of having a high-performance 
power electronic converter in order to connect it to the main utility grid for power 
sharing. The typical PV converter is based on a two stages converter [2, 3]. 

Normally, the first stage is a DC-DC boost type converter which along with MPPT 
control, extracts the maximum power from the panel and boosts the PV voltage to 
a value higher than the peak of the grid voltage. This facilitates the availability of 
optimum voltage at the second stage. The second stage is a DC-AC inverter that 
generates a sinusoidal current to be injected into the grid. The association of the 
two converters results in a two-stage power conversion which suffers from inherent 
drawbacks of high cost, sluggish response and high conduction losses [4]. Due to 
the necessity of reducing the cost and increasing the efficiency of the systems at the 
same time, the interest in single-stage conversion has grown in recent years [5, 6]. 
The single-stage PV topologies must carry out two functions: Drawing maximum 
power from the panel and injection of a sinusoidal current waveform into the grid. 
To realize the two functions in a single-stage topology, it is necessary to identify an 
effective MPPT control and current control for the inverter. In both single-stage and 
two-stage configuration, we have an inverter connected to the main grid. In order 
to ensure optimum working, there should be a minimum voltage across the dc bus
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which equals the peak value of voltage including voltage drop across the filter. If the 
voltage across the multitude of panels in series and in parallel is greater than the dc 
link voltage, it can be directly connected to the inverter without using any additional 
circuits. This kind of arrangement is known as single- stage conversion. On the other 
hand, if the number of solar panel strings is less, and the output voltage is less than 
the dc link voltage, then the PV panels cannot be directly connected to the inverter. 
A boost converter needs to be connected in order to raise the voltage to the minimum 
voltage level required at the input of the inverter known as two- stage conversion. 

2 System Description 

The connection of a dc source with the main grid requires a power electronic interface 
which can be a categorized into single-stage conversion system and two- stage conver-
sion system. The single-stage conversion system involves only a dc-ac converter as 
the power conditioning circuit, while the two-stage conversion system constitutes a 
dc-dc converter followed by a dc-ac converter as the power conditioning circuit. 

Figure 1 shows the schematic of single-phase single-stage grid connected 
photovoltaic system. 

Typically grid connected PV systems require a two-stage conversion vis-à-vis 
dc- dc converter followed by a dc-ac inverter. But these types of systems require 
additional circuits which result in conduction losses, sluggish transient response and 
higher cost [7]. 

An alternative could be eliminating the dc-dc converter and connecting the PV 
output directly to the inverter and then to the main grid. In this case, PV array 
can be chosen as a string of PV panels in series or in parallel in order to make 
the voltage reach the minimum voltage levels required at the inverter side. Besides,

Fig. 1 Schematic of the photovoltaic system under consideration 
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single-stage converter offers the advantage of lower costs, good efficiency and simple 
implementation. 

3 Control Structure 

3.1 MPPT Control 

Despite having tremendous potential in generating energy, because of dependency 
on the amount of solar irradiation, temperature, and other weather conditions, photo-
voltaic systems offer low energy conversion efficiency and high initial costs. The 
PV system has non-linear P-V and I-V characteristics that continuously vary with 
temperature and irradiation. 

In order to operate PV systems at higher efficiencies, it is imperative that these 
work at their maximum power point (MPP). To fulfil this objective, a number of tech-
niques have been suggested in many research papers [8–10]. These are broadly cate-
gorized as—Perturb and Observe(P&O), Incremental Conductance method, constant 
voltage method among others. But the first two remain popular and are commonly 
implemented due to the number of advantages offered by them. 

The purpose of MPPT is to continuously tune the system in order to extract 
maximum power from the PV array regardless of weather conditions. In Perturb and 
Observe technique, a perturbation is given to the array voltage, and the corresponding 
output power is compared with its previous value. If power increases, the perturba-
tion is continued in the same direction. On the other hand, if power decreases, the 
perturbation is reversed. This process continues until a maximum power point is 
reached. In P and O technique, the operating point keeps revolving around MPP. 
Nonetheless, this technique is simpler and the equilibrium point is reached rapidly. 

While in Incremental Conductance technique, the algorithm is able to determine 
when the maximum power point has reached and hence the perturbation can be 
stopped. But this method is complex besides taking a good amount of computational 
time [11]. 

The PV system under consideration is simulated using P and O algorithm for 
maximum power tracking and is tested for different irradiance and temperature 
values. The scheme of P and O technique is shown below (Fig. 2).

3.2 Grid Tied Inverter 

Grid tied inverter holds a significant position in the photovoltaic-grid arrangement. 
The energy conversion from dc to ac side is made by a single-phase voltage source 
inverter. PV inverter system consists of a solar array and a dc link capacitor C, on the 
input dc side with an output ac filter (LCL), and grid connection on the ac side. The
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Fig. 2 Flowchart of perturb and observe algorithm

number of panels in the string has to ensure a dc voltage higher than the ac voltage 
peak of all time [12]. 

Besides advancing to the corresponding ac value, the grid inverter is synchronized 
with the grid to operate at a power factor close to unity. Synchronization is also needed 
to improve inverter efficiency and monitor both inverter and grid. 

Several synchronization methods have been proposed in various research works 
[13, 14]. Among them, the phase locked loop (PLL) algorithms have proved to be the 
most effective, robust and simple. A PLL is a closed loop feedback control system 
that synchronizes inverter output signals with that of the grid. 

3.3 Filter 

Typically, L filters are employed in grid connected arrangements but LCL filters are 
found to have shown promising results [15] as they have higher (3rd ) order and have 
improved performance leading to a compact design. Though their usage results in 
resonance and stability issues for which a special control circuit is required (Fig. 3).
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Fig. 3 LCL filter L1 L2 

C 

The values considered are as under: 

L1 = 4.06 Mh Kp = L/τ = 27.066 
L2 = 4.35 Mh Kr = 100 
C = 6.0175 μF 
Time constant, τ = 150 μs 

3.4 Phase Locked Loop (PLL) 

The active current sent by the inverter to the main grid should be in phase with the grid 
voltage. The output current of the inverter is synchronized with the grid voltage to give 
a sinusoidal reference current leading to unity power factor operation. The purpose 
of phase locked loop (PLL) is to generate the reference for the implementation of 
current controller in grid connected inverter. Similarly, for reactive power sent to the 
main grid, phase locked loop generates a signal which is 90 out of phase with the 
actual voltage [16]. 

Phase locked loop (PLL) system with PI regulation is used to track grid voltage 
and to obtain amplitude and frequency values at the grid. Mainly there are three types 
of phase-locked loop systems for phase tracking-Zero crossing, Stationary reference 
frame and Synchronous Rotating Reference Frame based Phase locked loop. In the 
considered system, a synchronous reference frame (SRF) is used. The SRF-based 
PLL is one of the best, performances wise under non-ideal grid conditions [17, 18]. 
The basic idea of phase locked loop is to track the phase angle. The 3-F grid voltage 
is fed as input to the PLL and output is the phase angle of one of three phases. 

Since there will be one inverter leg available at the substation, so only one phase 
is tracked. A 120-degree shift for each of the other two phases is done to get the 
required amount of tracking.
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Fig. 4 Phase locked loop 
(PLL) structure 

First, alpha-beta voltages are obtained by passing through low pass filters and 
necessary gain. After Alpha-beta to d-q transformation, the error is calculated 
between Q and Qref. This error is fed to a PI controller. Output of the PI controller 
gives the information about the angle. The (ωt) signal is obtained from angle 
information and is fed to alpha-beta to d-q transformation block (Fig. 4). 

4 Simulink Model 

The model is simulated using MATLAB and run for 3.5 s (Fig. 5 and Table 1). 

Fig. 5 SIMULINK model of system under consideration



Modeling and Simulation of a Single-Phase Single-Stage Grid … 389

Table 1 Simulation 
parameter values 

S.no Parameter Value 

PV side 

1 Ns 11 

2 Np 01 

3 Voc 493.5 V 

4 Vmppt 400–500 V 

5 Fsw (switching frequency) 10 kHz 

Filter 

6 L1 4.06 mH 

7 L2 4.35 mH 

8 C 6.23 μF 

9 Vgrid 230 V(rms) 

10 Frequency 50 Hz 

11 Rated power 2 kW  

5 Results and Discussion 

In Fig. 6, the PV and I-V characteristics have been demonstrated for various irradiance 
values and a constant temperature of 25 °C, where it can be deduced that as irradiation 
increases, the power also increases in the same proportion. 

The maximum power which can be reached is around 2 kW. The grid side 
parameters have been shown in Figs. 7 and 8.

For PLL , the obtained waveforms for alpha-beta voltages are shown in Fig. 9, the  
two waveforms are 90 degrees apart which is further useful when fed to alpha- beta 
to d-q transformation block in order to achieve proper synchronization of inverter 
and grid.

Further PV side parameters behaviour is evident from waveforms shown in Fig. 10. 
The voltage at PV output is sufficient to directly connect it to the inverter for 
synchronization and control.

Fig. 6 PV and IV 
characteristics of PV array 
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Fig. 7 Grid side voltage and current 

Fig. 8 Grid side real power

Fig. 9 Alpha–beta voltage

Fig. 10 PV side voltage, 
current and power
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6 Conclusion 

This paper presented a single-phase grid connected PV system and the objective 
behind this work is to use understand the behaviour of PV energy conversion in grid 
connected condition. The interface with the grid is carried out through a single-stage 
conversion topology. The PV system is modelled for maximum power using P and O 
algorithm. The output from PV system is directly connected to PWM inverter which 
synchronizes the operation with the help of Phase locked loop. The modelling of 
phase locked loop in the synchronously rotating reference frame is shown and the 
necessary signal is sent to the current controller for the required synchronization. 
The entire system is modelled in MATLAB and results are shown for the voltage and 
power levels at the PV side, inverter, and grid side. Further harmonic analysis could 
be done on the system, and a proper tuning circuit is realized accordingly. 
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Grid Integration of 3P3W Single-Stage 
Solar PV System Using Modified Digital 
Filter Control 

Pushpendra Sharma, Abhishek Kumar, and Rashmi Agarwal 

1 Introduction 

The non-renewable sources of energy (kerosene oil, petrol, diesel, wood, coal, natural 
gas, and many others) are the conventional source of energy that is depleting in a 
very fast manner and combustion of these sources is used to generate electricity. 
These non-renewable sources of energy release toxic gases like nitrogen dioxide 
which affects ozone, carbon dioxide and causes global warming, sulphur dioxide 
causes acid rain [1]. Therefore, it shows the harmful impact on the environment and 
all living beings. However, there is a need for such types of sources which provide 
solutions to the problem related to conventional sources. There are many renewable 
energy sources like solar, biofuel, wind, etc., The dominancy of solar energy among 
others is because installation time is very less as compared to other alternatives. The 
resource is available free of cost, i.e., sunlight, which is pollution-less and requires 
less maintenance. 

The solar PV (Photovoltaic) system is classified as a standalone system and grid 
interfaced system. Standalone system requires batteries. Hence, they are more costly 
than grid-connected system. Thus, grid interfaced solar PV system is alluring more 
attention nowadays and becomes superior to a standalone system. Solar PV charac-
teristics are varying in nature. Solar PV power changes with changes in surrounding 
condition. Hence, MPPT (Maximum Power Point Tracking) technique is needed for 
the extraction of maximum output from solar PV array. There are various existing 
MPPT techniques such as INC (incremental conductance), AI (Artificial Intelli-
gence), fuzzy-based MPPT, etc., are reported in the literature. INC-based MPPT 
technique is easy to implement and simple. Moreover, it has a swift response and high
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tracking efficiency. However, the abovementioned MPPT techniques are complex to 
implement [2, 3]. 

There is tremendous available control algorithms based on reactive power theory 
(RPT) and SRF (Synchronous Reference Frame) theory, which has been explained 
in the literature, basically used for harmonic elimination, grid current balancing, 
and maximum power extraction from the interconnected grid system. These control 
techniques enhance system power quality because the non-linear load is connected 
at PCC (Point of Common Coupling) [4, 5] explains the improvement of power 
quality for 3P3W (Three-Phase Three-Wire) systems and using PLL (Phase locked 
Loop) algorithm, respectively. Non-linear load and load unbalance conditions are 
subjected to create harmonics. For grid voltage variation, an adaptive controller has 
been developed and discussed in the literature [6]. But these systems also don’t have 
non-linear load and unbalanced load conditions, hence not being discussed in it. Grid 
tied inverter is interfaced by an artificial neural network controlled non-conventional 
source, used is discussed in [7]. This proposed algorithm is very compatible with 
controlling the switching of inverter and for the elimination of harmonics, whereas 
the disadvantage of the conventional technique is its computational time which is 
more as compared to MDF (Modified Digital Filter) technique. MDF technique 
provides the advantage of reduced computational time and fast dynamic behavior 
with reduced and efficient steady-state error. MDF has defeated the limitations of the 
present DF (Digital Filter) algorithm, which provides less computational processing 
concern and has a quick dynamic behavior with addition to competent steady-state 
precision. However, the MDF generates a sinusoidal fundamental load component. 
This, in-phase sinusoidal fundamental load component, is required for extraction 
of the active load component of each phase and grid reference currents component 
[8–10]. 

Moreover, the latest research is going in the field of solar PV systems, hybrid 
systems, and smart electricity grid including the advantages of nanotechnology, solar 
PV integrated LED’s for automatic lightening, water pumping, power forecasting 
estimation, etc [11–14]. The proposed MDF algorithm is able to extract reference 
grid current components from load current, which is further used to generate VSC 
switching. The paper consists of an introduction which is explained in Sect. 1, Sect. 2 
describes the proposed 3P3W solar PV system employing M-LWDF control algo-
rithm, Sect. 3 presents the INC-based MPPT and M-LWDF control algorithm. In 
Sect. 4, results have been explained for steady state, unbalanced load condition, and 
under varying insolation level. Section 5 consists of final conclusion. 

2 System Layout 

Figure 1 shows 3P3W (Three-Phase Three-Wire) solar PV system using the MDF 
algorithm which consists of solar PV array, coupling inductor (Lf), VSC (Voltage 
Source Converter), ripple filter (RC), non-linear load, etc. An IGBT’s-based three-
phase, VSC converts DC input into AC output. The grid current ripples are reduced
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Voltage Source Converter 

Sw1 
Sw3 Sw5 R 

Ipv 

i Lf C Grid 
VSCr 

Cdc 
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iVSCy vsy 

C 
iVSCb 

isr 

isy 

vsb isb 

Sw4 Sw6 Sw2 

Solar PV Array 
iLr    iLy    iLb 

Ipv Nonlinear loads 

M-DF Based Control TechniqueMPPT 

Control 

Fig. 1 3P3W solar photovoltaic system 

by the coupling inductor (Lf). For reducing the switching ripples from VSC, a ripple 
filter. For load unbalancing, the load of phase ‘a’ is disconnected by using a switch. 

3 Control Approach 

The MDF-based control approach is subdivided into VSC control and MPPT control. 
The VSC-based MDF control approach provides reactive power compensation, 
harmonic mitigation, and load balancing. MPPT control extracts peak PV power. 
The details of the control algorithm are explained as given below. 

3.1 MPPT Control 

INC-based MPPT technique extracts the peak power. This technique extracts the 
maximum power point by comparing the rate of conductance from the conductance. 
The INC technique tracks the maximum point using PV current (Ipv) and PV voltage 
(Vpv) based on the equation which is mentioned as 

− 
Ipv 

Vpv 
= 

∂ Ppv 

∂Vpv 
= 0, at MPP (1) 

− 
Ipv 

Vpv

/
∂ Ppv 

∂Vpv 
, − 

Ipv 

Vpv

\
0, shift to rightward (2) 

− 
Ipv 

Vpv 
> 

∂ Ppv 

∂Vpv 
, − 

Ipv 

Vpv 
< 0, shift to leftward (3)
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3.2 VSC Control 

Figure 2 shows the control algorithm. VSC Control consists of unit template extrac-
tion, fundamental current extraction, and reference grid currents extraction. This 
control is explained below. 

3.2.1 Unit Template Extraction 

Amplitude of voltage (Vt) at PCC (Common Coupling Point) is calculated by [14] 

Vt =
{
2(v2 

sr + v2 
sy  + v2 

sb)/3
}1/2 

(4) 

The line voltages (vry, vyb) to phase voltage transformation (vsr , vsy, vsb), which 
is expressed as [14], 

⎡ 

⎣ 
vsr 

vsy  

vsb 

⎤ 

⎦ = 
1 

3 

⎡ 

⎣ 
2 1  

−1 
−1 

1 
−2 

⎤ 

⎦
[

vry  

vyb

]
(5) 

In-phase unit, vector are calculated by 

wpr = 
vsr 

Vt 
, wpy = 

vsy  

Vt 
, wpb = 

vsb 

Vt 
(6) 

The quadrature voltage unit vectors estimation
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wqy  =
(
3wpr + wpy − wpb

)
2 
√
3 

, (7) 

wqb =
(−3wpr + wpy − wpb

)
2 
√
3 

(8) 

3.2.2 Relationship Between iLr and iflr in MDF 

Relationship between iLr and iflr in the MDF control technique is mentioned as given 
below, 

iLr 
i f Lr  

= (
iLr + α2i f Lr

)
z−1 − α1iLr (9) 

= iLr
(
1 − α1z

−1
) + α2i f Lr  z

−1 (10) 

Here, α1and α2 are filter coefficients. 
iLr = load current component. 
iflr = fundamental load current component. 
From the above equation, the relation between the iLr and ifLr can be computed 

as, 

iLr 
i f Lr  

=
(
1 − α1z−1

)
−α2z−1 

(11) 

i f Lr  = iLr

[
−α2z−1(
1 − α1z−1

)
]

(12) 

Moreover, iflr is passed to S&H (sample and hold) logic circuit for achieving the 
reference grid current. 

3.2.3 Reference Grid Current Extraction 

Average weight active component (IpLavg) is estimated as, 

IpLavg = 
1 

3

[
IpLr  + IpLy  + IpLb

]
(13) 

The DC link voltage (Vdc) is controlled by using a PI controller. The output of PI 
controller is DC current loss component (Iloss) which is calculated as given by, 

Iloss(m) = Iloss(m − 1) + kp{Vdce(m) − Vdce(m − 1)} +  ki Vdce(m) (14)
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In the above equation, Vdce is given as, 

Vdce = Vdc ∗ −Vdc (15) 

PV feed forward component (Ipvf) is used to handle the changing surrounding 
conditions, which is expressed by, 

Ipv f = 
2 

3

[
Ppv 

Vpv

]
(16) 

Net fundamental component is expressed as, 

IpLt  = IpLavg + Iloss  − Ipv f (17) 

Reference grid currents are extracted as 

i∗ 
sr =IpLt  ∗ wpr , 
i∗ 
sy  =IpLt  ∗ wpy, 
i∗ 
sb =IpLt  ∗ wpb, (18) 

The current errors estimation is given by 

iesr =i∗ 
sr − isr , 

iesy =i∗ 
sy  − isy, 

iesb =i∗ 
sb − isb, (19) 

Switching sequences for 3-leg VSC are done by using the current error. 

4 Simulation Results 

Grid-integrated solar PV system with MDF control technique is modeled and results 
are analyzed in MATLAB/Simulink under different conditions. Non-linear loads, 
having value R = 20 Ω and L = 200 mH are selected. 

4.1 Steady State Condition 

Figure 3 depicts the system behavior under steady-state condition. Figure 3a shows  
the sinusoidal grid current (isryb) and load current (iLryb) are distorted. The DC link 
voltage (Vdc) is constant. Figure 3b shows that solar PV current (Ipv) and PV power
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Fig. 3 Simulated results for steady state a VSryb, VLryb, iSryb, iLryb, Vdc, iCryb, Irradiance  b Vpv, 
ipv, Ppv, PSryb, PLryb, iSryb c iLr, ifLr, ipLr, IpLavg, Ipvf, Iloss, IpLt 

(Ppv), PV voltage (Vpv) are maintained constant. Moreover, the solar PV array is 
providing the power to load and surfeit PV power is fed to the grid. Therefore, grid 
power (Psryb) is negative. Figure 3c illustrates the internal signal of the proposed 
control algorithm. All the internal signals like ipLr, IpLavg, Ipvf, Iloss, and IpLt are 
maintained near a fixed value. 

4.2 Unbalanced Non-linear Load Condition 

Figure 4 depicts the system behavior under unbalanced non-linear load conditions. 
The load of phase ‘r’ is disconnected between the interval t = 0.2–0.3 s. Figure 4a 
illustrates that grid currents have incremented. The VSC current is compensating for 
the load current. Hence, sinusoidal grid currents are noticed. The DC link voltage 
shows constant. Figure 4b depicts the increase in grid active power because the 
required load power has decreased. Solar PV current (Ipv) and PV power (Ppv), 
PV voltage (Vpv) are maintained constant. Figure 4c illustrates that ifLr and iLr are 
maintained near zero value under an interval of disconnection of load. However, ipLr, 
IpLavg, Iloss, and IpLt have decreased after load removal. Moreover, Ipvf, is maintained 
constant.
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Fig. 4 Simulated results for load unbalancing a VSryb, VLryb, iSryb, iLryb, Vdc, iCryb, Irradiance  b 
Vpv, ipv, Ppv, PSryb, PLryb, iSryb, and c iLr, ifLr, ipLr, IpLavg, Ipvf, Iloss, and  IpLt 

4.3 Response Under Varying Insolation Level 

Figure 5 illustrates the system response under varying insolation levels between 
intervals of 0.5–0.6 s. Figure 5a depicts reduction in VSC currents has been noticed 
because insolation levels have reduced. As a result, a decrease in grid currents has 
been noticed. The load current is unchanged. Figure 5b shows that solar PV current 
(Ipv) and PV power (Ppv), PV voltage (Vpv) are decreased under the decreased inso-
lation level. Hence, lesser power is supplied to the grid. Figure 5c shows that iLr, 
ifLr, ipLr, and Iloss are unaffected by varying insolation. However, Ipvf and IpLt have 
decreased under varying insolation level.

4.4 THD Analysis 

Figure 6 shows the load current THD and grid current. The load current THD and 
grid current THD are 41.00% and 1.42%, respectively. Hence, the MDF algorithm 
shows a good capability of compensating load current containing high harmonics. 
As a result, grid current THDs are well maintained below 5% within in IEEE-519 
standard.
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Fig. 5 Simulated results for varying insolation a VSryb, VLryb, iSryb, iLryb, Vdc, iCryb, Irradiance  b 
Vpv, ipv, Ppv, PSryb, PLryb, iSryb, and  c iLr, ifLr, ipLr, IpLavg, Ipvf, Iloss, IpLt

Fig. 6 Harmonic Spectra and THD a grid current b load current 

5 Conclusion 

Simulated results have shown a good response of the proposed system using MDF 
control technique under various conditions. VSC provides reactive power compen-
sation, harmonic mitigation, and load balancing. The VSC has provided active power 
to the load and surfeit power is injected into the grid. The MDF-based control is able 
to maintain the THDs of grid current near 1.42%, which is well within recommended 
IEEE-519 limits.
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Multi Terrain Motion Control Vehicle 

Oomang Bishnoi, Preeti, and Sansh Bir Dagar 

1 Introduction 

Gestures can arise through physical motion, however, they mostly arise from the 
hand or face [1, 2]. Individuals can put in gestures to govern or have interaction 
with gadgets. Many strategies were made for the usage of cameras and computer 
imaginative and prescient logics to interpret the signal. A robot is a device that 
can carry out a few tasks assigned to it mechanically. Robots can sustain on their 
own or even can be controlled remotely. Robots have arisen to such a scale that 
they are able to mimic a human being and can also take decisions by themselves. 
The main aspect of a robot is the way it interacts with humans which is through 
Human–Machine Interface [3, 4]. In the past few years, robotic communication has 
developed massively which was not easy in the early years and thus requires a lot 
of hard work. With the advancement of robots, gesture control came into existence. 
Gestures arise from any movement done by our body part, however, they basically 
arise from our palm or face. Gestures recognised are analysed by computer and output 
is generated, which is considered a form of human interface language [5–7]. With 
gesture recognition into play, there is a lot less need for textual content interfaces. A 
gesture is a motion that needs to be viewed by a person and has to bring a few pieces 
of data. Human–robot interaction relies heavily on hand gesture recognition (HRI). 
For people who are disabled or disadvantaged, signal language is the most natural 
manner of communication. 

The focus of this work is to apprehend hand motions and utilise them to move a 
vehicle car wirelessly. An accelerometer sensor is used for steering and is a controlled 
variable. The idea presented in this article may be useful to physically challenged
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people at large who can easily control their movement by wearing the sensor- based 
gloves and moving the wheelchair as per their requirement. Further, the idea may find 
applications in military implementations of using a robot, medical implementations 
for using robots for surgeries, robots used at building sites, in industries to operate 
carts, etc. 

The following is how the paper is structured. The introduction to the current work 
is presented in Sect. 1. Section 2 presents the design of a gesture controlled vehicle 
followed by the description of components in Sect. 3. Section 4 depicts the results 
obtained using Arduino code, and at the end, the conclusion and future scope of the 
work are presented in Sect. 5. 

2 Design of Gesture Controlled Car 

The targeted gesture controlled robot operates on the basis of MPU 6050, which 
detects a human gesture, analyses the data, and delivers it to Arduino UNO, where 
the appropriate voltage is applied (both 3V or 0V). MPU 6050 is a similar sensor 
that is used in our mobile phones to use the auto-rotate feature. We will use this 
module to sense the gesture and then these signals will tell the Robot over the Radio 
Frequency by using RF Module to tell the Robot in which direction to go [8–10]. 
As a controller, the Arduino UNO is used. The data is subsequently passed into an 
Encoder (HT 12E), which prepares it for transmission via an RF transmitter. RF434 
is the RF module in use here. The RF receiver obtains the statistics at the receiving 
end, which is then passed on to the decoder (HT 12D). The encoder data is fed into 
the motor motive force IC (L293D), which controls the cars in a unique configuration 
to move the bot in different directions. Figure 1 depicts the overall system’s block 
diagram.

The circuit diagram of transmitter (Fig. 1) and receiver (Fig. 2) [1] of the gesture 
controlled vehicle is described as follows:

(a) Transmitter: It sends data to the RF 434 TX module in the form of voltage levels, 
which are fed into the SDA and SCL pins of the Arduino UNO, which calculates 
the gesture movements of the hand and determines the data to be conveyed. 

(b) Receiver: The data pin generates the serial data received at the receiver (Rx434) 
and connects it to the decoder (HT 12D). 

The accelerometer, MPU 6050, was calibrated with the help of an Arduino UNO 
software. All of the conditions meeting the requirement of the desired direction of 
movement have been calibrated, and the MPU 6050’s X and Y directions will only 
be evaluated if the Z direction condition is met (Fig. 3).

The values of four data pins on the Arduino UNO are set or reset based on the 
conditions found in MPU 6050. On the basis of the parameters, the Arduino code is 
developed for the desired movement of the vehicle robot.
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Motor Driver 

(L293D) 

Decoder 

(HT 12D) 

Encoder 

(HT 12E) 
RF Transmitter RF Receiver 

Arduino UNO 
Accelerometer 

(MPU 6050) 

Motor 

Fig. 1 Block diagram of gesture controlled vehicle

Fig. 2 Circuit diagram of gesture control remote module

3 Components of Gesture Controlled Vehicle 

The entire system is split into two parts: the transmitter and the receiver part [11]. 
The transmitter and receiver comprise the following.
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Fig. 3 Circuit diagram of gesture control robot

3.1 Accelerometer and Arduino UNO 

Because it can measure minute activities, the accelerometer is utilised as a sensing 
instrument. MPU 6050 is a six-DOF (degrees of freedom) accelerometer, which 
means it can output six values: three from the accelerometer and three from the gyro-
scope. However, the best accelerometer readings were used in this study. To reduce 
the mission’s worth, the most efficient microcontroller or controller was utilised. The 
Arduino UNO is utilised for the transmitter, while the RF module is used for data 
transmission. A three-axis accelerometer and three-axis gyroscope are included in 
the MPU 6050. We can now measure acceleration, rotational displacement, and a 
range of other motion-related metrics using this method. To detect gestures, this will 
be connected to an Arduino UNO. 

3.2 Encoder 

With 212 encoders, the HT12E is an encoder-integrated circuit (IC). They’ll be 
employed in far-flung managed device applications using the 212 series of decoders. 
It’s primarily used to link RF and IR circuits together. The encoder/decoder pair 
should be compatible in terms of address range and data format. The address 
of encoder IC and decoder IC must be matched for secure and complete data 
transmission.
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3.3 RF Transmitter and Receiver 

A radio frequency module (RF module) is a typically tiny electrical device that trans-
mits and receives radio signals between pieces of equipment. Wireless communica-
tion with all other tools in an embedded machine is frequently acceptable. Optical or 
radio frequency (RF) communication can be used to complete this wi-fi conversation. 

3.4 Decoder 

The HT12D is a decoder integrated circuit from the 212 family of decoders. Remote-
controlled device programmes, including burglar alarms, vehicle door controllers, 
and security systems, are commonly utilised with this type of decoder. It’s designed 
to link RF and infrared circuits only. 

3.5 Motor Driver 

The L293D is a circuit that incorporates two H-bridge motor driving forces (IC). 
Motor drivers act like modern amplifiers because they take a low-today-day manip-
ulating signal and provide a better- today-day signal. The automobiles are driven by 
this superior cutting-edge indication. 

Two H-bridge driving force circuits are included in the L293D. DC motors can 
be pushed forward and backward at the same time in their most common mode of 
operation. Common sense can be entered at pins 2 and 7, as well as pins 10 and 15, 
to control vehicle motor operations. 

3.6 Gear Motors 

A gear motor is an electric motor with a low horsepower or low speed output that 
is designed to create high torque. Geared vehicles come in a range of shapes and 
sizes, and they’re probably likely used in a variety of household gadgets. Can openers, 
storage door openers, washing machines, time manipulation knobs, and even electric 
driven alarm clocks all use gear motors. Clinic beds, business jacks, and cranes are 
all common commercial programmes for a tool motor. They all work in the same 
way, regardless of the type of tool motor you’re working with. When a system is 
necessary to apply an excessive amount of pressure in order to circulate a very heavy 
object, gear cars are widely used in commercial packages (Fig. 4).
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Fig. 4 DC gear motor 

4 Results and Discussions 

It is observed from the results obtained that with acceleration orientation of 
+y, −y, −x, and +x, the vehicle is taking the direction forward, reverse, left, and 
right, respectively, and when the vehicle is required to be stopped, the accelerometer 
orientation needs to be at rest. 

It is also observed that the five positions of the hand are exactly matched with the 
directions of movement of the vehicle. 

5 Conclusion 

The primary goal of this work was to create a vehicle that could run utilising hand 
movements captured by the Accelerometer MPU 6050 and wireless RF connec-
tion. An Arduino UNO R3 was utilised as a microcontroller for this project. The 
vehicle makes the appropriate movements for the pre-programmed and calibrated 
hand signals. With the help of the accelerometer, data from hand motions is supplied 
into the Encoder HT 12E via the Arduino UNO, and the values are then communicated 
via Tx 434. The values are received by Rx 434 and decoded 

by a Decoder HT 12D before being transmitted to the motor driving component 
L293D. The information collected from the component operating the motor is then 
used to control these motors. The limitations of the current work, such as the small 
battery and limited range of operation of the RF module, could be overcome in 
the future by employing more powerful batteries and a GSM module for wi-fi signal 
transmission. A camera can also be mounted on the vehicle to monitor its movement.



Multi Terrain Motion Control Vehicle 409

The accelerometer of a mobile phone can also be used for controlling the move-
ment of the vehicle which will reduce the hardware cost of the project and will give 
a basic understanding of interfacing technology tools with vehicles. 
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Optimal Frequency Control 
of Micro-Grid System Using IPD−(1 + I) 
Controller 

Yogendra Arya and Kavita Singh 

1 Introduction 

Modern power strategies demand power generation solutions with the least green-
house gases and carbon emissions. The interest in renewable units (RUs) has 
increased due to the depletion of fossil sources to fulfill the energy demand and the 
use of promising strategic policies [1]. In this circumstance, an islanded micro-grid 
system integrated with renewable energy sources (RESs) is accepted to be an econom-
ical solution owing to the smaller scale, power security, and on-site distribution of 
power which helps to provide a sustainable carbon–neutral electrified society. 

Therefore, the higher penetration of RESs with variable consumer demands causes 
surplus deviation in the system frequency [2]. In fact, the gap between power gener-
ation and demand might usually occur in the micro-grid subsystem which prompts 
energy and frequency disturbance. 

Wide employment of diversified storage units (SUs), such as batteries, flywheels, 
and ultra-capacitors (UCs), has been leveraged to smoothen the system performance 
as well as to reduce the pressure on the diesel units [3]. To conserve desired perfor-
mance during sudden disturbances, a collection of different controllers and algo-
rithmic techniques has been introduced by many researchers in the past [4]. Authors 
in [5] the targeted load frequency regulation assignment has been analyzed by PI/PID 
controllers tuned by genetic algorithm (GA). The authors in [6] have depicted a very 
commonly used FOPID controller tuned by Imperialist competitive algorithm (ICA)
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algorithm. The application of cascaded PI with PD controller-based flower pollina-
tion optimization (FPO) for the frequency response model of micro-grid system has 
been discussed in [7]. In [8], the utilization of FOPID controller for reducing the 
system ΔF in a random and nonlinear model of a micro-grid has been shown. In [9], 
a cascade fractional-order controller that consists of 3 design variables proportional-
integral derivative controllers was proposed. While the objective is to control the 
system frequency in a much better way, these techniques have drawbacks like higher-
order controller structure, complexity in implementations, and prove unsuitable for 
all operating conditions. An alternative way of solving the issues is to use an effec-
tive evolutionary algorithmic technique like GA [5], Jaya [10], ICA [11, 12], WOA 
[13], etc. In order to enhance the dynamic responses effectively with fewer control 
parameters, in this paper, a maiden integral-proportional-derivative with one plus 
integral (IPD−(1 + I)) controller structure has been implemented. Owing to the 
advantage of the proposed control stratagem, this study proposed the ICA technique 
to select the gains of the (IPD−(1+ I)) controller so that the frequency deviations will 
be minimized, and the frequency stability will be enhanced under different operating 
conditions. 

The remaining manuscript is structured as follows. The mathematical modeling 
of a micro-grid system is demonstrated in Sect. 2. This is observed by a depiction of 
the advocated controller strategy and optimization algorithm in Sects. 3 and 4. The  
obtained simulation outcomes from the considered micro-grid are given in Sect. 5, 
pursued by the conclusions in Sect. 6. 

2 System Configuration 

The proposed micro-grid consists of wind power system, solar power system, aqua 
electrolyser (AE), fuel cell (FC), diesel engine generator (DEG), flywheel energy 
storage subsystem (FESS), battery energy storage subsystem (BESS), and ultra-
capacitor (UC) as shown in Fig. 1. In actual systems, DEG, FC generators, and AE 
are higher-order systems with nonlinearities. However, in this study, only the lower-
order frequency domain has been considered to control. Therefore, in this paper, we 
represent DEG, FC, FESS, BESS, and UC by simple first-order transfer functions. 
AE is exploited to reduce the promptly changing yield power from wind and solar 
power systems and produce hydrogen as fuels for FCs. The power relationship among 
different components of the micro-grid is expressed as (1 and 2) [5] 

Pt = PW + PPV  − PAE (1) 

Ps = Pt + PDEG  + PFC ± PFESS  ± PBE  SS  ± PUC (2)
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Fig. 1 Block diagram of suggested micro-grid model 

2.1 Power Deviations 

To maintain the load demand balance, generated power must be tuned since the yield 
power of RES varies with time. This is regulated as per the difference between supply 
and demand load as given in (3) [5]

ΔPe = Ps − PLΔPe = Ps − PL (3) 

2.2 Frequency Deviations 

The frequency variation in the power system is signified as follows (4) [5]:

Δ f = ΔPe 
Ksys  + D

ΔF = ΔPe 
Ksys  + D 

(4) 

where,ΔPe ΔPe represents changes in generating energy subsystem, and Ksys is the 
power subsystem as constant frequency response. Thus, micro-grid system model 
transfer function can be expressed as (5) [5] 

Gsys  = ΔF

ΔPe 
= 1 

Ms + D 
(5) 

In Eq. 5, M/D represent inertia constant and load damping constant, respectively.
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3 Control Strategy 

The nominal PID controller has been employed in several industries and power 
system fields. At the moment, to meet up the tasks of frequency regulation in a 
stable and adaptable way, two-stage controllers are at the forefront of analytical 
trends. That’s due to their robustness and better adjustment of controller parameters 
than classical PID controllers. The general stratagem of the proposed IPD−(1+I) 
controller is shown in Fig. 2. The control is accomplished by employing the input
ΔF signal. It is expressed in transfer function form as (6) 

Uc(s) = ΔF

(
KI 1 

s 
+ K P + Kds

)(
1 + 

KI 2 

s

)
(6) 

3.1 Fitness Function 

To tune the design variables of the controller, the integral of the square of the Δf is  
selected as the fitness function (7) [4]. 

J = 
T{

0 

(Δe(t))2 (7) 

Minimizing J, Subjected to K min ≤ K ≤ K max. 

where K represents the different gains of the proposed controller and Kmin and Kmax 

represent the lower and upper limits of gain value.

Fig. 2 IPD (1+I) Controller structure 



Optimal Frequency Control of Micro-Grid System Using IPD−(1 + I) … 415

4 Imperialist Competitive Algorithm (ICA) 

ICA starts with a primary populace having nations where the finest nations are 
considered as imperialist states [12]. The remaining nations work as the colonies 
of related imperialist states. The related colonies of primer nations are distributed to 
imperialists in view of their assets. The nation’s energy which is corresponding to 
its fitness value is connected contrariwise to its ‘J’. The colonialist states with their 
colonies lay out certain empires. When making a primer empire, the colonies in all of 
them start continuing close to their suitable colonialist country. This moving system 
is named adaptation. Related to this manner; the colony with higher power might 
replacement of the imperialist. All through the imperialistic contest; their strong 
empires endeavor to increase their powers however the lesser strong lose each of 
their states to other people as well as got rid of their optimization issue. Toward the 
finish of ICA, the arrangement is engaged at the highest level of a strong empire. 
Finally, the imperialistic rivalry meets in a state where just 1 domain wins, and every 
one of its colonies or imperialists will enjoy the indistinguishable area and power. 
All the considered parameters for this algorithm have been taken from [11] and for 
further details refer [12]. 

5 Simulation Results and Analysis 

A hybrid micro-grid system has been developed to analyze the capabilities of the 
proposed controller (IPD (1+I)) with two RESs (wind and solar). Two different types 
of loads are used to analyze the efficacy of the proposed controller. In this study, we 
have considered two cases as mentioned below: 

1. The dynamic response investigation of the subsystem by considering step load 
perturbations. 

2. Dynamic response investigation of the subsystem by contemplating random load 
perturbations. 

5.1 Simulation Results of Case 1 

For this situation, during 0 < to < 35 s, the wind/solar power energy is considered 0.45 
p.u/ 0.35 p.u separately. Load is considered 1 p.u through 0 < to < 80 s. After 35-s, WT 
power and solar PV are abruptly diminished to 0.4 p.u and 0.19 p.u individually. At 
the t = 80 s, the associated load is abruptly raised from 1 to 1.1 p.u. The variation in 
load, as well as generation, is regulated by FC, BESS, FESS, UC, and DEG through 
the control signal since the WTPG and solar PV create consistent power. The power 
control framework frequency vacillates because of these abrupt fluctuations in power 
distribution generation by RES and load requirements. ThisΔf is constrained through
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the proposed controller as well as the outputs response of framework parameters is 
changed in accordance with relating values to such an extent that the gap in supply 
and load is less. Figure 3 reveals the progression variations in wind power, solar 
power, and demanded load. 

Whenever wind turbine power diminished from 0.45 to 0.4 pu, solar PV power 
decreased from 0.35 to 0.19 pu after 35 s, and the associated load changed from 
1 to 1.1 pu abruptly at 80 s, the resulted yields of the FC, FESS, UC, BESS, and 
DEG are changed. Consequently, the gap between supply and load is decreased. At 
last, the ΔF comes to a steady state. The design variables values of various control 
structure got using the ICA method are given in Table 1. The power results of the fuel 
cell, Flywheel subsystem, ultracapacitor, BESS, and DEG are introduced in Fig. 4. 
Figure 5 shows theΔF of the proposed micro-grid system. It very well might be seen 
that the response of the proposed regulator is awesome among PI and PID regulators 
used for investigation as far as peak transient deviation and settling the time. 
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Fig. 3 Demanded load, wind power, and solar power profiles in case-1 

Table 1 Design variables of 
considered controller 
optimized by ICA 

Variables PI PID IPD(1+I) 

Kp 4.7 5.21 5.5 

I KI1 2.1 3.22 4.67 

Kd – 6.23 5.81 

I KI2 – – 3.5
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Fig. 4 Power output of different components under case-1 

Fig. 5 Frequency deviation in the system under case-1
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Fig. 6 Demanded load, wind power, and solar power profiles in case-2 

5.2 Simulation Results of Case 2 

In this case, the random load perturbation (RLP), random wind, and solar are consid-
ered for the realistic scenario as displayed in Fig. 6. Figure 7 gives the profile of
ΔF, under abrupt changes as discussed above. To corroborate the effectiveness of the 
advocated control technique, its transient response is compared with PI/PID control 
techniques, and the attained results are shown in Fig. 7. The power yields of different 
components are displayed in Fig. 8, which again shows the superior performance of 
IPD (1+I) controller over PI/PID.

6 Conclusions 

In this study, an effective control stratagem is developed by optimizing a two-
stage (IPD−(1+I)) controller structure with an imperialistic competitive algorithm 
(ICA) for the frequency regulation of micro-grid. The amalgamation of sustain-
able power sources like wind, solar thermal, and conventional sources like DEG, 
FC, FESS, BESS in addition to UC is studied. As novelty, the development of the 
(IPD−(1+I)) controller is applied for a frequency response model through the ICA
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Fig. 8 Power output of different components under case-2

technique and the dynamic response is presented and compared with other tradi-
tional controllers (PI/PID). It was noticed that the (IPD−(1+I)) controller can manage 
system disturbances and enable the required power sharing between sub-systems.
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Study of Polarization Effect in WDM 
Channels Network 

Vikash Kumar Dahiya and Sandeep K. Arya 

1 Introduction 

Wavelength division multiplexing (WDM) is an Optic fiber communications tech-
nique that multiplexes the multiple carrier signals in a fiber. It accomplishes this by 
employing distinct wavelengths for each transmission and may be used on single-
mode or multimode fibers through lasers. Figure 1 displays a simple WDM system, 
illustrating how easy the WDM infrastructure is. WDM is frequently composed 
of WDM transmit modules that every other operate at a separate wavelength. Multi-
plexer—a passive device that merges several light sources together into a blended 
one, fibre architecture, demultiplexer—a passive device that separates the combined 
light source into individual ones, and WDM receiving modules [1].

Polarization effects were found during early fiber optic transmission testing. Polar-
ization events in fiber optics were once considered a research curiosity. Several 
research institutions focused on these repercussions throughout the 1990s commu-
nications boom. The effects of fiber optic polarization and their interplay become 
increasingly vital as the bit rates of fibre optic channel increases. These effects must 
be overcome in order to deploy with over 10 Gb/s transmissions in wavelength 
across fibre optic in long-haul optical communication [2]. When the fibre facilities 
were developed by 1998, it could be a serious limitation in systems. The internal 
birefringence of contemporary fibre plants is minimal. External birefringence, like 
twists and external tension exerted on optical fibre, adds polarization effects signif-
icantly. Polarization effects have become increasingly important in understanding 
signal transmission in today’s long-distance lightwave communication networks.
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Fig. 1 Simple WDM system [1]

1.1 Research Gap and Motivation 

The early optical fiber transmission tests revealed polarization effects. Polarization 
phenomena in optical fibre have hitherto been regarded as a laboratory curiosity. 
Several research organizations focused on these repercussions during the telecom 
boom in the 1990s. The effects of optical fibre polarization and their interplay become 
increasingly important as the information rate of a single optical channel increases. 
These effects must be overcome in order to deploy more than 10 Gb/s transmissions 
in a single wavelength via fibre plants in long-haul optical networks. When fibre 
plants were developed by 1998, it might be a serious limitation in systems. Internal 
birefringence, core asymmetry, and built-in stress are all present in these aged fibers. 
Internal birefringence is minimal in current fibre plants. Polarization effects are 
considerably enhanced by external birefringence, such as twists and external strain 
applied to optical fibre [2]. 

In today’s long-distance lightwave communication networks, polarization effects 
are becoming increasingly important in understanding signal propagation. The 
following topics will be covered in this study: polarized light description, polariza-
tion phenomena in the WDM channel network, modeling of polarization phenomena, 
and polarizing components. 

2 Theory  

A light beam is made up of two orthogonal electrical vector field elements which 
fluctuate in amplitude and frequency. Polarized light arises during which the phase 
or amplitude of these two components differs. Polarization in optical fiber had thor-
oughly investigated, and a range of approaches for minimizing or exploiting the 
phenomena are available.
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2.1 Manifestation of Polarization in Optical Fiber 

Optical Fiber Birefringence: 

Birefringence is defined as a behavior that happens in some components, causing 
light to be separated into two distinct channels. Since these indices of refraction of 
some materials alter based on the polarization optical path, this phenomenon occurs. 

Birefringence can also be seen in fiber optics as a result of minor irregularity in the 
cross-section of the fiber core along its length and external factors such as bending. 
Stress-induced birefringence trumps geometry-induced birefringence in general. 

Polarization Maintaining Fiber: 

Polarization Maintaining (PM) Fiber is a customized fiber that creates a constant 
birefringence characteristic throughout its course on purpose, preventing coupling 
between the two orthogonal polarization orientations. The shape of the fiber and 
the materials employed in any design provides a substantial amount of stress 
in one direction, resulting in significant birefringence when subjected to random 
birefringence. 

Poincare Sphere: 

The Poincare Sphere is a traditional manner for expressing an EM wave’s polariza-
tion and changes in polarization as it propagates. It allows you to forecast how any 
particular retarder can modify the polarization shape. Each polarization state equates 
to a certain spot upon that sphere The sphere’s two poles symbolize left and right 
circularly polarized light. Dots upon that equator display linear polarizations. The 
elliptical polarization stages indicate by all other places on the sphere. Horizontal 
linear polarization is designated by imaginary point H on the equator, and vertical 
linear polarization is designated by the diametrically opposite point V. 

x, y, and z are Cartesian coordinate axes, as are the spherical orientation and 
ellipticity angles, and P is a point on the sphere’s surface, as shown in Fig. 2a. It’s 
worth noticing that the digits 2 and 2 represent the angles on the sphere. The equation 
translates Cartesian coordinates to spherical coordinates for a unit sphere. 

x = cos(2χ ) cos(2ψ), 0 ≤ ψ <  π,  
y = cos(2χ ) sin(2ψ), − π/4 < χ  ≤ π/4 

z = sin(2χ )

where x2 + y2 + z2 = 1. 
The coordinate pair in the above equation can represent any polarization state. 

LHP(0°, 0°), L+45P(+90°, 0°), LVP(180°, 0°), L−45P(270°, 0°), RCP(0°, +90°), 
and LCP(0°, −90°) are the degenerate polarization states on the Poincare sphere. 
The degenerate states on the x, y, and z axes are described in Fig. 2b. The equator 
has all linear polarization states, whereas the north and south poles have right and
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Fig. 2 The polarization states are represented by a poincare sphere [2]

left circular polarization states, respectively [3]. On the rest of the sphere’s surface, 
elliptically polarized states are depicted. The polarization states are depicted in Fig. 2c 
at each junction of the 7.5° latitude and 15° longitude lines [2]. 

Characteristics of Measurable Polarization: 

1. DOP 

The description of degree of polarization (DOP) is: 

DOP = Ipol/(Ipol + Iunp), 

in which Ipol and Iunp seem to be polarized and unpolarized light intensities, accord-
ingly. Light is considered to be unpolarized when DOP= 0, and completely polarized 
when DOP = 1. Partially polarized light is used in intermediate conditions. 

2. PER 

The Polarization Extinction Ratio (PER) seems to be the decibel (dB) fraction of the 
least to greatest polarized power. This value will be specified as a specification by 
any polarization component. 

3. PDL 

Polarization Dependent Loss (PDL) seems to be the highest variation in insertion 
loss when sourcing polarization changes among every stage given as decibels (dB).
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4. PMD 

Material dispersion is a type of PMD. A mode, which has two orthogonal polarization 
modes, may be accommodated with an SM fiber. The optical fiber core should be 
completely circular. However, the core is not entirely round in reality, and mechanical 
forces such as bending induce birefringence in the fiber. This generates optical pulse 
dispersion by causing one of its orthogonal polarization modes to move quicker than 
the other. Differential Group Delay (DGD) is the largest difference in mode propa-
gation periods driven by this dispersion, and its unit is commonly stated in 1e−12. 
Due to its dynamic features, PMD exhibits a range of DGD readings throughout time 
rather than a single, stable value for a particular piece of fiber. 

3 Simulation Setup and Configuration 

This model’s goal is to show how the polarization states of neighboring chan-
nels in a WDM system impact channel performance. This phenomenon is induced 
by nonlinear interactions (XPM, FWM, Raman gain) between channels that are 
polarization-dependent. OptSim simulation software, which provides an environ-
ment with a nearly precise physical model of a system, is used for this purpose. The 
simulation configuration is depicted in Fig. 3. This system is made up of three main 
components: the transmitter, the fiber component, and the reception component. 

Fig. 3 Simulation setup
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3.1 Transmitter Section 

A PRBS generates a bit sequence at a rate of 10 Gbps in the transmitter. This bit 
sequence is passed into the Bit Error Rate (BER) Tester and the Electrical Signal 
Generator (which turns an input binary signal into an output electrical signal). The 
output of an electrical generator is sent to an electro-absorption modulator. We can 
directly define the extinction ratio of the output optical signal when voltage scaling is 
enabled. It has two input ports and one output port; the first accepts an optical signal 
that is modulated to produce the output optical signal, and the second accepts an 
electrical signal. To reach the required extinction ratio at the output, the modulator 
adjusts the input modulating voltage signal. By attenuating the input optical signal(s) 
to the provided average output power level, the Optical Power Normalizer normalizes 
the power of the optical signal. It is used to regulate the input optical power at the 
receiver while creating a BER versus receiving optical power curve graphic. It can 
also be used to dampen all input optical signals to the same level, despite their 
varying average input strengths. This is a setup with two types of channels (odd and 
even). The odd channel uses the polarization transformer concept, which alters the 
incoming optical signal(s) based on the parameters supplied. This model employs 
the transformation mode “rotation” to change the polarization of incoming signals. 
The polarization is rotated by the set angle in the Rotation mode. An optical WDM 
multiplexer is referred to as an optical multiplexer. It receives two optic signals (odd 
and even) at its input port and produces a WDM optical signal that includes all of 
the input WDM optical signals. 

3.2 Fiber Section 

The optical transmission is carried out over a 75-km cable. Based on the simulation 
settings, the fiber characteristics are reconfigured and summarized in Table 1. 

Table 1 Parameters value 

S. no Parameters Values 

1. Length 75e3 m 

2. Loss 0.23 dB/km 

3. Diameter 8.2e−6 m  

4. Effective_mode_area_normalized_by_core_area 1.425 

5. Constant_nonlinear_ refractive_index_value 2.6e−20 m2/W 

6. Raman strength model Absolute 

7. Peak_raman_gain_at reference_pump_wavelength 0.98e−13 m/W 

8. Reference_pump_wavelength_for raman_gain 1.0e−6 m
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3.3 Receiver Section 

WDM demultiplexer processes fiber output. At its input port, it receives a WDM 
optical input and generates 8 single-channel optical outputs, one channel per port, at 
its output ports. Eight optical receivers receive the optical signal. A photodetector, a 
preamplifier, and a post-amplifier/filter complex are just a few of the components that 
make up an optical receiver. An optical input is transformed into an electrical current 
by the photodetector design. This photocurrent then being sent to the preamplifier 
module, which transforms it into voltage. Lastly, this post-amplifier design incorpo-
rates a series of baseband filters to modify the output wave. The photoreceiver noise 
elements are likewise computed by the model. 

4 Results and Discussion 

The configuration (Fig. 3) consists of eight channels deployed on a single optical 
length. The channel spacing is 50 GHz, and it is generated by 2 pseudo-random 
bit sequence generators, ES Generators, and Constant Wave laser sources in groups 
of odd and even channels (each with 4 × 100 GHz-spaced wavelengths). At first, 
every channel was polarized in the same manner. All even channels were being routed 
via Polarization Shifter before becoming multiplexed alongside odd channels, which 
spins the polarization status by angle “polAngle”. The Polarization Shifter parameter 
settings are shown in Fig. 4. The signal is launched into a channel once it has been 
multiplexed into the fiber, demultiplexed, then supplied to eight receivers, accom-
panied by a BER Tester to measure channel performance for a certain polarization 
state distinction among nearby channels.

This experiment comprises 2 topology files. Both have identical configurations 
(see Fig. 4), with the only change being the polarization angle processing in the 
parameter scan configuration: 

• “WDM orthogonal polarization. moml”—in this file, the polarization angle is 
examined in 10° increments between 0° and 180° and the Q-factor is determined 
as a function of the polarization angle. Figure 5 depicts the outcomes for the 
odd channel (channel3) and even channel (channel6). The Q-factor is lowest at 
polarization angles of 0° or 180°, in other words, when every channel exhibits 
aligned polarization states, with the maximum for polarization angles of 90º, that 
is when neighboring channels’ polarization states are orthogonal with one another. 
The main distinction between maximum and minimum Q for these circumstances 
is 0.4–0.6 dB.

• “WDM random polarization. moml”—in this case, the polarization angle is an 
arbitrarily shifting value with uniform statistics inside a range of –180° to +180°.
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Fig. 4 Polarization shifter parameter configuration

Figure 6 depicts the outcomes for configuration scan simulations for fifty statis-
tical runs for Q-factor for the odd channel (channel3) and even channel (channel6) 
channel. The dots show the Q’s of independent runs, whereas the solid line consti-
tutes the average Q across fifty statistical runs. The minimum Q of ch.3 is 14.86 dB, 
and the maximum Q is 15.48 dB, with an average Q of 15.13 dB and a standard 
deviation of 0.21 dB. Channel 6 has a minimum Q of 14.75 dB, a maximum Q of 
15.20 dB, an average Q of 14.90 dB, and a standard deviation of 0.18 dB.

5 Conclusion 

The light signal is conveyed to the destination using optical fiber as a route in optical 
communication. The main benefits of optical communication systems are their high 
capacity, high security, greater BW, and low BER. Wavelength division multiplexing 
is a method used to increase the capacity of an optical system. However, the WDM 
suffers from the nonlinear impact, lowering overall performance. The results show 
that system penalties depend on the polarization state, with the worst-case scenario 
corresponding to every channel being aligned to the identical polarization condi-
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FOR CHANNEL 3 FOR CHANNEL 6 

FOR CHANNEL 3 FOR CHANNEL 6 

Fig. 5 a Shows the relationship between channel performance and polarization angle between 
neighboring channels: (left) example of an odd channel (ch.3); (right) example of an even channel 
(ch.6). b Shows the relationship between BER and polarization angle between neighboring channels: 
(left) example of an odd channel (ch.3); (right) example of an even channel (ch.6)

tion before being launched to fiber. Polarization scrambling (where all channels’ 
polarization states change randomly over time) can increase system performance by 
a few tenths of dB in our study. If nearby channels are launched with orthogonal 
polarization relative to one other, the best performance outcomes (the lowest penal-
ties) will be obtained. In our sample, we saw a 0.4–0.5 dB increase in performance 
over the worst-case scenario.
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FOR CHANNEL 3 FOR CHANNEL 6 

FOR CHANNEL 3 FOR CHANNEL 6 

Fig. 6 a Channel performance for randomly varying polarization angles between adjacent chan-
nels: (left) example of an odd channel (ch.3); (right) example of an even channel (ch.6). b shows 
the relationship between BER and polarization angle between neighboring channels: (left) example 
of an odd channel (ch.3); (right) example of an even channel (ch.6)
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The Accomplishment of Quantum Key 
Distribution via BB84 Protocol 
with Optical Simulator 

Prakash Singh Gill and Sandeep K. Arya 

1 Introduction 

Measurements in quantum mechanics cause a disturbance that can be used to detect 
eavesdroppers. This makes key distribution provably secure. [1] Key value stored in a 
key space K, the message in a message space M, the ciphertext in a ciphertext space C, 
and the encryption and decryption algorithms E/D make up cryptographic systems. 
It has been shown that symmetric cryptosystems work if the keys for encryption and 
decryption are the same, if the key length is alike the message length, and if only 
once can the random key be used. By the doctrines of quantum mechanics, entangle-
ment, uncertainty, and no-replicating, Quantum cryptography can offer unconditional 
security. 

In Quantum key distribution, a key is produced and distributed but no message data 
is transmitted. By using the key in combination with any chosen encryption algorithm, 
a message can be encrypted (and decrypted), which can then be sent over an ordinary 
communication medium. The one-time pad (OTP) is the algorithm most commonly 
linked with QKD. The key bits and message bits are XORed together to encrypt 
messages. Because the secret key can only be used once, the scheme is often referred 
to as OTP. A shared key must have a size exceeding or identical to the message’s 
span. This has prevented OTP encryption from being widely used. Most commonly, 
QKD protocols use discrete variables (DVs) based on photon polarization; though 
continuous-variable (CV) protocols are also developed and demonstrated based on 
real amplitude measurements instead of discrete events (Fig. 1).
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Fig. 1 Demonstrates—In QKD, we use two channels: one for sharing encrypted data and another 
for sharing decrypting keys between transmitter and receiver. We can detect the presence of an 
eavesdropper in a quantum channel due to a disturbance in the phase state of photons [2] 

1.1 Research Gap and Motivation 

There is currently a significant gap in the field of highly secure communication 
with minimal noise impact. As we know, quantum mechanics is the best option for 
resolving these two issues. As a result, we studied the QKD BB84 protocol and 
obtained these important observations on OptSim software. 

Indian govt institute DRDO successfully tested a secured QKD implementation 
between two labs 12 km apart in December 2020, and now recently, DRDO with 
IIT Delhi collaboration has successfully tested QKD technology between two cities 
Prayagraj and Vindhyachal which are 100 km apart in February 2022. This has been 
my motivation for doing this paperwork. 

2 Theory  

BB84 encrypts every bit from Alice’s arbitrary key in one of the four polarization 
statuses based on her prepare and measure-procedure (Table 1). 

Table 1 Four polarization 
orientations 

Polarization planes Dirac symbol Basis Bit-value 

Horizontal-plane | H > H or V (+) 0 

Vertical-plane | V > H or V (+) 1 

Diagonal-plane | D > D or A (x) 0 

Anti-diagonal-plane | A > D or A (x) 1
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Fig. 2 Setup for BB84 phase coding with QKD. SPD stands for Single photon detector, while PM 
stands for Phase modulator [3] 

2.1 QKD Protocol (BB84) Undertakes the Below Three 
Stages 

1. Raw Key Interchange: The quantum channel is Alice’s way of encoding and 
transmitting each bit of the arbitrary key using polarization orientation encrypting 
over to Bob. Alice then uses an arbitrary number generator to create an arbitrary 
key. Every photon Bob measures is produced at random, in either an x or a+ 
basis, which she records. 

2. Key Selecting: Alice and Bob talk via a classical channel about their basis 
choices. The measurements that are not matched basis (about half) are discarded. 

3. Classical Post-Processing: Bob and Alice execute fault correction and privacy 
magnification with the classical communication medium. When the QBER 
exceeds the security edge, the sifted key gets cast off and the BB84 protocol 
is revived. 

Figure 2 shows the BB84 protocol with phasing encoding. It is made up of an 
interferometer and two-phase modulators, one for Alice and the other for Bob. If 
the interferometer’s pathways are equal and the laser’s intensity is decreased to a 
single photon, the strengths at the two single photon detectors (SPDs) are: I0 =(
1 
2

)
(1 + cos(ϕ A − ϕ B)) and I1 =

(
1 
2

)
(1 − cos(ϕ A − ϕ B)). 

When the phase difference between the signal and reference pulses is 0 (bit 0), 
SPD0 acts and SPD1 acts when the phase difference is r (bit 1). 

2.2 Theorems 

I. Heisenberg Uncertainty Theorem Even theoretically, it is impossible to calcu-
late both the position and the velocity of an object alongside. A wave-particle 
duality underpins this principle.
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II. Quantum Entanglement Theorem Quantum Entanglement is a property of 
quantum pairs. When pairs are produced that pretend to be a single entity, these 
pairs are also called EPR pairs. Each quantum possesses what is known as a 
“spin”: the spin of one quantum may be up, while the spin of another is down, so 
the total spin is null, but it is unknown to which pair of quantum the measurement 
should be attributed until it is made. The wave function of one pair collapses in 
the opposite state when measured apart. 

III. Quantum No-Replicating Theorem Wooters, Zurek, and Dieks identified the 
quantum no-replicating theorem as a way to prevent duplicates of unfamiliar 
quantum states from getting made. An observer would be able to accurately 
measure the copies of a quantum state by copying unknown quantum states 
and so avoiding the limitations of Heisenberg Uncertainty theorem. Therefore, 
quantum measuring error improvement routines can’t use backup replicas of 
quantum states. Also, a quantum signal sent along a quantum channel can’t be 
amplified by an eavesdropper. 

2.3 Photon Polarization 

Waves of electromagnetic energy, such as light, produce a magnetic field, which 
vibrates during their travel. As photons pass through a filter, they are polarized by 
rotating electromagnetic fields, known as polarization. As a consequence of Heisen-
berg’s Uncertainty Principle, we cannot know both photons’ values simultaneously 
if one is measured and its value is affected. Two photons are conjugate when the 
polarization of one is randomized by the other. Setting up filters 0° and 90° forms 
one basis, whereas setting filters 45° and 135° forms its conjugate. As photos pass 
over the polarized beam splitter (PBS), they emerge initially vertically or horizon-
tally before shifting to diagonally polarized photons. When the conjugate basis has 
been applied, 45° or 135° polarizations will occur with an approximately 1/2 percent 
probability (Table 2). 

Table 2 BB84 implementation with phase encoding 

Alice Bob Detection 

Encoded bit Alice’s basis ∅a ∅b Bob’s basis Decoded bit 

1 0 π 0 0 1 

0 1 π/2 π/2 1 0 

0 1 π/2 0 0 ? 

1 0 π 0 0 0 

0 0 0 π/2 1 ? 

1 1 3π/2 π/2 1 1 

1 1 3π/2 0 0 ? 

0 0 0 π/2 1 ?
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3 Quantum Key Distribution System 

Through the use of the simulation package OptSim, this model trades through the 
BB84 protocol. OptSim tool delivers a diversity of optical communication simulation 
and modeling. OptSim comprises a diversity of elements linked to photonic telecom 
elements. 

3.1 Simple QKD Configuration 

Our central aim is to replicate the QKD experiment with OptSim, which doesn’t 
have built-in components that correlate with QKD operations but seems simpler 
in shallow. As a passive component of the QKD, the Polarization Beam Splitter 
functions to permit incoming light depending on its phase. However, OptSim splits 
photons based on two different angles and cannot be used. There are some elements 
within the OptSim library that don’t perform as QKD elements. In these instances, 
the components will have to be altered or created. 

The OptSim simulation program contains several other libraries that can be 
incorporated into a simulation as visualizers, such as Power Meters, Polarization 
Analyzers, and Detectors. The telecommunications system is divided into three major 
categories, which are transmitter, channels, and receivers. Transmitter blocks are 
based on photon sources, and OptSim provides a wide array of optical sources with 
numerous indivisible characteristics. It is essential to attenuate photon pulses in QKD 
to excerpt their single photon levels. Polarization of the photon is achieved using a 
polarizer, which adjusts its direction angle to fit the desired direction. 

3.2 BB84 Implementation 

Utilizing the four polarization states of the quantum channel form to implement 
the BB84 protocol. As a standard component in OptSim, optical fibers are well-
known for channel classification. Incoming photons can be selected via PBS or via 
random selection using “select”. During QKD experiments, the photons are sent to 
the receiver polarized randomly. When measuring an incoming photon, the receiver 
also selects a random polarization. In the end, detectors responding to the polarization 
will activate. Alice and Bob discuss all measurements of photon values in the public 
channel, explaining the QKD scenario in general. A discrete function can be used 
to obtain randomness by selecting just the right values for the random index, the 
least value, the extreme value, and the delta parameters. The true values for these 
parameters can then be chosen in order to produce correct randomness. 

A QKD simulation of the BB84 protocol is shown in Fig. 4.
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Table 3 QKD components (Y—Yes and N—No) 

QKD_Parameters Evaluation 

Availability Rectifications 

Continuous wave laser Y N 

Bit_seq_generator Y N 

Modulator (Mod) Y N 

Opt_attenuator Y N 

Polarizer_Monitor Y Y 

Fiber_channel Y N 

Polarizer beam splitter (PBS) Y Y 

OptMUX1 (Select) Y Y 

Receiver1 (RX) Y Y 

As revealed in Table 3, the components of the QKD are evaluated on various 
parameters. 

4 Results 

Figure 5 depicts the input spectrum acquired at the spectrum analyzer (specplt1) in 
Figs. 3 and 4 of OptSim’s setup of QKD and BB84 protocol implementations. 

The input spectrum before polarization is shown in Fig. 5. 
Figure 6 shows that after polarization, there is Little interference and T.I.R within 

the quantum medium.

Fig. 3 Setup of the QKD system
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Fig. 4 BB84 QKD setup 

Fig. 5 BB84 and QKD input spectrum

Figure 7 depicts the spectrum of the output quantum channel later key dissem-
ination with a single channel QKD setup. This setup shows that noise has a lower 
impact on the center band but a greater impact on the sidebands.

In Fig. 8, we demonstrate key distribution on OptSim using the QKD four-channel 
BB84 protocol setup. This setup shows the noise impact on the frequency sidebands, 
and the significant center band has been significantly reduced when compared to a 
single channel QKD setup.

After considering the two spectrums of Figs. 7 and 8, the BB84 protocol in the 
key distribution procedure has a limited influence on input noise.
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Fig. 6 Eye diagram of QKD

Fig. 7 QKD output spectrum

Fig. 8 BB84 output spectrum
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Fig. 9 100 km eye diagram 

Figure 9 showing signal amplitude w.r.t time when we take optical fiber length of 
exactly 100 km. 

Figure 10 showing Noise Impact when we take fiber length of 130 km through 
Eye Diagram.

5 Conclusion 

Carrying out the QKD setup using OptSim simulation software and Noise Impact with 
distance covered is the focus of this paper. At present, QKD networks are available 
over distances of up to 200 km. To make communication easier, this range needs to 
be improved. QKD, as mentioned previously, provides unconditional security for key 
distribution using a protocol paradigm. For effective understanding and study of the 
QKD protocols, it is necessary to accurately evaluate both paradigms. A component 
modification is emulated in our paper. In order to determine the best value for each 
component, we can alter the parameter settings. Among the main advantages is 
the simplicity of the integration and the fact that any network devices or protocol 
modifications are not necessary. Choosing appropriate components correctly reduces
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Fig. 10 130 km eye diagram

implementation cost using this simulation framework. A sophisticated Eve’s attack 
and detector problem can be added to this simulation. 
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Grid Fault Ride Through Control 
of a Permanent Magnet Synchronous 
Generator based Wind Energy 
Conversion System 

Arika Singh and Kirti Pal 

1 Introduction 

Wind energy is being pushed as an important source of renewable energy. The 
installed capacity and production of electricity through WECS are growing tremen-
dously fast and are expected to grow further as the entire globe is looking for sustain-
able and clean electricity generation. With the passage of time, the capacity of wind 
farms has started increasing exponentially and has reached a worldwide total cumu-
lative installed capacity of 750 GW. Wind turbines have now become highly cost-
effective with enhanced power ratings even up to 20MW of a unit. As the installed 
capacity of Wind Turbines is rising, it is becoming important to have a well-proven 
technology for WECS. 

1.1 Literature Review 

With the large-scale penetration of wind energy, especially with large independent 
production centers, possible disconnection of the wind farm due to a temporary fault 
on the grid side has become a serious concern for grid operators, and therefore, the 
grid codes are being made stricter. Fault Ride Through (FRT) is an area of active 
research that has gained considerable importance of late. Paper [1] presents a study 
on significant electrical aspects of PMSG-based WECS. An inclusive analysis of
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converter topologies for WTs, digital control schemes, grid integration, FRT compli-
ance methods, and upcoming trends are presented. Ahuja and Kumar [2] presented 
a review of the different methods used in PMSG FRT. The work is concentrated on 
the back-to-back VSC-based topology. 

When the low voltage fault occurs at the grid side, the grid side converter (GSC) is 
left incapable of delivering power to the grid side, whereas the machine side converter 
(MSC) remains unaffected by the fault on the grid side. This is due to the fact that the 
two converters are interlinked by means of the dc link and the power being injected 
into the dc link from the MSC keeps on accumulating during the fault. This is due 
to the fact that wind turbine is producing power but the grid is incapable to take 
it. This causes the DC link voltage to reach prohibitively high values within a very 
short duration [3]. All the FRT schemes, therefore, strive to address this issue and 
try to bring the DC link voltage under control. The most rudimentary method for this 
would be to use a brake chopper on the dc link side and on detecting a fault, dissipate 
the extra power from the generator using a brake resistor [4]. However, this method 
is highly wasteful and thus some form of cross-coupling between the control loops 
of the GSC and MSC is being introduced in [5]. Herein, on detecting a fault, the 
power reference of the MSC would essentially be decreased by some form of droop 
control which is termed the de-loading of the MSC. However, while the MSC is being 
de-loaded, there is an imbalance of power with respect to the turbine and the machine 
side. Due to the extra power being supplied to the machine by the turbine, the rotor 
accelerates and it is possible that speed reaches excessive values. If this happens, 
pitch control of the blades is brought in, where by the mechanical power injected by 
the turbine itself is brought down [6]. Many devices, such as SVCs, dynamic voltage 
restorers, STATCOM, etc., have been shown to improve the FRT of WECS, but they 
also increase the overall cost of the system [7, 8], especially in WECS with FRC. 
Akrama Khan et al. [9] and Kim et al. [10] have described the LVRT of WECS by 
suppressing the overvoltage appearing at the DC link and the active power limitation 
during an unbalanced fault using the control of positive sequence component through 
GSC. 

1.2 Research Gap and Motivation 

The review highlights the lack of a clear consensus on the control of power electronic 
converters used for various WECS and an inadequate treatment of dynamic issues re 
lated to their operation. The variable speed WECS models are more or less generic, 
and there is still a requirement for well-developed (more accurate) models along with 
their control capabilities to study the dynamic behavior of WECS under varying 
wind speed and load conditions. FRT of WTs is becoming an important area of 
research. The literature available for FRT for fully rated back-to-back converter 
system is not significant. A complete coordinated control of converters and pitch 
mechanisms during grid fault conditions would be an interesting topic. LVRT is an 
important characteristic that a wind farm in a weak power system should possess.
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Thus, appropriate controls should be developed to achieve this. Development of 
advanced wind farms having control capabilities equivalent to conventional power 
plants is to be done. Their reliability and protective features are to be enhanced. 
These problems have not been adequately addressed and continue to pose challenges 
to the control community. WECS control issues are, therefore, important since new 
grid code requirements are becoming harder day by day. After critically examining 
the existing literature, it is also realized that the methods for FRT, invariably use 
some extra control mechanism that kicks in when a fault is detected. The additional 
circuit is being used in many WECS to control the condition during fault. In almost 
all the methods, the control of MSC is done for MPPT while GSC is controlled for 
Grid integration and FRT. 

1.3 Contribution 

The contribution of this work includes (i) The presentation of a novel control strategy 
in which the dc link voltage control is taken care of by MSC and MPPT by the GSC. 
The control of fault is done effectively and the response is made quicker with the 
proposed FRT method (ii) The proposed method is more effective with no use of any 
external component while providing the fault ride through. 

The proposed FRT method is discussed further in detail in the forthcoming sections 
with the paper organized as follows. In Introduction Section 1, the basic concepts 
of FRT have been discussed. Section 2 discusses the system configuration of the 
conventional and the presented systems. Section 3 looks into the control strategy 
adopted for the GSC and MSC for the conventional as well as the presented method. 
Section 4 presents the results of the simulation which is followed by a short inference 
cum discussion in Sect. 5. Finally, Sect. 6 concludes the work. 

2 System Configuration 

Figure 1 shows the general configuration of a back-to-back fully rated VSC-based 
WECS using PMSG. The WECS essentially has two control loops [11]. One is to 
make sure that the maximum available power is extracted from the wind, and the 
other is to control the amount of power injected into the grid in a manner that the dc 
link voltage is stabilized. In other words, conventionally, MPPT is taken care of by 
the MSC, and dc link voltage stabilization by the GSC.

However, as mentioned before, such a control structure requires additional control 
measures on the occurrence of a fault. It has been shown that it is quite possible 
to exchange the functions of the two converters and still be able to get the desired 
performance along with desirable operation during grid side fault. This methodology 
has been adopted in this paper to get desirable operation from a PMSG-based WECS 
during normal and grid fault conditions. In conventional control, when the dc link
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Fig. 1 PMSG-based WECS configuration

voltage rises up, the control loop for dc voltage stabilization essentially increases 
the active power injection into the grid, thus bringing the dc voltage back to normal 
[11]. 

On similar lines, dc voltage regulation may also be done, by taking injected power 
into the dc link as the controlled parameter. In conventional control, for MPPT, the 
power injected to the dc link from PMSG is fixed at a particular value depending 
upon the wind velocity and wind turbine characteristics. However, the same may be 
affected indirectly by controlling the grid power since the losses during the transfer 
of power is calculable. Thus is the crux of the logic used for this exchange of roles 
of the two converters—namely, GSC and MSC—in this method. 

3 Control Strategy 

3.1 DC Link Voltage Control 

The conventional control loop is shown in Fig. 2. The synchronous reference frame 
is usually used so that the parameters to be controlled become dc values and thus PI 
controllers may be used. The V ∗ 

dc  is fixed depending on the magnitude of the grid 
voltage. The error, Δ Vdc is fed to the PI controller, the output of which is deemed to 
be the I ∗ 

d component of the current to be injected into the grid. This is assuming that 
the voltage vector is in line with the q-axis of the synchronous reference frame.

The q-axis current component is decided by the amount of reactive power 
exchange required with the grid. The reference reactive power (Q*) may further 
be derived from a grid voltage magnitude controller. A large number of different 
current control techniques are available in the literature [12]. 

In the novel control strategy, for dc link voltage control, Pg, the power injected 
from the machine side may be selected as the control parameter. It may be represented 
in Fig. 3.

From the basic PMSG modeling equations, we know that
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Fig. 2 Conventional control 
loop for dc link voltage 
control

Fig. 3 Control loop for the 
presented control method

Tg = 
3 

2 

P 

2 
λ f iqs (1) 

where P is the no. of rotor poles, λf is the PM flux and iqs is the q-axis stator current. 
It may also be noted that the above equation is valid only if Ld and Lq are nearly 
the same. In the case of a surface mount PMSM, assuming these to be equal is a 
reasonable approximation. It may be noted that the above equation will result only 
when the d-axis is aligned with the PM flux of the machine, λf . 

It may also be written as 

Pg = Tgwr (2) 

where Pg is the Power injected by the PMSG into the DC link, Tg is the torque 
generated by the PMSG, and wr is the rotor speed. Thus, for controlling Pg, one may 
control the q-axis current of the PMSG. 

3.2 Control for MPPT 

The output power of a wind turbine is given by 

Pt = 
1 

2 
ζ ACp(λ, β)ν3 

wind (3) 

where ζ is the air density, A is the area swept by the blades, Cp is the power conversion 
coefficient and vwind is the wind velocity in ms−1. The power conversion coefficient 
is a function of the tip speed ratio, λ and pitch angle, β and λ is given by
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λ = 
wr R 

νwind 
(4) 

The typical characteristics of a wind turbine are plotted in Fig. 4 [10]. From the 
curve, it is clear that a particular wm exists for each wind speed at which maximum 
power would be extractable from the wind. In other words, in order to maximize 
Cp, one needs to maintain an optimum tip speed ratio, λopt. Thus, the turbine speed 
should be varied linearly with the wind speed. 

The conventional method to do this is to find the torque reference for the PMSG 
[13] and depending on this, find i∗q (from (1)). An alternate method is to calculate w∗

r 
for a given wind velocity and compute T ∗g as shown in Fig. 5. 

Thus indirectly the power Pg injected into the dc link (from (2)) is being controlled. 
In the novel method, P∗

g is determined by a similar approach which is as follows. 
From (3), the maximum power of the wind turbine may be calculated as 

Pt max = Koptw
3 
m opt (5) 

where 

Kopt = 
1 

2 
ζ ACp max

(
R 

λopt

)
(6)

Fig. 4 Typical wind turbine characteristics 

Fig. 5 Conventional MPPT 
control loop 
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Now, if the PMSG is made to extract Pmax from the wind turbine, the machine 
will be forced to operate at the maximum power point. Thus 

P∗ 
g = Koptw

3 
m (7) 

In the new control strategy adopted in this paper, MPPT control is done by the 
GSC. The power injected into the grid can be optimized by estimating the losses 
in the converters, the DC link, and inertial losses, and subtracting these from the 
generator power P∗

g at a given wind velocity. Thus 

P∗ 
grid = P∗ 

g − Jwr 
dwr 

dt  
− CVdc 

dVdc 

dt  
− Ploss (8) 

where J is the moment of inertia, Vdc is the dc link voltage and C is the dc link 
capacitor and Ploss is the loss occurring when the power is transferred through the 
converter across the dc link. Thus on injecting P∗

grid, one is able to indirectly control 
the power being extracted from the wind and MPPT is achieved. 

4 Results and Discussion for Normal Conditions 

Simulation of the abovementioned method is being done using MATLAB® 

SIMULINK. For comparison purposes, the conventional method was also simu-
lated without any kind of cross-coupling or brake chopper. The idea is to observe the 
effectiveness of the new method. Hysteresis current controller has been used for both 
the converters in both the conventional and the new control methodologies, although 
voltage oriented control using constant switching frequency could also have been 
used. 

Figure 6 shows the performance of the MPPT of the method. Wind velocity is 
made to increase in short steps of 0.4 ms−1 every 2s as shown in Fig. 6a. Along with 
the wind velocity, the rotor speed is observed to be increasing in Fig. 6b. The change 
in rotor aped is proportionate to the change in wind velocity. The active power being 
proportional to the rotor speed is also trending to increase as demonstrated in Fig. 6c. 
To demonstrate the linearity between the change in wind velocity and the generator 
speed, the ratio of wind velocity to rotor speed has also been plotted in Fig. 6d. The 
optimal ratio for MPPT has been calculated to be 3.33e−3 and has been shown as a 
black dashed line in the same figure. The actual ratio is found to closely follow this 
even with continuous variations in the wind velocity.
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Fig. 6 MPPT performance of the presented method 

5 Results and Discussion for Dynamic Conditions 

Figure 7 shows the performance of the method under a grid fault condition. A three-
phase symmetrical fault has been assumed. Figure 7a shows the phase A voltage at 
the grid side. Fault duration is between 5 and 5.2 s. Before the fault, the system is 
stable, as a constant wind velocity of 10.8 ms−1 has been assumed at the wind turbine 
side. The three-phase fault being a symmetrical fault affected the voltage badly and 
the voltage dropped to 0.1 pu as illustrated. As apparent through Fig. 7b, the dc link 
is seen to stabilize to its reference value of 700 V. On the occurrence of the fault, 
the dc link voltage is seen to rise but the variation is seen to be less than 2%. This 
shows the effectiveness of the controller and its quick action during fault. In Fig. 7c, 
clearly turbine power does not change much during the fault. However, due to the 
fault, the grid power has gone down to a very low value. In order to stabilize the dc 
link voltage, the control algorithm reduces P∗

g in the machine side converter and thus 
Pg reduces following Pgrid.

Since, Pturbine remains the same throughout, the rotor speed increases as is seen 
clearly in Fig. 7d. If the rotor speed increase to exceedingly high values, it would 
be required to decrease the mechanical power being injected by the turbine, itself. 
Thus, the pitch control mechanism would have to be activated at high rotor speeds 

Figure 8 shows the response for a similar fault happening on the grid side for 
a conventional control algorithm without any cross-coupling or any brake chopper. 
The idea is to observe how large the variation of the dc link voltage (see Fig. 8a) 
can be if proper control measures are not taken. The fault is for the same duration
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Fig. 7 Performance during grid side fault

as in the case of Fig. 7. DC link voltage Vdc is seen to rise up to around 770 V. 
This variation is as large as 10%. Also, from Fig. 8b, it is seen that the machine 
power, Pg does not decrease, during the fault, which is of course the reason why the 
dc link voltage has increased. Also, the Pgrid is observed to have large oscillation 
which is highly undesirable. Pturbine is seen to be constant just as in the last case. The 
rotor speed in Fig. 8c is seen to be roughly constant during the fault as the machine 
side converter is unaffected by the fault. On the whole, it is to be understood from 
the results of both simulations that during grid side fault, when the dc link voltage 
increase is prevented as in the new method, the rotor speed would increase, whereas 
in the conventional method, dc link voltage increases when the rotor speed is largely 
unaffected. However, typically, for PMSG-based WECS, the rating of the machine 
being large (order of MW), the moment of inertia of the machine-turbine set would 
as well be quite large. Thus, for short-duration faults, it is reasonable to assume that 
the rotor would not run away to exceedingly high speeds and that the need to use a 
pitch control mechanism would be minimum during faults which clears itself in a 
short duration.

Transfer function between the dc link voltage and machine injected power, Pg, is  
highly nonlinear. Thus, using a PI controller for the same creates a high probability 
for the system to produce limit cycles or chaotic oscillations. Such oscillations were 
also observed initially. The parameters of the PI controller were tuned by the Modulus
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Fig. 8 Conventional method during grid side fault

optimum method. The problem was circumvented by putting a saturation block at the 
output of the J*dw/dt term (3). This limit had to be dynamically set as well since a 
very low limit would have made the MPPT response sluggish and a high limit would 
have caused limit cycle oscillations. The dynamic limit was set by observing the 
ratio of wind velocity to rotor speed. Until this ratio approaches a previously defined 
optimum value, a higher saturation limit was used and once the ratio is within a pre-
defined band, the limit is reduced to a lower value. This method effectively helped 
to improve the response of MPPT as well as to reduce the limit cycle oscillations 
without using any feedback linearization techniques. 

6 Conclusion 

A novel method of control, with the role reversal of MSC and GSC, of fully rated back-
to-back connected VSCs-based WECS has been presented. In conventional control, 
for MPPT, the power injected to the dc link from PMSG is fixed at a particular value 
depending upon the wind velocity and wind turbine characteristics. However, it is 
realized that the same may be affected indirectly by controlling the grid power since
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the losses during the transfer of power are calculable. This is the crux of the logic used 
for this exchange of roles of the two converters—namely, GSC and MSC—in this 
method. To observe the control method’s effectiveness in tackling the problem of dc 
link voltage rise during symmetrical grid fault, the proposed strategy and simulations 
have been demonstrated. The control strategy adopted also takes care of MPPT during 
normal operation under varying wind velocity conditions. Response of the MPPT has 
been made faster using an adaptive saturation limit used inside the control algorithm 
although simple PI controllers are adopted in both GSC and MSC control loops. The 
same method is equally applicable for Squirrel cage induction machine-based WECS 
using back-to-back VSC as well, though this work has considered a PMSG-based 
system. 
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DTMOS Based Squarer Circuit and Its 
Application in Controllable Gaussian 
Function Generator 

Sanjeev Kumar Yadav, Shweta Kumari, Maneesha Gupta, 
and Ritu Raj Singh 

1 Introduction 

Low voltage application is becoming a new concern in the modern electronic world 
of low-power circuits. Sustaining the pattern of reducing more and more voltage 
and using less power becomes quite a difficult task. To cope with the challenge, low 
voltage techniques such as selfcascode, bulk driven, level shifters, sub-threshold, 
floating gate, and DTMOS [1–8] can be used. DTMOS concept is one of the key 
techniques that comes with the idea of tying bulk and gate of the transistor together. 
The dynamic threshold voltage MOSFET circuit fulfills the need for lowering the 
threshold voltage of a MOSFET. Signal levels can also be shifted by the use of 
varying threshold voltage property of DTMOS and even work below the operational 
values specified for a particular technology. 

In this paper, proposed analog squarer circuit is used for designing of GFG. The 
squarer circuit has input voltage and output current. It has high input impedance and 
good compatibility to match with other topologies. The GFG circuit is the application 
of the proposed squarer circuit. The Gaussian function is the distributive function 
which shows the distribution of the random variable in a bell shape curve. It has been 
greatly used in data classification, on chip diffusion profile, matching pattern algo-
rithms and neural networks and its application. Silicon area and power dissipation
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reduces due to the implementation of GFG on analog hardware circuits. A Gaus-
sian function based upon the second-generation current controlled current conveyor 
(CCCII) is implemented in Refs. [9, 10] which is based on a differential coupled 
amplifier (using two differential pairs). The FGMOS-based Gaussian circuit in Ref. 
[11] is implemented by replacing the MOSFETs in the conventional CMOS circuit, 
which are used as variable resistors. Reference [12] is also an implementation of 
the Gaussian function which includes the current mirror configuration, biased in the 
weak inversion, serially connected with voltage-controlled MOS transistors working 
as resistors in linear operation mode. But they have the problem of MOS transistor 
mismatching and only half part of the Gaussian function curve can be obtained. 
Analog squarer of Refs. [13, 14] is a good choice but more high input impedance is 
desirable. Therefore, the proposed squarer serves the purpose and by using this, the 
application of GFG is implemented. 

This paper is arranged in 5 sections: Sect. 1 contains the introduction, and the 
proposed analog squarer circuit is described in Sect. 2. Controllable Gaussian func-
tion generator (GFG) based on the proposed squarer circuit is mentioned in Sect. 3. 
Several simulation results are conducted to test the effectiveness of the proposed and 
application circuit. They are described in Sect. 4 and in the last section, conclusions 
are made. 

2 The Proposed Analog Squarer 

2.1 Proposed Analog Squarer Principle 

The proposed analog squarer is the modified form of the squarer circuit used in Ref. 
[13]. It consists of seven MOS transistors, operating in the saturation region. MOS 
Transistors M1 and M2 in Fig. 1 are used in the current mirror configuration that 
uses the DTMOS principle in which the gate and bulk of respective transistors are 
connected together Ref. [15]. The expression of Vth is given as:

vtb = vt0 + γ
(√ ||2φF

|| + vSB −
√ ||2φF

||) − ηVDS (1) 

where Vtb is the threshold voltage (when VSB /= 0), Vt0 is the threshold voltage when 
no body bias is taken. γ is the body effect coefficient which depends on intrinsic 
parameters of the device. φF is surface potential at threshold (typically |2φF | equals 
0.6 V). VSB is the source-to-body voltage. The term ηVDs  represents the effect of 
drain induced barrier lowering (DIBL) in which η is DIBL coefficient [15] and it is 
in the range of 0.02–0.1. The implementation of DTMOS on a squarer circuit, lowers 
Vtb when high input is applied during the ON state of the transistor and when low 
input is applied then Vtb becomes high. It also prevents leakage current and high
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VSS 

M1M2 M3 

M5M7 
M4 

Vin 

Isq 

M6 

Fig. 1 The proposed squarer circuit

power consumption. The threshold voltage of analog squarer is changed according 
to the input applied and become a very effective technique to be used in low power 
application. The overall DTMOS gate capacitance is much larger than conventional 
MOS gate capacitance, but a larger driving current overcomes this problem and 
makes DTMOS enhanced circuit works faster. The bulk of rest transistors inside 
the proposed squarer circuit is tied to its respective sources, preventing body effect. 
M3 and M5 are arranged as a unity gain inverting amplifier, ignoring channel length 
modulation effects. All transistors have the same transconductance parameter kn 
except M7 is taken as 2kn. Drain currents of M4, M6 and M7 are expressed as 

ID4 = 
1 

2 
kn(vin − vSS − vTN )2 , (2) 

ID6 = 
1 

2 
kn(−vin − vSS − vTN )2 , (3) 

ID7 = kn(−vSS − vTN )2 , (4) 

Hence, the final output current (Iout) of the proposed analog squarer is obtained 
as follows: 

Iout = ID4 + ID6 − ID7 (5) 

= kn(vin)2 (6)
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From Eq. (6), the floating branch, where output (Iout) is taken, directly proportional 
to Vin 

2 by a factor of proportionality constant (kn). The following condition must be 
satisfied to operate the circuit in the usual mode. 

VSS + VTN < Vin < 
VTN 

2 
(7) 

3 Application: Gaussian Function Generator 

Gaussian Function is implemented when the exponential function is applied to the 
quadratic function. The input to the quadratic function is taken as variable x and 
raising it to the negative power of an exponential, gives the expression of gaussian 
function y which is expressed as 

y = Ae 
−x2 

2σ 2 (8) 

where ‘A’ is the amplitude of the Gaussian function and standard variance (σ ) defines 
the base of the gaussian function. If the logarithm of the function is taken, the resulting 
term is a quadratic function of input. The input voltage of squarer circuit is first get 
squared. The squarer circuit uses current–voltage square law characteristics of the 
transistors in the saturation region. The output of squarer feeds as an input to the 
current mirror configuration operated in the weak inversion region for a generation 
of exponential characteristics of GFG. 

3.1 Gaussian Function Generator Principle Designed Using 
Proposed Squarer 

In Fig. 2 all transistors from M8–M11 constitute an exponential part of the GFG. 
M8 and M9 is in the current mirror configuration with two serially connected gate 
voltage-controlled resistors using transistors M10 and M11 attached to the sources of 
transistors of M8 and M9 respectively. When the squarer current Isq is zero and the 
MOS implemented resistors are identical to each other, then current Ir will be the 
same as Iout. Ir is the reference current set at a very low value that enables MOS 
transistors M8 and M9 to operate in the weak inversion region. The drain current of 
M8 and M9 can be expressed as [12] 

Ir = ID0e
(
− vG8 

ηvT

)(
e
(
− vS8 

vT

)
− e

(
− vD8 

vT

))
(9) 

IOUT = ID0e
(
− vG9 

ηvT

)(
e
(
− vS9 

vT

)
− e

(
− vD9 

vT

))
(10)
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Squarer circuit 

Fig. 2 Circuit diagram of the GFG using proposed squarer 

Where Vt = kT/q, η is the subthreshold slope factor, ID0 is the process dependent 
parameter which depends on the threshold voltage and source-bulk voltage (VSB). The 
condition under which M8 and M9 are in the weak inversion. It can be approximated 
as [6] 

VGS8, VGS9 < VT 8,9 + ηVT (11) 

Since VD8, VD9 are much greater than VT , Eqs. (9) and (10) can be reduced to 
(12) and (13) respectively. 

Ir ∼= ID0e
(
− vG8 

ηvT

)
e
(
− vS8 

vT

)
(12) 

IOUT ∼= ID0e
(
− vG9 

ηvT

)
e
(
− vS9 

vT

)
(13) 

Again VG8 = VG9 (Fig. 2), So, combining (12) and (13) leads to
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IOUT ∼= Ire
(

vS8−vS9 
vT

)
(14) 

From Fig. 2, it is evidently clear that sources of M8 and M9 are in contact with 
the drain of M10 and M11 respectively. Putting the value of VS8 and VS9 in Eq. (14) 
gives 

IOUT ∼= Ire
{

(Ir /gds10)−(IOUT /gds11)−(Isq /gds11) 
νT

}
(15) 

where gds10 and gds11 are the output conductance of transistors M10 and M11 

respectively. 
Assume Ir is greater than IOUT and Isq is greater than both the former and the latter. 

Very small reference current Ir is used to bias the current mirror in weak inversion 
so that the output current can be approximated as 

IOUT ∼= Ire
{ −(Isq/gds11) 

νT

}
= Ire

(
− νS9 

νT

)
(16) 

From above expression, output current (IOUT) of GFG is directly proportional to 
negative exponential of the output for squarer circuit (Isq). It linearly modifies the 
voltage (VS9) of M9 transistor. Considering the source grounded, Vc is the control 
voltage that makes the transistor M10 and M11 to work in the linear region. The 
current expression in the linear region for transistor M11 is as follows. 

ID = β11vD11
[
vC − vT 11 − v D11 

2

]
(17) 

The control gate voltage (VC) determines the output conductance of M11. Its  
expression can be approximated as 

gds11 ∼= β11(vc − vT 11) (18) 

For linear operation, the condition is 

(vC − vT 11) ≫ vD11, vS9 (19) 

Putting the expression of gds11 and Isq in (16), the final output function of the GFG 
is approximated as 

IOUT ∼= Ire 
(kvin )

2 

vT β11(vC −vT 11) (20) 

where Ir is the reference DC current of the exponential part of GFG used for biasing 
the circuit, VT is the temperature volt equivalent and Vin is the input voltage of the 
squarer.
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Equations (20) and (8) are similar and Eq. (20) has taken the form, provided x = 
(kvin). Control input vC defines the sigma value (σ)  in (8). It also decides the width 
of the Gaussian function. For the lower limit calculation of IOUT, maximum input 
currents Isq sets the upper limit for the VS9 and the minimum value of VC is obtained. 
So (16) can be rewritten as 

Iout min = Ire 
vS9max 

vT (21) 

The upper limit of VS9max can be determined while considering 10-bit precision 
over the output current. It is given as 

Iout min = 
−Ir 
210 

= Ire 
νS9max  

νT (22) 

VS8max = VT ln (1024) (23) 

To satisfy (19), the value (Vcmin − VT11) should be greater than 180 mV and the 
maximum value should be the supply voltage. 

The conductance gds11 is varied in the given condition as 

β11(vDD − vT 11) ≥ gds11 ≥ β11(vCmin − vT 11) (24) 

Using (8) and (24), the maximum swing of sigma (σ ) can be expressed as 

σmax 

σmin 
=

⎡||√gds11max 
gds11min 

=
√

(vDD − vT 11) 
(vCmin − vT 11) 

(25) 

4 Simulation Results 

Simulation results of the proposed circuits are obtained using 0.18 μ m CMOS  
technology under ±0.4 V supply voltage. The dimensional sizes of used transistors 
in the proposed circuits (Figs. 1 and 2) are tabulated in Table 1. The functionality 
and performance of the GFG circuit are verified through various simulation results. 
Figure 3 shows DC response of the proposed squarer output and all simulations are 
done when input Vin is swept from the range of ±0.3 V. In the GFG circuit, VC can 
be varied from 0.1 to 0.3 V. At a supply voltage of 0.095 V, transistor M11 traverse 
from the linear region to the saturation region.

Figure 4 shows variations in the peak of the Gaussian curve with respect to a bias 
reference current (Ir), varying from 50 to 150 nA. Figure 5 shows variation in the 
width of Gaussian output with respect to different values of control voltage (VC). 
In Table 2, the reference current Ir is varied from 0.050 to 0.150 μ A with the step 
increase of 0.050 μ A. Table 2 gives relative error (%) in Gaussian output current for
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Table 1 Transistor’s aspect 
ratio of Figs. 1 and 2 

Transistors W (µm) L (µm) 

M1 100.0 1.0 

M2 100.0 1.0 

M3 10.0 1.0 

M4 10.0 1.0 

M5 10.0 1.0 

M6 10.0 1.0 

M7 20.0 1.0 

M8 0.9 0.18 

M9 0.9 0.18 

M10 0.9 0.18 

M11 0.9 0.18
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Fig. 3 The proposed squarer output when Vin ranges from −300 to +300 mV

different values of the control voltage (VC) and reference current (Ir) fixed at 50 nA  
for best Gaussian curves. The percentage relative error in output current is stated as

Er = 
Iout − Ir 

Ir 
× 100% (26) 

It has been found that the percentage error is 0.19% at VC = 0.101 V which 
is very low when compared with the work mentioned in Table 3 and constitutes 
a good implementation of the Gaussian application. From comparison Table 3, it  
can be concluded that all mentioned references have high operating voltage which 
consumes more power and does not fit in the low voltage application designs. In
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Table 2 Relative error in output for different control voltage at Ir = 50 nA 

Ir (nA) 50 

Vc (V) 0.095 0.098 0.101 0.104 0.105 

Iout (nA) 48.11 49.09 50.10 51.17 51.53 

Er (%) −3.92 −1.85 0.19 2.28 2.96

comparison with Refs. [9, 10, 12], they are using more bias currents or voltages. To 
operate the circuit in the weak inversion region, Ir is taken between 35 nA and 5 uA. 
The dissipated power of the proposed circuit is 0.197 mW which is comparatively 
low.
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Fig. 6 Frequency response of GFG designed using proposed squarer 

Figure 6 shows the frequency response of the exponential part of GFG. It can be 
seen that 3 db bandwidth of approximately 200 MHz is achieved which is also higher 
than Ref. [16] and other work mentioned in Table 3.

5 Conclusion 

In this paper, a voltage squarer circuit has been proposed which is used to implement 
the fully programmed GFG. The input voltage of the squarer is squared and its equiv-
alent current as the output is fed into the current mirror operated in weak inversion 
mode. This work is efficiently good as compared to previously reported work. The 
GFG consumes 0.197 mW operated at ±0.4 V and, has −3 dB bandwidth approxi-
mately of 200 MHz. Both peak and mean of the Gaussian circuit can be controllable 
independently. The high output impedance of the proposed squarer circuit, makes it 
suitable to become highly cascadable for other topologies such as the current mirror 
to work in accordance with the squarer circuit and to use it for implementing the 
application such as the Gaussian circuit.



DTMOS Based Squarer Circuit and Its Application in Controllable … 467

Ta
bl
e 
3 

Pe
rf
or
m
an
ce
 c
om

pa
ri
so
n 
of
 p
re
vi
ou
sl
y 
re
po
rt
ed
 w
or
k 
an
d 
th
is
 w
or
k 

Te
ch
no
lo
gy
 

(n
m
) 

Su
pp
ly
 

vo
lta
ge
 (
V
) 

B
ia
s 

cu
rr
en
t/v

ol
ta
ge
 

B
an
dw

id
th
 

(M
H
z)
 

E
rr
or
 (
%
)

D
C
 p
ow

er
 

di
ss
ip
at
io
n 

(µ
w
) 

In
–O

ut
 s
ig
na
ls

N
o.
 o
f 

tr
an
si
st
or
s 

Po
ur
 a
nd
 M

as
ho
ufi

 
[ 9
] 

35
0

3.
3

9 
µ
A

–
–

22
0

V
ol
ta
ge
–C

ur
re
nt

14
 

A
bu
el
m
a’
at
ti 
an
d 

A
l-
A
bb
as
 [
10
] 

–
±1

.2
60
 µ
A

–
2.
74

–
V
ol
ta
ge
–C

ur
re
nt

21
 

Sr
iv
as
ta
va
 e
t a
l. 

[ 1
1]
 

25
0

3.
3

–
27
7.
68
6

–
21
4

V
ol
ta
ge
–C

ur
re
nt

5 

M
ad
re
na
s 
et
 a
l. 
[1
2]
 
30
00

5
1 
µ
A

–
0.
18
 a
t V

c 
= 

4.
05
 V
 

–
V
ol
ta
ge
–C

ur
re
nt

5 

T
hi
s 
W
or
k

18
0

±0
.4

50
 m

A
19
9.
52

0.
19
 a
t V

c 
= 

0.
10
1 
V
 

19
7

V
ol
ta
ge
–C

ur
re
nt

11



468 S. K. Yadav et al.

References 

1. Gupta M, Pandey R (2011) Low-voltage FGMOS based analog building blocks. Microelectron 
J 42(6):10 

2. Rajput SS, Jamuar SS (2002) Low voltage analog circuit design techniques. IEEE CAS Mag 
2(1):18 

3. Lande TS, Wisland DT, Soether T, Berg Y (1996) FLOGIC-Floating gate logic for low-power 
operation. In: 3rd IEEE international conference on electronics, circuits and systems, Rhodes, 
Greece 

4. Gupta M, Pandey R (2010) FGMOS based voltage-controlled resistor and its applications. 
Microelectron J 41(1):8 

5. Pandey R, Gupta M (2010) FGMOS based tunable grounded resistor. Analog Integr Circ Sig 
Process 65(3):7 

6. Allen PE, Holberg DR (2004) CMOS analog circuit design. Oxford University Press 
7. Aggarwal B, Gupta M, Gupta AK (2013) Analysis of low voltage bulk-driven self-biased high 

swing cascode current mirror. Microelectronics 44(3):11 
8. Pandey R, Gupta M (2009) A novel voltage-controlled grounded resistor using FGMOS tech-

nique. In: IEEE international conference on multimedia, signal processing and communication 
technologies, Aligarh, India 

9. Pour ME, Mashoufi B (2011) A low power consumption and compact mixed-signal Gaussian 
membership function circuit for neural/fuzzy hardware. In: IEEE 2011 international conference 
on electronic devices, systems and applications (ICEDSA), Kuala Lumpur, Malaysia 

10. Abuelma’atti MT, Al-Abbas SR (2016) A new analog implementation for the Gaussian func-
tion. In: 2016 IEEE industrial electronics and applications conference (IEACon), EleKota 
Kinabalu, Malaysia 

11. Srivastava R, Singh U, Gupta M (2011) Analog circuits for Gaussian function with improved 
performance. In: 2011 World congress on information and communication technologies, 
Mumbai, India 

12. Madrenas J, Verleysen M, Thissen P, Voz JL (1996) A CMOS analog circuit for Gaussian 
functions 43:5 

13. Yucel F, Yuce E (2018) Analog squarers using only seven MOS transistors and a four quadrant 
analog multiplier application. J Circ Syst Comput 27(2018):13 

14. Yuce E, Yucel F (2014) A new cascadable CMOS voltage squarer circuit and its application: 
four quadrant analog multiplier. Indian J Eng Mater Sci 21:8 

15. Niranjan V, Gupta M (2009) Low voltage four-quadrant analog multiplier. Microelectron Int 
26:6 

16. Weste NHE, Harris D, Banerjee A (2006) CMOS VLSI design-a circuits and systems 
perspective, 3rd edn. Dorling Kindersley India for Pearson Education, Boston, South Asia



Low-Voltage Low-Power DTMOS Based 
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Dhanuj Kumar Sharma, Shweta Kumari, and Maneesha Gupta 

1 Introduction 

In recent past, demand for low-power high performance analog integrated circuits 
has increased rapidly in VLSI design. But due to this requirement, there is an increase 
in the size and density of chips which aids in heat generation, thus limiting the perfor-
mance of the circuit. Therefore, power dissipation has turned into a critical factor 
in low-voltage designs. This poses the need for a constant drop in supply that is 
suitable for digital circuits, as reduction in supply decreases the power dissipation 
of a digital circuit. But in analog circuits, as supply reduces, there is no reduction 
in threshold in harmony with the decrease in supply. Also, there are some trade-
offs between gain–bandwidth, linearity, dynamic ranges when reducing the supply. 
Hence, to fulfil the low voltage operation of an analog integrated circuit, several 
techniques can be utilized to overcome this limitation. Some of the available tech-
niques are bulk driven, DTMOS [1], floating gate, subthreshold technique, FVF 
(flipped voltage follower) and quasi floating gate techniques [2–5]. In this paper, 
the modification of voltage conveyors using DTMOS technique is proposed. Voltage 
conveyors (VCII) are the dual of current conveyors (CCII) [6]. As voltage conveyor 
has a voltage output terminal, it is more appropriate for the applications utilizing
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voltage signals. By employing voltage conveyors in a design, the complexity of a 
circuit can be reduced and wider frequency operation of the circuit can be observed. 
For these advantages, researchers have now started operating on voltage conveyors as 
a building block. The design of the voltage conveyor proposed in previous research 
papers [7, 8] had some limitations in power consumption and dynamic ranges. These 
circuits were consuming high power and their dynamic ranges were not showing 
linearity as well. So in these proposed circuits, DTMOS technique has been imple-
mented on PMOS transistors as it becomes well-matched with single-well technology 
that could be utilized in a regular CMOS with no need for any extra cost. Proposed 
circuit-I is supplied with a dual rail supply of ±0.4 V and its power consumption 
is observed to be 45 µW, much lesser than the previous work done. The proposed 
circuit-II is supplied with ±0.6 V and the power consumed was observed as 24 µW. 
Moreover, the output impedance of both the proposed circuits has increased which 
further increases its gain. Also, the dynamic ranges observed in the simulations were 
more linear as compared to previous work. Therefore, the DTMOS is measured to 
be most favourable for low-power applications. So, in this paper, two designs of 
second-generation voltage conveyors (VCII) are introduced operating at low voltage 
of ±0.4 V and ±0.6 V respectively mapped onto 180 nm CMOS technology using 
DTMOS technique. 

This paper is organised as follows: Sect. 1 defines the VCII characteristics; 
Sect. 1.2 defines DTMOS; Sect. 2 introduces two new DTMOS-based voltage 
conveyors; Sect. 3 displays the simulation results of the circuit and Sect. 4 concludes 
the work. 

1.1 VCII Characteristics 

Figure 1 shows a common electrical symbol of voltage conveyor [8] with parasitic 
components at their ports. This is a three-port block. All three ports are represented 
by X, Y, and Z terminals. Terminals Y and Z exhibits low impedance nearly taken 
as zero while terminal X shows high impedance ideally taken as infinite. Here, the 
voltage conveyor consists of a current buffer between Y and X ports and a voltage 
buffer between X and Z ports.

As shown in Fig. 1, voltage gain is calculated among X and Z terminals whereas 
current gain is calculated among Y and X terminals. If β = +1, it is considered as a 
VCII+ whereas for β = −1, it is taken as VCII–. 
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Fig. 1 VCII symbol

1.2 Dynamic Threshold Mos Transistor 

In this technique [4], the bulk region and the gate of a CMOS transistor are tied 
together. Fig. 2 shows the p-type MOS with DTMOS enabled technique and its 
representation. The variation of threshold voltage (Vth) in the DTMOS enabled tran-
sistor is proportional to the variation in the voltage at body terminal with the variation 
in the voltage at gate terminal. Its threshold voltage (Vth) decreases when source to 
body voltage (VSB) rises with increase in voltage at the gate terminal as given in 
Eq. (1). [9] 

Vth  = Vth0 − γ 
( √

2|φF | − √
2|φF | − VSB  

) 
(1) 

where Vth0 specified in Eq. (2) is the  Vth at zero bias γ = 
√
2qNa ∈S/COX  is the 

bulk parameter, φF is inversion layer potential. 

Vth0 = 2|φF | + VFB  +
√
2qNa ∈s 2|φF |/Cox (2) 

Moreover, to keep leakage currents small, VSB should be smaller than or equal to 
2φF . If  VSB = 2φF , then it produces least Vth as presented in Eq. (3)

Fig. 2 DTMOS enabled 
PMOS 



472 D. K. Sharma et al.

V th, min = 2|φ F | +  VFB (3) 

This decreased Vth surges current at drain terminal, thereby offering greater 
DTMOS transconductance as displayed in Eq. (4). here gm is gate whereas gmb 
is body transconductance of a MOS. 

Gmd = gm + gmb (4) 

Moreover, for designing CMOS circuits based on DTMOS technique, triple well 
technology is required. As the effective transconductance increases by this technique, 
it helps in enhancing the gain of the proposed circuit too. 

2 Circuit Diagrams of Proposed Voltage Conveyors 

The two circuits proposed in this paper are voltage conveyors, both of which are 
implemented using DTMOS technique. This technique had been used in the past 
and proved to be efficient in reducing the power consumption of the circuit at low 
voltages. There are multiple other techniques to reduce the power consumption of a 
circuit but as stated above, DTMOS among them comes out to be the best alternative 
for voltage conveyors for reasons stated above. Following are the proposed circuits. 

2.1 Proposed-I VCII 

The second generation voltage conveyor [7] designed using the DTMOS technique 
is presented in Fig. 3.

In this circuit, M4–M7, M10 and M11 transistors are employed with DTMOS 
technique. This circuit is realised by series combination of current buffer (M1–M7) 
and voltage buffer (M8–M12) [7]. In current buffer, negative feedback loop formed 
with M2–M5 transistors offers low impedance on the Y port. Through simple current 
mirror composed of M6 and M7, the current at the input is transferred from port X to 
port Z. Similarly, voltage applied at port X is conveyed to port Z by a voltage buffer 
designed by M8–M12 MOS transistors. Due to the negative feedback loop formed by 
MOS transistors M8–M11, low impedance is observed at terminal Z. Finally, MOS 
transistors MB0–MB5 are used for biasing. DTMOS technique is applied to all the 
PMOS transistors of this circuit. The simulation of this circuit is given in the further 
section.
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Fig. 3 Circuit diagram of proposed-I VCII

2.2 Proposed-II VCII 

The class AB CMOS voltage conveyor [8] designed using DTMOS technique is 
shown in Fig. 4. Here, transistors M3–M6, M7 and M8 are employed with DTMOS 
technique.

In Fig. 4, the current buffer is observed by M1–M8 and bias currents 
IB1.Transistors M1 and M3 together with bias current IB1 generates the persistent 
voltage signals to bias the gates of M2 and M4. The bias current of class AB circuit 
are specified by IB1. MOS M5, M6 and M7, M8 are used as current mirrors. Current 
which is applied at port Y is conveyed to port X with a current gain of approximately 
1. MOS M9–M12 consisting of bias currents IB3 is used as a voltage follower. The 
bias current is set by IB2. The voltage at X will be conveyed to Z terminal with a gain 
of approximately 1. 

Let’s assume that MOS M1–M4 and M9–M12 have equal transconductance 
parameters and IB1 = IB2, the resistances seen at Y-port (RY ) and Z-port (RZ ) can 
be given as ∼= 1/2gm (RY = RZ 

∼= 1/2gm) [8]. It is observed that the resistance 
RY could be changed by IB1. This resistance could be used in electronically tuneable 
designs and this VCII will then operate as “current-controlled VCII (CVCII)”.The 
resistance at port Z is given as r0(M10)//r0(M12), where r0 is the resistance between the 
source and drain of the MOS transistor.
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Fig. 4 Circuit diagram of proposed-II VCII

3 Simulations 

Simulations of the proposed circuit-I are performed using 180nm technology at a 
voltage of ±0.4V.The W/L ratios of transistors (NMOS, PMOS) are taken as 13.6 
µm/0.55 µm and 40.6 µm/0.54 µm respectively for proposed circuit-I. The value of 
bias currents (IB0 and IB1) are  taken as 25  µA. 

Simulations of proposed circuit-II are performed using 180 mn CMOS technology 
at a voltage of ±0.6 V. The aspect ratios (W/L) of transistors are given in Table 1 for 
proposed circuit-II. The voltages and the bias currents (IB1, IB2, IB3) are  ±0.6 V and 
20 µA respectively. 

As  shown inwaveformFig.  5, a test voltage of 100 mV is applied at terminal X and 
the voltage output is observed at terminal Z. Fig.  5a, b represents the DC responses

Table 1 W/L ratios for 
proposed circuit- II 

MOSFETs Aspect ratio (µm/µm) 

M1–M2, M9–M10 3/0.3 

M3–M4, M11–M12 10/0.3 

M5–M6 30/0.9 

M7–M8 9/0.9 
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Fig. 5 DC response Vx versus Vz of a proposed-I and b proposed-II circuits 

of proposed-I and proposed-II circuits respectively. The error between them was 
observed to be less than 1%. 

In Fig. 6, transients of voltage signals are represented by applying a sinusoidal 
wave of 100 mV as voltage signals applied at terminal X and output is observed at 
terminal Z. Fig.  6a, b represents the transient waveforms of proposed-I and proposed-
II circuits respectively. 

Figure 7 shows the sinusoidal waveforms of test current 20 µA applied at terminal 
Y and output current observed at terminal X. Fig.  7a, b represents the transient 
waveforms of proposed I and II circuits respectively.

Figure 8 shows the AC analysis of both proposed circuits as 8a and 8b respec-
tively where the input is applied at terminal Y and voltage is observed at terminal 
Z. The gain of the proposed circuit I and II are observed to be 72 dB and 59 dB 
and −3 dB bandwidth are observed as 89 MHz and 84 MHz respectively. Table 2 
presents a comparative analysis of proposed circuits with previously reported circuits. 
From Table 2 observations, the gain and bandwidth of proposed circuit-I is greater 
than proposed-II. Proposed circuit-I consumes less power as compared to proposed 
circuit-II. Both the proposed circuits outperform the previous work done in terms of 
power dissipation.

Fig. 6 Transients Vx versus Vz of a proposed-I and b proposed-II circuits 
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Fig. 7 Transients Iy versuss Ix of a Proposed-I and b Proposed-II circuits

Fig. 8 AC analysis of Iy versus Vz of a proposed-I and b proposed-II circuits 

Table 2 Comparison of proposed circuits with previously reported work 

Parameters Ref. [10] Ref. [8] Proposed 
circuit-I 

Proposed 
circuit-II 

Technology 0.18 µm 0.18 µm 0.18 µm 0.18 µm 

Supply voltage ±0.1.65 V ±0.9 V ±0.4 V ±0.6 V 

Bias current IB NA 20 µA 25 µA 20 µA 

Current gain 
(IX /IY ) (no  load)  

NA 1 0.9921 0.997 

Voltage gain 
(VX /VY ) (no  load)  

NA 0.987 0.998 1.021

(continued)
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Table 2 (continued)

Parameters Ref. [10] Ref. [8 ] Proposed
circuit-I

Proposed
circuit-II

Current range 
(IX /IY ) (no  load)  

NA ±1.22 mA ±1.17 mA ±1.19 mA 

Voltage range 
(VX /VY ) (no  load)  

NA ±0.89 V ±0.732 V ±0.52 V 

−3 db bandwidth 

IX /IY 200 MHz 167 MHz 89 MHz 84 MHz 

VZ /VX 217 GHz 100 GHz 76 GHz 114 GHz 

Offset voltage 

VOY NA −0.463 mV −0.127 mV −0.278 mV 

VOX −81.82 mV −73.24 mV −96.24 mV 

VOZ −80.48 mV −65.44 mV −93.46 mV 

Parasitic parameter 

RY , LY 6.7 Ω, 1.5  µH 1.88 kΩ, 20.8 nH 1.46 kΩ, 15 nH  1.46 kΩ, 15 nH  

RX , CX RZ , LZ 1.2 MΩ, 30 fF 273.8 Ω, 64 fF 574 Ω, 45 fF 574 Ω, 45 fF  

RX , CX RZ , LZ 0.7 Ω, 9  µH 1.75 kΩ, 5.77 nH 0.99 kΩ, 9.12  
nH 

0.99 kΩ, 9.12  
nH 

1% THD IX for 
input IY @ 1 MHz  

0.1% @100 
µAp-p 

2.44 mAp-p 1.81 mAp-p 2.12 mAp-p 

1% THD VZ for 
input VX @ 1 MHz  

0.068% @ 
1Vp-p 

1.78 Vp-p 1.01 Vp-p 1.65 Vp-p 

Static power 
dissipation (µW) 

330 179 45 24 

4 Conclusion 

This paper proposed two circuits, both circuits of voltage conveyors based on the 
DTMOS technique supplied at low voltage of ±0.4 and ±0.6V and designed using 
180 nm CMOS technology. In this work, improvements in the power consumption, 
dynamic ranges and output impedances were observed as compared to the previous 
work done. The key factor of power consumption is reduced in both the circuits. 
Proposed circuit-II offered more reduction in power consumption as compared to 
proposed circuit-I. Major improvements were observed in linear ranges of both 
current and voltages and power consumption. Simulations confirm the effective 
performances of these circuits. Moreover, the workability of these proposed circuits 
confirms them to be capable of working at low supply voltages.
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FODPSO Fractional-order Darwinian PSO 
GA Genetic algorithm 
GEPSO General particle swarm optimization 
GP Genetic programming 
IPSO Immune PSO 
LS-DF-PSO Line search-based derivative-free PSO 
NC Natural computing 
NPSO Negative PSO 
PSO Particle swarm optimization 
SMO-DSR Stochastic Multiobjective Distribution System Reconfiguration 
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BPSO Binary Particle Swarm Optimization 
HAS Harmony Search Algorithm algorithms 
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MOGEPSO Multiobjective Generalized Particle Swarm Optimization 

1 Introduction 

1.1 Motivation and Incitement 

Network reconfiguration is a required procedure in order to get the best possible 
design for the power system. The reconfiguration of tie switches ensures that the 
radial structure of the power system network is not disrupted. Among the components 
of a distribution system are feeders, switches, lines, and generating units. During the 
network reconfiguration process, the locations of the open and closed switches are 
altered. During the reconfiguration of the radial distribution system, the system is 
encountering certain difficulties. The three stages that are accessible in the network 
add to the network’s complexity. The unbalanced load condition occurs as a result of 
the connecting of several loads to a single phase of electricity. The load distribution 
between the feeders and the DG units is not equal across the board. Because of 
the little data available from the distribution system, there is less actual monitoring 
and control. Because the network’s existing devices are interconnected with one 
another, the failure of a single device can have a negative impact on the performance 
of the others. When designing an effective network setup, the power quality, price, 
and equipment configuration should all be taken into consideration. The automatic 
network reconfiguration takes care of all the duties, such as lowering power loss, 
lowering the price, increasing dependability, and maintaining voltage profile stability. 
The appropriate placement of devices in the distribution network can help to improve 
voltage stability while also reducing power loss. 

An extra set of auxiliary energy sources is added to a network in order to compen-
sate for the load’s imbalance situation. In the current DNR system, renewable energy
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resources (RES) and energy storage units (ES) are frequently utilized in combina-
tion. DNR provides the distribution system with energy management services for 
renewable energy sources and charging/discharging schedules for electric vehicles. 
In an overvoltage condition, the nodes (buses) and branches of a network are under-
performing [1]. Because of the overvoltage, an imbalanced load condition develops 
in the network, which may be prevented by inserting a DG unit on the specified bus 
routes. The sensitivity analysis of buses [2] can be used to determine the best position 
for the DG unit. The addition of power electronics devices such as DSTATCOM [3, 4] 
and a compensator [5] can help enhance the stability and voltage profile and reactive 
power. The network reconfiguration and electrical device allocation processes allow 
for more efficient network reconfiguration and power loss reduction than previously 
available methods. The optimization algorithm can make a decision on the reconfigu-
ration of tie-switches or open switches based on their current configuration. Network 
reconfiguration is accomplished through the use of cutting-edge techniques such as 
ant colony optimization (ACO) [3], RRA (Runner Root Algorithm) [6], improved 
shuffled frog leaping algorithm (SFLA) [7], MSA and Whale optimization algorithm 
(WOA) [8], Genetic Algorithm (GA) [9], and Grey Wolf Optimization (GWO) [10]. 

A number of multiobjective optimization methods are also employed in the design 
of a distribution network’s DNR. Network reconfiguration techniques for the distribu-
tion system are very frequently utilized, and multiobjective optimization approaches 
are one of the most common. In order to increase DG profit while decreasing business 
costs, a stochastic multiobjective distribution system reconfiguration (SMO-DSR) is 
utilized [11]. A multiobjective problem is converted into a single-objective opti-
mization problem using the SMO-DSR objective function, which is used to solve the 
constraint method using the constraint technique. Multiobjective Grass Hopper Opti-
mization (MOGOA) [12], 3D-GSO (three-dimensional group search optimization) 
[13], and the epsilon constrained (EPC) method with minimum-maximum fuzzy 
satisfying (MMFF) EPC-MMF [14] are all methods for improving the reliability and 
power loss of a distribution system network. It is also utilized for network recon-
figuration and DSTATCOM deployment [4], which are both accomplished using 
multiobjective particle swarm optimization (MOPSO). Heuristic GA [15] is used to  
optimize the voltage profile stability and power loss of a system. The mathematical 
and heuristic approaches for network reconfiguration are among the state-of-the-art 
methods available today. The primary objectives of the techniques described above 
are the reduction of power loss, the balancing of load, and the reduction of costs. 

1.2 Literature Review 

The previous work in this area can be categorized into single-objective and multiob-
jective optimization. In a single objective problem, either only one objective is opti-
mized or weighted addition of multiobjective is used as a single objective. Whereas, 
in the multiobjective category, this article only considers the Pareto optimal solutions.
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Various scientific studies for the demand response reconfiguration network were 
offered as state-of-the-art. The author addresses several objectives such as the best-
distributed generator positioning, energy loss, network costs, security indexes and 
dependability [1, 3, 6, 7, 11–13, 16–19]. The appropriate DG positioning and loss of 
energy reduction boosted ISFLA’s accuracy and convergence rate. By the best selec-
tion of DG allocation and EES parameters [1, 20], the costs of DG units, the customer 
interruption and distribution efficiency increased. The GA technique is used to opti-
mize the position of the integrated DG units [9]. For the optimum network config-
uration, a hybrid heuristic genetic algorithm [15] is also presented. By combining 
his method of heurism with genetic algorithms, the convergence time is improved. 
For network reconfiguration, an all-round method for the optimization of teaching-
learning harmony (CLTHSO) is proposed [21]. The combination of the TLBO and 
HSO approach is the CLTHSO method. The hybrid technique offered the optimum 
assignment and simultaneous reconfiguration of DG units. 

Using the Binary Particle Swarm Optimization (BPSO) and Harmony Search 
Algorithm (HSA) algorithms, we provide multiobjective network reconfiguration and 
DG allocation [22]. Applicable to IEEE-33 and PG&E-69 bus models. The network 
reconfiguration minimizes the dispersed network’s real power loss and overload. A 
genetic algorithm (GA) is used to reposition DG units in a network [2]. The GA-
based network reconfiguration achieved optimal DG positioning and fixed capacitor 
bank position in dispersed networks. The overall cost of the IEEE 69 bus distributed 
network reconfiguration is reduced. For network reconfiguration, a mixed-integer 
second-order cone programming model is used [23]. The suggested technique based 
on GAMS optimization software is tested on the IEEE 33 bus radial system network. 
That increases reliability and reduces costs. The HSA technique is used to reorganize 
an imbalanced distribution network [24]. The HSA technique is used to test the 
two major conditions with and without DG units on IEEE 25 buses. The suggested 
HSA technique obtains the optimum radial network reconfiguration. An IS-BPSO 
method for radial distributed network reconfiguration is described [25]. The IS-BPSO 
technique has a fast convergence rate and minimizes power loss. A multiobjective 
optimization algorithm is constructed for optimum network reconfiguration using the 
epsilon constrained (EPC) technique and the MMFF trade-off conditions [14]. The 
multiobjective model reduces power loss and improves voltage profile. The IEEE 33 
bus system model is optimized with GAMS. The pareto optimum approach solves a 
multiobjective network reconfiguration issue [5]. The pareto front concept optimizes 
active power loss, carbon emissions, and operating costs. The fuzzy decision-making 
algorithm gets the best Pareto answer. The Pareto ideally based approach achieves 
effective and optimum network reconfiguration. The multiobjective PSO method 
is presented for selecting DSTATCOM position and parallel capacitor bank size 
[4]. MOPSO’s objective function is the cost of the voltage profile, voltage stability, 
and losses. The best placement of DER with capacitor C is accomplished by two 
multiobjective optimization algorithms (MSA and WOA) [8].
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1.3 Contribution 

MO algorithms are seen in many real-world scenarios so to the background research. 
The MO algorithms converged quickly on the issue formulation. This study uses 
Multiobjective Generalized Particle Swarm Optimization to handle network recon-
figuration (MOGEPSO). Sensitivity analysis determines DG placement on buses. 
This study considers three objective functions: active power loss, DG installation 
cost, and proximity. MOCPSO simultaneously optimizes each of these objective 
functions. 

1.4 Paper Organization 

The paper is arranged as follows: Sect. 2 contains the statement of the problem. 
Section 3 has a thorough explanation of the MOGEPSO, Sect. 4 contains a summary 
of the results, and Sect. 5 contains concluding thoughts on the subject. 

2 Problem Formulation 

The Swarm network reconfiguration is a process for altering the structure and topo-
logical conditions of the distribution consists of three components like feeders, 
sectionalize switches, and tie switches. It can manage the overload condition by 
transferring the load from heavy load feeders to light load feeders. A radial distri-
bution system has several advantages like minimum short circuit current, simple 
switching, protection scheme, and low cost. The reliability of a radial distribution 
system is low, which can be improved by the optimal reconfiguration. Some factors 
like increasing demand, intermittent generation, deregulation of the power system, 
and climate changes are affecting the power system stability. 

The efficient and reliable power system is obtained by implementing the control 
and measurement system policies. These policies may include the optimal tie switch 
locations, DG placement on buses. The allocation of the DG units on the critical 
nodes improves the stability and minimizes the branch losses of the power network. 
In previous studies [6, 11–13, 16, 17], multiobjective optimization is used to enhance 
the voltage and power stability of a network, considering power loss and cost as 
the primary objective function. The power system reconfiguration is constrained by 
the voltage and power flow limits. The active and reactive power flow information 
is considered to measure the centrality of the network. The closeness centrality 
of a node is defined as the sum of its entire closest path available a bus to every 
other bus in the network. During the overvoltage condition, the DGs are placed at 
sensitive buses. The critical buses are identified by sensitivity analysis. This paper 
suggests power loss minimization, DG installation cost reduction, and topological



484 S. Ladwal et al.

measurement (closeness) as the objective function for the MOCPSO optimization 
algorithm. 

The single objective optimization achieves the optimal tuning of continuous, 
integer, and binary variables. The searching ability of a single-objective optimization 
algorithm is degraded in terms of convergence and provides local optima solution. 
The multiobjective optimization algorithm provides a global optima solution by 
considering the Pareto environment. The following objective functions are 

Min(F1) = PLoss(Z ) (1) 

Min(F2) = ICDG (2) 

Min(F3) = Cc(m) (3) 

Subject to 

Power flow constraints 

Pmin 
i ≤ P loss 

i ≤ Pmax 
i (4) 

V min 
i ≤ Vi ≤ Pmax 

i (5) 

DG constraints 

Pmin 
DG ≤ Pi 

DG ≤ Pmax 
DG (6) 

Qmin 
DG ≤ Qi 

DG ≤ Qmax 
DG (7) 

Radial constraints 
The node nb is radial if the solution (nb − 1) is available in the circuit and connected 

to other nodes. The total numbers of substation nodes are denoted by nbs. The elec-
trical distribution system (EDS) is radial if its transfer node is not terminal, and two 
circuits must be leaving the transfer node. The use of the transfer node is defined by 
a matrix  yi, and the determent of matrix yi is equal to 1, else the determent of the 
matrix is 0. The radial constraints equations formulate as

∑

(i j)∈�l 

xi j  = nb − nbs −
∑

j∈�bp

(
1 − y j

)
(8) 

xi j  ≤ y j ∀(i j  ) ∈ �l , ∀ j ∈ �bp (9)
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x j i  ≤ y j ∀( j i  ) ∈ �l , ∀ j ∈ �bp (10)

∑

(i j)∈�l 

xi, j +
∑

( j i)∈�l 

x j i  ≥ 2y j ∀ j ∈ �bp (11) 

|y j | ∈  {0, 1} ∀ j ∈ �bp (12) 

The constraints from 8 to 12 avoid loop generation caused by transfer nodes, and 
terminal transfer nodes prevent from the distribution system. The constraints are 
known as the radial constraint [26]. The transfer node utilization is depending on the 
determent of matrix |yj | = 1 and |yj | = 0

∣∣y j
∣∣= 1 ∀(i j  ) ∈ �l , ∀ j ∈ �bp (13)

∣∣y j
∣∣ = 0 ∀( j i  ) ∈ �l , ∀ j ∈ �bp (14) 

Active power loss 

Losses in the electrical power distribution system affect the operating cost of the 
network. The total power loss of a radial-type distribution network is defined as the 
summation of all line segment losses. 

The formulation of power loss is as 

PLoss(Z ) = 
Nbr∑

j=1 

R j ×
(
P2 
j + Q2 

j 

V 2 j

)
(15) 

DG installation cost 

The installation and operation cost of the distributed generators is calculated as 

ICDG = 
ndg∑

j

(
IC  j .Pint− j

)
(16) 

In Eq. 16, ICj represents the one-time installation cost. The size of the jth DG 
installation is denoted by the Pint−j. 

Closeness 

Radial type distribution network is represented by a graph containing a set of vertices 
(and thus a set of edges). The graph nodes represented by the vertices and the 
transmission line impedance provide their corresponding interconnection. The undi-
rected graph of two adjacent nodes with the connected graph of order N and size is
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denoted by G = {N , E, Z}. Here  N = {
i |i ∈ N N}

has all the nodes of the distri-
bution network and set E = {

ei j |ei j  ∈ El ∩ i, j ∈ N N}
shows the transmission line 

connecting them. 
The summation of all shortest path nodes which can be used for the evaluation of 

rapid power injected into the system nodes is known as the closeness centrality. The 
mathematical formulation of closeness is 

Cc(m) = 
N∑

n=1 

dmk = 
N∑

k=1 

N∑

n=1 

Pnm(k) 
Pnm max 

(17) 

Sensitivity Analysis 

In-network reconfiguration, the optimal location of DG technologies is selected by 
the sensitivity analysis. The sensitivity of a power system network is defined as the 
power loss derivative with respect to the busload, and the factor is called the Low 
Sensitivity Factor (LSF). The sensitivity factor of the buses is used to determine the 
location of the DG units in the power system network. The formulation of sensitivity 
factor as; 

∂ PLoss,K (K + 1) 
∂ Pk 

= 2 
Pk Rk 

V 2 k 

(18) 

For calculating sensitivity factors at each bus are presented in the power 
system sequence network and arranged in ascending order. The potential buses are 
considered as the DG placement location in the power system network [2]. 

3 Multiobjective Generalized Particle Swarm Optimization 

The network reconfiguration is achieved by minimizing the power loss from Eq. 15, 
DG installation cost from Eq. 16, and closeness centrality from Eq. 18. The classical 
three objective functions have to be reduced simultaneously with tuning variables. 
The state-of-the-art methods in evolutionary multiobjective optimization algorithms 
are suffered by the local optimum solution and early convergence [16]. Researchers 
[11, 12, 16–18] have implemented a MOO solution for network reconfiguration 
via 2 or 3 objective functions. Many researchers use single MOO like MOGOA 
[12], MO-NSGA [16], MO-PDNSGA [17], and MOIHNS [18]. In [27] a cellular 
automata concept is integrated into the PSO (Particle swarm optimization) algo-
rithm, which explores the closest position of every swarm to reach the solution. A 
MOPSO (Multiobjective PSO) algorithm is presented for the higher dimensional 
variable solution with fixed constraints [23]. The MOPSO algorithm still performs 
poorly in finding a globally optimal solution. We proposed a low-level hybrid opti-
mization scheme MOCPSO for the network reconfiguration of a power system.
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The optimization algorithm is characterized by the exploration and exploitation 
phases. The suggested approach, multiobjective cellular automata particle swarm 
optimization (MOCPSO), is tried to minimize the maximum of three objective func-
tions. The exploration phases performed search space solutions, and the exploration 
phase tries to converge the search agents quickly. The metaheuristic approaches 
cannot improve the issue of premature convergence [9, 10, 15]. The hybrid multi-
objective optimization algorithms are not implemented for the network reconfigu-
ration. The MOPSO and Cellular Automata brief description is given below. The 
proposed MOCPSO algorithm can achieve a global optimum solution of network 
reconfiguration objective function. 

3.1 Multiobjective PSO Algorithm 

The particle swarm optimization is inspired by the food-searching behavior of the 
swarms. The flock birds’ behavior for searching the food is the basic principle of 
the PSO algorithm. The optimal solution is considered as the searching food, and 
birds are the particles for search space. The implementation of PSO is simple and 
has better optimization capability. The formulation of the position of the birds and 
optimal solution are evaluated in Eqs. 19 and 20. 

V t+1 
i = V t i + c1 · r1

(
pt i − Xt 

i

) + c2 · r2
(
pt g − Xt 

i

)
(19) 

Xt+1 
i = Xt 

i + V t+1 
i (20) 

The velocity and position of each particle are updated in each iteration. The 
velocity formulates in Eq. 19, and the location of particles derive from 20. The real 
constants values are represented by c1 and c2, and r1 and r1 are the random numbers 
lie between 0 and 1. The best position evaluation of particle provides the best position 
update solution for the fitness function score. The leaders’ particles are equipped with 
the best objective fitness at the respective objective functions. In MOPSO, the Pareto 
optimal test provides a pareto optimum solution front of the multiobjective functions 
[23]. The Pareto two-level ranking scheme can handle the MOO problem reliably. 
An external archive controller and grid for is stored to the best area of the search 
space of the particle. The archive has two main functions: selecting of leaders and 
storing them in the external archive of best non-dominated solutions. 

For new version of multiobjective problems adopts the Pareto ranking scheme 
is added to the PSO algorithm. Multiobjective optimization problems are compared 
to single-objective optimization by considering two solutions in a precise sense. A 
solution is said to be dominated if ∀i ∈ {1, 2, . . . ,  K }, fi (�u) <  fi (�v). A decision 
vector �u is non-dominate �v if and only if ∀i ∈ {1, 2, . . . ,  K }, fi (�u) <  fi (�v) and 
∃i ∈ {1, 2, . . . ,  K }, fi (�u) <  fi (�v).
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The non-dominated solution is tracked by the archive of the external repository. 
Non-dominated solution are achieved to store iteratively obtained set of the entire 
feasible decision for better solution [23]. If first stage is empty of an external archive, 
the update mechanism solution is saved and copied. Dominance of archive solution 
is better than the current solution, then the offspring new solution is deleted and 
non-dominated solutions saved. 

Hybrid Mogepsoalgorithm 

The exploration stage of MOPSO is updated by concept selecting the random position 
from the set of local best positions of swarms and the weightage of it is used to update 
the velocity. MOGEPSO algorithm is used here to estimate the performance of a 
distributed network under the reconfiguration. Each swarm particle is supposed to 
be a solution containing tie switches locations and DG capacity. The three objective 
functions considered for the network reconfiguration are minimization of active and 
reactive power losses, each DG set installation cost and closeness centrality of nodes. 
The population is sorted by non-dominated solution and the algorithm achieves an 
optimal solution. The initial dimension of each population is equal to the number 
of variables. MOGEPSO generates a range of solutions, but all solutions do not 
prominently satisfy all conditions of constraints. 

The designed objective function is as stated in Eqs. 1, 2 and 3. These are computed 
and stored in the temporary memory of each swarm particle. In order to find, the exact 
neighbors in the niche of a swarm, the surrounding area is manifested. The evaluation 
of each objective function is also carried out for the neighbors. The fitness of each 
swarm is compared with the next immediate neighbor and the current fitness values 
replace the least values stored. The best position is considered the current position 
of the swarm. 

The exploitation phase follows the traditional velocity and position update of the 
PSO algorithm. The weight parameter is added using Eq. 18 and computes the best 
velocity value. The process of the MOGEPSO algorithm is iterative, so different sets 
of neighbors are calculated in each iteration. 

V t+1 
i = ψ

[
w1V 

t 
i + w2c1 · r1

(
pt i − Xt 

i

) + w3α1c2 · r2
(
pt g − Xt 

i

)

+w4α2c3 · r3
(
pt rand − Xt 

i

) + w5α3c4 · r4V t rand
]

(21) 

where ψ = 2 |2−(c2+c3)
2−5(c2+c3)| 

4 Experiment Study 

The proposed algorithm is tested on IEEE 33 radial bus system with 32 sectionalize 
switches and 5 tie switches. The position of tie switches can be changed within 
Kirchoff’s current loop (KCL), respectively. Five tie switches create 5 KCLs. The 
bus diagram of the IEEE 33 bus system is shown in Fig. 1. Sensitivity analysis helps
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Fig. 1 IEEE 33 radial bus system with tie switches 

to select the most sensitive buses which have the highest power losses. In this work, 
6 DG’s has been selected to place in the network, so 6 topmost sensitive buses are 
selected. These are 2, 3, 4, 5, 6, 8. The multiobjective GEPSO algorithm selects 
the DG capacity and changes the tie switches position to minimize the active power 
losses. 

The normal load scenario is considered for the simulation. A voltage constraint of 
0.8−1.1 p.u. is selected. The population size of 20 and 50 iterations of the MOGEPSO 
algorithm are considered. The multiobjective function contains three objective func-
tions as DG installation cost, active and reactive power loss, and closeness centrality 
optimized with the MOGEPSO approach. The convergence plot of MOGEPSO with 
the three objective functions is shown in Fig. 2. The solution in the repository is 
considered as the final optimum solution. These are non-dominated particles and set 
at the optimal objective function values for minimum power losses, node’s closeness 
and DG installation cost.

After the optimization, the network is reconfigured and change their status of 
switches with tie switches from 33, 34, 35, 36, 37 to 6, 14, 28, 34, and 36. We 
have analyzed the effect of change in tie switch position without DG placement and 
reduction in power losses with tie switch reconfiguration along with DG. Table 1 
lists the comparison. The initial power loss in the IEEE 33 bus system is 603.43 KW 
with minimum operated voltage 0.83 pu. The power loss reduces to 39.73% in the 
case of MOGEPSO with tie switches and DG units. The power loss in the PSO 
case optimized with tie switches and DG units is only 4.03% which is much lower
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Fig. 2 Convergence trend of MOGEPSO for objective functions

than the proposed MOGEPSO method. Figure 3 shows the voltage profile plot for 
the proposed method with MOPSO and the unoptimized case for both scenarios: 
tie switch only and tie switch and DG placement. It is validated from the graph 
that none of the method has violated the voltage limit constraint. Maintaining the 
constraint, the lowest voltage magnitude per unit is with MOGEPSO is 0.9739 with 
both tie switches and DG, whereas it is 0.9659 with MOPSO and 0.90378 for the 
unoptimized case. An improvement of 0.82% is achieved by the proposed scheme 
than MOPSO for the minimum voltage.

The total active and reactive power losses in all lines are shown in Fig. 4. The  
bar plot represents the decrease in active power loss by 39.73%. The power loss is 
minimized by using the optimization algorithm. The branches’ normal power loss is 
reduced to 147.28 kW for the PSO algorithm with tie switches and tie switches plus 
DG units. Further the real power loss is minimized to 103.33 kW range in case of 
MOGEPSO optimized IEEE 33 radial bus system with tie switches and tie switches 
plus DG units.

5 Conclusion 

The active power losses are minimized in IEEE 33 radial bus system with the proposed 
multiobjective generalized particle swarm optimization algorithm. This article tested 
the algorithm under two scenarios for normal load conditions: tie switch reconfig-
uration only: tie switch and DG placement. Three objectives for minimization are 
simultaneously solved by MOGEPSO. An improvement of 39.73% in active power



A Novel Method to Power Losses Reduction in Radial Distribution … 491

Ta
bl
e 
1 

Po
w
er
 lo

ss
 a
nd
 v
ol
ta
ge
 p
er
 u
ni
t c
om

pa
ri
so
n 
be
tw
ee
n 
un
op
tim

iz
ed
, M

O
PS

O
 a
nd
 M

O
G
E
PS

O
 o
pt
im

iz
ed
 n
et
w
or
k 
re
co
nfi

gu
ra
tio

n 

M
od

el
Po

si
tio

n 
of
 ti
e 

sw
itc
he
s 

D
G
 lo

ca
tio

n
D
G
 c
ap
ac
ity

Po
w
er
 lo

ss
 (
kW

)
Po

w
er
 lo

ss
 

re
du
ct
io
n 
(%

) 
M
in
im

um
 v
ol
ta
ge
 

(p
.u
) 

N
or
m
al
 I
E
E
E
 3
3 
m
od

el
33

, 3
4,
 3
5,
 3
6,
 3
7 

–
–

21
0.
98

76
–

0.
90

37
8 

PS
O
+
T
ie
-S
w
itc
he
s+
D
G
 N
et
w
or
k 

R
ec
on

fig
ur
at
io
n 

11
, 7
, 3

4,
 3
6,
 2
8

2,
 3
, 4

, 5
, 6
, 8

D
G
(2
) 
= 

29
.5
3 

D
G
(3
) 
= 

25
.7
6 

D
G
(4
) 
= 

22
.6
4 

D
G
(5
) 
= 

45
.2
9 

D
G
(6
) 
= 

64
.5
1 

D
G
(8
) 
= 

44
.1
0 

14
7.
28

73
30

.1
9

0.
96

59
 

PS
O
+
T
ie
-S
w
itc
he
s 
N
et
w
or
k 

R
ec
on

fig
ur
at
io
n 

11
, 7
, 3

4,
 3
6,
 2
8

–
–

16
4.
04

07
22

.1
3

0.
96

37
 

M
O
G
E
PS

O
+
T
ie
-S
w
itc
he
s+
D
G
 

N
et
w
or
k 
R
ec
on
fig

ur
at
io
n 

6,
 1
4,
 2
9,
 3
5,
 3
6

2,
 3
, 4

, 5
, 6
, 8

D
G
(2
) 
= 

53
.7
37

5 
D
G
(3
) 
= 

14
.4
23

4 
D
G
(4
) 
= 

11
.5
62

4 
D
G
(5
) 
= 

52
.3
89

5 
D
G
(6
) 
= 

23
.4
08

1 
D
G
(8
) 
= 

69
.9
99

8 

10
3.
33

5
51

.0
0.
97

39
 

M
O
G
E
PS

O
+
T
ie
Sw

itc
he
s 
N
et
w
or
k 

R
ec
on

fig
ur
at
io
n 

6,
 1
4,
 2
9,
 3
5,
 3
6

–
–

10
7.
91

61
49

.1
4

0.
97

30



492 S. Ladwal et al.

Fig. 3 Voltage magnitude of IEEE 33 bus system under normal load condition

Fig. 4 Comparison of power loss among different strategies

losses and 7.5% in minimum voltage p.u. from the unoptimized case is achieved by 
the proposed scheme. 

The proposed study concluded with remarks as 

• An optimal network reconfiguration revises the power flow path, which reduced 
the power loss of a distribution network.
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• By adding the distributed generator unit to the distribution network, the power 
flow in the sectionalizes switches minimizes, which reduced the power loss. 

• Simultaneously performed network reconfiguration and deployment of DG units 
can provide a better solution than individually implemented schemes. 

In the future, the scheme will be rigorously tested on higher bus systems with 
multiple load conditions. 

The MINLP model is used to solve the commercial issues of DSR operation [12]. 
Total network power loss and voltage variation are optimized in a single objective and 
multi-objective manner. The MSA and WOA achieve efficient network reconfigura-
tion. The location of integrated DG units is optimally selected by the GA method [28]. 
The GA optimization achieves different configurations of the distribution network. 
The proposed GA optimization improves the stability of the voltage-sensitive buses. 
The DSTATCOM allocation in the distribution system and network reconfiguration 
is achieved by the multi-objective grey wolf optimization (MO-GWO) algorithm 
[29]. The GWO algorithm establishes the size and allowance of DSTATCOM. The 
GA optimized distribution networks are IEEE 33, 39, and real-time 31 bus distribu-
tion systems. A hybrid heuristic genetic algorithm is also proposed for the optimal 
network reconfiguration [30]. The convergence time is improved, and computational 
time is reduced by the combination of the heuristic approach and genetic algo-
rithm. A comprehensive teaching-learning harmony search optimization algorithm 
(CLTHSO) is proposed for the network reconfiguration [31]. The CLTHSO method 
is the combination of the TLBO and HSO method. The suggested approach, multi-
objective cellular automata particle swarm optimization (advanced MOPSO), is used 
to minimize the three objective functions. The exploration phases performed search 
space solution, and the exploration phase tries to converge the search agents quickly. 
The met heuristic approaches cannot improve premature convergence [28–30]. The 
hybrid method provided the simultaneous reconfiguration and optimal allocation of 
DG units. 
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The Uprising of Blockchain Technology 
in the Energy Market Industry 

Nishkar R. Naraindath , Ramesh C. Bansal , and Raj M. Naidoo 

1 Introduction 

1.1 Literature Review 

Coal-based power plants have been the predominant form of energy production 
worldwide due to benefits such as large-scale generational capacity, stable power 
production and their relatively lower construction costs and periods [1]. The global 
call for progressively reducing carbon emissions has offset research efforts from fossil 
fuel energy production to more environmentally friendly options, with photovoltaic 
and wind systems being popular choices [2]. This drive has been further enforced by 
the European Commission through the precise formulation of binding environmental 
targets set for the near future (2030) [3]. The possible extent of decarbonisation of the 
power sector can be undoubtedly enhanced by promoting localised renewable energy 
generation. Power network providers often employ traditional financial incentives for 
prosumers, such as feed-in tariffs. This holistic approach does not adequately account 
for decentralised energy ecosystems [4]. Another practical approach to promote 
localised energy production is by rewarding prosumers through subsidies, which
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places unnecessary financial strain on governments and policymakers [5]. Shifting 
toward transactive energy through energy exchange mechanisms can overcome these 
shortcomings. 

Energy market facilitation is not without challenges. Firstly, they rely heavily 
on market parties, e.g., transmission system operators, to purchase and coordinate 
ancillary services for additional support to the system [6]. Secondly, considerable 
uncertainty is introduced into energy management systems. This uncertainty results 
in local imbalances, attributed to the reliance on estimation techniques for generation 
and demand energy profiles. The extent of localised energy imbalances increases with 
the incorporation of distributed resources, especially renewable energy generators. 
Ancillary service providers collaborate with grid operators to provide on-demand 
energy compensation in exchange for financial remuneration [7]. Thirdly, tradi-
tional market mechanisms are centralised, which presents a single point of attack 
jeopardising data and operational security. 

1.2 Research Gap and Motivation 

Blockchain technology exhibits the potential to address some of the challenges of 
energy market facilitation by eliminating the need for intermediaries. The tech-
nology offers additional advantages of enhanced security, immutability and trans-
parency. However, several barriers hinder its official adoption, such as the apparent 
lack of deployable infrastructure for scalable applications, the unsustainable energy 
consumption of some consensus mechanisms, the unmet regulatory implications, 
insufficient incentive for large-scale entity collaboration, the distinct lack of gover-
nance, the risk of rogue distributed autonomous agents and the elevated risks 
of privacy infringement and illegal usage. These barriers can be addressed with 
increased awareness, public incentive, policy inducement and extensive research. 
This paper aims to promote awareness regarding blockchain technology and its role 
in transforming the energy market industry. 

1.3 Contributions 

1. Provide a comprehensive overview of the fundamentals, principles and opportu-
nities of blockchain technology in the energy market industry 

2. Perform a conceptual simulation of the conventional approach to smart contract 
integration in facilitating energy exchange transactions 

3. Identify opportunities for future research.
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1.4 Paper Organisation 

In Sect. 2, the concept of blockchains is introduced from a foundation’s perspective, 
with various design principles provided. Section 3 presents the emergence of smart 
contracts by discussing their essential purpose and other fundamentals. Section 4 
provides an overview of the need for energy markets by highlighting their suit-
ability for achieving sustainable demand management. Section 5 evaluates the current 
applications of blockchain technology in energy ex-changes in a unified approach 
and presents a conceptual blockchain-based energy exchange simulation. Section 6 
presents the essential findings and conclusions. 

2 The Fundamentals of Blockchains 

2.1 Defining a Blockchain 

A blockchain is a complex data structure described as a distributed and immutable 
digital ledger. Each ledger record typically represents a specific block on the 
blockchain, whereas the cryptographical links serve as the continuous chain [8]. 
Furthermore, direct copies of the blockchain are equitably distributed across 
numerous independent nodes (active users of the network) to increase the relia-
bility and transparency of the system. These essential characteristics improve the 
fundamental integrity and security of the system. 

A generic blockchain is illustrated in Fig. 1. It typically contains four elements: 
valuable data, timestamp, hash and previous hash. The data can be in any digital form; 
however, data capacity limitations exist. Timestamps indicate when a specific block 
was appended to the chain. Unix timestamps are frequently employed due to their 
versatility across various digital systems. The hash may be traditionally regarded 
as an encrypted identifier for data obtained from a hashing algorithm. Lastly, the 
previous block’s hash is contained in a block for enhanced security. This distinctive 
feature presents a challenge to subtly altering a block without having an apparent 
mismatch to the hash record stored in the subsequent block [9]. 

Fig. 1 An example of a blockchain consisting of numerous blocks
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2.2 Types of Blockchains 

Four types of blockchain exist [10]. The first type is the public blockchain which 
is accessible by the public. These chains are popular as they enable anyone to 
actively participate in the network without permission from an authority. Trans-
parency increases trust and may be regarded as a strategic asset; however, it may also 
be perceived as a strategic risk. For instance, marketing and trading strategies may be 
imitated by competitors. This form of transparency may jeopardise an organisation. 
As a result, private blockchains may be employed. These blockchains enforce restric-
tions on access to the network [11]. It also does not require a trusted protocol to make 
transparency a design choice and is commonly governed by centralised authorities 
such as the government [12]. Hybrid blockchains are less popular blockchains that 
combine characteristics of public and private blockchains. The last blockchain type 
is sidechains. This form of technology serves as an accessory to the blockchain as 
they run parallel to the main chain. They enhance the efficiency and scalability of 
the system [13]. 

2.3 The Key Principles of Blockchains 

The original Bitcoin white paper highlighted the potential application of a particular 
protocol; however, several key principles for general blockchain technology can be 
implicitly identified [14]. These principles enable general blockchains to regulate, 
validate and secure transactions efficiently. Various aspects of some of the principles 
are discussed as follows. 

Network Integrity Four values are necessary for ensuring a network’s integrity is 
not breached—honesty, accountability, deliberation, and transparency. Transparency 
is a prevalent trait of blockchain implementation since it provides an effective means 
to counter corruption and fraud [14]. Conventional systems contain centralised 
registries with a lack of trust among immediate parties, resulting in the dependence 
of third parties’ involvement as intermediaries. A distributed ledger can counter 
this as it is naturally transparent and reliable. It typically achieves this by equitably 
distributing extensive knowledge in the system and enhancing attribution, such as 
asset origins and ownership history [15]. The other three values can be ensured by 
applying reliable consensus mechanisms among independent nodes in the network. 
This powerful feature ensures the consistency and validity of the blockchain [16]. 

Distribution of Power There is an intrinsic risk of malicious attacks in digital 
networks, particularly centralised ones. Consequently, a blockchain network should 
be able to defend against network attacks relentlessly. Blockchains can achieve this 
by operating in a decentralised manner with a distribution of network control. This 
feature rapidly improves the strength of defence and reliability of a network since 
there is no single point of attack [15]. Mass collaboration among independent network
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facilitators is therefore required to maintain the blockchain. The resiliency and reli-
ability of the network are increased when there is an expansion in the distribution of 
power. Furthermore, modern mining algorithms incorporate more innovative tech-
niques requiring application-specific integrated circuits, cloud mining and mining 
pools [17]. 

Privacy Every individual is justly entitled to their privacy; however, the digital age 
has taken away the control of each user’s privacy with the user’s private information 
gathered and made readily available. Blockchain enables users to have control of 
their unique identity by conventionally representing individuals pseudonymously in 
the form of public addresses. In doing so, no personal information is required from 
the network’s users [18]. 

Incentivise Commitment Due to the decentralisation of a blockchain, indepen-
dent network facilitators (miners) should be committed to steadfastly maintaining the 
integrity and security of the network. For this key concept to function efficiently, there 
must be value established as a direct incentive [19]. This value is typically enforced 
through a digital token such as bitcoin. Independent miners are then incentivised to 
faithfully serve the network by ensuring the secure and effective functioning of the 
system. Collaboration is naturally encouraged as a direct result. Monetary policies 
are developed in software to control these rewards issuing. Effective strategies such 
as reward halving can also be incorporated to promote deflation and increase the 
token’s monetary value, further contributing to an enhanced incentive for users [20]. 

Security There are numerous security threats to digital systems in the modern-
day, such as hacking and phishing [16]. It is, therefore, imperative that systems can 
prevent these potential threats by incorporating security as a design principle. This 
fundamental principle is responsible for providing confidentiality, non-repudiation 
and authenticity of the network. Cryptography is typically utilised to ensure the 
security of the blockchain is withheld [21]. 

Inclusion A blockchain network should promote the participation of any indi-
vidual with no discrimination. This essential characteristic can be achieved by elim-
inating the specific need for personal information such as the unique identity of a 
user [14]. 

3 The Emergence of Smart Contracts 

3.1 Improving the Traditional Contract 

Contracts are an essential aspect of legal-binding agreements. They are responsible 
for governing rights and duties among multiple parties. It achieves this by clearly 
defining the specific terms of agreements whilst depicting rewards and possible 
penalties. Traditional contracts are written or oral form. Challenges naturally arise 
in executing the agreements without enforcement, occasionally requiring litigation 
[22]. As a result, there is unnecessary consumption of valuable resources. The novel
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concept of smart contracts has been introduced to address this challenge by ensuring 
compliance with a contract [23]. It can achieve automatic and impartial execution due 
to its inability to be revoked or stopped. These revolutionary contracts are intended 
as complementary tools to improve the judicial system progressively and should be 
used in synergy with traditional contracts [24]. 

3.2 The Inner Workings of Smart Contracts 

Smart contracts are executable computer programmes that are typically deployed on 
blockchain ledgers [25]. They reliably enforce the terms of contracts by making usage 
of independent and distributed nodes. By eliminating intermediaries, ancillary costs 
(from administration and services) and potential risks of tampering can be signifi-
cantly reduced [26]. Various benefits naturally arise from utilising these contracts, 
primarily improved computational input, predictability and security. Smart contracts 
are utilised for three essential purposes. Firstly, they rigorously enforce contractual 
terms. Secondly, they eliminate the need for an intermediary by enabling a reliable 
and unbiased interaction. In doing so, a cost-benefit arises. Lastly, they ensure that 
the moral integrity of both parties is upheld [27]. 

A smart contract is guaranteed to act in the same manner and is auto-executable. 
It achieves this by transferring the contract terms into software capable of auto-
matically executing once all conditions have been adequately met [22]. Necessary 
conditions are continuously monitored with advanced algorithms and sophisticated 
sensors. The usage of programming logic promotes impartiality in its execution, 
whereas traditional contracts rely on human judgement. Impartiality is achieved by 
incorporating programming languages characterised by uniform computational logic 
and successful execution regardless of external factors. Furthermore, the consensus 
algorithms employed on distributed blockchains mitigate the potential risks from 
deliberate manipulation or false contract execution. The shared database enables key 
nodes to validate the conditions and actions of the contract [28]. 

3.3 Operational Phases in Smart Contracts 

There are four operational phases when considering generic smart contracts from 
a practical perspective. These distinct phases can be classified as search, negotia-
tion, performance and post-performance incentives. During the search phase, parties 
discover and survey each other. This phase is followed by negotiation, which entails 
creating the agreed-upon terms and conditions of the contract. The committed parties 
then proceed to the performance phase. During this phase, performance is ensured by 
managing collaterals such as money, service, guarantee or product. In the previous 
phase, post-performance incentivising is performed by rating the opposing party. 
This phase is necessary for promoting the desirable outcome and can be achieved
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with a specific control structure—the structure assists in predicting the contract’s 
outcome dynamically. 

3.4 Smart Contract’s Lifecycle 

Four stages can describe a smart contract’s lifecycle: creation, deployment, execu-
tion, and completion [29]. In the creation stage, negotiation is performed among 
parties to determine the contract’s terms. These terms are then transferred into the 
software before validating by the parties. The finalised smart contract is stored on 
a blockchain is the subsequent stage, and digital assets related to the contract are 
frozen. The execution stage occurs after that, which entails evaluating the conditions 
of the contract and automatically executing the contract when compliance has been 
fulfilled. Lastly, the state of the contract is updated with the digital assets released to 
the appropriate parties. 

4 Demand Management Through Energy Markets 

4.1 The Need for Localised Energy Trading 

Increasing demand for sustainable energy usage has led to more significant adoption 
rates for renewable energy sources in distribution networks. Energy management 
systems are therefore necessary to counter the intermittence of renewable energy 
[30]. Peer-to-peer (P2P) energy management is a promising approach as it offers 
more considerable flexibility and convenience than traditional approaches such as 
centralised and multi-agent management [31]. P2P energy trading encourages more 
significant interaction between energy suppliers, consumers and prosumers. Power 
system users are incentivised to explore alternative forms of energy production. As 
a result, the penetration of renewable energy in a power network can be increased, 
improving the stability and efficiency of a network. Sophisticated bidding strategies 
can further be employed to optimise profitability and service delivery in these markets 
as proposed in [32]. 

4.2 Technical Barriers Hindering P2P Trading 

Numerous technical barriers hinder P2P trading systems. One of the most prominent 
barriers is the rigidness of traditional distribution networks. These networks cannot 
accommodate bidirectional energy flow [33]. Furthermore, centralised network 
configurations result in users accessing the power network at different sections
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[31]. Active distribution networks can overcome these barriers. These controllable 
energy systems accommodate distributed power generation, energy storage, and 
bidirectional energy flow [34]. Incorporating energy hubs can further enhance the 
involvement of energy ecosystem participants by interconnecting energy producers, 
prosumers, and consumers. Energy hubs accommodate the multi-generation nature 
of energy markets [35]. Multiple energy carriers in energy markets can be optimally 
coordinated within these hubs through stochastic and probabilistic approaches as 
described in [36] and [37], respectively. These game-theoretic approaches enhance 
the viability of integrated energy markets in energy hubs whilst presenting an 
opportunity for risk aversion. 

5 Blockchain Technology in Energy Markets 

5.1 Present Research Development 

Blockchain technology can address the concerns of energy monopolisation and lack 
of transparency in energy exchanges. The technology can enable peer-to-peer energy 
exchanges in a decentralised manner [38]. It can facilitate energy exchanges in a 
secure, unbiased and reliable manner [39]. The concept of peer-to- peer (P2P) energy 
trading through blockchain technology has been implemented in a Brooklyn micro-
grid located in New York. A framework for developing an efficient energy market in 
a microgrid has been proposed in [40]. Upon evaluation of the Brooklyn microgrid, 
it was partially compliant with the framework. 

A wide variety of blockchain solutions are being developed at the moment. A 
blockchain selection procedure has been proposed in [11] to assist organisations 
in determining which technology is best suited to their needs. A layered approach 
to protocol integration is recommended in complex systems requiring scalability, 
decentralisation, and practicality. Layer 1 protocols represent the base architecture 
of networks, whereas layer 2 operates on layer 1 to improve the functionality and 
interoperability of the system [41]. This layered approach has been incorporated 
into a novel sharing system [42]. The blockchain ecosystem consists of a blockchain 
(layer 1), lightning network (layer 2) and smart contracts (layer 2). Specialised solu-
tions are also being developed. For instance, a novel decentralised digital currency 
(NRGcoins) has been proposed in [43]. The currency has been developed to improve 
the feasibility and reliability of open currency exchange markets by employing a 
hybrid machine-learning algorithm. There is a concentrated focus on deploying 
smart contracts for peer-to-peer energy markets facilitated on blockchains [44]. 
Smart contracts, commonly de-ployed by centralised power management systems, 
are incorporated to automate the transfer of funds in the network [45]. A blockchain 
system was proposed in a study of a game theory model, including energy storage 
demand-side management [46]. A consortium blockchain based on Zig-Ledger was 
developed as a rudimentary technological framework for energy exchanges. Smart
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contracts containing energy bids were then manually deployed on the blockchain. The 
system can be improved through the implementation of a decentralised application. 

A modest energy offer-based blockchain solution, without smart contracts, can 
also be employed for smaller-scale systems such as the one discussed in [47]. 

Furthermore, energy markets are being established, with public blockchains 
predominant. This approach presents a challenge to the supervision capabilities of 
power organisations as users can freely interact with the system. In addition, personal 
data is exposed. On the other hand, energy management performed on consortium 
blockchains addresses concerns of exposure privacy at the risk of malicious nodes 
registering false accounts and entering the system. A private blockchain system can 
address these concerns whilst enabling reduced communication delays; however, 
there is centralisation. An example of this approach has been deployed on a Hyper-
ledger Fabric [31]. Another application of a private blockchain, built through Multi-
Chain, is explored in [22], with a machine-to- machine transaction management 
method proposed. 

5.2 Conceptual Simulation of a P2P Energy Exchange 

The concept of blockchain technology in facilitating a simplified energy exchange 
between an arbitrary prosumer and consumer is simulated on MATLAB. The algo-
rithm has been adapted from the pseudocode provided in [48] to account for insuf-
ficient consumer eWallet balances. The capability of the smart contract is evaluated 
by modelling the contract’s terms as a function as depicted in Fig. 2. The smart 
contract successfully coordinates energy exchange transfers and balance updates for 
two scenarios—an energy surplus and an energy deficit. A summary of the simulation 
results is provided in Table 1.

6 Conclusion 

Blockchain technology possesses the potential to revolutionise the digital age. In 
synergy with smart contracts, blockchains enable applications to be facilitated in 
a transparent, reliable, and immutable environment. The present research devel-
oped has been focused on modest applications from a predominantly transactive 
perspective, as demonstrated in the conceptual simulation performed on MATLAB. 
With more significant integration efforts, Blockchain technology can enable fully 
autonomous and decentralised energy ecosystems. Recommended opportunities 
for research are in the decentralisation of energy scheduling, intellectual property 
control, licensing, maintenance management, power flow monitoring, power quality 
regulation and resource management.
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Fig. 2 Methodology for simulating a P2P energy exchange on MATLAB 

Table 1 Simulation results under various energy conditions 

Time interval (ms) 0 <  t < 1 1 <  t < 2 2 <  t < 3 3 <  t < 4  

Energy condition Excess Deficit Excess Deficit Excess Deficit Excess Deficit 

Energy offer (kWh) 45.21 30.31 42.80 27.80 40.34 25.34 41.57 26.57 

Bid price (ZAR) 6.647 8.647 5.886 7.886 5.106 7.106 5.497 7.497 

Energy request (kWh) 32.60 32.60 31.40 31.40 30.17 30.17 30.79 30.79 

Consumer eWallet (ZAR) 783.30 738.80 598.40 519.50 444.40 339.40 275.10 140.20 

Prosumer eWallet (ZAR) 316.70 361.20 501.60 580.50 655.60 760.60 824.90 959.80 

Unsold energy (kWh) 12.60 0 11.40 0 10.17 0 10.79 0 

Unfulfilled energy (kWh) 0 2.395 0 3.598 0 4.832 0 4.214
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Performance of Nichrome/p-Si Schottky 
Diode 

Ekta Sharma, Reena Rathi, and Vamshi Krishna Dasarraju 

1 Introduction 

Metal-Semiconductor contacts are the base of all semiconductor devices which may 
be rectifying (Schottky) or Ohmic in nature. Schottky contacts have important appli-
cations like in high-frequency devices, high switching devices, metal base transistor, 
nuclear particle detector, varactor diode, temperature sensors (from cloud physics to 
harsh environment), gas sensors, etc. [1, 2]. For use in harsh environment like gas 
sensing applications, particle detection, temperature sensor, etc. a rectifying contact 
must be non-corrosive, antioxidant, easy to fabricate, compatibility with device and 
should be of low cost [3–6]. Additionally, the interface between metal and semicon-
ductor should be good so that device can give desired results. Various techniques have 
proposed to improve the interface between metal-semiconductor contacts [7–9]. 

Furthermore, contact should be proper because the accuracy of results depends 
upon M-S interface properties like their adhesion, reactivity and native oxide effect. 
Researchers discuss the problems associated with commonly used elemental metals 
as Schottky contact on silicon [1, 2]. Ageing effect, oxidation in open atmosphere 
and low-temperature reaction of Al excludes it for making good Schottky contact. 
While the drawbacks of gold as Schottky contact include diffusion of silicon into 
gold and its poor adhesion [10–12]. Although many metals like Ti, Cr was used as 
diffusion barriers but these do not provide satisfactory results. Pt was also used as 
Schottky contact metal, but it is costly and not compatible with the CMOS process. 

Silicides of many metals were also incorporated to make abrupt junctions, but 
they also have some problems associated with them. Cobalt silicide exhibit interface
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roughness problem which leads to junction leakage. Moreover, high temperature is 
required for the formation of the CoSi2 phase, which affects the redistribution of 
activated implanted impurities in material [12]. Additionally, Pd metal was found to 
be very reactive and forms amorphous silicide with silicon even at room temperature. 
A silicide interface is rarely having similar crystal matching to that of the silicon 
crystal structure without any stresses. Stress may cause cracking of the layer. When 
compositions of silicides of Hf, Zr, Mn, Ni, Rh approaches nearly equal to silicon, 
barrier heights will decrease as compared to elemental metals. The same decrease in 
barrier height was observed with metals like Cr, Mo, Pt and W. Rare earth metals and 
their disilicides, needs an additional passivation layer to prevent their oxidation. Most 
of the transition metals like Mo, Ni, Cr, and Cu get oxidized in the open environment 
[2, 7, 13–17]. In order to probe metal-Silicon system more closely e.g., to control 
the barrier heights, making of shallow junctions and to understand chemistry of 
interaction of binary alloy systems with silicon, some alloys like NiPt, PtSi, PdSi, 
GdPt, GdV, PbEr, TiW, etc. have been also reported [18–23]. To the best of our 
knowledge, not much work has been reported on nichrome alloy as Schottky contact 
metal. Nichrome alloy has distinctive properties like antioxidant, non-corrosive, high 
thermal stability, low cost and device compatibility [16, 24, 25]. These properties 
may prove a milestone in future electronic devices used in harsh environment like 
gas sensing, particle detection, temperature sensing, etc. In this paper, nichrome 
alloy-based Schottky diode on p-type silicon wafer was fabricated by using E-beam 
deposition process. Electrical characteristics of fabricated diodes were explored on 
the basis of space charge limiting current, Poole- Frenkel and Ohmic conduction 
mechanisms. 

2 Experimental 

Initially, p/p+-Si<100> epitaxial wafer with resistivity 2±0.2 ohm-cm were used for 
fabrication of Schottky diode. Before metal deposition, wafers were degreased using 
warm TCE, Acetone and Methanol. Furthermore, wafers were cleaned using standard 
RCA cleaning technique, in which organic and inorganic contaminants removed by 
NH4OH:H2O2:H2O (1:1:5 volume at 600 °C) and HCl:H2O2:H2O (1:1:6 volume 
at 85 °C) solutions, respectively. Subsequently, silicon wafers were given a dip in 
5% HF solution to remove native oxide. For making Schottky contact, nichrome 
wire having composition Ni-80 wt%:Cr-20 wt %was used as a source. Nichrome 
wire was turned into a circular shape and placed into crucible within the e- beam 
chamber. A vacuum of the order of 2 × 10−7 Torr was maintained using ion pumps 
and subsequently, nichrome was evaporated using e-beam. Diodes of different sizes 
i.e., 0.5 mm were fabricated by using a metal mask. The film thickness of nichrome 
was measured using Tally Step and came out approximately 2 μm. For making 
Ohmic contact, a composite layer of Ti/Au was deposited on the backside of the 
silicon wafers. Current–Voltage (I–V) characteristics of the diode were measured
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Fig. 1 A schematic of the 
fabricated 
Nichrome/p-Silicon 
Schottky diode 

using Keithley 236 I–V analyzer at room temperature. A schematic representation 
of fabricated Nichrome/p-silicon Schottky diode has been depicted in Fig. 1. 

3 Results and Discussion 

The forward bias electrical characteristics of nichrome/p-Si Schottky diodes were 
observed at room temperature and illustrated in Fig. 2a. The I–V characteristics were 
achieved by sweeping the DC bias voltage ranging from 0 to 0.6 V with a step of 
1 mV. The intercept and slope of the straight-line portion of semi-logarithmic J–V 
graph were used to determine barrier height and ideality factor. Values of the ideality 
factor of devices were observed to be greater than unity (η > 1), which means that 
there exists conduction mechanism other than thermionic emission. 

Fig. 2 a Current-voltage characteristics of nichrome/n-Si Schottky barrier diodes of size 0.5 mm 
in diameter. b Log (J) versus Log (V) characteristics of the device for investigation of current 
conduction mechanism



514 E. Sharma et al.

Many researchers have pointed out that non-ideality is a cause of Schottky emis-
sion, Pool-Frenkel mechanism, space charge limiting current, etc. [17, 26]. There-
fore, to describe the forward characteristics of diode; a logarithmic scale was used. 
The consistencies of curves were probed using power-law type relationship I ∝ Vm. 
Dominancy among the above-said mechanisms was interpreted in terms of value of 
power (m) of logJ-logV graph in Fig. 2b. 

When value of m = 1, Ohmic conduction mechanism will be dominated whereas 
m > 2 indicates space charge limiting current conduction mechanism. Furthermore, 
the value of m lies in between 1 and 2 implies that the conduction would be either 
by Schottky or Poole-Frenkel conduction mechanism. 

3.1 Conduction Mechanism in Fabricated Diode 

We have probed the prevailing dominancy of above said conduction mechanisms in 
p-type fabricated diode. Two linear regions were observed in logJ–logV curve of 
Nichrome/p-Si Schottky diodes of size 0.5 mm in diameter, shown in Fig. 2b. These 
regions were classified as the lower electric field region where the power is 1 < m < 
2 and other is the higher electric field region, where the power is m > 2. The value 
of m lies in between 1 < m < 2 in the lower electric field region implies that current 
conduction mechanism could be either by Schottky emission or by Poole- Frenkel 
effect. Theoretical calculated value of β was 1.1 × 10−5 for the Schottky effect and 
2.19 × 10−5 for the PF effect. 

The slope of Fig. 2b in the lower electric field region was found 1. It indicates 
that current conduction mechanism is Ohmic in nature, which is due to the presence 
of thermal equilibrium free charge carriers. Whereas, in the higher electric field 
region, the slope was found 1.51, which implies that current conduction mechanism 
could be either by Schottky emission or by Poole-Frenkel effect. The experimentally 
calculated value of β comes out to be 2.75 × 10−5 for 0.5 mm diameter diode 
size which shows that current conduction is due to the PF effect. The experimental 
values of β for both the diodes are in close agreement with theoretically calculated 
values of β in the PF conduction mechanism. These results indicate that the common 
mechanism of current conduction among p-type silicon Schottky diode is ohmic in 
the lower electric field region and PF in the high electric field region. This gives 
impression that there are deep defect states present within the reference material due 
to dirt, swirl in substrate, misfit dislocations, oxygen, carbon, etc. [2, 27]. These defect 
states may be contributed in the re-emission of charge carriers via Poole- Frenkel 
effect in the low electric field region. In high electric field region, the concentration of 
charge carriers will be very high, and starts filling up the shallow trap states. These 
shallow traps present near semiconductor-metal interface will limit the current to 
flow via space charge limiting current [28].
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4 Conclusion 

Anti-oxidant, anti-corrosive and low-cost nichrome (Ni-80 wt%:Cr-20 wt%) alloy-
based Schottky on p-type silicon diode was successfully fabricated and character-
ized. It requires no extra adhesive layer and found compatible with standard silicon 
fabrication technology. Nichrome film was deposited using the e-beam evaporation 
metallization system. In fabricated Schottky diodes, it was observed that there exist 
two regions namely the low electric field region and the high electric field region. The 
slopes of LogJ-LogV graph reveal that in low electric field region, current conduction 
mechanism will be ohmic whereas in high electric field region, conduction mecha-
nism will be PF limiting current. These curves conclude that there exist some deep 
level defects states in reference material, which emits charge carriers in low electric 
field via Poole-Frenkel conduction. In high electric field regions, charge carriers will 
be very high due to Poole-Frenkel emitted and electrode injected charge carriers. 
These carriers will contribute in current conduction in the high electric field region 
via space charge limiting current. 
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Behaviour of SiC Schottky Diode 
Temperature Sensors in 200–600 K 

Jaya, Bhavya Sinhmar, Vamshi Krishna Dasarraju, and Sudhir Dalal 

1 Introduction 

To attain best quality and yield, the electronic devices demand for best monitoring 
of temperature levels. In integrated circuits (ICs), real-time monitoring of tempera-
ture at critical locations helps in predicting the failure of vital parts of the system in 
a timely fashion, which ultimately reduces the maintenance cost and even damage 
to the system. To lessen the industrial influence on environment, energy efficiency 
and explicit temperature control provides the optimum research area which exerts 
increasing demands from temperature sensors. All monitoring applications, demand 
for temperature sensors disregarding their probed settings. Therefore, the basic need 
of industrial sector is reliable, precise and accurate temperature sensors. Their tech-
nological advancement needs the development of sturdy, low-cost reproducible and 
easily ICs integrated temperature sensors [1–3]. 

Owing to their quick response time, broad range of temperature and good accuracy, 
thermocouples are preferred for stunning temperature sensing. Common industrial 
working conditions include strong vibrations, high heat, erosion (cetera), corrosion, 
etc., which collectively decreases the thermocouple dependability and limit their 
lifespan [4]. Looking into above needs, temperature sensors based on commonly 
used semiconductors like Si, GaAs, etc., have been developed and implemented in 
various applications [5, 6]. However, extreme environments like space exploration
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missions, terrestrial applications, etc. needs broad temperature operational and radi-
ation robust temperature sensors. Low working temperature and susceptibility to 
radiation damage exclude the applicability of conventionally semiconductor-based 
(i.e., Si, GaAs, etc.) sensors in above mentioned applications. 

Utilization of wide bandgap semiconductors like SiC, GaN, diamond, etc. has 
suggested as an alternative. However, owing to advancement in the crystal quality as 
well as ease of access in the market makes SiC of utmost importance. It has a wide 
range of excellent properties, such as a wide band gap, a high thermal coefficient, 
a low intrinsic carrier concentration, a high breakdown electric field, and a high 
chemical inertness, making it a promising candidate for use in extreme environments. 
As a consequence, researchers are continuously working on the development of SiC-
based various devices and their improvement in their performance [1, 3, 5, 7–11]. 
Recently, Schottky diodes are developed and the most cost-effective devices among 
all SiC fabricated devices, with significant commercial purposes in power and sensing 
applications [2, 4, 12–15]. Higher switching performance, power density, efficiency 
and lower system costs, ease of fabrication are just a few benefits that make Schottky 
diodes of prime interest in temperature sensing applications. SiC Schottky diodes are 
therefore good candidates for high-temperature monitoring in challenging industrial 
environments because of their simple structure, extremely small size, low cost, ease 
of fabrication. Reported literature reveals that SiC-based SBD temperature sensors 
have been characterized at high temperature [2, 13]. However, a little attention is 
paid to their low-temperature behavior, which is imperative for their utilization in 
space exploration and terrestrial applications. Therefore, the present work reports 
thermal sensing characteristics of SiC-based Schottky diode temperature sensors at 
low temperatures i.e., in 200–600 K. The sensitivity value and stability is governed 
by forward behavior and parameter extraction. 

2 Device Design 

Simulation of devices gives useful information about devices that cannot be predicted 
in real-time. The atlas module of SILVACO TCAD software facilitates the design of 
the device and its simulation for getting electrical characteristics, which gives more 
insight into physical behaviour in the device under operation. This software has the 
capability of modelling various devices made up of crystalline to amorphous mate-
rials and dc and ac characteristics, etc. This tool is having a bunch of semiconductor 
equations to model various phenomena in the devices. Using the above capabilities, 
accurate modelling of any device can be performed. Moreover, the exactness of the 
findings depends on the correctness of the parameter inputs. The main parameters in 
the present work are the bandgap of SiC, its intrinsic carrier concentration, mobility 
of electrons and holes, electron affinity, permittivity, doping of the substrate, device 
dimensions, diffusion lengths, etc. A schematic representation of the simulated struc-
ture in the existing work is depicted in Fig. 1. The structure contained a substrate, 
which is selected as n+ SiC in the present work, with a height of 20 µm and doping
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Fig. 1 Schematic of the 
fabricated device with 
dimensions. The material 
parameters are as per 
purchased wafer 

of 1 × 1018 cm−3. The top layer on the substrate is an epitaxial layer or drift layer 
with a thickness of 10 µm having a doping of = 5 × 1014 cm−3. The Schottky 
metal in the present work was chosen of metal having work function 5.1 eV. The 
main parameters for dielectric are its permittivity and thickness as these parameters 
impact reverse breakdown voltage mainly. The backside contact was made as an 
ohmic contact. For SiC, following parameters have been used; band gap = 3.2 eV, 
electron affinity = 4.12 eV, Schottky metal work function = 4.8 V, permittivity = 
9.6, conduction band density of states = 1 × 1019 cm−3, valence band density of 
states = 1.2 × 1019 cm−3 and the temperature T = 300 K. Numerous models like 
FD statistics, Selberherr impact ionization, SRH and Auger recombination, parallel 
and concentration field-dependent mobility, etc. have used. 

3 Results and Discussion 

The forward bias characteristic of the designed device has been shown in Fig. 2. It  
can be seen in Fig. 2 that the forward voltage drop in the device is decreasing with 
increasing the temperature. Moreover, the current is increasing exponentially within 
applied voltage range. 

Fig. 2 Current–voltage 
characteristics of the 
fabricated device within 
specified temperature range
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Fig. 3 Semi-logarithmic 
current–voltage plot of the 
fabricated device within 
specified temperature range 

The corresponding semi-logarithmic forward bias current–voltage characteristics 
of the fabricated sensor, within a specified temperature range, are shown in Fig. 3. 
The linearity in the low bias range of Fig. 3 reveals that thermionic emission current 
flow mechanism dominates over other current conduction mechanisms. Moreover, 
at high-bias regions, the curves start bending which reveals that the series resistance 
effect comes into play. 

It is shown in Fig. 3 that at current transportation it started at lower bias as 
temperature is increasing. Such temperature-dependent current transport is discussed 
in terms of thermionic emission model as [16, 17]: 

I f = Isexp

(
q
(
V f − I f Rs

)
ηkT

)
(1) 

where 

Is = AA∗T 2 exp
(
q𝝫b 

kT

)
(2) 

is the saturation current in the device. 
In Eqs. 1 and 2, Rs is the series resistance of the device, K is the Boltzmann constant 

(1.38 × 10–23 J/K), T is the measurement temperature, q is the electronic charge, A 
is the Schottky contact area of the device and A∗ is the effective Richardson constant 
(146 A/cm−2 K−2). Moreover, ï and𝝫b are the ideality factor and the device’s barrier 
height Barrier height and ideality factor are important device characteristics whose 
values and stability are intrinsically related to the technological process. The slope 
and intercept of linear ln at each temperature investigated (J) versus V plots can be 
determined. Rearranging Eq. (1) for forward voltage

(
V f

)
will give rise to: 

V f = η𝝫b + I f Rs + 
ηkT  

q 
ln

(
I f 

AA∗T 2

)
(3) 

Equation (3) shows that current forward voltage or on-voltage is inversely depen-
dent on the temperature. The same trend is followed by fabricated devices at elevated
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Fig. 4 Variation in the  
forward voltage (Vf ) as a  
function of temperature at 
specified current levels 

temperatures as shown in Fig. 3. Using Fig. 3, the variation in forward voltage with 
temperature, at specified current levels (i.e., 20 to 1 µA) is measured, and shown in 
Fig. 4. 

It is shown in Fig. 4 that forward voltage is almost a linear function of temperature 
at each selected current level, which shows their relevancy for use in temperature 
sensing. Analytically, the absolute value of the thermal sensitivity of the fabricated 
sensor can be expressed as [13]: 

|S| =
||||dV  f dT

|||| =
||||ηK q

[
ln

(
I f 

AA∗T 2

)
− 2

]|||| (4) 

Experimentally, the thermal sensitivity of the fabricated sensor is determined 
using the slope of forward voltage drop versus temperature (see Fig. 4) and shown 
in Fig. 5. 

As shown in Fig. 5 the thermal sensitivity of the fabricated sensors is increasing 
with a decrement in the measurement current level, which is in accordance with 
Eq. 4. Moreover, the maximum value of the sensitivity is calculated as 3.27 mV/K 
at 0.1 µA. These results suggest the applicability of silicon carbide-based Schottky 
diode thermal sensors in low-temperature applications. It can be seen in Fig. 4 that the 
thermal sensitivity is not perfectly linear within measure current range. Such findings 
have been excellently described [16, 17] in terms of barrier height inhomogeneties

Fig. 5 Absolute values of 
thermal sensitivity of the 
sensor at selected current 
levels. The thermal 
sensitivity is increasing with 
measurement current level 
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exist at the interface of fabricated Ni/4H-nSiC Schottky barrier diode temperature 
sensor. The nanometer-sized patches exist at the interface of fabricated device impede 
the flow of charge carriers at low current levels and hence forward voltage does not 
as it should be. Researchers currently focusing on development of techniques to 
improve the interface of SiC based Schottky structures [6, 8, 18]. On the other hand, 
at high current and temperature levels, existence of more charge carriers in higher 
energy states will facilitates the variation in forward voltage drop with temperature. 
Therefore, the forward voltage variation with temperature will follow the thermionic 
emission model. 

4 Conclusions 

In conclusion, SiC Schottky diode thermal sensor has been fabricated. Its current– 
voltage characteristic has been acquired in temperature range varied from 200 to 
600 K. The device showed exponential increase in current with applied voltage. 
Moreover, the forward voltage drop showed decrement with increasing of tempera-
ture. It worth mention here that the forward voltage drops of the device found varying 
linearly with temperature. The absolute values of sensitivity of the fabricated devices 
are found increasing with decreasing the measurement current levels in the devices. 
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Investigation on Trench Edge 
Termination in SiC Based Power Device 

Reena Rathi, Ekta Sharma, and Vamshi Krishna Dasarraju 

1 Introduction 

The medical, transportation and industrial sector of modern life has increased demand 
for high frequency and voltage devices. The conventionally used silicon- based 
devices in the above-said applications have reached their maximum potential. So, 
SiC, Ga2O3, GaN, diamond, etc., have come into the picture which are wide bandgap 
semiconductors [1–3]. Their performances are far better than silicon counterparts for 
implementation in the abovementioned applications. Moving forward, the current 
agenda is to increase the performance and reliability of wide bandgap semiconduc-
tors [4–15]. Instead of easy availability of SiC in the market, it provides high crystal 
quality which makes it a strong candidate in comparison to other materials for its 
use in devices with high power and frequency [16]. SiC is an artificially fabricated 
crystalline compound, made up of atoms of silicon (Si) and Carbon (C). Thermal 
conductivity (3–5 W/cm °C), breakdown electric field (2.6 × 106 V/cm), band gap 
(3.3 eV), high saturation electron velocity (2.7 × 107 cm/s) and high stability are 
some significant features of SiC which ascribes to its usage in the manufacturing of 
numerous devices [5, 7, 8, 17]. Furthermore, SiC can be leveraged to manufacture 
devices of high power accompanying thin and heavy doped drift layers due to its 
high breakdown electric field strength [5, 8]. The minority charge carrier storage 
gets reduced by using these thin drift layers and also these increase the switching 
frequency of SiC-based bipolar devices. The properties like wider bandgap and high 
thermal conductivity of SiC have steered the growth of high temperature (i.e., up to 
350 °C) and power efficient operational devices. As a consequence, SiC materials
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can be used to fabricate lightweight, cost efficient and compact devices [17, 18] The  
most mature among existing power devices is a Schottky diode (SD) [19]. These 
devices do not have minority carrier storage issues, and thus are best suitable for fast 
switching action [20–22]. The vertical Schottky diodes have high power capability 
than lateral structures as in former ones; there is a complete backside ohmic contact 
which facilitates high current capability [23]. However, the electric field congesting 
at the boundaries of the SDs generates a reliability issue. Due to the lower area on 
the border of the SDs, the electric field has been observed very high as compared to 
the rest of the device, which owes to the congestion of electric field there. 

Moreover, the existence of edge electric fields in devices leads to early break-
down of the device at lower applied fields on the reverse bias. The most common 
area of interest is along the periphery of the device, where the electric field is high 
compared to an area beneath the junction. Minimization of such high electric fields 
at the periphery of the junction is known as edge termination. Without edge termi-
nation, the breakdown in the device is roughly ~20% of the ideal value. There have 
been various strategies adopted to minimize the edge terminations in the devices 
[24]. For SiC and GaN, different techniques have been developed to minimize the 
fields at the edges of the gadgets, like ion implantation, field plate, guard rings and 
selective swift heavy ion irradiation [6, 11–15, 24]. Nevertheless, many issues are 
afflicted with existing techniques for SiC For instance, without using any additional 
photolithography step, the guard ring can be easily achieved. In spite of it, lower 
blocking voltage efficiency, higher surface electric field and intensified width of the 
edge can be accomplished by this technique. While junction termination extension 
technique (JTE) can be executed, it requires the dopant activation procedure that 
considerably constricts the process window. Moreover, in order to reduce the edge 
effect in gadgets, ion implantation induced field limiting ring was employed [25–29]. 
Anyhow, the manufacturing process of FLR get complexed due to mask formation 
for ion shielding, the requirement of multiple beam ion implantation and supple-
mentary procedures like ion activation at high temperature. Primarily, a specific 
thermal treatment is necessary to achieve a cleaned surface devoid of any impurity. 
Various research groups have mentioned multiple floating rings, trench and bevel 
JTE as alternatives to edge effect alleviating methods. Nevertheless, a compara-
tively larger edge width is required for these techniques. In essence, straightforward 
and cheap technology is the need of the hour for creating high power devices [1, 
30–32]. Furthermore, interface of the device also plays major role in determining 
the breakdown characteristics of the device. Researchers are putting efforts towards 
improvement in the interface of the SiC based devices [33–35]. 

Additionally, advancements in current technology need low-cost and high area 
efficient devices. It has been reported that trench termination is the most effective and 
area-efficient structure in edge termination. Therefore, this work optimized the trench 
parameters of the SiC-based SDs to get maximum breakdown voltage. The device was 
simulated using Silvaco TCAD software. The trench was designed at the boundary 
of the gadget under discussion. The trench was filled with a dielectric material and 
simulated for maximum breakdown voltage. Additionally, the unterminated devices 
were also simulated and compared with terminated ones.
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2 Device Structure 

Simulation of devices gives useful information about devices that cannot be predicted 
in real-time. The atlas module of the software SILVACO TCAD facilitates the design 
of the device and its simulation for getting electrical characteristics, which gives more 
insight into physical behavior in the device under operation. This software has the 
capability of modelling various devices made up of crystalline to amorphous mate-
rials and dc and ac characteristics, etc. This tool is having a bunch of semiconductor 
equations to model various phenomena in the devices. Using the above capabilities, 
accurate modelling of any device can be performed. Moreover, the exactness of the 
findings depends on the correctness of the parameter inputs. The main parameters in 
the present work are the bandgap of SiC, its intrinsic carrier concentration, mobility 
of electrons and holes, electron affinity, permittivity, doping of the substrate, device 
dimensions, diffusion lengths, etc. [34]. A schematic representation of the simulated 
structure in the existing work is depicted in Fig. 1. 

The structure contained a substrate, which is selected as n+ SiC in the present 
work, with a height of 20 μm and the doping of 5 × 1019 cm−3. The top layer on the 
substrate is an epitaxial layer or drift layer with 10 μm thickness having a doping 
of = 5 × 1016 cm−3. The Schottky metal in the present work was chosen of metal 
having work function 4.8 eV. The designed trench is of dimension 10 μm width 
and 300 nm height. SiO2 is the dielectric which is used to fill the trench. The main 
parameters for the dielectric are its permittivity and thickness as these parameters 
impact reverse breakdown voltage mainly. The backside contact was made as an 
ohmic contact. For SiC, the following parameters have been used; band gap = 3.2 eV, 
electron affinity = 4.12 eV, Schottky metal work function = 4.8 V, permittivity = 9.6, 
density of states of conduction band = 1 × 1019 cm−3, density of states of valence

Fig. 1 Schematic of the manufactured device with dimensions. The parameters of the material are 
as per purchased wafer 
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band = 1.2 × 1019 cm−3 and temperature T = 300 K. Numerous models like FD 
statistics, Selberherr impact ionization, SRH and Auger recombination, parallel and 
concentration field-dependent mobility, etc. have been used. Moreover, the meshing 
of the device was selected cautiously so that it does not lead to misguiding results. 
Additionally, the mesh spacing was chosen as a smooth variation to minimize the 
solution convergence issue in the device [34]. 

3 Results and Discussion 

Figure 2 depicts the potential profile in the un-terminated gadget. It is shown in 
Fig. 2a at point A, the potential is at extreme, which is the edge of the device. Owing 
to this high potential, the electric field will also be very high there as shown in the 
graphical representation of Fig. 2a. Such extreme electric field will avail energy to 
the free charge carriers, which caused an increase in impact ionization. As a result of 
this, avalanche breakdown happens in the device and the device will breakdown as 
lower reverse voltages. It must be mentioned here that in real devices, other factors 
like defects in the material could also cause premature breakdown of the devices. 
However still, the edge effect caused breakdown dominates. In case of un-terminated 
devices, the breakdown voltage was obtained as 160 V. 

To lessen the edge electric field crowding in the device, the implemented trench 
termination strategy is shown in Fig. 1. Previous studies revealed that the dielectric 
material in the trench should be chosen such that the electric field does not exceed 
its breakdown strength. Therefore, a couple of dielectric materials have been used 
demonstrated with varying permittivity as reported in the literature and their break-
down is determined [30, 36–38]. In the present work, SiO2 is used due to maturity

Fig. 2. a The potential distribution in the unterminated device the with highest value at point A, 
which is the edge of the device and corresponding electric field has been shown in its inset; b The 
simulated value of breakdown voltage in unterminated device 
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Fig. 3. a The potential distribution in the edge terminated device with highest value at point A, 
which is the device’s edge and corresponding electric field (EF) has been shown in its inset. It can 
be seen that EF which was at point B previously has been shifted to point A after edge termination 
b The simulated value of the breakdown voltage in edge terminated device 

in its deposition and processing technology in the manufacturing industry. The used 
metal as a field plate will shift the high electric field at the edges away from it and 
the reverse breakdown voltage of the device is improved. Using above facts, the 
distribution of potential in the above-mentioned device is shown in Fig. 3. 

Figure 3 shows that using trench termination in Ga2O3, the potential at its corner 
“A” has been minimized compared to the un-terminated structure and shifted to point 
“B” which is inside the dielectric material: SiO2. This will lead to a minimization 
of crowding of the electric field at corners of the structure and increase the reverse 
breakdown voltage of the device as depicted in the inset of Fig. 3a. The simulation 
performed in this work estimated the reverse breakdown in the device as 640 V. 

4 Conclusion 

In conclusion, trench induced edge termination in SiC-based SDs have been inves-
tigated. The SiC-based SD are simulated with and without edge termination using 
Silvaco TCAD simulation software. The un-terminated device structures have shown 
maximum electric field at its edges, which leads to early breakdown of the device at 
160 V. However, with the SiO2 filled trench structures, the electric field at boundary 
of the structure is found relaxed. This leads to an increment in the breakdown voltage 
of the structure to 640 V. These findings reveal that the usage of the trench termi-
nation structures could be beneficial in decrement of edge width in structures and 
therefore the size of the structure.
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