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Abstract In this article, we describe our early efforts with sentiment analysis on 
tweets. This project is meant to extract sentiment from tweets depending on their topic 
matter. It utilises natural language processing methods to determine the emotion asso-
ciated with a certain issue. We used three different approaches to identify emotions 
in our study: classification based on subjectivity, semantic association and classifi-
cation based on polarity. The experiment makes advantage of emotion lexicons by 
establishing the grammatical relationship between them and the subject. Due to the 
unique structure of tweets, the proposed method outperforms current text sentiment 
analysis methods. 
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1 Introduction 

Twitter, a prominent microblogging site, enables users to publish tweets, or status 
updates, of up to 140 characters in length [1, 2]. These tweets often include personal 
opinions or sentiments about the issue being discussed. Sentiment analysis is a 
method for determining the user’s sentiment and opinion based on their tweets. User
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thoughts and views may be elicited in a more convenient manner than via question-
naires or surveys. The automatic extraction of sentiment from text has been the subject 
of a great deal of study. Using movie review domains and machine learning techniques 
(Naive Bayes, maximum entropy classification and support vector machine (SVM)), 
Pang and Lee [3–5] tested sentiment classification. Using SVM and unigram models, 
they were able to achieve an accuracy of up to 82.9%. However, as the performance 
of sentiment classification is context dependent, machine learning approaches have 
trouble distinguishing the emotion of text when sentiment lexicons with opposing 
sentiment are present. With minimum edits in graphs before sentiment classification 
using a machine learning technique, Pang and Lee [6] then offered the strategy of 
categorising texts only on their subjective content [7]. They began by determining 
whether or not the text included sentiment before determining whether or not the 
emotion was positive or negative. The accuracy was 86.4%, which was higher than 
in the previous trial. 

Machine learning and natural language processing (NLP) methods were also 
featured. The polarity of sentiment lexicons may be classified using NLP to char-
acterise the sentiment expressions connected with a certain subject. It is possible 
for NLP to categorise the sentiment of a text fragment rather than the whole text 
based merely on its subject [8]. In natural language processing, a feature extraction 
approach is applied. As well as collecting and correlating sentiment with certain 
topics, it can also extract topic-specific qualities, such as emotion, from any vocab-
ulary that includes it. Achieving an accuracy of up to 87% for online reviews and 
a 9139% for general web page and news item ratings, it beats machine learning 
methods. In order to produce a better result, this technique focused on the overall text 
and deleted particular problematic conditions such as confused words or sentences 
that lack emotion, for instance [9, 10]. 

For sentiment analysis of text, previous machine learning and natural language 
processing research may not be relevant to tweets because of their structural pecu-
liarities. Twitter sentiment analysis is unique from previous textual research in three 
ways: The size of the object. The maximum character count for a tweet is 140. 
Tweets are often only 14 words in length, and sentences are typically 78 characters 
long, according to research by Go and colleagues [11]. Sentiment analysis in tweets 
and text is separate since tweets are shorter in duration while text sentiment analysis 
focuses on long review articles 2. Easily accessible data. When comparing tweets with 
regular text, the amount of information is different. Pang and Lee [12–15] employed 
a 2053-word corpus for training and testing and categorised feelings using machine 
learning algorithms. But, for their work on Twitter sentiment analysis, Go et al. [16– 
18] gathered up to 15,000 tweets of sentiment. We can now collect tens of thousands 
or even millions of tweets for training thanks to the Twitter API. The sentence’s 
will give different verticals to various organisations. Acronyms, abbreviations and 
long sentences abound in tweets, resulting in a disjointed language. In addition to 
text, emojis, a URL, a photo, hashtags, punctuation and more may be included in 
the message. Since these components aren’t actual words that can be found in a 
dictionary or read and comprehended by a computer, they detract from the analysis
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process’s accuracy. Since robots are unable to understand informal languages, some 
method must be developed [19, 20]. 

To better understand how people communicate, researchers combined grammat-
ical analysis with word frequency analysis. Grammatical analysis looked at the struc-
ture of the text and established a relationship between the emotion lexicons and the 
subject in order to tie them to the topic [21, 22]. There has been a significant leap 
forward in sentiment analysis for short colloquial texts because older techniques 
were unable to identify sentiment accurately. In spite of the fact that it didn’t need 
any supervised teaching, this method boosted previous job accuracy by 40%. The 
goal of this project is to provide a mechanism for analysing the sentiment of tweets in 
relation to a certain topic. Many pre-processing methods were used to reduce noise 
from tweets and show them in a more formal language. It is possible to determine 
the sentiment of tweets by analysing the content of the tweets and using natural 
language processing to detect and categorise the sentiment of the tweets. Tweets 
will be labelled as either positive or negative or as neutral as possible. Here is the 
remainder of the essay: Sect. 2 provides an overview of the proposed system’s archi-
tecture and the test data set. When comparing a suggested system’s performance to 
that of current tools, Sect. 3 analyses the experimental data, and Sect. 4 summarises 
the work’s conclusion. 

2 Overview of Framework 

This section explains the architecture of the proposed system. Tweets were retrieved 
from a Twitter database for the experiment. Each tweet was meticulously categorised 
as either positive, negative or neutral based on how it was received. As a way to eval-
uate the proposed system’s accuracy and precision, this set of tweets was employed. 
Pre-processing of the dataset was necessary before the suggested approach could be 
used to analyse the tweets. In order to ensure that robots can read and comprehend 
tweets, pre-processing is required. Sentiment classification may be used to determine 
the emotional tone of tweets after pre-processing. Subjectivity, semantic association 
and polarity are the three components of sentiment categorization. After determining 
whether tweets were subjective or objective, semantic association was utilised to find 
sentiment lexicons that were connected with the subject matter. Positive, negative 
or neutral emotion lexical categorization predicted whether tweets were positive, 
negative or neutral [23–25]. 

Data gathering more than 1500 tweets were manually tagged on Twitter and 
then extracted for this study. Tweets with the hashtag “Unifi” allude to a Malaysian 
telecommunications company. Furthermore, it is used to classify people’s emotions 
about it [26]. There are 345 tweets that are positive, 641 that are negative and 531 
that are neutral. The proposed method analyses tweets in order to predict future 
emotion. Alchemy API1 and Weka2 were used to analyse 1513 tweets for bench-
marking purposes. Alchemy API uses natural language processing to analyse senti-
ment, while Weka uses machine learning techniques to mine data. As far as machine
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learning methods go, we settled on Naive Bayes, decision tree (J48) and support 
vector machines. Raw and pre-processed tweets were both imported into Weka, and 
the results were compared to see how much of a difference pre-processing made. 
In Weka, features are extracted using an algorithm. Cross-validation was used to 
train and assess the data by selecting the top 100 terms and doing a tenfold cross-
validation. Results from Alchemy API and Weka were combined with the manually 
labelled tweets in order to calculate accuracy, precision, recall and F-measure B. 
Assembled proposal as seen in this graphic, the suggested system’s steps begin with 
pre-processing and culminate with sentiment classification [27–30]. 

Pre-processing is covered in Sect. 1, while the emotion classification approach 
is explained in detail in this section. Because most tweets are unstructured text, 
pre-processing is employed to organise and present them. It also helps machines 
better understand the content of the tweets [31–33]. Replace special symbols, extend 
abbreviations and acronyms and capitalise topics by removing URL and #hashtags 
[34]. 

For the sake of brevity, URLs and image links are not included in the text. There 
are no hashtags in this text to avoid confusion, as a hashtag may not be directly 
linked to the subject. By using words instead of specific symbols, the text processing 
process is made simpler. For example, ‘>’ is replaced with ‘greater’, and ‘&’ is 
replaced with ‘and’. Word-based sentiment analysis beat emoticon-based sentiment 
analysis in research on automatic sentiment analysis of Twitter messages. 

Because of this, emoticons in tweets are disabled. In order to make unstructured 
tweets more readable, it is common practise to abbreviate long words like ‘good’ 
to ‘good.’ Abbreviations, acronyms, and contractions have all had their letters and 
numbers increased in size. The phrase “I’m not going to work 2mr,” for example, 
may be expanded to mean “I’m not going to work the next day.” To make it easier for 
the machine to read and understand your text, you should utilise topic capitalization. 
Sentiment classification will be used to the processed tweets in order to forecast their 
sentiment. Sentiment Classification: The sentiment classification process is shown 
in Figs. 1 and 2.

(a) Subjectivity Classification: It is possible to categorise tweets into subjective or 
objective categories using subjective categorization. The programme analyses 
each tweet word by word to determine whether or not it contains any emotive 
language. The message will be classified as subjective if the phrase used in the 
tweet evokes either good or negative feeling. Otherwise, it will be objective, 
which is neutral. Alternatively, it will be subjective. A good example of this 
would be, “Come acquire an internet package” or “Come get a new internet 
plan.” The first tweet does not include a phrase that indicates an emotional 
rating. Objectivity and neutrality are assigned to it. The adjective “new” is used 
in the second tweet to convey positive feelings. Substantive association will be 
performed on the tweet before classifying it as subjective. 

(b) Semantic Association: In semantic association, grammatical linkages between 
the topic and sentiment lexicons are used to identify sentiment lexicons that are 
relevant to the subject. There are fewer rules to follow while composing a tweet
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Fig. 1 Sentiment classification flowchart 

Fig. 2 Processing of sentiment classification
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since they are shorter and more to-the-point. Adjectives and verbs are two types 
of sentiment lexicons that are often used in conjunction with a subject. Tweets 
[12] may provide first-person perspectives and side-by-by-side comparisons.

Using prepositions and conjunctions, emotion lexicons describe one or more 
topics in a direct opinion. In contrast, there are at least two subjects in an opinion, 
but the subjects are linked to the same emotional lexicons without the existence of a 
conjunction. They are connected. You may see “I love Unifi” as a simple statement 
at Alg. 1. If ‘I’ is the nominal subject and ‘Unifi’ is the direct object of ‘love’, then 
the illustration illustrates the relationship between the two. It is a straightforward 
statement, and this is how the majority of tweets are phrased. 

The bulk of grammatical connections show that verbs and adjectives are linked 
to the subject, as described earlier. ‘Unifi’ is the direct object of the attribute ‘love’ 
in this instance; thus, we must validate it. To summarise, the POS tag shows that 
“I,” “love” and “Unifi” are all nouns. “Love” will be classified as either positive or 
negative since it is a verb that connects with the subject of the sentence. 

It is important to look for grammatical patterns that are related to the subject 
matter: 

Adjective used to describe a subject (good Unifi finally upgrade the service). 
Adjective or verb that is attached to a noun or pronoun (happy when Unifi is 

recovered). 
Adverbs that describe the subject matter (Unifi speed is fine). 
Between it and the subject, there is an adjective with a preposition (fast like Unifi). 
Adjective with a preposition between it and the subject that is superlative in nature 

(let us face it Unifi is not the best but it is better than M). Verbs, adjectives or nouns 
used in connection with the subject matter (50% of my draughts are about Unifi to 
be honest). Adjectives and verbs that describe the subject matter (Unifi forever no 
lag). To invert an emotion, use a negate word in the adjective or verb (I do not want 
to uninstall Unifi). However, the sentence structure and grammatical connections of 
comparison opinion are unique. Algorithm 2 provides a comparative assessment of 
the concepts in the text. It is better than M. 

In this case, the nominal is used instead. Prepositions are used between the subject 
of ‘better’ and another word called ‘M’, and ‘Unifi’ is the object of comparison. For 
example, the adjective “Unifi is better” may be seen as a grammatical pattern, as 
can the preposition “better than” in the superlative adjective “better than M.” In 
this section, we will discuss polarity classifications. Polarity classification is used 
to classify tweets based on their subjective content. Sentiment lexicons related with 
certain topics are used to classify tweet sentiment. 

To provide an example, when someone says, “I love Unifi,” they are using the 
emotion lexicon. SentiWordNet reports that “love” gets a score of 0.625%. Because 
of this, we may conclude that “Unifi” is feeling happy and hence label the tweet as 
such [13]. 

Comparative opinion relies on the subject’s viewpoint. Even though the tweet 
‘Unifi is better than M’ includes two subjects—‘Unifi’ and ‘M’, the adjectival term 
“better” appears. When a comparative adjective precedes a topic, it expresses a
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different sentiment than the previous subject. Unifi will be scored positive in this 
circumstance since ‘better’ has a positive score of 0.825%, whereas M will be rated 
negative. 

Algorithm of Dependencies Type and POS Type of Direct Opinion 

Sentence I love Unfi  
Pos Tagging 
I/PRP 
love/VBP 
Unfi/NNP 
Parse 
(ROOT 
(S 
(NP (PRP I)) 
(VP (VBP love) 
(NP (NNP Unfi))))) 

Typed dependencies 
nsubj(love-2, I-1) 
root(ROOT-0, love-2) 
dobj(love-2, Unfi-3) 

Algorithm of Dependencies Type and POS Type of Comparison Opinion 

Sentence Unifi is better than M 
Pos Tagging 
Unifi/NNP 
is/VBZ 
better/JJR 
than/IN 
M/NNP 
Parse 
(ROOT 
(S 
(NP (NNP Unifi)) 
(VP (VBZ is) 
(ADJP 
(ADJP (JJR better)) 
(PP (IN than) 
(NP (NNP M))))) 

Typed dependencies, collapsed 
nsubj(better-3, Unifi-1) 
cop(better-3, is-2) 
root(ROOT-0, better-3) 
prep_than(better-3, M-5)
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3 Result and Discussions 

Findings have been summarised in an incoherent matrix of confusion. Both predicted 
and actual outcomes are recorded. Confusion matrix is of size l × l, where l is 
the number of different label values [6]. Positive, negative and neutral labels are 
employed in this research. We may calculate the accuracy, recall and F-measure 
scores by comparing the predicted results to the actual ones. 

Table 1 summarises the performance of the proposed system and the Alchemy API. 
With an accuracy of 59.85%, a precision of 53.65% and F-measurement of 0.48, the 
proposed system outperforms the Alchemy API. Alchemy API has an F-measure of 
0.43 and an accuracy, precision and precision of 58.87%. Since tweets have a different 
structure than ordinary text, Alchemy API may not be able to accurately analyse their 
sentiment. Algorithm performance is summarised in Table 2. Pre-processed tweets 
provide 64.95% accuracy, 66.54% precision and 0.57 in the F-measure, whereas raw 
tweets yield 58.67% accuracy, 60.44% precision and 0.48 in the F-measure. Even 
when using pre-processed tweets, it was able to outperform Naive Bayes and decision 
tree classifiers and come out on top in the end. According to Weka’s research, NLP-
based pre-processing greatly improves performance when compared to those that 
use raw tweets as a corpus. ‘Classifier accuracy, precision, and F-measure’ dropped 
on average by 2.09%, 5.23% and 0.10 in pre-processed tweets when trained and 
assessed. Alchemy API and SVM are contrasted in Table 3 based on their respective 
performance. The Alchemy API is beaten in general but not SVM. SVMs perform 
better when they are trained and tested on tweets that have been pre-processed. 
Consequently, the proposed system has to be improved to reach a greater degree of 
performance. 

Table 1 Result from proposed system and Alchemy API 

Proposed system Alchemy API 

Accuracy 59.85% 58.87% 

Precision 53.65% 40.82% 

F-Measure 0.48 0.43 

Table 2 Result from Weka using machine learning algorithm 

Naïve Bayes Decision tree Support vector machine 

Raw 
tweets 

Pre-processed 
tweets 

Raw 
tweets 

Pre-processed 
tweets 

Raw 
tweets 

Pre-processed 
tweets 

Accuracy 55.04% 60.58% 49.70% 57.60% 58.67% 64.95% 

Precision 47.47% 53.59% 44.05% 53.65% 60.44% 66.54% 

F-Measure 0.44 0.55 0.35 0.43 0.48 0.57
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Table 3 Summarised result 
for 3 different sentiment 
analysis tools 

Proposed 
system 

Alchemy API SVM 
(Pre-Processed 
Tweets) 

Accuracy 59.85% 58.87% 64.95% 

Precision 53.65% 40.82% 66.54% 

F-Measure 0.48 0.43 0.57 

4 Conclusion and Future Work 

There is a wealth of study on extracting emotion from tweets, owing to Twitter’s 
popularity as a social media site. We provide early findings for our proposed system, 
which incorporates natural language processing techniques to extract topic from 
tweets and classifies tweets’ polarity using sentiment lexicons linked with subject. 

SVM outperforms Alchemy API in the tests, while the proposed system exceeds 
Alchemy API. Research in this area will focus on ways to make sentiment analysis 
more accurate. The use of slang and misspelt words makes it difficult to derive 
emotion lexicons from tweets that haven’t been formalised beforehand. Due to the 
need for additional training data, pre-processing needs turning tweets into formal 
phrases, which is still inefficient. 
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