®

Check for
updates

Target-Side Language Model
for Reference-Free Machine Translation
Evaluation

Min Zhang®™, Xiaosong Qiao, Hao Yang, Shimin Tao, Yanging Zhao,
Yinlu Li, Chang Su, Minghan Wang, Jiaxin Guo, Yilun Liu, and Ying Qin

Huawei Translation Services Center, Beijing, China
{zhangmin186,qiaoxiaosong,yanghao30,taoshimin,zhaoyanqing,liyinglu,
suchang8,wangminghan,guojiaxini,liuyilun3,qinying}@huawei. com

Abstract. With the rapid progress of deep learning in multilingual lan-
guage processing, there has been a growing interest in reference-free
machine translation evaluation, where source texts are directly compared
with system translations. In this paper, we design a reference-free met-
ric that is based only on a target-side language model for segment-level
and system-level machine translation evaluations respectively, and it is
found out that promising results could be achieved when only the target-
side language model is used in such evaluations. From the experimental
results on all the 18 language pairs of the WMT19 news translation
shared task, it is interesting to see that the designed metrics with the
multilingual model XLM-R get very promising results (best segment-
level mean score on the from-English language pairs, and best system-
level mean scores on the from-English and none-English language pairs)
when the current SOTA metrics that we know are chosen for comparison.
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1 Introduction

Traditional automatic metrics for machine translation (MT) score MT output
by comparing it with one or more reference translations. Common such met-
rics include the word-based metrics BLEU [1] and METEOR |[2], and the word
embedding-based metrics BERTScore [3] and BLEURT [4]. However, reference
sentences could only cover a tiny fraction of input source sentences, and non-
professional translators can not yield high-quality reference translations [5].
These problems can be avoided through reference-free MT evaluation, mean-
ing that only source texts are used in MT output evaluation and they are directly
compared with system translations. Recently, with the rapid progress of deep
learning in multilingual language processing [6,7], a lot of reference-free metrics
have been proposed for such evaluation. Popovié et al. [8] exploited a bag-of-
word translation model for quality estimation, which sums over the likelihoods
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of aligned word pairs between source and translation texts. Specia et al. [9]
used language-agnostic linguistic features extracted from source texts and sys-
tem translations to estimate quality. YiSi-2 [10] evaluates system translations
by summing similarity scores over words pairs which are best-aligned mutual
translations. Moreover, by introducing cross-lingual linear projection, Lo and
Larkin [11] greatly improved the effect of YiSi-2. Prism-src [12] frames the task of
MT evaluation as one of scoring machine translation output with a sequence-to-
sequence paraphraser, conditioned on source text. COMET-QE [13,14] encodes
segment-level representations of source text and translation text as the input
to a feed forward regressor. Gekhman et al. [15] proposed a simple and effec-
tive Knowledge-Based Evaluation (KoBE) method by measuring the recall of
entities found in source texts and system translations. To mitigate the misalign-
ment of cross-lingual word embedding spaces, Zhao et al. [16] proposed post-hoc
re-alignment strategies which integrate a target-side GPT [17] language model.
Song et al. [18] proposed an unsupervised metric SentSim by incorporating a
notion of sentence semantic similarity.

In this paper, we find out that assessing system translation only with a
target-side language model could achieve very promising results. With a modified
sentence perplexity calculation for system translations, we design a reference-
free metric for segment-level and system-level MT evaluations respectively. And
then we test the performances of the two metrics on all the 18 language pairs of
WMT19 news translation shared task [19]. The experimental results demonstrate
that our metrics with the pretrained model XLM-R [7] are very competitive for
reference-free MT evaluations when compared with the current SOTA reference-
free metrics that we know.

2 Target-Side Language Model Metrics

A statistical language model is a probability distribution over sequences of
words [20]. Given such a sequence with m words, i.e., s = (wy,...,Wy), it
assigns a probability P(s) to the whole sequence, which is defined as:

m

P(s) = P(wy,...,wp) = [ [ Plwilws, ..., wi1). (1)

i=1

In order to overcome the data sparsity problem in building a statistical lan-
guage model, a common solution is to assume that the probability of a word
only depends on the previous n words. This is known as the n-gram model or
unigram model when n = 1. So the probability P(s) could be approximated as:

m m

P(s) = [[ Pwilwy, ..., wi1) = [ [ Plwilwi—n-ry, ., wia). (2)

i=1 i=1

With the advancements in deep learning [21], various neural language models
are proposed to use continuous representations or embeddings of words to make
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their predictions [6,22]. Typically, a neural language model is constructed and
trained as probabilistic classifiers for

P(w | context), for we V. (3)

That is to say, the model is trained to predict a probability distribution over the
vocabulary V', when some linguistic context is given.

In this paper, we adopt the masked language model [6] to design a reference-
free metric for segment-level and system-level MT evaluations respectively.

For segment-level evaluation where a single system translation sentence s is
provided, the metric SEG LM is defined as:

where m is the number of words in sentence s, w; is the i-th word in s, and
P(w;|s — w;) the probability of w; predicted by the masked language model
when w; is replaced by [MASK] in s.

It should be pointed out that the metric SEG LM is slightly different from
the log form of the sentence perplexity [20] (PPL), which is defined as:

1

log PPL =1 s
og (S) og P(’Ll)hn Z gPu)Z|w1,.. , Wi— 1) (5)

From the above definitions, it could be seen that the context for predicting
the probability of w; in PPL is different from SEG LM.
For system-level evaluation where a set of system translation sentences S is
given, the metric SY.S LM is defined as:
SYS LM(S)= Z SEG _LM(s), (6)

ses

[S]

which is the mean value of SEG LM scores on each sentence in S.

Although source texts are not considered in our designed metrics, the exper-
imental results on WMT19 in Sect. 3 will show that the metrics SEG LM and
SYS LM are very promising for both segment-level and system-level reference-
free MT evaluations.

3 Experiments

In this section, we evaluate the performance of our metrics SEG_LM and
SYS LM by correlating their scores with human judgments of translation
quality for reference-free MT evaluations. The pretrained multilingual model
XLM-R! is used as the masked language model for our metrics.

! https://huggingface.co/xlm-roberta-base.
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Table 1. Segment-level metric results for the into-English language pairs of WMT19

Metrics de-en |fi-en |gu-en |kk-en lt-en |ru-en |zh-en|Avg
sentBLEU | 0.056 |0.233 |0.188 |0.377 |0.262 | 0.125 |0.323 |0.223
LASIM —0.024 | - - - - 0.022 |- -
LP —0.096 | — - - - —0.035 | — -
UNI 0.022 10.202 |- - - 0.084 |- -
UNI+ 0.015 |0.211 | — - - 0.089 |- -
YiSi-2 0.068 |0.126 | —0.001|0.096 |0.075 |0.053 |0.253 |0.096
YiSi-2+CLP | 0.116 |0.271|0.249 |0.370 | 0.281 0.121 |0.340 | 0.250
SEG_LM 0.115 |0.265 |0.214 |0.135 |0.280 |0.120 |0.183 |0.187

Table 2. Segment-level metric results for the from-English language pairs of WMT19

Metrics en-cs |en-de en-fi | en-gu|en-kk | en-lt en-ru |en-zh| Avg
sentBLEU | 0.367 [0.248 | 0.396 | 0.465 |0.392 | 0.334 |0.469 |0.270 |0.368
LASIM - 0.147 |- - - - —0.240 | - -
LP - —0.119 | - - - - —0.158 | — -
UNI 0.060 1 0.129 |0.351 |— - - 0.226 |- -
UNI+ - - - - - - 0.222 |- -
YiSi-2 0.069 1 0.212 |0.239 |0.147 |0.187 |0.003 | —0.155|0.044 |0.093
YiSi-2+CLP | 0.299 1 0.329 |0.459 |0.512 |0.459 | 0.314 |0.078 |0.158 |0.326
SEG_LM 0.443 |1 0.343 |0.492|0.328 |0.301 |0.471|0.457 |0.297 | 0.392

Table 3. Segment-level metric results for the none-English language pairs of WMT19

Metrics de-cs | de-fr |fr-de | Avg

sentBLEU | 0.203 |0.235 |0.179 |0.206
YiSi-2 0.199 |0.186 |0.066 | 0.150
YiSi-2+CLP | 0.355 | 0.294 | 0.226 | 0.292
SEG_ LM 0.263 | 0.244 |0.198 |0.235

3.1 Datasets and Baselines

The source language sentences, and their system and reference translations are
collected from the WMT19 news translation shared task [19], which contains
predictions of 233 translation systems across 18 language pairs. Each language
pair has about 3,000 source sentences, and each is associated with one reference
translation and with the automatic translations generated by the participating
systems. In this paper, all the 18 language pairs in WMT19 are chosen for
reference-free MT evaluation.
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A range of reference-free metrics are chosen to compare with our metrics:
LASIM and LP [23], UNI and UNI+ [19], YiSi-2 [10] and YiSi-2+CLP [11],
KoBE [15] and CLP-UMD [16]. To the best of our knowledge, the above metrics
could cover most of the current SOTA metrics for reference-free MT evaluation.
Reference-based baseline metrics BLEU and sentBLEU [24] are selected as ref-
erences. It should be pointed out that only the results of our metrics SEG LM
and SYS LM are calculated in this paper, and the results of the other metrics
are from their respective papers.

3.2 Results

Evaluation Measures. Kendall’s Tau and Pearson correlations [19] are used
as measures for segment-level and system-level metric evaluations respectively.

Table 4. System-level metric results for the into-English language pairs of WMT19

Metrics de-en |fi-en |gu-en |kk-en |lt-en |ru-en  zh-en | Avg
BLEU 0.849 |0.982 |0.834 |0.946 | 0.961 |0.879 |0.899 |0.907
LASIM 0.247 |- - - - 0.310 |- -

LP 0.474 |- - - - 0.488 |— -
UNI 0.846 |0.930 |- - - 0.805 |— -
UNI+ 0.850 |0.924 |- - - 0.808 |— -
YiSi-2 0.796 |0.642 |0.566 |0.324 |0.442 | 0.339 |0.940 |0.578
YiSi-2+CLP | 0.898 | 0.959 0.739 |0.981 |0.935|0.461 |0.980 | 0.850
KoBE 0.863 |0.538 | 0.828 |0.899 |0.704 |0.928 0.907 |0.810
CLP-UMD |0.625 |0.890 | —0.060|0.993 0.851 1 0.928 0.968 |0.742
SYS LM 0.856 |0.932 |0.748 |0.696 |0.932 |0.869 | 0.480 |0.788

Segment-level Results. Tables1, 2 and 3 show the comparison results of the
metrics for reference-free segment-level evaluations on the into-English, from-
English and none-English language pairs of WMT19 respectively (Best results
excluding sentBLEU are in bold).

From Table1, it could be seen that the scores of our metric SEG LM on
the de-en, lt-en and ru-en language pairs are very close to the best values (only
0.001 gap). And as shown in Table2, our metric not only gets the best mean
score on the from-English language pairs, but also ranks first on 6 of all the
8 language pairs. The results in Table 3 show that our metric even gets better
scores on all the none-English language pairs than the reference-based metric
sent BLEU. Therefore, our metric SEG LM is very promising for segment-level
MT evaluation especially when the target-side language is not English.
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Table 5. System-level metric results for the from-English language pairs of WMT19

Metrics en-cs | en-de |en-fi |en-gu|en-kk | en-lt |en-ru |en-zh | Avg
BLEU 0.897 |0.921 |0.969 |0.737 |0.852 |0.989 |0.986 |0.901 |0.907
LASIM - 0.871 | — - - - 0.823 |- -

LP - 0.569 |- - - - —0.661 | — -
UNI 0.028 |0.841 |0.907 |- - - 0.919 |- -
UNI+ - - - - - - 0.918 |- -
YiSi-2 0.324 [0.924 |0.696 |0.314 |0.339 |0.055 |0.766 |0.097 |0.439
YiSi-2+CLP | 0.773 |0.963 | 0.906 |0.890 | 0.977 0.761 |0.473 |0.449 |0.774
KoBE 0.597 |0.888 |0.521 |-0.340 | 0.827 | —0.049 |0.895 |0.216 |0.444
SYS LM 0.896 | 0.978 | 0.941 | 0.683 |0.897 0.919 |0.819 |0.959 | 0.886

Table 6. System-level metric results for the none-English language pairs of WMT19

Metrics de-cs | de-fr |fr-de | Avg

BLEU 0.941 | 0.891 |0.864 |0.899
YiSi-2 0.606 |0.721 |0.530 |0.619
YiSi-2+CLP | 0.860 | 0.853 |0.461 |0.725
KoBE 0.958 | 0.485 | —0.785|0.219

SYS LM 0.885 |0.902 | 0.778 |0.855

System-level Results. Tables4, 5 and 6 illustrate the comparison results of
the metrics for reference-free system-level evaluations on the into-English, from-
English and none-English language pairs of WMT19 respectively (Best results
excluding BLEU are in bold).

As shown in the into-English results of Table 4, our metric SY.S LM again
gets scores very close to the best values on the fi-en and 1t-en language pairs. The
results in Table 5 demonstrate that our metric gets the best mean score and 5 best
scores on all the 8 from-English language pairs. Meanwhile, the results in Table 6
show that SYS LM gets better scores than the SOTA metric YiSi-2+CLP on
the system-level evaluations, although it does not outperform YiSi-24+CLP on
the segment-level evaluations, as shown in Table 3. In addition, SY'S LM gets
the best mean score on the none-English language pairs. Overall, the experi-
mental results demonstrate that our metric SY'S LM is very competitive for
system-level MT evaluations when the current SOTA metrics that we know are
involved for comparison.

3.3 Discussion

In this section, an explanation for why target-side language model works is pro-
vided. For segment-level evaluation where the input is a source sentence s and a
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system translation sentence t, we design metrics to estimate the true probability
P(t|s). According to the conditional probability formula, we could have:

P(s[t)P(t)

log P(t|s) = log P(s)

= log P(s|t) + log P(t) — log P(s). (7)

The target-side language model is mainly to approximate the second term
log P(t), and when there are no much differences in the first term log P(s|t), our
target-side language model metric works for MT evaluation.

4 Conclusion

In this paper, a reference-free metric designed only with a target-side language
model is proposed for segment-level and system-level MT evaluations respec-
tively. With the pretrained multilingual model XLM-R as the target-side lan-
guage model, the performances of our metrics SEG_LM and SYS LM are
evaluated on all the 18 language pairs of WMT19. The experimental results
show that our metrics are very competitive (best mean score of segment-level
evaluations on the from-English language pairs, and best mean scores of system-
level evaluations on the from-English and none-English language pairs) when
most of the current SOTA reference-free metrics are chosen for comparison. Fur-
thermore, the reason why the target-side language model works is discussed. The
fusion of our metrics and other metrics that are for the first term log P(s|t) in
Eq. 7 will be our future work.
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