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Abstract. Quality Estimation is a task aiming to estimate the quality
of translations without relying on any references. This paper describes
our submission for CCMT 2022 quality estimation sentence-level task for
English-to-Chinese (EN-ZH). We follow the DirectQE framework, whose
target is bridging the gap between pre-training on parallel data and fine-
tuning on QE data. We further combine DirectQE with the pre-trained
language model XLM-RoBERTa (XLM-R) which achieves outstanding
success in many NLP tasks in order to improve performance. With the
purpose of better utilizing parallel data, several types of pseudo data are
employed in our method as well. In addition, we also ensemble several
models to promote the final results.
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1 Introduction

Machine translation quality estimation (QE) is the task of providing an estimate
of how good or reliable the MT is without access to reference translations [15].
QE plays an important role in many real applications of machine translation. A
representative example is machine translation post-editing (PE). Although the
quality of machine translation for many language pairs has improved, most of the
machine translations are still far from publishable quality. Therefore, a common
practice for including machine translation in the workflow is to use machine
translations as raw versions to be further post-edited by human translators [9].
However, post-editing low-quality machine translations spends more effort than
translating from scratch [4] when QE can further improve post-editing workflows
by offering more informative labels including, potentially, not only the words that
are incorrect but also the types of errors that need correction [15].

Traditional QE methods make use of some hand-craft features, which are
time-consuming and expensive to get [10]. Later, researchers try to generate
automatic neural features by applying neural networks [1,14]. However, there
are still serious problems as to the fact that QE data is scarce which limits the
improvement of QE models. The Predictor-Estimator framework proposed by
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Kim et al. [7] is devoted to addressing this problem, and under this framework,
bilingual knowledge can be transferred from parallel data to QE tasks. The
remaining drawback is that data distribution between parallel data and QE data
differs. Cui et al. [2] propose the DirectQE method in order to bridge the gaps
between pre-training on parallel data and fine-tuning on QE data. Nowadays,
large-scale pre-trained language models have been widely applied in QE models
[8], but DirectQE is not corporated with the pre-trained model which gives us
insight into combining the two well-performing models.

This paper introduces our sentence-level quality estimation submission for
CCMT 2022 in detail. We submit a model combining DirectQE with the pre-
trained language model XLM-R for the first time. Therefore, on the one hand,
the gaps between parallel data and QE data are bridged. On the other hand, the
pre-trained models are well utilized in QE models. Furthermore, we try different
pseudo data strategies from several aspects, including data generation and data
tokenization which help us make full use of the parallel data consequently. Even-
tually, basic averaging ensemble and neural ensemble are used to get a better
result.

2 Methods

2.1 Existing Methods

DirectQE. The DirectQE framework mainly contains two parts, the generator
which is trained on parallel data to generate pseudo QE data, and the detector
which can be pre-trained and fine-tuned with the pseudo data and real QE data,
respectively, with the same object.

The generator of DirectQE is trained on the masked language model con-
ditioned on source X. During the training procedure, for each parallel pair X,
Y , DirectQE randomly masks 15% tokens in Y and tries to recover them. Then
DirectQE predicts these masked tokens by sampling strategies according to the
generated probability in the procedure of generating pseudo data. The annotat-
ing strategy is simple, it annotates the generated token as ‘BAD’ if it is different
from the original one and the sentence-level score is the ratio of ‘BAD’ tokens.

The detector jointly predicts the word-level tags and sentence-level scores. It
pre-trains on the pseudo QE data first and then fine-tunes on the real QE data
with the same training object.

DirectQE obtained the state-of-art results when it was published.

QE BERT. QE BERT [8] uses the pre-trained model BERT (multilingual) [3]
for translation quality estimation and contains two steps which are pretraining
and fine-tuning separately. QE BERT further pre-trains BERT on parallel data
on only the masked language model task and uses multi-task learning. In addi-
tion, the QE method based on pre-trained cross-lingual language model XLM
[12] was proposed in [6].
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2.2 Proposed Methods

Our proposed method contains two stages: generator and detector. The generator
can be subdivided into two types, including a Transformer-based generator and
an NMT-based generator. Figure 1 and Fig. 2 show the complete procedure of
our methods with the Transformer-based generator and NMT-based generator
separately.

Generator. The generator is trained to generate pseudo data with the use
of parallel data. DirectQE adopts Transformer [16] as a generator. It functions
as a word-level rewriter and is used to produce a pseudo translation with one-
to-one correspondences according to the reference. In our method, we do not
only adopt Transformer but also adopt a neural machine translation (NMT)
as a generator, called Transformer-based generator and NMT-based generator
separately. Furthermore, we try to use a Transformer-based generator to generate
pseudo data at token-level and at bpe-level to eliminate the bias coming from
the aspect of word tokenization.

Fig. 1. Complete procedure with Transformer-based generator

Transformer-Based Generator. This part is similar to the generator in the orig-
inal version of DirectQE. Given a parallel sentence pair, we randomly replace
some tokens in reference with a special tag [MASK] and force the Transfomer-
based generator to recover the masked tokens. Pseudo data is annotated accord-
ing to the comparison between recovered tokens and their standard tokens. Dif-
ferent from DirectQE, we sample the tokens according to the token generation
probability to better determine the location where the errors in translations most
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likely occurred. Therefore, many recovered tokens may just be the same as the
standard tokens causing that actual replacement ratio far below the mask ratio.

Fig. 2. Complete procedure with NMT-based generator

NMT-Based Generator. Given the parallel data, we first train a standard NMT
model and use the NMT to generate target translations from the source sen-
tences. After getting the translations, pseudo tags and scores are calculated by
TERCOM [5] tool. Because the translations may be significantly different from
the reference ones, the NMT-based generator is difficult to get trustworthy labels.
However, this method can generate pseudo data whose distribution is consistent
with real QE data that may complement the drawback of pseudo data generated
from the transformer-based generator.

Detector. The detector contains two stages: pre-training and fine-tuning.
Pseudo QE data generated by the generator from parallel data is used for pre-
training. The pretraining task aims to jointly predict the tags O′ at the word level
while predicting the scores q′ at the sentence level. The pretraining objectives
of word-level Jw and sentence-level Js are just the same as DirectQE:

Jw

(
X,Y′, o′

j

)
=

|O′|∑

j=1

log P
(
o′
j | X,Y′; θ

)
(1)

Js (X,Y′, q′) = log P (q′ | X,Y′; θ) (2)

The object of the fine-tuning procedure is a little bit different from pre-
training for the reason that word-level labels are not provided in real QE data.
Therefore, only sentence-level scores are predicted at the stage of fine-tuning.
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In DirectQE, the detector encodes the source sentence with self-attention to
obtain hidden representations and predicts word-level tags from the last encoder
layer at the target side as well as sentence-level scores. Different from this, the
detector in our method uses the XLM-R pre-trained language model as a basic
framework, while the transformer is used in DirectQE.

We concatenate the source sentence with the pseudo target sentence as a
joint input. For sentence-level scores, the standard method of XLM-R uses the
token corresponding to the first special token [CLS] of the last layer, and we
instead combine the average representations of all the layers with the last layer
representation as a mixed feature to predict the scores.

3 Experiments

In this section, we will display the details of our experiments, including the
dataset, hyper-parameters, the performance of single models, and so on.

3.1 Dataset

QE Dataset. All QE triplets (SRC, MT, HTER) that we use come from the
CCMT 2022 QE task, and the language direction EN-ZH that we participate in
consists of 14789 training data (TRAIN) and 2826 development data (DEV).

Parallel Dataset. Parallel data is transformed into pseudo data in the form of
QE triplets to pre-train the XLM-R model. We use an additional 10,000,000 out
of all 20,305,269 parallel sentences from the WMT 2020 QE task and actually
do not make use of parallel data provided by the CCMT QE task.

3.2 Settings

Metrics. The main metric of the quality estimation sentence-level task is Pear-
son’s Correlation Coefficient. Mean Absolute Error (MAE) and Root Mean
Squared Error(RMSE) will be considered as metrics as well.

Hyper-parameters. For the transformer-based generator, we set the mask
ratio to 45% and the average HTER score of the pseudo data is approximately
16% - 18%. Except for the above, other sets are the same as the original DirectQE
model. For the NMT-based generator, an inverse sqrt learning rate scheduler is
used to adjust the training learning rate and set dropout to 0.3. As to the part
of the detector, the XLM-R-large is used, and all the parameters are updated.

Tokenize. We first use jieba to tokenize the Chinese dataset. In the step of the
generator, we use BPE [13] to tokenize both the source and target sentences,
while in the step of detector SentencePiece [11] is used to tokenize the sentences
for XLM-R model. The step of BPE is set to 30,000, and we use all tokens after
tokenization.
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3.3 Single Model Results

The results of single models are shown in Table 1. Pure-XLMR refers to the
model that makes no use of both generator and parallel data but only uses real
QE data. All models that, with the help of parallel data, use 3,500,000 parallel
data expect that Transformed-based (10 million) uses 10 million parallel data.
Similarly, all models train the model on the token level, but Transformed-based
(bpe level) trains on the bpe level.

Table 1. Single model results of the CCMT 2022.

Method Pearson MAE RMSE

Pure-XLMR 0.5544 0.0917 0.1367

NMT-based 0.5624 0.0901 0.1349

Transformed-based 0.5969 0.0871 0.1320

Transformed-based (10 million) 0.6138 0.0854 0.1297

Transformed-based (bpe level) 0.5847 0.0891 0.1340

It is clear that the Pure-XLMR model without parallel knowledge does not
get better performance compared to other models. Meanwhile, models combining
DirectQE with pre-trained language model XLM-R perform best, and with more
data and with token level can get better results.

3.4 Ensemble

We try two different ensemble methods at the sentence level. The averaging
ensemble is the simplest ensemble method that averages all the results from
model outputs. Neural ensemble refers to that we gather all the HTERs of both
training datasets and development datasets from all of the models described
above. Then we train a simple neural network model that learns to use these
HTER values to predict the golden HTER values.

The ensemble results are shown in Table 2, and we can see that the neural
ensemble result slightly outperforms the other one at the sentence level.

Table 2. Ensemble model results of the CCMT 2022.

Ensemble method Pearson

Averaging 0.6219

Neural result 0.6294
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3.5 Analysis

In this section, we will discuss the influence of the mask ratio in the pseudo
data generation procedure. We set the mask ratio to 15%, 30%, 45%, 45%*2 and
45%*3. The 45%*2 means two 45% pseudo datasets are concatenated as one
pseudo data to avoid the bad effects of the high mask ratio, meanwhile, 45%*3
is similar. The corresponding average HTERs of the pseudo data are about 5%,
10%, 16%, 27%, and 36% separately. The results are shown in Fig. 3.

As we can see, the best result corresponds to 16% average HTER. Coinciden-
tally, the average HTER of the real QE data is approximately 16% as well. The
average HTERs above that get the results of a slight decrease and the average
HTERs below that decline more obviously.

Fig. 3. QE performances according to different average HTERs

4 Conclusion

This paper describes our submissions for the CCMT 2022 Quality Estima-
tion sentence-level task. Our systems are based on DirectQE architecture and
built upon the Fairseq framework. To leverage the successful large-scale pre-
trained language model, we make a combination of the high-performing Direc-
tQE method and XLM-R pre-trained model for the first time. We also take
advantage of various forms of pseudo data to better make use of parallel data
for further improvements at the same time. Experiments show that the proposed
method is effective. Eventually, we use base and neural ensemble methods to get
our final results.
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