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Preface

This book contains papers presented at the International Workshop “New Approaches
for Multidimensional Signal Processing-NAMSP 2022 which was carried out during
July 07-09, 2022 at the Technical University of Sofia, Bulgaria. The workshop
was also part of the “Days of Science” at the Technical University of Sofia, orga-
nized in collaboration with the Research and Development Sector at TU-Sofia,
Bulgaria. The workshop was supported by the Bulgarian National Science Fund
(BNSF) and the Ministry of Education and Science of Bulgaria. Co-organizers of
NAMSP 2022 were Interscience Research Network (IRNet) International Academy
Communication Center, China; Deenbandhu Chhotu Ram University of Science and
Technology, Murthal, Haryana, India, and Interscience Institute of Management and
Technology-Bhubaneswar, India. In the workshop, authors participated from China,
India, Romania, USA, Egypt, Brazil, Japan, Hungary, and Bulgaria.

The book comprises 23 chapters, divided into the following three groups:
Multidimensional Signal Processing (seven chapters), Applications of Multidimen-
sional Signal Processing (eight chapters), and Applications of Blockchain and
Network Technologies (eight chapters). The aim of the book is to present the latest



< Preface

achievements of the authors in the processing and analysis of multidimensional
signals and the related applications, to a wide range of readers: IT specialists,
engineers, physicians, Ph.D. students, and other specialists.

Sofia, Bulgaria Roumen Kountchev
Sofia, Bulgaria Rumen Mironov
Kobe, Japan Kazumi Nakamatsu
August 2022
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Multidimensional Signal Processing
and Applications—New Approaches

Roumen Kountchev! (g), Rumen Mironov!, Ivo Draganovl,

and Roumiana Kountcheva?

! Technical University of Sofia, 8 Kliment Ohridski Blvd., 1756 Sofia, Bulgaria
{rkountch, rmironov, idraganov}@tu-sofia.bg
2 TK Engineering, Sofia, Bulgaria

Abstract. This chapter is a short introduction in the contemporary approaches
aimed at the multidimensional processing and analysis of various kinds of signals,
investigated in related research works, which were presented at the Third Inter-
national Workshop “New Approaches for Multidimensional Signal Processing”,
(NAMSP), held at the Technical University of Sofia, Bulgaria in July 2022. Some
of the works cover various topics, as: moving objects tracking in video sequences,
automatic audio classification, representation of color video upes 2-level tensor
spectrum pyramid, etc., and also introduce multiple applications of the kind: anal-
ysis of electromyography signals, diagnostics of COVID based on ECG, etc. Short
descriptions are given for the main themes covered by the book, which comprises
the following three sections: multidimensional signal processing; applications of
multidimensional signal processing, and applications of blockchain and network
technologies.

Keywords: Multidimensional signal processing - Tensor decomposition - Deep
learning - Blockchain - Medical decision support - Audio classification -
Paraconsistent logic - Deep faith network model - Ant colony

1 Introduction

In contemporary life, multidimensional signal processing covers all signal processing
performed in complicated systems and networks in manufacturing and development. As
far as multidimensional signal processing is a subset of signal processing, it has its own
specifics in sense that it deals specifically with data of more than one dimension [1].
Typical examples in this area are the multi-sensor radar information, medical imagery,
surveillance systems, big data databases, satellite multi-view and multispectral images,
etc., which use multiple sensors to sample signals and form images by manipulating
the obtained signals [2, 3]. These specifics imply the use of more complex algorithms,
compared to 1D and 2D cases. As a result, one of the big topics of the present day is
the development of new efficient methods and algorithms which utilize the natural high
correlation and information redundancy existing in multidimensional signals. Together
with the application area widening, the number of various new techniques and theories,

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
R. Kountchev et al. (Eds.): NAMSP 2022, SIST 332, vol. 332,, pp. 3-9, 2023.
https://doi.org/10.1007/978-981-19-7842-5_1
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aimed at the efficient processing and analysis of such information, is increasing signifi-
cantly, covering more and more areas and applications. One of the basic mathematical
forms used for the efficient representation of multidimensional signals and data, are
multidimensional tensors [4, 5]. By using various decomposition methods, each mul-
tidimensional tensor could be represented as a weighted sum of first-order coefficients
(tensors), arranged in accordance with their weight lessening, after which the small
members are neglected. In result, the multidimensional signal processing is transformed
to processing of a limited number of first-order tensors, whose weights are higher than a
preset threshold value, imposed by the application. Combined with the methods for NN
[6] deep learning, tensor decomposition methods became a powerful tool for efficient
analysis and processing of multidimensional signals and data in systems for medical
decision support [7, 8], object and situation recognition [9, 10], etc. Based on this, and
other related approaches, together with original ideas and implementations, significant
number of applications and solutions are presented in this book, in such areas as homoge-
neous and heterogeneous protocols to maximize the lifetime of wireless sensor network
for precision agriculture, smart logistic warehouse management with IOT, development
of intelligent traction system for bulk cargo terminal and many others.

2 Main Topics Presented at NAMSP’22

In this book, some new aspects are presented in the processing of multidimensional
signals of various kind. The book chapters are divided into three sections: (1) Multidi-
mensional signal processing; (2) Applications of multidimensional signal processing;
and (3) Applications of blockchain and network technologies.

Section 1 comprises 7 chapters, including this one. In chapter “Video Tracing of
Moving Objects by Fusing Three-Term Decompositions”, new algorithm is offered for
moving objects tracking in video sequences, based on three-term decompositions. The
analyzed input video is modelled as a 3-way tensor and over it are applied separately: 3-
way-decomposition, Motion-assisted matrix restoration, Robust motion-assisted matrix
restoration and Alternating direction method of multipliers. The results obtained for the
moving objects detection make the proposed algorithm applicable in fields such as video
surveillance, vehicle traffic control, crowd monitoring and others. In chapter “Deep
Learning Approaches for Classroom Audio Classification Using Mel Spectrograms”,
new approach for automatic audio classification of classroom activities, aimed to support
the training in science, technology, engineering, and mathematics (STEM), is proposed.
For this, various approaches for deep learning are used for classroom audio classifi-
cation (such as for example, the convolution neural network, and the long short-term
memory (LSTM)). In the presented research, the models of three kinds of class activi-
ties are evaluated, defined as “single voice”, “multiple voice” and “no voice”, based on
classroom recording. The model is trained on the Mel spectrogram extracted from the
recorded audio. Highest accuracy of 97% is acknowledged for the 2D Convolutional
Neural Network. In chapter “Tensor Spectral Pyramid for Color Video Sequences Rep-
resentation, Based on 3D FO-AHKLT”, new structure is introduced for representation of
video sequence of RGB frames. For this, the RGB components are first transformed into
tensors, which after unfolding are represented in the reduced vector space. To realize this,
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2-level tensor spectrum pyramid (2LTSP) is used, based on the 3D frequency-ordered
adaptive hierarchical KLT (3D FO-AHKLT). The new structure ensures high energy con-
centration of the transformed tensor into small number of spectrum coefficients, whose
calculation needs operations of low computational complexity. The 3D FO-AHKLT is
executed in three sequential stages and in each, the input tensor is transformed into
a vector with different spatial orientation: horizontal, vertical or lateral (in time). The
analysis of the computational cost of 2LTSP and its comparison with the closest decom-
positions H-Tucker and Tensor Train shows that it decreases together with the vector size
growth. Also, there is proved that 2LTSP based on the 3D adaptive fast Walsh—-Hadamard
transform additionally reduces the needed calculations number. The main advantages
of the new structure are its flexibility in respect of the reduced coefficients number in
the sequential decomposition levels, the lack of iterative calculations and the low com-
putational complexity. In chapter “Electromyography Signal Acquisition, Processing,
Optimization and Its Applications” the contemporary approaches for features extraction
and analysis of Electromyography Signals (EMG) are discussed, aimed at their efficient
processing, and classification. The approach is based on the development of optimiza-
tion methods so that to achieve high accuracy in detection of stress and anomalies in
biomechanics and movement. In chapter “Research on the Radar Signal Classification
Method Based on the Deep Faith Network Model”, a method is introduced for classi-
fication of radar signals based on the Deep Faith Network Model. Combined with the
basic concept analysis of deep learning with multi-layer structure of the hidden layer,
this approach is aimed at the detection of the hidden features of data in the construction
of multi-layer neural network model. As a result of the investigation, a reliable method
for radar signal classification is developed. In chapter “Measuring Machine Intelligence
Using Black-Box-Based Universal Intelligence Metrics”, the metrics for evaluation of
the complicated artificial intelligent (AI) systems intelligence regarding their ability to
solve difficult problems are studied, and are presented reliable and accurate intelligence
comparisons between such systems. The most important property of the intelligence
metrics is its universality imposed by the diversity of the already developed complex
intelligent systems. In the research are presented black-box-based intelligence metrics,
which can also treat and evaluate such aspects as intelligence changeability and extreme
intelligence (manifestation of extremely low or high intelligence in various situations).
The offered universal black-box-based machine intelligence metrics is a new tool aimed
to support the intelligent systems developers, because it is not influenced by the existing
architecture diversity.

Section 2 comprises 8 chapters. At the top of the list (chapter “COVID Detection
Using ECG Image Reports: A Survey”), is a survey of a group of research works dedi-
cated to the opportunity for diagnostics of COVID disease by means of electrocardiogram
(ECG) image reports. The idea is to detect symptoms and changes in the ECG peaks
and intervals. In addition are presented another techniques also used for ECG reports
analysis and aimed at the COVID detection. The main limitations and future trends of
the investigation are illustrated and outlined very well and is shown that the ECG image
report is close to the acceptable level in the COVID disease detection. The conclusion is
that ECG reports analysis ensures high efficiency, which in many cases surpasses other
similar protocols. In the next chapter “Disease Detection Techniques in Plants: Transition
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from Manual to Automation” are analyzed methods for plants disease detection, based
on the use of neural networks with deep learning, as AlexNet, DenseNet, ResNet, VGG
and GooglLeNet CNN. The results obtained through modeling of these architectures with
various datasets show that the last-mentioned CNN ensures accuracy of 99% for plant
disease detection. In chapter “On Applying Gradient Based Thresholding on the Canny
Edge Detection Results to Improve the Effectiveness of Fuzzy Hough Transform for
Colonoscopy Polyp Detection Purposes”, the possibilities for efficiency enhancement
of the fuzzy Hough transform aimed at the detection of polyps in colonoscopy images,
preprocessed with Canny operator, are investigated. The presented algorithm was tested
for three open-access databases of colonoscopy images. For this, the authors first define a
general threshold for the gradients classification. The modeling results show that it is not
possible to define a normalized database-independent threshold which to be used to elim-
inate the useless edges in the images. Chapter “Development of IoT Indoor Monitoring
System for Independent Elderly” is pointed at the need for the development of intelligent
monitoring system at home, which to support lonely old people. In this work, an IoT
Indoor monitoring system for the independent elderly which allows families to feel at
ease even in remote locations, is presented. In chapter “Improving the Process of Evalu-
ating User Stories Using the Paraconsistent Annotated Evidential Logic Et”, a model for
validation of user story (technique used in agile methods to elicit requirements) using the
Para-analyzer algorithm, based on the Paraconsistent Annotated Evidential Logic Et,
is introduced. For this, an investigation based on flexible methods was carried out with
a team of researchers. The presented model utilizes the favorable and contrary proofs
for each criterion INVEST as input variables. The implemented mathematical model
supports decision making and serves as an instrument assisting teams, product owners,
managers, etc. In the experimental part, four user stories were analyzed by nine experts,
which evaluated the criteria for each of them. The interpretation of the experts evalua-
tions was done on the basis of global analysis in the unit square of the Cartesian plane,
where were shown the degrees of favourable/contrary evidence detected. The introduced
research demonstrates the ability of the Evidence Noted Paraconsistent Logic Et con-
cepts to validate and present perspectives on dealing with situations of uncertainty and
inconsistency. In chapter “Neural Network Algorithm Applied in Electrical Engineering
Automation”, on the basis of the advantages of Al technology applied in the automa-
tion of electric equipment diagnostics, is empirically investigates new algorithm based
on RBF neural network. The final simulation results show that the algorithm not only
permits to identify quantitatively the equipment characteristics, but also—to improve
the condition evaluation. The presented application algorithm can accurately identify
the feature quantity of the state in the simulation experiment, which proves that it can
also complete the learning in judging the new state types. In chapter “Truss Structure
Optimization Design Based on FE-PSO-SQP Algorithm”, one new Particle Swarm Opti-
mization (PSO) algorithm is offered, in which are overcome the problems related to its
low computational accuracy, relatively slow convergence and bad population varieties
in the following calculation of the model. To overcome all this, and also—to solve better
the problem with the structure optimization, is developed the algorithm FE-PSO-SQP,
which combines PSO with the algorithms for Sequential Quadratic Programming (SQP)
and Finite Element (FE). A set of programs was developed for the ANSYS software.
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For the case when the independent program is used for the simulation calculation of
the truss structure optimization, obtained results show that the algorithm FE-PSO-SQP
has faster convergence and higher computation accuracy, compared to these of the basic
algorithm FE-PSO. In chapter “Practice System of Ant Colony Optimization Algorithm
in Business Administration”, new approach for business administration optimization is
offered, which can also improve the practical work efficiency and reduce the work pres-
sure faced by the industrial and commercial departments. The presented idea is based on
the PSO algorithm combined with Ant Colony Optimization (ACO). The new approach
was tested experimentally and the obtained results confirm the suggested achievements.

Section 3 comprises 8 chapters. The first one there (chapter “Literature Review of
Smart Contracts Using Blockchain Technology”) is a survey on the use of Blockchain
technologies in various areas, as cryptocurrency, smart contracts, etc., which is a result of
its decentralised and digitally distributed peer-to-peer network featuring elevated speed,
efficiency and security. Nowadays, Blockchain offers contemporary solutions for con-
tracts management by consensus mechanism, scalability and reliability on ‘off-chain’
resources. The presented work is focused on rectifying bugs and cybersecurity attacks,
such as (for example) re-entrancy attacks with utilization of vaults, GHOST protocol,
Bitcoin-NG, botnet C&C command, ERLAY protocol, bug prevention tools like Oyente
and SolidiFi and fuzzing tools like ReGuard and Contract-Fuzzer. Chapter “A Compre-
hensive Study of 5th Generation Scheduling Algorithms” is a survey on the the key points
of 5th Generation (5G) communication technology, the basic concepts of the 5G network
concepts, its architecture for both standalone and non-stand-alone mode, different exist-
ing scheduling algorithms used in 5G, namely Proportional Fair (PF), Modified Least
Weighted Delay First (MLWDF), Exponential Proportional Fair (EX-PF), Frame Level
Schedular (FLS), Round Robin (RR) and also—a detailed review on various scheduling
algorithms anticipated by great number of researchers. This work points out scheduling
areas in which improvement is required and the analysis can provide better results in the
form of a new strategy. Chapter “A Comparative Analysis of Homogeneous and Hetero-
geneous Protocols to Maximize the Lifetime of Wireless Sensor Network for Precision
Agriculture” is focused on the Wireless Sensor Networks (WSN) which contain big num-
ber of battery-powered Sensor Nodes (SN). As a result of the fact that SN are battery-
operated and the power source cannot be replaced, is implied the objective to maximize
the network lifetime by choosing some low energy path using energy-efficient protocols,
so that at the end, the path which needs lowest energy, to be detected. Multiple use of a
low-energy part can result in battery discharge for SN in the area and as a sequence—to
the creation of energy holes, because all SN in the neighborhood are “dead”. The aim
is to choose a protocol which to prolong the WSN lifetime through including all SN
in the process. The approach is based on the proposed Heterogeneous Energy Efficient
and Reliable Routing (HEERR), which is an advanced version of the Distributed Energy
Efficient Clustering (DEEC) protocol. The comparison with other hierarchical routing
techniques proves that HEERR not only enhances the network lifetime but also increases
the throughput. Besides, the authors cleared that the heterogeneous approach is more
reliable and energy efficient than the homogeneous approach. Chapter “The Integration
Development and Upgrading Path of Industry 4.0 Architecture Industrial Engineering
Network Driven by Big Data” is devoted to studies in understanding big background, on
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the basis of data driven according to the basic connotation of industrial engineering net-
work integration. The aim is to clear the basic route of industrial architecture engineering
network integration, and carry on the empirical research about the mode selection, so
that to enhance the competitive advantage of industrial products and upgrade new forms.
In chapter “SAAS Application Prospect Analysis in Hrm and Methods to Upgrade the
Contemporary System”, methods for inventive problem solving to analyze potential new
approaches are used, based on preceding scientific works in the field of “Software as
a Service”. In chapter “All Digital Phase Locked Loop (ADPLL) and Its Blocks—A
Comprehensive Knowledge” the systems All Digital Phase Locked Loop (ADPLL) are
analyzed, used to synchronize the signals frequency and phase. The investigated ADPLL
implements all basic PLL blocks in a digital form. Besides, in this chapter is also pre-
sented a detailed search on each block of the ADPLL architecture and the changes in
these blocks, introduced together as the research advanced. The best ADPLL solutions
are compared in terms of their parameters number, and the implemented techniques.
In chapter “On Realization of Smart Logistic Warehouse Management with Internet of
Things”, an architecture of intelligent warehouse system is offered. The IOT-based sys-
tem successfully manages the complicated supply chain network by combining cloud
servers, Radio Frequency Identification (RFID), devices and sensors, tags, bar codes,
mobility Wifi, surveillance and other smart utilities connected into an organic whole,
which is equally applicable and feasible by the developers and business stakeholders.
Cloud solutions are introduced in the IOT platform, aimed at the intelligent warehouse
system mobility improvement, and together with this, to integrate multiple plug-play
peripheral devices into one whole. Application Programming Interface (API), varying
from Message Queuing Telemetry Transport (MQTT), Constrained Application Pro-
tocol (COAP) up to Lightweight Machine to Machine (LWM2M), is applicable and
compatible with various plug-play devices, or new-developed contemporary applica-
tions. In the IOT and RFID business equipment environment, devices and processes
create new efficiency, incomes and various possibilities for warehouse management and
control. In chapter “Development and Design of Intelligent Traction System for Bulk
Cargo Terminal”, new kind of integrated unmanned intelligent traction loading system
for bulk cargo terminal is proposed. The system combines the development of key tech-
nologies such as sliding contact power supply, vehicle number identification, decoupling
control, continuous and accurate loading control and bridging control, and builds a high-
quality communication network architecture to solve the defects of the traditional iron
ox traction loading process. The presented study effectively improves the bulk cargo
shipping capacity, reduces the potential safety hazards in the loading area, and achieves
the expected effect of energy saving, cost reduction and efficiency increase in the overall
operation process.

3 Conclusions

The research works, described in brief above, introduce the main contents of the studies,
presented at the Third International Workshop on New Approaches for Multidimensional
Signal Processing (NAMSP’2022), and held at the Technical University of Sofia, Sofia,
Bulgaria in July 07-09, 2022. They cover part of the multidimensional signal processing,
analysis and applications and outline new trends and ideas in this area.
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Abstract. In this work, low-rank representation of video with the aim of back-
ground modelling and subtraction in order to trace moving objects is investigated
based on three-term decompositions. The input video is modelled as a 3-way
tensor and over it are applied separately 3-Way-Decomposition (3WD), Motion-
Assisted Matrix Restoration (MAMR), Robust Motion-Assisted Matrix Restora-
tion (RMAMR) and the Alternating Direction Method of Multipliers (ADMM).
The results from detecting moving objects from the 2 most accurate algorithms
(3WD and MAMR) are then combined on a frame basis in order to get more
precise results. Two fusing techniques are applied using the logical OR and AND
operations. The results are promising and render the proposed algorithms applica-
ble in fields such as video surveillance, vehicle traffic control, crowd monitoring
and others.

Keywords: Video tracing - Tensor - TTD - 3WD - MAMR - RMAMR -
ADMM - Fusion

1 Introduction

Detecting moving objects in video is one of the key processing techniques in visual
scenes analysis. It allows to isolate the objective of interest on a frame by frame basis
by its location and further investigate its properties—dimensions, color, texture, mutual
disposition to other entities in the video and others. This task is complicated by the
presence of a complex background in the general case where its texture and coloration
may vary a lot. In the same time the movement of the camera, if present, could cause
additional complications in the determination of the gauges of the moving objects. There
are numerous algorithms for detecting such objects and one of it is the three-term decom-
position of the video with background modelling and subtraction, which is the primary
focus in this study.

Zhang et al. [1] propose the use of Three-Term Decomposition (TTD) in combina-
tion of alternating directions method with proximal exchange for detecting vehicles in
images from Video Synthetic Aperture Radar (VideoSAR). This technique is used within
Dynamic Region of Interest (DROI). It allows spotting defocused vehicles. Competi-
tive results to other contemporary algorithms are reported when using single-channel
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single-pass system that employs 2D motion features from the polar format algorithm
(PFA).

Another approach that incorporates TTD with Low-Rank and Sparse (LRS) repre-
sentation is used to segment the sea-land coarse from a multisquint spaceborne SAR
image [2]. This method relies on both sparse and error terms and the differences on a per
couple basis of images are put in a stack and then averaged. A thresholding procedure
follows at the end. Avoidance of false alarms for the observed territory is registered.

Detection of moving objects from satellite videos is achieved through low rank
representations with improved qualities and together with structured and unstructured
sparsity decompositions [3]. The moving objects are detected from a sparse foreground
with additive nature using pixel-wise sparsity. The method relies on inexact alternating
direction approach for finding the improved decomposition. Precision of the detection is
evaluated by the authors as boosted, while there is a reference to extended video model
as three-term composition.

VideoSAR analysis of subsequent images is used to spot moving targets with the help
of machine learning methods in [4]. It incorporates a defocusing component working
in Ku-band covering 360°. Ultra-low speeds are being investigated. In this implemen-
tation takes place also the low-rank and sparse decomposition in the form of three-term
decomposition. The defocusing element is processed through single-channel single-pass
case.

Low-rank and sparse decomposition finds its place in the area of exoplanet detection
from directly taken images in a series when Angular Differential Imaging (ADI) is used
[5]. Localized subspace projection appears to overcome the difficulties the Principal
Component Analysis (PCA) has with non-Gaussian noises in the low subspaces. Detec-
tion of objects of interest prove to be in almost real-time mode. It is done by randomized
low-rank approximations and thresholding stage which lead to low-rank, sparse and
Gaussian noise. This way higher Signal to Noise Ratios (SNR) are achieved and the
detection of the objects is more precise.

Object motion detection is much more difficult in the presence of turbulence, which
affects the stability of the camera. Oreifej et al. [6] propose a method for turbulence mit-
igation based on the three-term decomposition which gives three outputs—background,
turbulence and object. It is achieved through minimization of three norms—nuclear,
Frobenius and 21. The second is discovered to isolate the Gaussian noise and the third—
to isolate the object. Additional constraints on the model that represents the Gaussian
turbulence could make more discoverable the linearly based motions of the objects.

Another application that makes use of the three-term decomposition is the extraction
of moving blood vessels over the complex background of the body in angiography [7].
Hierarchical deep learning networks are used with sensory and control layers incor-
porating robust PCA to obtain the low-rank and sparse components. Long Short Term
Memory (LSTM) plays the role of getting the unstructured areas with a random nature
and further on projects them on orthogonal subspaces from where the vessels are being
retrieved. Their heterogenous content helps at that stage to separate them from interfer-
ences. The Detection Rate (DR) achieved is 0.818 & 0.078, the Precision is 0.865 &+
0.065 and the F-measure is 0.838 £ 0.055.
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A novel three-term decomposition based on low-rank tensor representation for the
structure tensor, sparse noise and Gaussian noise is proposed in [8]. It is extension of
the existing techniques where 2 types of noises are considered. A dictionary is being
built from the denoised tensor. As a last stage, the Alternating Direction Method of
Multipliers (ADMM) optimizes the proposed algorithm. Denoising YUV videos by this
algorithm yields Peak Signal to Noise Ratio (PSNR) as high as 45.66 dB and in the
dominant number of cases it is higher than other decompositions, e.g. R-PCA, R-LRR,
SNN, R-TPCA and R-TLRR.

Three-term decomposition finds its place in applications related to atmospheric imag-
ing as well for objects motion detection [9]. Due to the non-uniform deteriorations
caused by the atmospheric turbulence, this task is considerably difficult. It is solved by
introducing a mask which eliminates the misdetections using a series of thresholding
techniques.

Another area of usage of video decomposition is the foreground detection in water
monitoring as described by Wu et al. [10]. It is found out that the Robust Principal
Component Analysis (RPCA) copes not efficiently enough with the background which
often changes in too complex patterns. The requirements for storage space are also chal-
lenging. The foreground spatial and temporal continuity are the means into separating it
from the background and detecting the moving objects. They are used through the Online
Robust Principal Component Analysis (OR-PCA). Three-term decomposition is tested
as well in parallel to OR-PCA and the difference in Recall is 0.295, in Precision—0.884,
and in F-measure—0.458 in favor to OR-PCA.

The main goal of the current study is to test 4 of the most popular implementations
of the three-term decompositions—3-Way-Decomposition (3WD), Motion-Assisted
Matrix Restoration (MAMR), Robust Motion-Assisted Matrix Restoration (RMAMR)
and the Alternating Direction Method of Multipliers (ADMM). They are applied over
test videos with varying content for moving objects detection and the two most accurate
ones are embedded in 2 new fusion schemes that produce promising results into the
quality of motion segmentation. The rest of the paper is organized as follows—in Sect. 2
the description of the 4 base decompositions is given, followed by experimental results
in Sect. 3, and then there is a discussion in Sect. 4 with conclusions in the end in Sect. 5.

2 Algorithms Description

2.1 3-Way Decomposition (3WD)

The 3-Way Decomposition (3WD) could be defined, starting from the equation [6]:

min Rank(A), given F = A+ O+ E
A0.E (L

0lp <5, lEIF <o

where F is a matrix of frame, A—matrix of background, O—matrix of object, E—
matrix of error, s—cumulative number of pixels, forming the moving object, c—max-
imal variance of the noise, ||.||(—0-norm that counts the number of non-zero entries,
||I.]| F—Frobenius norm. Accounting for turbulent environment where the linear motion
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of objects is quite distinct from the random movement of the background, the model
from Eq. (1) could be modified in the following way [6]:

mir}ERank(A), + given F =A+ O+ E

40, @
IN©)lo <s. IElF <o

where [T is the object confidence map. Then in Lagrange form Eq. (2) could be expressed
as [6]:

minERank(A), +7[ITI(O) g + AIE|IZ

4.0, : 3)
F=A+O0+E

where T and X are weights. After imposing certain relaxation conditions, the optimization
problem comes to [6]:

i AL o \E2
AI,IE,I}:“” e, +TITIO) | + AER

“4)

F=A+0+E

where ||.|, is a nuclear norm, and the Augmented Lagrange Multiplier (ALM) is the
approach that leads to the solution of Eq. (4) [6].

2.2 Motion-Assisted Matrix Restoration (MAMR)

In the base of the MAMR method lies the following optimization problem [11]:

min[|Bll, + A[Flly. given WoD =W o (B +F), ®)

where D is the sequence of frames from the input video, B—the background, F—the
foreground, W—matrix of weights, ||.||;—matrix /; norm, o—multiplication of matrices
on element-by-element principle. Following the matrix of weights generation using the
information for motion in the video, Eq. (5) could be expressed also as [11]:

min|Bll, + AIFl. given Po(D) = Pa(B + F), ©)

where §2 is linear subspace of entries that definitely belong to the background, P (.)—
projection operator.

The last representation of the MAMR allows the application of the Alternating Direc-
tion Method-Augmented Lagrange Multiplier (ADM-ALM) into solving it [11]. It is
done by minimizing the Augmented Lagrangian function, according to [11]:

L(B,F.Y, 1) = Bl + AIFll; + (Y, Wo D~ B~ F)
"
+ SIWo®d—B-Pl, ™

where u > 0 is a constant, Y—Lagrange multiplier, <.,. > —inner product of matrices.
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The solutions of B, F and Y are obtained in sequential alternating manner [11]:
Fj1 = argminA[Flly = (¥j, W o F) + Y|wo(D-B;—F)|
B, = argll;linHBH* —(Y;,WoB)+ 4 |Wo(D—B—Fj)|> ®)

Yis1 =Yj+uWo (D—Bjr1 = Fjp1), 1 = pu

2.3 Robust Motion-Assisted Matrix Restoration (RMAMR)

Ye et al. [11] propose robust variant of the MAMR algorithm, in which the Frobenius
norm substitutes the /; norm in order to handle better dense noise, when it is present all
over the video frame. The optimization problem then could be summarized as [11]:

i Bl +AIF |+ Gli7. given WoD=WoB+F+G). (9

where y > 0 is a constant. The augmented Lagrangian of Eq. (9) is defined as [11]:
LB.F.G.Y,p) =Bl +AlF|; +y|Gl; + (Y.Wo (D —B—F —G))
+ ZIWoD-B-F-Gl}, (10)

where G is the matrix, containing the error due to the presence of dense noise. Its solution
could be obtained from the following equation [11]:

: 1y 2
Gjt1 = argémnynGn% — (Y, WoG)+ 7’||W o—-Bj—Fj;1 —G|, (1)
and it is in closed form [11]:

Gjy1 = (Y; + wjWo (D —Bj —Fi1)). (12)

1+ 2y
2.4 Alternating Direction Method of Multipliers (ADMM)

ADMM is an algorithm dealing with the decomposition of dual ascents and having good
convergence, which is intended to solve problems of the following kind [12]:

minf (x) + g(z), given Ax + Bz = c, (13)

where x € R",z € R, A € RP", B € RP™ ¢ € RP. The functions f and g are convex
and the optimum of the so posed task in Eq. (13) could be expressed as [12]:

p* = inf{f (x) + g(2)|Ax + Bz = c}. (14)

Here, similar to some of the previous methods, it is necessary to find the augmented
Lagrangian [12]:

Ly(x.2.) = f ) + 8@+ x + Bz =) + (§ ) lav+ Bz — el (19)
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Then, the algorithm needs to go through the following steps [12]:
x T = argmin L, (x, 25, y¥)
= argngcian(xk“,z,yk) . (16)
yhtl = yk —i—;(Axk“ + Bk _ c)

In Eq. (16) we have two minimizations—to x and z and one update operation at the
end. The parameter p defines a step of the update and in the same time p > 0.

The iterations which are involved in the method of multipliers, applicable to Eq. (13)
are the following [12]:

(ka,ZkH) — argmian(X, z,yk)
X2 : 17
Y =y 4 p(Axk ! 4+ BT —¢)

2.5 Fusing Three-Term Decompositions

In the current research two new schemes for fusion of the output results from two of the
most accurate three-term decompositions are proposed. The first is named FusionOR
and it consists of applying the logical OR operation on a pixel level over the two resulting
videos from the decompositions. Since the videos are binary, it is enough at least one of
the compared pixels to be equal to 1 (white) in order the final output video to contain
also a white pixel (object). This algorithm is shown in the listing Algorithm 1 below.

// Algorithm 1 - FusionOR
function result.avi = FusionOR (input.avi) {
uint m, n, k, M, N, K;
resultl.avi = TTD1();
result2.avi = TTD2 () ;
m=1;, n=1; k=1;
result.avi = resultl.avi || result2.avi;
do {
if (result.avi(m,n,k) >= 1)
result.avi(m,n,k) = 1;
} while ((m <= M)&&(n <= N)&&(k <= K)); }

The expected number of white pixels for FusionOR, that is such that correspond
to moving objects in the video, should be greater than any of the number of pixels of
the fused videos and it should result in wider areas being covered in the output binary
video. In Algorithm 1, the variables m and n are the spatial coordinates of the currently
processed pixel and k is the current number of frame. Totally, each frame has M and N
pixels and the videos contain K frames.

The second fusion scheme is named FusionAND and in it each pixel from each of
the two top accurate decomposition algorithms takes place in a logical AND operation
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to generate the final value of the pixel in that location. The algorithm is given in the
listing named Algorithm 2 below. It follows the same logic as Algorithm 1 with the
exception of the applied operation. Here, both pixels’ values from the decompositions
must be 1 (white, object) in order to generate final value of 1 (white pixel, belonging
to a moving object). It is expected that the total number of pixels forming the areas,
presumably belonging to a moving object, should be less than any of the preliminary
obtained binary videos.

// Algorithm 2 - FusionAND
function result.avi = FusionAND (input.avi) {
uint m, n, k, M, N, K;
resultl.avi = TTD1();
result2.avi = TTD2();
m=1; n=1; k = 1;
result.avi = resultl.avi && result2.avi;
do {
if (result.avi(m,n,k) >= 1)
result.avi(m,n, k) = 1;
} while ((m <= M)&&(n <= N)&&(k <= K)); }

3 Experimental Results

The experimental results are gathered over a PC® compatible computer with Intel
Core 17-6820HQ processor with 4 cores with base frequency of 2.70 GHz, working
in hyperthreading mode. The operation memory size is 64 GB and the hard disk drive
has a capacity of 1 TB. The operating system is 64-bit MS® Windows® 10 Profes-
sional 21H2 and the test environment is Matlab R2022a. Implementation of the 4 tested
decompositions—3WD, MAMR, RMAMR and ADMM is used from the LRS library
[13].

The test videos are 6, an excerpt from the LASIESTA database [14]. Namely, these
videos are: I_IL_01, consisting of 300 frames, O_CL_01—250 frames, I_OC_2—300
frames, I_SI_01—220 frames, O_RA_02—370 frames, and O_SU_02—400 frames.
The size of the frame for all videos is 352 x 288 pixels with 8 bpp bitdepth and a
framerate of 10 fps. They are contained in non-compressed AVI files using the RGB
colorspace. This database has ground truth in separate videos with all moving objects
being marked in color.

Three parameters ease the process of evaluating the accuracy of the decomposition
algorithms, first of which is the Detection Rate (DR):

TP
R= ———,
TP + FN
where TP are the True Positives—the number of pixels from moving objects that are

detected as such, FN—False Negatives—pixels, belonging to moving objects but not
detected as such.

(18)
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The second evaluating parameter is Precision:

.. TP
Precision = ——, (19)
TP + FP
where FP are the False Positives—the number of pixels, detected as part of moving
objects, but are actually part of the background.
The third parameter is F-measure:

2.DR .Precision
F — measure = —————. (20)
DR + Precision

The average values of DR, Precision and F-measure, achieved by every of the tested
algorithms, are shown in Fig. 1.
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Fig. 1. Average values of DR, Precision and F-measure

The deviations of DR, Precision and F-measure are shown in Fig. 2.

During testing two times are registered—Processing Time (PT) and Full Time (FT).
The first includes only the time for the particular decomposition while the second includes
the input-output operations. Their values are shown in Fig. 3.

The logical OR operation takes 0.0118 x 1079 s/px and the logical AND—0.0111 x
1076 s/px.

4 Discussion

From the single decomposition algorithms MAMR has the highest DR = 0.8505,
followed by the 3WD with a difference of 0.0979, ADMM—with 0.2974 less and
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Fig. 2. Deviation values of DR, Precision and F-measure
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Fig. 3. Measured processing and full times

RMAMR—with 0.52301ess (Fig. 1). The FusionOR scheme between 3WD and MAMR,
the two most accurate decompositions, leads to DR = 0.8598, while the FusionAND
yields DR = 0.7236. In the same time, 3WD has the highest Precision = 0.8296, fol-
lowed by MAMR with 0.1680 less, RMAMR—with 0.3506 less, and ADMM—with
0.3711 less. FusionAND is the scheme that obtains the highest Precision = 0.889, while
the FusionOR is 0.2591 behind it. According to the F-measure, MAMR is first with
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0.8082, followed by 3WD—with 0.0128 less, ADMM—with 0.1833 less, and at last
from the single algorithms is RMAMR with 0.4274 less. FusionOR has F-measure =
0.8056, being close to FusionAND with F-measure = 0.7971 (Fig. 1).

The detection rate among all 6 tested algorithms deviates with around 0.1 from the
complete set of 6 videos (Fig. 2). Given the variety of moving objects and the com-
plexity of the surrounding scenes—people in office environment with variable lighting
and occluding objects, moving cars in a parking lot, pedestrians walking in stationary
shadows, casting their own moving shadows and others, the average level of deviation
does not seem to be intolerably high and it shows the relative robustness of the three-
term decompositions. The deviation of the Precision is around 2 times higher—changing
around 0.2 with the least magnitude of 0.1701 for the FusionAND scheme. FusionOR
naturally is higher due to its unifying effect over the groups of pixels around every mov-
ing object and it has precision deviation of 0.2662 (Fig. 2). The highest deviation of this
parameter is for the ADMM—0.3868. The deviation of the F-measure is very close to
0.1 for all 6 algorithms, being the least for the RMAMR—0.0892.

The fastest decomposition algorithm is MAMR with around 2.5 ws/px, followed
by ADMM—1.23 times slower, 3WD—1.59 times slower and RMAMR—1.95 times
slower (Fig. 3). Full processing times follow almost the same tendency. Both the logical
functions for the fusing schemes are 2 orders of a magnitude faster than any of the
decomposition algorithms.

Visually, the results from the parameters for accuracy of the evaluated algorithms are
confirmed by analyzing the output videos. A single frame from one of the videos is shown
in Fig. 4.a—two persons are crossing a road near a parking lot. One of them is carrying a
backpack and walking on broad sunlight, while the other is walking in opposite direction
in relatively light shadows carrying a bag under one arm. Both men are followed by their
own shadows. The ground truth for this frame is given in Fig. 4.b—it includes just the
bodies of the two men, without their shadows or any other object from the scene. The
result from decomposition by the 3WD is shown in Fig. 4.c—large portion from the back
of the left standing person is missing and part from the right leg of the right standing
person is absent. Less are the missing details in the bodies of the two persons in the
frame, obtained by the MAMR decomposition (Fig. 4.d). This observation explains the
higher DR for the MAMR that that for the 3WD (Fig. 1).

In the same time, the false positives in the case of MAMR are less—due to the
more shrinked parts of the bodies, which explains the higher Precision for the 3WD
(Fig. 1). Cumulatively, MAMR is slightly better than 3WD based on the F-measure
with a difference of 0.0128. In both single decompositions the shadows of the men are
detected as moving objects, almost in their entirety (Fig. 4.c and d). In the resulting
frame from the FusionOR scheme (Fig. 4.e) the number of missing pixels from both
bodies is even smaller than that from the MAMR (Fig. 4.d), which is expected given the
nature of the logical OR function. That is why the DR here is the most, but the Precision
is less than any of the fusing algorithms because of the remaining false positives. The
F-measure reaches its maximum for this case.

FusionAND does not generate that much false positives and it suppresses portion of
the actual pixels from the bodies (Fig. 4.f) and that is the reason why the DR is less than
both of the single algorithms, that are taking part in the fusion. The Precision, however,
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f

Fig. 4. Detected moving objects: a—original, b—ground truth, c—3WD, d—MAMR, e—
FusionOR, f—FusionAND

€

is reaching its maximum here—0.8891. There are visible discontinuities in the bodies
of the pedestrians from the video. The F-measure is very close to that of the FusionOR
scheme—only 0.0085 difference (Fig. 1).

In Table 1 is presented a comparison based on the F-measure between the FusionOR
and FusionAND schemes from the current study and another test as described by Sobral
[15] using the 3WD decomposition. This comparison does not follow strict experimental
protocol since these two studies use different video data sets but is at least indicative on
the magnitude of achieved efficiency.
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Table 1. Detection accuracy comparison

Method F-measure
Fusion OR 0.8056
Fusion AND 0.7971
3WD Birds, [15] 0.5950

5 Conclusion

In this paper a comparative evaluation is presented among the 3WD, MAMR, RMAMR
and ADMM decomposition algorithms used for background modelling and subtraction
in order to trace moving objects in video. Two fusing schemes, named FusionOR and
FusionAND are evaluated along with the standalone decompositions. The most accu-
rate implementations in terms of detection accuracy is the FusionOR, followed by the
MAMR. Highest precision is achieved for FusionAND, followed by the 3WD. Compared
based on F-measure the top algorithm is FusionOR, followed by the MAMR. MAMR
is also the fastest of all tested implementations, followed by the ADMM, 3WD and
RMAMR. Given the average F-measure over the whole video data set the most promis-
ing algorithms tend to be the 3WD and MAMR, along with the two fusion schemes
when moving objects of general type are considered for detection.
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Abstract. Active learning can be immensely beneficial for science, technology,
engineering, and mathematics (STEM) students as well as instructors because they
engage themselves with various activities in the classroom so that lectures will be
more effective. Automatic audio classification for classroom activities can help us
to improve the active learning strategies in classroom. In this paper, we compare
the different deep learning approaches (e.g., convolutional neural network, long
short-term memory (LSTM)) for classroom audio classification. We evaluate the
models on three classes of activity labeled as “single voice”, “multiple voice” and
“no voice” based on our classroom recording. The model is trained on the Mel
spectrogram extracted from the recorded audio. We get the highest accuracy of
97% and F1 score of 0.97 with the 2D Convolutional Neural Network.

Keywords: Active learning - Deep learning - Convolutional neural network -
Long short-term memory - Mel spectrograms - Classroom sound classification

1 Introduction

STEM students can maximize their learning and success through active learning pedago-
gies than the traditional lecturing in the classroom. They can also improve their critical
thinking skills and their preservation of knowledge with the help of active learning. So,
more students will entice in the STEM disciplines. As this technique is new in this field,
STEM faculty also needs to be familiar with it. We need some metrics for the improve-
ment and effectiveness of active learning in classroom so that it is possible to measure
the progress [1, 2].

In Wang et al. [3], LENA system (Language Environment Analysis system) [4] is
used to classify the three activities (“teacher lecturing”, “whole class discussion” and
“student group work”) from classroom recordings. Random Forest classifier is used for
the classification of these three activities. Later, Owens et al. [5] developed a machine
learning based algorithm, Decibel Analysis for Research in Teaching (DART) which
can analyze the classroom recordings automatically without the need for the human
observer. They try to measure the total amount of time spent on “single voice” (e.g.,
lecture), multiple voice (e.g., pair discussion), and no voice (e.g., clicker question think-
ing) activities with an ensemble of binary decision trees. They analyze around 1486
recordings of 1720 h of audio and got 90% of accuracy. Later, in Cosbey et al. [6], deep
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and recurrent neural network is used for improving the DART system. They procured
the 7.1% and 10.1% frame error rate respectively for the previously seen and unseen
instructors. It is also important to identify the participation of the teacher and student in
the classroom. Li et al. [7] proposed Siamese neural model to identify the teacher and
student in the classroom activities. They use log Mel-filter bank for feature extraction
from the audio and evaluated the model on LSTM, Gated Recurrent Unit (GRU), and also
on the attention mechanism to differentiate the classroom activity. In another approach
[8], they used multimodal attention layer which uses attention based neural network for
classroom activity detection.

Slyman et al. [9] evaluate the performance of deep fully connected, convolutional,
and recurrent neural network models for 9-way classification performance with 5-way
and 4-way simplifications of the task. Their best model obtains frame-level error rates of
6.2%, 7.7% and 28.0% for the 4-way, 5-way, and 9-way classification tasks considering
mel-filterbank, OpenSmile, and self-supervised acoustic features.

Hersey et al. [10] showed convolutional neural network shows promising results for
image classification as well as audio classification. They analysis several models such as
fully connected Deep Neural Networks (DNNs), Alex Net, VGG, Inception, and ResNet
on 5.24 million of data. Later Palanisamy et al. [11] proposed audio classification using
an ensemble of ImageNet pretrained DenseNet model and achieves 92.89% and 87.42%
accuracy on ESC-50 and UrbanSound8K datasets. Sequential nature of the audio can be
captured in LSTM architecture instead of fixed frame. It uses a series of memory gates
for better capturing of long-range feature sequences [12]. Later in Lezhenin et al. [13],
LSTM is used for environmental sound classification. They extracted features using Mel
Spectrogram from UrbanSound8K dataset and analyzed the model using 5-fold cross-
validation. LSTM showed good result compared to the CNN. Audio features can be
extracted in various ways such as time, frequency, ceptrum, time frequency etc. Mel
Frequency Cepstral Coefficients (MFCC) can be collected from power modulus of the
signal spectrum. Short Time Fourier Transform or Spectrogram is useful to collect more
features in intermediate stage [14].

In this paper, we compared the 2D Convolutional Neural Network and LSTM model
on classification of our recorded classroom activities of two instructors and extracts
audio features from the Mel spectrograms.

2 Methodology

Deep learning shows tremendous success in image classification task and achieved state-
of-the-art results in numerous fields. Deep learning also showing promising result in
audio classification task also such as music genres classification, environmental sound
classification. Figure 1 shows the proposed pipeline of the paper.

A detailed description for the proposed work is given as follows.

2.1 Mel Spectrogram

As we mentioned earlier, in a numerous way we can extract features from the labeled
audio data in audio classification task such as Mel filter bank, MFCC, Mel Spectrogram.
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Fig. 1. Face pipeline of the proposed method.

In this paper, we use Mel spectrogram to extract the audio features from classroom
recordings. Generally, sound can be represented in either time domain or frequency
domain. Fourier transforms help us to convert the sound from time to frequency domain
which is known as Spectrum.

()

Fig. 2. Mel spectrograms of different classroom activity. (a) Single voice, (b) multiple voice, (c)
no voice

Most of the sound we hear is a composite signal. Fourier transform can break down
that signal into each separate signal. With general Fast Fourier transform we cannot
get the time localized information about the signal. But Short-Time Fourier Transform
(STFT) represents varying frequencies over time by computing Fast Fourier transform
on the small segment of the signal. Spectrogram can be created by applying STFT in
small chunks or windows. Mel spectrogram is helpful to represent the nonlinearity of
human pitch. In Fig. 2 we can see the images of Mel spectrograms of classroom activities
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[14, 15]. The equation to convert normal frequency, f to Mel scale, M(f) is:

M) = 112510g<1 + %) (1)

2.2 Convolutional Neural Network

Convolutional neural network (CNN) is a special branch of deep neural network. Numer-
ous State of the art results for image recognition and classification task is achieved
through the CNN. Pixels are used as an array of width, height, and depth for input in
CNN. Instead of transferring all the weights from one layer to another, it only transfers
only the weights from the previous layer to next layer. As a result, we get better weight
management with CNN. The first layer of the CNN architecture is convolutional layer.
Different Features are extracted using a different filter or kernel in each layer of the CNN
with pixel array such as identity, edge detection, sharpen, box blur, Gaussian blur etc.
Stride also helps to reduce the size of parameters by controlling the overlapping in the
matrices. Sometimes, some of the information on the outer edge cannot captured during
the kernel slide through the image. Padding can help on this process. It also helps to
sustain the image size. The following formula is used for zero padding. Pooling is used
for down sampling. Generally, max pooling takes the highest value in a smaller region
helps to reduce the image resolution. Fully connected layer works as traditional neural
network where all the nodes are connected to both previous and upcoming layer [16—18].
The equation for convolutional layer is,

F o)=Y i y).efw.v) ©)

c Xy

Here, i. (x, y) represents element of input image and eé‘ (u, v) means index of the element
of the kernel.
The equation for zero padding, O is following:

N+2P —F
0=1++T 3)

Here, N for input size, F for filter size, P for zero padding layer number and S for stride.

2.3 Long Short-Term Memory

Recurrent Neural Network (RNN) is a special type of neural network which works
excellent with the sequential data. Main difference of RNN from traditional neural
network is that it passes back some information to input layer for better extraction of
the feature. But RNN is not good with very long sequence of data. It may face problems
such as gradient vanishing or exploding. LSTM can be beneficial to solve these issues.
In LSTM, a memory cell resides which can store information for long time and the gates
can also control the input and output of the memory cell [19, 20].
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3 Experimental Setup

3.1 Dataset

We did not use any available or synthetic data for our experiment. We collected total 9 h
of the recordings of the two instructors. Then with the help of an audio editor, Audacity
we labeled the recordings into three classes. They are single voice as instructors lecture,
multiple voice as group activities and no voice as classroom task. Sample rate of all the
recorded audio is 44,100 Hz.

3.2 Dataset Description

First, we clean the audio data to remove the dead space. If there are numerous dead spaces
in the audio, it will be difficult to differentiate the audio. All the audio segments may
look alike. Any segment less than 20 dB is removed from the audio. For computational
simplicity, all the audios have same frame size of 60 s. We take 6 h of data as training
dataset and 3 h of data as test dataset. Keras Audio Preprocessors (Kapre) [21] is used
to extract audio features from the Mel spectrograms on real time GPU.

4 Results

To evaluate the classroom activity classification, we performed two tests using 1D CNN,
2D CNN, and LSTM algorithm using TensorFlow in Python. In 2D CNN, we considered
five convolutional layer and four Max-pooling layer and at last the dense layer. Similarly,
in LSTM we use the bidirectional unit and dense layer at the end of the model. In all the
three model, Adam optimizer is used. To extract the features from the Mel spectrograms,
we considered 128 Mels, n_fft of 512, window size of 400, 16 kHz sample rate and hop
length of 160 as hyperparameters. We use STFT and Hann window to form the Mel
spectrograms.

Table 1. Comparison of different model.

Model Test 1 Test 2

Accuracy | Precision | Recall | F1 Score | Accuracy | Precision | Recall | F1 Score
IDCNN | 0.81 0.91 0.73 ]0.81 0.86 0.86 0.81 ]0.83
2D CNN | 0.97 0.98 097 1097 0.95 0.97 097 1097
LSTM | 0.92 0.90 094 1092 0.95 0.94 094 094

Table 1 shows the result of the two test we conducted. For 1D CNN we get the
accuracy of 0.86 and F1 score of 0.81. We got the highest the accuracy with the 2D
CNN of 0.97 and F1 score of 0.97. LSTM has also showed promising result for the
classification task. It got the accuracy of 0.95 and F1 score of 0.94.
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Fig. 3. Confusion matrix

In Fig. 3, we show the confusion matrix for 2D CNN and the LSTM model. In 2D
CNN, it almost accurately detected the activities. But we observe that sometimes, it
detects no voice as single voice. In case of LSTM, we observe the difficulty to detect
the no voice activities. In Fig. 4, we illustrate the comparison of training and testing
accuracy for 10 epochs.

5 Conclusion

In this paper, we compare the different deep learning approach for classroom activ-
ity classification using Mel spectrograms. Raw audio data does not perform good for
extracting the features. If sound classification problem is approached as image classifi-
cation such as converting it to a Mel spectrogram, it can show promising result. Based on
two experimentations, we observe that 2D convolutional neural network shows promis-
ing result which is 97% accuracy for classroom audio classification. In future research,
instead of using only one feature different, concatenation of different feature extraction
methods can be applied. Using pre-trained model can also help for better learning of the



Deep Learning Approaches for Classroom 29

Conv 2D LSTM

train
test

6 2 4 6 8 0 2 4 6 8
Eiocts Epochs
(a) CNN (b) LSTM
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features and it can train quickly. Other deep learning architectures or ensemble model
can also be used for further improvement of this research.
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Abstract. In this work, new structure is proposed aimed at the representation of
color video—a sequence of RGB frames. For this, each of the color components is
first transformed into a tensor, and then these tensors are represented in the reduced
vector space. To achieve this, is used the Two-Layer Tensor Spectrum Pyramid
(2LTSP) based on the n-level 3D Frequency-Ordered Adaptive Hierarchical KLT
(3D FO-AHKLT). The new approach ensures high energy concentration of the
transformed tensor into a small number of spectrum coefficients, together with
low computational complexity. The 3D FO-AHKLT execution comprises three
consecutive stages. In each stage, the input tensor is transformed into a vector
with various spatial orientation: horizontal, vertical or lateral (in time). The com-
putational complexity of 2LTSP is evaluated and compared with that of H-Tucker
and Tensor Train decompositions and the analysis shows that it decreases together
with the vector size growth. In this work is also proved that the implementation
of 2LTSP based on the 3D Adaptive Fast Walsh-Hadamard Transform results
into additional significant reduction of the needed calculations. The main advan-
tages of the presented pyramidal structure are its flexibility regarding the number
of retained spectrum coefficients in the first and second decomposition levels, the
lack of iterative calculations, and the computational complexity. All these qualities
open new implementation possibilities in application areas aimed at the informa-
tion redundancy reduction in color video sequences, the use of relatively small
number of features needed for objects recognition, etc.

Keywords: Video tensor representation - Two-layer tensor spectrum pyramid -
3D frequency-ordered adaptive hierarchical KLT - Adaptive directional
vectorization

1 Introduction

One of the main tasks when processing of 3-channel video sequences is concerned, is
their transform into a new space of reduced dimensionality. For this, the sequence of video
frames is packed into three tensors corresponding to color components R, G, B, on which
are applied various methods for tensor decomposition. One of the “classic” methods [1—
3] is the Canonical-Polyadic Decomposition (CPD), where the tensor X’ is represented
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as a sum of R rank-one tensors. To this group belongs also the method of Tucker, for
which the tensor X" is decomposed into a core tensor and a set of factor matrices. The
Tucker model is also known as Higher-Order Singular Value Decomposition (HOSVD)
[2]. The Tensor-Train (TT) decomposition [3] expresses X" as the product of third-order
tensors (decomposition cores). The Hierarchical Tucker decomposition (H-Tucker) [4]
and some of its modifications [5] are based on the calculation of the eigenvalues and
eigenvectors of the decomposed tensor. The basic attribute of these methods is that
they are optimal with respect to minimization of the mean square approximation error
derived from the “truncation” of the low-energy components. For the calculation of
the components retained after the “truncation”, are used iterative methods which need
relatively high number of operations to achieve the requested accuracy. In [6] is offered
the TT-based hierarchical decomposition of high-order tensors, for the calculation of
which is used the Tensor-Train Hierarchical SVD (TT-HSVD). This approach permits
parallel processing, which accelerates the calculations. Unlike the TT-SVD algorithm,
the TT-HSVD is based on SVD applied to matrices of smaller dimensions. In result
is evaluated that the complexity of TT-SVD needs R>N3 operations more than that of
TT-HSVD (here, R denotes the rank of the hypercubical tensor of size N).

For tensor decompositions execution are also used various orthogonal 3D transforms,
such as: Fast Fourier Transform (FFT), Discrete Cosine Transform (DCT), etc. [7]. This
approach is distinguished by its flexibility regarding the transform choice, based on the
processed data contents analysis.

As an alternative, in this work is presented the new Two-Layer Tensor Spectrum
Pyramid (2LTSP), based on the 3D Frequency-Ordered Adaptive Hierarchical KLT (3D
FO-AHKLT) [8, 9]. 3D FO-AHKLT is highly efficient in respect of tensor energy con-
centration into a relatively small number of spectrum coefficients, and computational
complexity [9]. As a result, the offered pyramidal tensor decomposition 2LTSP does not
need iterations and has low computational complexity.

In the next Sects. 2, 3 and 4 are explained respectively the 2LTSP structure for
color RGB video representation, the basic operations used for the calculation of the
spectrum pyramid, and the vectorization specifics for a tensor, comprising a sequence
of video frames. In Sect. 5 is evaluated the computational complexity of the 2LTSP
decomposition, and Sect. 6 presents the Conclusions.

2 Structure of the Two-Layer Tensor Spectrum Pyramid for RGB
Color Video Representation

The new structure is a tensor spectrum pyramid based on the 3D Frequency-Ordered
Adaptive Hierarchical Karhunen-Loeve Transform (3D FO-AHKLT). In result, each
cubical tensor X of size N = 2", consisting of the nonnegative components x(i, j, k), is
decomposed in correspondence with the relation below [9]:

N—-1N—-IN-1
X= (NHY D" s, v, k(1) o ky(2) 0 ka(3)] ()

u=0 v=0 [=0

Here, coefficients s(u, v, [) denote the elements of the spectrum tensor S, which is of
same size, as X. Each coefficient s(u, v, [) represents the weight of the basic tensor
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KCuv.1—the outer product of the three vectors:
’Cu,v,l =ky(1) o ky(2) o ki(3). (2)

Here “o0” denotes the outer product of the two column-vectors (X oy = X. y'), and
ku(1) o ky(2) o ki(3) are the basic vectors, obtained after the execution of the three
stages of 3D FO-AHKLT. In each stage, 1D FO-AHKLT is applied on the vectors
calculated after directional vectorization of the corresponding input tensor. The stages
of 3D FO-AHKLT are executed sequentially (i.e., S1, S2, S3), as shown on Fig. 1.

2L TSP is suitable for processing of color videos represented as sequences of RGB
frames, packed correspondingly as cubical tensors AR, X, Xp, each of size N = 2",
The block diagram of 2LTSP which corresponds to the direct transform of RGB tensors
of size N = 8, is shown on Fig. 2. The elements of the input tensors X, X and X are
xr(, j, k), xg(, j, k), and xg(i, j, k), respectively. These tensors correspond to groups,
which comprise the sequences of N color video frames in the discrete time moments k
=1,2,...,N. The value of N is defined by the length of the group of sequential frames of
relatively high inter-frame correlation. Each video frame is divided into small blocks of
size N x N which are after that represented by the corresponding three matrices R, G,
and B. After applying 2LTSP on tensors Xg, Xg, AR, they are transformed into vectors,
defined in the reduced multidimensional spectrum space. This transform is reversible—
from the so obtained vectors, through Inverse 2LTSP (2LITSP), are restored the input
tensors Xg, Xg, XR.
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Fig. 1. Three stages of 3D FO-AHKLT for the tensor X, of size 8 x 8 x 8.

In each stage S; (fori =1, 2, 3), is executed 1D FO-AHKLT whose computational
graph is shown in Fig. 3, for the case N = 8 [8, 9]. The following notations are introduced
inthe figure: cos 6, ; = ¢p gandsiné, , = sp 4, forp=1,2,3andq=1, 2, 3,4. The basic
operation in this graph is the Karhunen-Loeve Transform (KLT3x7) with transformation
matrix of size 2 x 2. Here KLT,» is determined by the expression:

ys(p. q) = [Cp’q P4 ]xs(p, q) fors=1,2,..,N?, (3)
Sp.q —Cpg
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Fig. 2. Block diagram of the 2LTSP for the direct transform of tensors Xg,X;,Xp, each of size
8 x 8 x 8.

where y(p,q) = [y1.5(0, 9. y2.:0. DL, x:(p, @) = [x15(p, 9, %2.5(p, @17, and
E{xis(p.@)} = Elu,(p.@)} = 0 (here E() = (/N YN x is an aver-
aging operator); N2 is the number of vectors X;(p, q) and ys(p,q) for p = 1, 2,
3, =1,2,34,and N = 8; 6,, = arctan{2k3(p, ¢)/[ki(p,q) — ka(p,q) +

JEp.9) — be.0?+ Be.o: k.9 = EG,(p.9): ke =
EW (. )} k3(p. ) = E{x1,5(p. 9x2.5(p. @)}

The transform is executed for the tensor X of size 8 x 8 x 8. For this, the tensor
is unpacked (vectorized) adaptively in one of the three possible directions: horizontal,
vertical, or lateral for u = 1, 2, 3, respectively. The choice of the vectorization direction
u is based on the correlation analysis results [9] for the vectors calculated for the input
tensor, X'. The vectorization direction should be chosen before the execution of each
stage S; of 3D FO-AHKLT.

In correspondence with the graph, shown on Fig. 3, for the hierarchical level p =

1,2 is checked if the decorrelation condition A, = N Zszl [kyp,i,j (u)]

2
<§of
(#)
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the transformed vectors y, () is satisfied [9]. Here, kyp,,-,j (u) is the (i, j)th element of
the correlation matrix ICyp (u), and 3 is a threshold. This check is done at the end of the
calculations for the corresponding level 1, or 2. When the operations for all levels of 1D
FO-AHKLT are finished, through unfolding is restored the output tensor &, of size 8 x
8 x 8. Then, it becomes the input tensor for the next (second) stage of 3D FO-AHKLT.
The tensor £ is vectorized adaptively with new vector orientation u = 1, 2, 3 and on it
is applied again 1D FO-AHKLT. In the last, third stage, the output tensor F from the
second stage, is transformed similarly into the spectrum tensor S, of size 8 x 8 x 8.

3 Calculation of the Two-Layer Tensor Spectrum Pyramid

In correspondence with the 2LTSP block diagram from Fig. 2, on the tensor Xy is
applied the direct 3D Truncated FO-AHKLT (3D TFO-AHKLT). Out of the total of 256
elements of the spectrum tensor Sg, are retained only ng = 8 elements sg(u, v, 1) for



36 R. Kountchev and R. Kountcheva

u, v, 1 = 0,1, which correspond to the lowest frequencies of the 3D spectrum. In these
coefficients is concentrated the main part of the energy of the input tensor, X.

In the first layer (r = 0) of 2LTSP, the tensor A is transformed through Coder-1 into
the spectrum tensor Sg, which performs the direct 3D TFO-AHKLT in the structure of
Encoder-1. At the output of Decoder-1, which executes the Inverse 3D FO-AHKLT (3D
IFO-AHKLT), is obtained the approximated tensor X;. The approximation accuracy
depends on the number of retained spectrum coefficients (ng) of the tensor Sp, G. These
coefficients are the components of the corresponding ng-dimensional vector, Sg . At the
end of the execution of layer r = 0 are calculated the difference tensors Egr = AR — é\?@
&0.6 = X — X, Eop = AB — AG.

In the second layer (r = 1) of 2LTSP, each difference tensor &y ¢ is divided into
4 sub-tensors of size (M/2) x (N/2) x 3 and for each is executed the corresponding
coding/decoding. As a result are obtained the output vectors, each of length n; (the
number of coefficients at the outputs of each encoder in level r = 1), and are calculated
the spectral vectors As1 R= s1 G s1 R s1 G and As1 B = s1 G s1 g fori=1,2,
3, 4. As a result of the hlgh inter-frame correlation of tensors XR,XG XB, the values of
significant part of the coefficients of the difference vectors As’i rand As’i _p are close, or
equal to zero. In this way, after the hierarchical 2LTSP decomposition, the input tensors
are transformed into an output vector of small length which has many zero values, i.e.,
the features’ space is reduced at minimum calculation cost. To reduce the calculations,
in accordance with Fig. 2, is used the inter-color correlation which ensures the relation
.)QR ~ QEG ~ 23.

The main relations which represent the operations from Fig. 2, are given below:

1. For the tensor Xg:

X = X6+ &6 =X+ &6+ &6 4
0.6 = X6 — X, 1.6 = 0.6 — oG- &)

so.c = Coder (Xg), 2\?(; = Decoder(so,g) = Decoder [Coder(Xg)], (6)

s1,c = Coder (£y.6), ffo’(; = Decoder (s1,g) = Decoder[Coder(&y.)]. @)

In the above relations, & ¢ is the residual tensor which is calculated only in case
that the tensor X should be restored on the basis of vectors sg g and s1 g in layers r =
0, 1.

2. For the tensor X:

Xg = X + Eor = X + Eor + Ei ks (8
Sor=Xr— X E1r=E0r—Eors )

s1.r = Coder(& R), éO,R = Decoder (s1r) = Decoder [Coder ( o r)], (10)

As| g =s| g —s|gfori=1234. (11)
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In the relations above, &1 g is the residual tensor, which is calculated only in case
that the tensor X% is calculated using the vectors sg g and s; g in layersr = 0, 1.
3. For the tensor Xjp:

Xp = X +E0.p = X + Eo.p + E1p, (12)
Eop=Xp— X, 1.3 =E0p —Eops (13)

s1.p = Coder(&o ), (‘:'0,3 = Decoder (s g) = Decoder [Coder(&p )], (14)

As p=s) 5 —s|pfori=1234. (15)

In the relations above, & p is the residual tensor, which is calculated only in case
that the tensor A is calculated using the vectors so g and sy p in layers r = 0,1.

The output vectors so,G,As}'Q,Asfg fori=1, 2, 3, 4, are of length ng (for the first), and
np (for the remaining two). The number of decomposition layers is set depending on the
size of matrices R, G, B which correspond to the color components. Together with this
size, grows the number of 2LTSP decomposition levels.

The restoration of input tensors Xg, X, Xp from the output vectors, shown in Fig. 2,
is executed in correspondence with the block diagram from Fig. 4. Below are given the
basic relations from which are obtained the restored tensors, X'g, X’ G, X p:

X'6 =X+, (16)
where: /'\Af'c = Decoder(so,g) = Decoder [Coder(Xg)],

é(),G = Decoder (s1,G) = Decoder [Coder (£p,6)],

X'p = Xg + 0.5, (17)

EA(),B = Decoder (s1,p) = Decoder [Coder (&y.p)] (18)
X'p = X + o5, (19)

EA()’B = Decoder (s1,p) = Decoder [Coder (& )l (20)

The differences between the restored and original tensors are defined by the relations:
X—Xp=Epr X—Xg=E6 X—X'p=Ep 21

In this case, tensors &1 r, £1.G, £1,p represent the errors of the restored tensors
X'g,X G, X' p. Inresult of the implementation of 3D FO-AHKLT in the 2LTSP structure,
the mean square error of the restored tensors is minimized.
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4 Lateral Tensor Vectorization in Direction “TIME”

In accordance with Fig. 1, stages S and S, start with the vectorization of tensors X" and
&, with horizontal and vertical vectors orientation (i.e., directions i and j respectively). In
the third stage S3, the vectorization is lateral and the vectors are oriented at the direction
k (discrete time). In order to get higher correlation between vectors components in the
direction k, they must be defined so that to minimize the inter-frame differences. In case
that the video camera is at a fixed position, the statistical analysis shows that the inter-
frame differences are small, while for a moving camera almost all pixels are changed. In
the last case, the video information in the time moment k is displaced at a relatively small
distance, compared to the preceding moment, k—1. The difference between two neighbor
frames could be defined by the space-time displacement vector dy -1 = [d;, dj]T, in
accordance with the relation:

M—-1 N-1
dk,kfl(d,' = uo,dj = V()) = min Z |x(,j, k) —x(@ —u,j—v,k—1)|

i=0 j

Il
=)

(22)

for |u| < A,and |v| < A,,whereu=0,%1,..,+a,v=0,£1,., b, A, ={—a, +a},
A, = {-b, +b}.

Here a and b denote the maximum displacements of the current frame k, compared
to the preceding frame, k-1. In the relation above, x(i,j,k) is the value of one voxel of
the tensor X which comprises K matrices (frames), and ug and vg are the components
of the space-time displacement vector, dy k1.

As an example, on Fig. 5 is shown a sequence of four frames (K = 4). The first
three vectors X; = [x1,;, X2, X3, x4,,-]T fori=1,2,..M x N are obtained after lateral
vectorization of the tensor X, without videocamera translation. These three vectors
are colored in black. For the case when interframe displacement exists, the same three
vectors are colored in blue and the corresponding displacement vectors d3 1, d3 2, d4 3,
are colored in red. The elements of the blue vectors X; (for i = 1, 2, 3) represent the
pixels from the sequence of four frames which have very close spatial position, and are
highly correlated. In order to accelerate the search of the minimum value for the double
sum from Eq. (22), could be defined a limited number of possible small displacements
of the frame k contents, compared to these of the frame k-1. For example, in [10, 11] are
defined 13 spatial displacements between the two sequential frames, which correspond
to the values of up and vy, represented as a number of pixels: 0, £3, £5, £7 (i.e. 13
values in total). These specific features of the tensor J vectorization in the third stage of
3D FO-AHKLT, included in the 2LTSP, ensure higher efficiency of the transform aimed
at the tensor XX’ decorrelation enhancement.

5 Evaluation of 2LTSP Computational Complexity

For the evaluation of the computational complexity of 2LTSP should be taken into
account this of the algorithm 3D FO-AHKLT. In accordance with the results given in [9],
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the total number of operations needed for the execution of the direct/inverse transform
of the cubical tensor X of size N = 2", without coefficients truncation, is:

ORLrm) = 22 [2n(9 x 271 4 1) + 3] 23

The computational complexity of the 3D Adaptive Fast Walsh-Hadamard Transform
(3D-AFWHT) with a kernel WHT >, for the particular case of 3D FO-AHKLT, is:

O3p - AFwHT(M) = 2"[3 x 2"n +2(2n + 3)] (24)

For the H-Tucker and Tensor Train (TT) decompositions of a cubical tensor X’ of size
N = 2", in accordance with [9], the number of needed operations is:

Ogr(n) = 23 (2“+1 + 3), Orp(n) = 3 x 240 (25)
In correspondence with the block diagram of 2LTSP from Fig. 2, in Encoder-1 are

executed once the direct and inverse 3D FO-AHKLT for a cubical tensor of size N =
21 24 times—the direct 3D FO-AHKLT for cubical tensors of size N = 21 and 5
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Fig. 5. Vectorization of tensor X in direction k (discrete time), with inter-frame displacement

times—element-by-element subtraction for the couples of cubical tensors of size N =
2", Hence, the total number of operations for the direct transform through 2LTSP, is:

OZTE st (m) =2 x 22741 [2n(9 x 22 1) + 3]
424 x 22“*1[2(11 - 1)(9 x 2"2 4 1) + 3] £5x 2%
= 237(90n — 50) 4 22" (5n 4- 24) (26)

In correspondence with the block diagram of 2LTSP for the inverse transform, shown
on Fig. 4, are executed: one inverse 3D FO-AHKLT for a cubical tensor of size N = 2",
24 times—the inverse 3D FO-AHKLT for cubical tensors of size N = 2! and four
times—element-by-element subtraction for the couples of cubical tensors of size N =
2", Hence, the total number of operations for the inverse transform through 2LTSP, is:

O3B mstie p(m) =221 [2n(9 x 221 1) +3]
+ 24 x 220! [Z(n _ 1)(9 x 22 4 1) + 3] +4x 2%
= 230(72n — 50) 4 22" (14n + 9) 27

From the above relations it is easy to notice that the computational complexities of
2LTSP for the direct and inverse transforms are close, and the complexity of 2LTSP for
the inverse transform is a little lower. In case that in the block diagram of 2LTSP for the
direct transform the 3D FO-AHKLT is replaced by the 3D-AFWHT, the relations (26)
and (27) are modified as follows:

OISk direet (n) =2 x 22"[3 x 2"n + 2(2n + 3)]
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424 x 22“*2[3 x 2" '(n = 1) +2(2n + 1)] 5% 2%
= 2°"(15n — 4) + 22"t (74n 4 9) (28)

O35 hpwery (n) =22"[3 x 2™n +2(2n + 3)]
+ 24 x 22“—2[3 % 2" 1(n — 1) + 2(2n + 1)] 44 x 2
= 2"(11n — 4) + 22" (14n + 14) (29)

For the decomposition of same cubical tensors ARr,Xg,Xp, of size N = 2" through
H-Tucker and Tensor Train (TT), the needed number of operations is correspondingly:

ORIB(n) = 3 x 2% (2““ + 3), ORGB () — 9 x 240 (30)
Then, from Eqgs. (28) and (30) follow the relations:
OF° ()

yi(0) = el - [3 x 21 (2“+l + 3)] /[2"(45n — 25) + 5n + 24]
O3p o - Atk (™)

€29

(1) = T
2 — (2LTSP direct
O35 ko - AnkLT (W

= [9 X 22“_1]/[2“(45n —25)+ 5n+ 24] (32)
Correspondingly, from (29) and (30) are obtained the relations:

ORGB(H)

y3(0) = —rmp———— = [3 x 2"(2""" + 3) [/[2"(15n — 4) + 2(74n + 9)] (33)
’ O%]ﬁT-SAPFdWHtT(n) [ ( )] [ ]

OFF® ()

2LTSP direct
O35 “ArwrT (@

y4(n) = = [9 x 22“] J[2°(5n —4) +2(74n +9)]  (34)

Following the relations (31), (32), (33) and (34), was prepared Table 1. From the
results obtained for n = 3, 4,..., 10 it follows that for n > 4, the values of relations y;(n)
and y, (n) are higher than 1, while the values of y; (n) and y,(n) get higher than 1 for n
>17.

Table 1. Evaluation of the computational complexity 2LTSP direct/3D FO-AHKLT and 2LTSP
direct/3D-AFWHT compared to HT/RGB and TT/RGB decompositions

n 3 4 5 6 7 8 9 10

y1(n) 0.23 0.33 0.50 0.79 1.33 2.30 4.05 7.24
y2(n) 0.29 0.45 0.71 1.17 1.98 3.44 6.06 10.84
y3(n) 0.39 1.11 2.12 3.92 7.11 11.38 23.05 41.72
y4(n) 0.48 1.53 3.04 5.75 10.54 16.98 34.48 62.49
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For the case, when part of the high-frequency coefficients of 3D FO-AHKLT (respec-

tively, 3D-AFWHT) are “truncated”, the values of the relations given above, increase.
Together with the growth of the levels n of the transforms 3D FO-AHKLT (respectively,
3D-AFWHT), the computational complexity of 2LTSP decreases faster than these of
H-Tucker and TT decompositions. From the analysis of Egs. (30), (31), (32) and (33) it
follows that the efficiency of 2LTSP increases for tensors of big size (Fig. 6).
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Fig. 6. Relative complexity of 2LTSP direct/3D FO-AHKLT and 2LTSP direct/3D-AFWHT
compared to HT/RGB and TT/RGB decompositions

6 Conclusions and Future Work

The main advantages of the 2LTSP decomposition are generalized below as follows:

1.

The objects features’ space is reduced by using the inter-frame correlation for the pro-
cessed sequence of tensors (video frames). The error, which defines the approxima-
tion accuracy of the restored tensors, depends on the number of retained coefficients
n, calculated by the Encoder in each pyramid level;

The new decomposition has relatively low computational complexity, which permits
real-time performance. The implementation of 2LTSP based on 3D-AFWHT as a par-
ticular case of 3D FO-AHKLT, results in significant reduction of the computational
complexity, compared to H-Tucker and TT decompositions;

The ability to handle a longer input sequence, exploration of temporal dependencies
and better performance in case of partially observable scenes. The related statistical
analysis estimates that the inter-frame correlation at 25 frames per second usually
covers a time interval of up to 12 consecutive frames.

The future work on the offered pyramidal structure will be aimed at investigations

on the abilities for its application in various areas, such as the information redundancy
reduction in color video, the extraction of a minimum number of features needed for
objects recognition, etc.
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Abstract. With the ever-increasing role of biomedical signals in the field of Sci-
ence and technology, electromyogram approach is considered as important tech-
nique using EMG signals to monitor muscular activities for stress detection abnor-
malities and activation level and to study the biomechanics of various movements.
EMG signal acquisition and the processing part are being updated day by day in
terms of accuracy and artifact removal which makes the analyses part more reli-
able. This paper discusses the efficient EMG signal acquisition, processing, fea-
ture extraction, classification and optimization methods to attain high recognition
accuracy using EMG signals.

Keywords: EMG - Signals - Acquisition

1 Introduction

EMG is one of the physiological signal acquisition methods to record electrical activity of
skeletal muscle. It reveal complex forms of anatomical features [1]. The signal indicates
muscle activity under different stimuli [2]. Abnormal muscle activity, which gives rise to
large number of diseases due to poor condition, can be easily detected using EMG signals.
It is also used to measure stress, i.e., physical stress while doing muscular exercises [3].
EMG is a reliable measure for physical stress test [4], as it measures muscle activity
(contraction), amplitude and frequency. When we acquire an EMG signal it consists of
noise, so different techniques such as anti-aliasing filters etc. have to be used to remove
the noise artifacts. A novel approach known as deep learning is used in medical imaging
which comes from a big data in an end-to-end learning manner to medical tasks.

2 Electromyogram Signal Initiation

EMG is an electrical activity of muscles. EMG signal is generated by contracting the
muscles. EMG can be measured with the help of electrodes. At the time of contraction of
muscles, charges particles are generated in muscle membrane. The movement of charge
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particle allows electrical current generation. The electrical current generated inside the
muscles converted into electric energy. The difference between two point of the electrode
can be calculated as voltage. The voltage we get on surface of muscles is affected by
resistance of surrounding muscles. Figure 1 shows contraction of muscles information
(A) gives information about the 10% maximum voluntary contraction that shows low
power level of SEMG signal (B) give information about different motor unit firing rates
(C) give information about isolated SEMG in first vertebral muscle (D) increase in
duration activity by decrease in muscle fiber transfer speed EMG signal acquisition with
the help of bipolar electrodes [4].
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Fig. 1. Isolated surface EMG signal at low power level (10% of maximum voluntary contraction,
MVC) (A) high power level, 40% MVC (B) different motor unit firing rates (C), isolated surface
EMG signal in the first vertebral muscle and (D) increased duration activity with a decrease in
muscle fiber transfer speed (E) EMG signal from a muscle using a bipolar electrode.

Transmission of signals to muscles occurs by active motor-neurons (discharged) as
shown in Fig. 1A [5-7]. Every motor unit has a different size of action potential (MUAP)
wave, Fig. 1B, showing the potential of the recorded power over time. Action potential
size depends on characteristics of motor unit and position of muscle fibers depends on the
recording electrode [8]. Action potential (functional capacity) of all active motor units
generates approximate EMG signals on the skin surface. The motor units (individual)
firing time can be deduced from recorded SEMG signals using special SEMG decay
mechanisms [9].
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3 EMG Signal Acquisition

Electrodes are used for acquiring EMG signal, i.e., surface (non-invasive) and needle
(invasive) electrodes. In Non-invasive/surface method, electrodes and sensors are placed
on the muscle surface while in needle method; the muscle is penetrated by electrodes
(Fig. 2).

Electrode Sensor 1

Electrode
Pick-up — Contacts
volume
\ o
2

Electrode
Sensor 2

Fig. 2. Schematic view of forehead of different muscles.

The size of the needle electrodes is 1 sq. mm wide approx. The abnormalities in
muscle contraction, nerve damage, muscle or brain damage, physical stress cause motor
disorders that can be identified by an EMG signal diagnosis [10]. The principle behind
the use of surface electrodes is the detection of chemical balance between body surface
and skin by electrolytic communication consists of two types—Gelled and Dry EMG
electrode. In surface EMG, we put surface electrodes on the cleaned part of skin and are
0.5-2.5 cm wide. These are based on non-invasive techniques to measure and capture
the EMG signals. When the muscle is in a relaxed state, the EMG plot shows either
more/less noise or less EMG baseline of muscle although it should not exceed 3-5
microvolt’s although 1-2 is achievable. Interference noise or trouble detection devices
can result in increased base activity or muscle (Figs. 3 and 4).

Motor unit action potentials (MUAPs) also known as raw EMG signals are the basis
for any investigation of neurological and neuromuscular problems. MUAP is total con-
traction of muscle fiber in motor units and are easily detected near electrodes, resulting
in lower MU distances and more noise. A group of MUAPs resulting from MUU is
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Fig. 4. The individual wave form of EMG signal.

called MUAPT, received signals from single electrode can be specified as follows [11].

N
EMGt = Z MUAPTm(t) + n(t) (1)

m=1

In above equation, MUAPT m(t) refers to transient function of MUAPT, n(¢) function
indicates parts of signal that are neither connected to motion capacity. The characteristics
of this sign depend upon size, contraction duration, muscles steady state, lethargy and
sweating of the skin (Table 1).
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Table 1. MUAP abnormalities and anatomical changes [12].

MUAP abnormalities Physical changes

Increase in amplitude Muscle fibers loss and increase in connective
tissues

Decrease in amplitude Muscles fibers group

Decrease duration Muscle fibers loss

Increased duration Muscle fibers increases

Increased spike duration Muscle diameter varies and increase in thickness at
ends

Increase in number of turns and phases | Slow conduction of terminal axons/and increased

diameter of muscle fiber

Increase in firing rate Loss of motor units
Increase in the jiggle Neuromuscular transmission occurs
Decrease in amplitude Muscles fibers group

4 Factors Affecting EMG Signals

The EMG signals amplitude range lies from 0—10 mV. While acquiring the EMG signals
noise affects the electrical signals, so, it is very essential to use high quality equipments
to reduce noise. A lot of factors affect the EMG signals as [13] mentioned below:

ey
)
3)

“
®
(6)

Inherent noise in electronic equipment: Till date no equipment is available which
does not generate noise. Only we can reduce noise by using good-quality tools.
Ambient noise: Source is electromagnetic radiation. It is impossible to avoid this
noise as being living on the surface of the earth.

Motion Artifact: Motion artifacts skewed the information; therefore, it leads to
irregularity in the data. It is caused either due to the electrode interface or cable. By
designing good-quality electronic devices this artifact can be reduced.

Signal Instability: EMG signal is within 0-20 Hz frequency considered as unstable,
so this range should be avoided.

Intrinsic: It includes active motor unit, fiber diameter, fiber composition, depth of
electrodes between muscle and tissue surface.

Extrinsic: It includes factors such as surface area, electrode shape, distance of
electrodes, muscle location etc.

4.1 Essential Requirements for Acquisition of EMG Signals

For acquiring high EMG signal, signal distortion should be as low as possible to avoid
unwanted filters. For analysis of EMG signal positive value is analyzed so that half-wave
rectifier can be used.
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4.2 EMG Signal Detection

The methods available for detection of EMG signal includes-

1. Single-threshold/limit method: It is used for comparing EMG signals having fixed
threshold and is observed by computer-based technique. Now days this method is
not satisfactory since measured results depends upon fixed threshold value, i.e., the
relationship between the probability of detection Py and the probability P, that a
noise sample is above the threshold y, is expressed as equation given below [13].

n(r,) )

Pdk = exp<1 + 1()SNR/1O

The above equation was also supported by Reema and Vijay [14].

2. Double-threshold/limit method: It was proposed by Bornato in 1998, and detects
higher detection probability as compared to a single threshold. Lanyi and Adler [15]
suggested Bornato method as complex, expensive, therefore Lanyi and Adler investi-
gated new algorithm (improved method) which provides high sensitivity, consistent
and efficient muscle-to-off detection with low computational costs.

2)

4.3 EMG Signal Decomposition

EMG signal is decomposed to study the underlying mechanisms of nerve control whichis
done with wavelet spectrum and PCA of wavelet coefficients. Wavelet transform include
other decomposition methods like EMD/ICA. EMD (empirical mode decomposition) is
an effective way to decompose signals. Zvokelj et al. [16] combined different methods
that can distort the signal into different time scales. EMG decomposition study was
carried out by various scientists and researchers. Among them most of the methods
are restricted to laboratories research, specialized equipments, complex algorithms and
large-scale data to train the standard models [17].

4.4 EMG Signal Processing

The raw signals offer useful information, can be quantified [18]. This information can
be converted into useful and accurate form of signals [19] with the help of various signal
processing methods such as (Fig. 5)-

1. Wavelet Analysis/Transform: It is represented by Greek letter psi ({r). Wavelets are
used for different modes of operation and to decompose and reconstruct primary
signal. The generated wavelet components are used to remove noise at each scale.
Luo and Shen et al. [20] investigated reconstruction algorithm to reduce/eliminate
the noise of surface EMG. Gaofeng et al. [21] proposed MODWT algorithm for
noise filtering.

2. The main advantages of this wavelet transform are that the windowed Fourier trans-
form can be overcome by scaling the bandwidth of the filter, which is inversely
related to the frequency. Secondly in a signal, small wavelets isolate very fine details
and very large wavelets isolate coarse details.
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Fig. 5. Signal processing stages.

3. Time-frequency analysis: This method used for analyzing the sEMG signals with
FT and wavelet analysis theory. Chan et al. [22] applied theory of wavelet analysis
for the extraction of time-frequency eigen values (Table 2).

4. Autoregressive model: This algorithm recognizes the factor of the time sequence
which is recorded according to an AR model, different models are mentioned in
Table 3.

5. Artificial intelligence: It includes an artificial neurological network (ANN) which
is used to classify a variety of signals created by medical images and biomedical
acoustic signals. Furthermore used in identifying myopathy with an accuracy level
above 87%, it also supports Markov Model.

Linear discriminant analysis and support vector machines. Ganesh [33] performed
brachial biceps EMG with EMD. Venkatraman [34] propounded ANN model for more
accuracy in classifying dependent variables as compared to logistic regression model.
Ram et al. [35] proposed SVM classifiers to be more accurate than ANN in term of speed
and well-being (Fig. 6).

4.5 Feature Extraction and Classification

Image processing, machine learning are recently used for detecting any normal or abnor-
mal pattern of any disorder. Machine learning is comprised of supervised and unsuper-
vised learning. In supervisory learning, good outputs are obtained from input and out-
put data using predictive models. Some popular algorithms comprise of decision trees,
SVM, ANN, and LDA. Xiuwu et al. [36] suggested a PSO-SVM for identification of
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Table 2. List of signal processing methods with features and accuracy.
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Authors Features Feature Classifier Movement Accuracy (%)
selection
method
Hichem et al. | Discrete wavelet WCC-ANN Lower limb 100
[23] transform, muscles
Wavelet Cepstral
Coefficient
(WCC)
coefficients
Sara et al. TD, FD and TFD | FS/MLE KNN, MLP Upper limb 97
[24] movements
Annachiara Localization of | Continuous Muscle 98
et al. [25] maximum signal | Wavelet recruitment
energy Transform during walking
(CWT)
She et al. [26] | The complex TLLD LDA Wrist and hand 98
Morlet wavelet flexion and
extension
Satish et al. Amplitude mean | Discrete ANN Closed and open | 93.25
[27] and maxima of | wavelet palm, wrist
wavelet transform extension
coefficients
Ercan et al. Mean, standard | DWT Random forest Use of DWT and | 96.67
[28] deviation, decision MSPCA for
average power identifying
neuromuscular
disorders
Yipeng et al. | Maximum value, | DWT, BPNN (1) Higher and 98.7
[29] multi-scale value | multiple lower step
and singular mother (2) Ascending and
values of wavelet | wavelets descending
coefficients
Firas et al. Wavelet DWT GRNN Eight hand 95
[30] coefficients motions
energies
Zhang et al. | Energy content | WPT BPNN Forearm and 95
[31] ratio of every elbow rotation
wave multiplier
Muthusamy | AR model DWT PNN and GRNN | Wrist motions 99
et al. [32] coefficient and
wavelength

upper limb movements using EMG signal and Wavelet Packet Transform, they obtained

90.66% recognition rate. Though, PSO-SVM technique give accuracy of 96% [37].
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Fig. 6. Electromyogram classification by ANN approach.

4.6 Optimization of the EMG Signals

It can be done with various methods such as Particle Swarm Optimisation (PSO), K-
Nearest Neighbor (KNN) and Support Vector Machine (SVM). Among them, PSO is
the best method for feature extraction, though KNN method and SVM technique shows
99.7 and 99.6% accuracy [38].

5 Applications of EMG

There are many applications for using EMG such as neuro-muscular physiology, med-
ical diagnosis, and muscle stress management. When muscle activity begins under any
force, the accuracy of EMG signals is affected by some physical factors including, age
of the person, temperature, muscle examined and technical factors such as type of needle
electrode, characteristics of recording surface, preamplifier and amplifier, etc. The above
factor reduces robustness as well as the accuracy of recognition. Hence, surface elec-
tromyography (EMG), which records changes in muscle stimulation [39], has become an
attractive method for assessing muscle metabolic reactions during exercise and muscle
fatigue, in speech recognition, robotics and in diagnosis.

6 Conclusions and Future Scope

The present article covered efficient methods which are widely employed in SEMG
data analysis. For EMG signal acquisition, best method is “improved method”, and
for processing is “DWT and WCC”, while for feature extraction is “DWT” and for
optimisation is “PSO technique”. These method is/are considered as best to attain high
recognition accuracy that can efficiently capture EMG signals. Furthermore, a deep-
learning approach is useful for bringing signal analysis for medical applications as
futuristic research work.
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Abstract. In the development of machine learning, deep learning, as a research
content that researchers focus on, has a relatively strong ability to represent data.
Its core basis is to build a neural network with multi-hidden layer structure and
a large number of data, so as to obtain the features contained in the data and
improve the accuracy of classification prediction. Radar signal classification is
an important technology for radar signal processing. After the emergence of a
new radar system, the application advantages of traditional signal classification
methods are becoming less and less. However, combined with deep learning,
signal classification can be optimized on the basis of automatic learning of data
characteristics. Therefore, on the basis of understanding the current research status
of signal classification in radar countermeasures, this paper conducts in-depth
research on the technical concept of deep learning, and thus proposes a radar
signal classification method based on deep belief and network model.

Keywords: Deep learning - Deep training network - Radar - Signal classification

1 Introduction

As an important part of information warfare, the core task of electronic reconnaissance is
to obtain the enemy radar signal and obtain the corresponding parameter characteristics
to complete the signal risk. However, in the current military industry and electronic
technology innovation and development, more and more new radar systems have been
widely used in the battlefield electromagnetic environment, which not only aggravates
the complexity of practical development, but also affects the application performance
of signal classification and identification, and has a negative impact on the strategic
decision of self defense and ground attack. Therefore, how to accurately classify and
recognize different types of radar signals under complex conditions is the main subject
of signal classification research in radar countermeasures at present. Deep learning,
as the main content of current technology research, has been widely used in image
recognition, computer vision and other fields. Generally speaking, deep learning models
are considered to be based on the design of biological brain, which in some ways is a
further extension of shallow artificial neural networks. According to the exploration of
radar signal classification and identification process as shown in Fig. 1, Zhang Gexiang,
Rong Haina et al. proposed a method of classification and identification of radar emitter
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signals using similarity coefficient features and support vector in practical exploration.
Yang Liming et al. used support vector machine (SVM) as a classifier to classify and
identify radar radiation source signals [1, 2].

Signal The extracted L T'he output
enrapasst = . —| classification —>
Radar signal preprocessing features

Fig. 1. Classification and recognition flow chart of radar signal

At the same time, with the comprehensive promotion of science and technology
and artificial intelligence concept, Guo Xiaobin, Wang Zhuang et al. used Bayesian
classifier to complete the classification and identification of radar radiation sources.
Compared with the application method with probability approximation criterion as the
core, the actual system classification effect is stronger. However, Liu Kai, Wang Jiegui
and others applied the concept and algorithm of neural network in the classification
and identification of unknown radar radiation sources, and the empirical results proved
that the application performance of neural network is very strong. Deep learning, as a
deep machine learning model, conventional model contains multiple layers of neural
networks, and each layer of neural network is mapped to abstract features in layer upon
layer accumulation to complete classification. In the comprehensive development of deep
learning technology concept, researchers have put forward many optimization methods
of deep learning in practical exploration, such as initialization of network parameters
and application of multi-tired activation function, etc. [3, 4]. These methods can not
only effectively solve the fitting problems caused by the excessively complex structure
of traditional neural network. It can also improve the classification and identification
accuracy of radar radiation source signal in practice. For example, the training inquiry
conducted by Krizhevsky et al. using the convolutional neural network model improved
the accuracy of the actual performance results by 10%, which was far better than the
learning and training model of the shallow model. In this paper, combined with the deep
belief network model, the radar signal classification method is studied, and the relevant
algorithms are verified by simulation, so as to confirm the effectiveness of radar signal
classification method based on the deep belief network model.

2 Method

2.1 Deep Belief Network Model

To put it simply, as one of the earliest non-convolution models with deep architecture
training as the core, both Boltzmann machines and restricted Boltzmann machines are in
the category of self-coding networks in essence. According to the research of scholars to
explore the structure analysis of experience and shown in Fig. 2, the Boltzmann machine
belongs to use random neural network in the whole connection way constitute a feedback
type neural network, all structures are symmetric connections, and no word feedback
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between each layer, the overall structure consists of two layers, connected to each other.
However, limited Boltzmann machine has a certain difference, the overall structure is
no connection within the layer, and between the layers are all connected [5, 6].

(a) Boltzmann
machine

(b) Restricted
Boltzmann machine

Fig. 2. Structure diagram.

In this paper, the topology and training skills of the deep confidence network are
summarized by combining the restricted Boltzmann set. Since this model refers to the
type of deep feedforward neural network, the analysis of the training model shown in
Fig. 3 shows that the initialization of parameters between layers should be obtained
by using the learning mode of the restricted Boltzmann machine. Secondly, we should
analyze and understand these four operations according to data, model, optimization
objective function and solution. The specific operation is as follows [7, 8].

fine-tuning

0 (x)
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h3(x)W4

i

Pre-train layer by layer
0 (x) 0 (x) 0 (x)
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Fig. 3. Training mode of deep neural network.
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Data

{x(") e R“}N (1)

n=1
The above formula represents the input data and also the expected output. The data set
N .. . . .
{x™ e R”}n_1 is divided into two parts. On the one hand, it refers to the data set with

class object, ‘also known as the training set; on the other hand, it refers to the data set
[xt ]szl without class object, also known as the training set, as shown below:

N
{x("), y(")] — TrianData
n=1
T ()
=(1)
{x } | — TestData
=

The total number of data setsis N + T.

Model. The hyperparameter design of the model o (.) is that L hidden layers exist during
feature learning, and the number of nodes on all hidden layers is nl (L = 1, 2..., L), the
activation function contained in each hidden layer means that the classifier part of the
model should use Softmax classifier, or support vector machine or matrix machine can
also be selected. The network structure of the model belongs to the deep feedforward
neural network. The overall module design is divided into two parts: on the one hand, it
refers to feature learning, and the specific formula is as follows:

X; =o1(W; - Xi—1 +by) € R"
{ 3)

Xo=x
In the above formula, [ = 1,2..., L.

On the other hand, it refers to classifier design. If the number of categories is K, it
can be obtained:

eXL0k)
Yoiy et @)
y = [y, 3, o (&) ]"

The waiting to learn parameter is 6y (k = 1, 2, ..., K).

Compared with the deep stack network formed by the traditional self-coding network,
the only difference lies in feature learning. The parameter initialization network model
between layers is as follows:

k) =

1

hP(hlv,W,a,b) = ——— - e(bT-h+vT.W.h)
Pv)-Z
1 T T &)
v PWwlh,W,a,b) = . e(a AT W -h)
PW)-Z

In the above formula, v represents the visual layer, which belongs to the data after
normalized input processing; h represents the hidden layer, W represents the weight
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connection matrix between the visual layer v and the hidden layer. The symbol a repre-
sents multiplicative bias in the visible layer and the symbol b represents multiplicative
bias in the hidden layer. Assuming that the parameters (W, a, b) have been specified, the
following calculation formula can be obtained by combining the input content v with
the hidden layer A:

P(h(i) = 1v) = 0<VT Wi+ b,»)
(6)
P(hGi) =0lv) = 1 — cr(vT Wi+ b,~>

In the above formula, represents the Sigmoid function o (.), h(i) represents the output
value of the ith node in the hidden layer s, W; represents the ith column of the weight
matrix W, and b; represents the ith component of the hidden multiplicative bias.

Similarly, the visible layer can be estimated and analyzed in combination with the
hidden layer &, and the specific formula is as follows:

POv() = 1lh) =0 (W.; - h + a)) o

P()=0h)=1—0(W.; h+a)
Optimize the Objective Function. This operation is divided into two processes, the first
refers to the initialization of parameters, and the second refers to the feature learning and
classification of its design. The optimization objective function of hierarchical parameter
initialization is:

T T
minJ () = — ) log P(fz(’)) - ngZP(W), h) (8)
=1 =1 h

Fourth, solve. This stage is consistent with the traditional deep feedforward neural
network, which mainly uses the back propagation algorithm to adjust the whole end-
to-end network. According to the optimization objective and function obtained in the
above research, the comparative divergence algorithm is used to solve the problem.

2.2 DBN Model Based on Support Vector Machine

Because deep learning model has strong nonlinear function approximation ability, it
can effectively show the essential characteristics of data. However, it is difficult for
traditional depth models to obtain ideal results when dealing with classification and
regression problems. However, support vector machines can map linear and indivisible
contents into high-dimensional space and classify data according to solving the optimal
partition hyperplane mapped into high-dimensional space. Therefore, this paper studies
the effective fusion of deep learning model and support vector machine to build a gen-
eration model for classification. According to the following Fig. 4 DBN signal based on
Support Vector Machine (SVM) classification flowchart analysis shows that the radar
signals formed by the normalized data set, and so as the input of the model, in the end
after several network training for characterization of the input data of the characteristic
matrix, and then the input into the Support Vector Machine (SVM) implementation of
the training, Thus the classification results are obtained [8—10].
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Fig. 4. FLOW chart of DBN signal classification based on SVM

3 Result Analysis

Combined with the classification model and method constructed by the above research,
700 sample data are selected for simulation training, among which 600 samples belong
to the training set and 100 samples belong to the test set. In the DBN model with support
vector machine as the core, the following results can be obtained by selecting appropriate
support vector machine parameters (Table 1).

Table 1. Parameter simulation results of support vector machine.

Penalty parameter C RBF kernel function parameter g Classification accuracy (%)
9.7656%10~% 9.7656%10~% 92.31
0.1 0.1 92.15
0.5 0.1 92.31
1 0.05 92.31
1 0.1 92.38
1 0.2 91.62
2 0.1 92.08

According to the above data set and parameter design, the DBN model and the DBN
model with support vector machine as the core are simulated and trained respectively.
After 20 times of simulation, the results are shown in the Fig. 5.

Combined with the model comparison results analyzed in the figure above, it can be
seen that most of the classification error probability of DBN model is lower than that
of DBN model with SUPPORT vector machine as the core, but the actual classification
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Fig. 5. Comparison results of model training.

probability fluctuates greatly, while that of DBN model with support vector machine as
the core has little fluctuation of classification accuracy. The average classification error
probability of DBN model can reach 5.85%, and the actual variance is 37.56. The average
classification error probability of DBN model based on support vector machine can reach
7.98%, and the actual variance is 0.45. Therefore, after the DBN model optimization by
integrating support vector machine, although the actual error rate decreases compared
with the original DBN model, the overall model is more robust and has higher stability
in practical application [11-13].

At the same time, a comparison between the DBN model with Stacking algorithm
and the DBN model with multi-classification gas is conducted. The running time results
of the two models are shown in the following Table 2.

Table 2. Time comparison of integrated DBN model.

Model type Running time per second
DBN model based on Stacking algorithm 89.67
Joint multi-classifier DBN model 85.68

Combined with the comparison results in the table above, it can be seen that the
DBN model with combined multi-classifiers has a shorter running time (3.99 s) than
the DBN model with Stacking algorithm, which proves that the structure with combined
multi-classifiers is more efficient than that with Stacking algorithm in terms of time cost.

In addition, by comparing the classification performance of the two integration
models and support vector machines, the results can be obtained as shown in Table 3.
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Table 3. Comparison of classification performance of different models.

Model Classification error rate/%
DBN model based on Stacking algorithm 2.34
Joint multi-classifier DBN model 2.54
Support vector machine SVM 3.23

According to the analysis in the above table, the classification effect of the two DBN
models with ensemble learning as the core is more effective than that of support vector
machine, which further verifies the advancement of ensemble learning method.

4 Conclusion

To sum up, radar signal classification and recognition is an important part of modern
electronic intelligence, reconnaissance and support system. This paper mainly studies the
application of current radar signal classification technology from the deep belief network
model. Combined with the basic concept analysis of deep learning, it can be seen that it is
mainly to learn the hidden features of data in the construction of multi-hidden layer neural
network model. Ensemble learning, as an effective learning method of combinatorial
optimization, can construct and combine multiple learners to accomplish specific tasks.
The final practice results show that the DBN model with ensemble learning as the core
can get better prediction results, and the design of the overall system model has a strong
generalization level and robustness. Therefore, in the era of big data, researchers should
strengthen the application of deep learning models.
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Abstract. Measuring the machine intelligence quotient (MIQ) of intelligent
agent-based systems (IABSs) is very important based on the increasing number
of intelligent systems applied to real-life problem solving. The most important
property of an intelligence metric must be its universality. Developing universal
intelligence metrics is difficult based on the very large diversity of intelligent
systems. A feasible approach for ensuring the universality of measuring machine
intelligence consists in using black-box-based methods able to measure the central
intelligence tendency in problem solving. This paper represents a guide for choos-
ing the most appropriate black-box-based intelligence metric for measuring the
intelligence of developed IABSs, classification of IABSs in intelligence classes
and detection of the IABSs with statistical low and high outlier intelligence. In
research where the performance of heuristic and metaheuristic algorithms is stud-
ied, the performance indicator is frequently calculated as the mean or the median
of experimental evaluation results. There is no consensus agreement regarding
which of them is more appropriate. In some cases, both of them are reported. The
manner in which it should be decided which of them to be used is scientifically
grounded in this paper.

Keywords: Intelligent agent-based system - Machine intelligence - Machine
intelligence quotient - Industry 4.0 - Smart factory - Computational hard
problem - Central intelligence tendency - Central performance tendency -
Heuristic algorithm - Metaheuristic algorithm

1 Introduction

Most intelligent systems are intelligent agent-based systems (IABSs) that could be intel-
ligent agents (IAs) [1] which operate individually or intelligent cooperative multi-agent
systems (ICMSs) [2]. The number and diversity of [ABSs applied for real-life problem
solving in all fields is increasing very fast. For example, the IABSs applied in Indus-
try 4.0 can be mentioned. [3] presents an IABS specialized in solving the problem of
sustainable supplier selection. [4] presents an IABS specialized in the decision support
used in the chemical process industry.

In this context, measuring the machine/systems intelligence becomes of utmost
importance. There are very few studies related to the subject of measuring machine
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intelligence [5]. Machine intelligence metrics presented in the scientific literature rely
on different philosophies, which hinders their effective comparison. There is no stan-
dardization on what machine intelligence is and what should be measured to quantify it
[5].

This study investigates the measurement of the artificial complex system intelligence
from the viewpoint of difficult problem-solving abilities and highlights the importance
of being able to make accurate and robust comparisons in intelligence between multiple
intelligent complex systems. The most important property of an intelligence metric is the
universality. This is necessary based on the very large diversity of intelligent complex
systems. In this sense an important general approach consists in the black-box-based
intelligence metrics that should be able to treat aspects like the variability in intelligence,
and outlier/extreme intelligence (statistically very low and high intelligence behavior in
different situations).

Universal black-box-based machine intelligence metrics represents a useful tool for
intelligent systems developers in measuring the intelligence of their systems, with the
purpose of comparing it with the intelligence of other systems despite the diversity of
their architecture. Research evaluation results must frequently be analyzed using methods
based on statistics [6]. The methods for intelligence measuring that were elaborated by
the author of this paper, called MetrIntPair [7], MetrIntPairll [8], and ExtrIntDetect [9],
which are treated in this paper, are statistically grounded.

The upcoming part of the paper is structured as follows. Section 2 presents a brief
survey on state-of-the-art intelligence metrics; Sect. 3 treats the subject of measuring the
machine intelligence using the universal black-box-based methods called MetrIntPair,
MetrIntPairll and ExtrIntDetect; Sect. 4 treats the machine intelligence quotient measure
as central intelligence tendency indicator, and presents the central performance indicator
calculus in case of heuristic and metaheuristic algorithms. The conclusions are presented
in the final part of the paper.

2 State-of-the-Art Machine Intelligence Metrics

A brief survey on the state-of-the-art metrics for measuring the intelligence of the
intelligent agent-based systems is presented in this section.

One of the earliest measurement criteria for machine intelligence was proposed by
Alan Turing [10]in 1950. A system able to make computations was considered intelligent
if ahuman evaluator could not decide the nature of the system as being artificial or human,
based on questions asked by the evaluator without him seeing who answers.

Schreiner [11] analyzed how to measure and compare the intelligence of the systems.
The competition between Watson, developed by IBM, against humans in the popular
Jeopardy game was analyzed by Sterret [12]. Newborn [13] presents the well-known
competition between the chess grandmaster Garry Kasparov and the chess playing
machine named Deep Blue, built by IBM. Besold et al. [14] analyzed diverse problems
whose solving by humans is complex, that prospectively could be used as benchmark
problems for measuring IABSs intelligence. Detterman [15] suggested a challenge for
programs by applying human psychometric intelligence tests. Sanghi and Dowe [16]
successfully developed a computer program that surpassed the average human intelli-
gence (by 100) on some psychometric tests [16]. Park et al. [17] proposed the concept
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of intelligence task graph for measuring the intelligence of some specific cooperative
systems. Anthon and Jannett [18] studied the systems intelligence based on abilities
for solving tasks of different complexity. Hernandez-Orallo and Dowe [19] developed a
so-called universal anytime intelligence test. Legg and Hutter developed an intelligence
measure [20] based on the performance of the systems in difficult environments. Hibbard
[21] developed an intelligence metric based on the problem-solving ability in complex
environments. Liu et al. [22] presented a comprehensive study regarding the analysis of
the calculus of the machine intelligence quotient.

The main purpose of endowing agent-based systems with intelligence is to obtain
improvements in solving problems of a very high complexity. The human intelligence
cannot be completely understood; however no unanimous definition of human intelli-
gence exists. A general definition [23] is given in Britannica: “Human intelligence is
a mental quality that consists of the abilities to learn from experience, adapt to new
situations, understand and handle abstract concepts, and use knowledge to manipulate
one’s environment.” Brown and Wai [24] outlined that the intelligence level is generally
correlated with increased success in life. It is interesting to note that even if human intel-
ligence is not easily understandable, it can be measured. The human intelligence can
be measured by intelligence tests able to calculate a so-called intelligence quotient (IQ)
[25]. The systems’ intelligence can be considered similarly: it cannot be unanimously
defined but it can be measured.

Machine intelligence measure is frequently considered based on different kinds of
complex-problem-solving abilities. The final goal of measuring machine intelligence
is to enable the comparison of the systems and the selection of systems based on their
intelligence. It could be also useful if a metric would be able to classify the systems based
on their intelligence. Another useful feature could be the identification of the systems
with outlier (statistical extreme) intelligence from a set of studied IABSs.

Methods for measuring machine intelligence presented in the scientific literature are
based on completely different approaches. However, most of them cannot be compared
between them. One of the main drawbacks of many actual metrics consists in their
limitation in universality that makes them impossible to be applied in real-life scenarios
when one must deal with intelligent systems with a largely diverse architecture. The
standardization and universality of the intelligence metrics is an important subject that
must be treated by scientific research.

3 Guide for Choosing Between Black-Box-Based Metrics
for Measuring the Machine Intelligence

Certain black-box-based approaches for treating the subject of intelligence measure
are synthesized in this section. The main purpose was to elaborate some guidelines in
choosing the most appropriate method for measuring developed IABSs intelligence.
Concretely, there are presented two metrics/methods called MetrIntPair [7] and
MetrIntPairll [8] for intelligence measuring and a method called ExtrIntDetect [9] for
detecting IABSs with outlier intelligence (statistical extremes). The presented methods
are statistically grounded, universal, and can be applied to agent-based systems generally.
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The agent-based systems can be intelligent agents which individually solve problems or
multiagent systems where the agents cooperatively solve problems.

In the following there are presented use cases of these methods. The detailed
descriptions can be found in the papers in that are published.

3.1 The Specificity of the Black-Box Methods for Intelligence Measuring

The specificity of all the approaches mentioned in the previous paragraph consists in the
fact that they operate as black-box-based methods which gives them the advantage of
universality. They should not treat aspects such as: studied systems are individual agents
(solve the problems individually) or cooperative multiagent systems (solve the problems
cooperatively), and what type of architecture they have. We consider that intelligence
measuring should be based on their difficult problem-solving ability. It should be noticed
that the consideration of a system’s intelligence alone is useless. This has relevance in
the context of the existence of other IABSs. This fact requires the measuring of the
intelligence and comparability of intelligence measurements.

The general idea of the black-box-based methods that we treat consists in the opera-
tion in three general steps presented by the generic Black-box-based intelligence analysis
skeleton (BBSkel). In the following there are used the following notations, n represents
the set of studied IABSs. lab = {lab1, lab,..., lab, }, denote the studied IABSs. MQ =
{Mqg1,Mq>..., Mgy}, denote the MIQs of lab.

Skeleton Black-box-based Intelligence Analysis (BBSkel)

Stepl: collecting experimentally obtained difficult problem-solving intelligence evalua-
tion data

@Making experimental evaluation of difficult problem-solving intelligence of Iab
(all of the studied IABSs). As result it is obtained in case of each IABS the so-called
intelligence indicator data set.

Step 2: calculus of the MIQs of the studied IABSs

@The intelligence indicators data are analyzed using diverse statistically grounded
methods.

@Based on the analysis results is established the best type of indicator of the central
intelligence tendency that will measure the MIQ.

@1t is calculated for each studied intelligent system lab1, lab;..., lab, the machine
intelligence quotient Mq1, Mq>..., Mqy.

Step 3: final step of the machine intelligence measuring and analysis

@In case of MetrIntPair and MetrIntPairIl based on the intelligence measurements
results, the studied IABSs intelligence is compared statistically. Finally, the IABSs with
the statistically equal intelligence are classified in the same class.

@]In case of the ExtrIntDetect method, the [ABSs with outlier intelligence (statistical
extremes) are identified.

EndBlackBoxMethods

The studied IABSs could be even of a different type, for instance some can be individual
agents, while others could be cooperative multiagent systems. In the framework of the



Measuring Machine Intelligence 69

MetrIntPair and MetrIntPairll metrics in the obtaining of the experimental intelligence
evaluation data, Step 1 of BBSkel, the so-called pairwise problem-solving intelligence
evaluation should be applied. It has the specificity that the problem-solving intelligence
is evaluated in pairs. The intelligence of all the studied systems is evaluated for each
problem, and the further statistical analysis takes into consideration this aspect of the
evaluation.

Table 1 presents comparatively the properties of the studied black-box methods.

Table 1. Properties of the treated black-box methods

Property MetrIntPair | MetrIntPairll ExtrIntDetect

N 2 >2 (any number) >3 (any number)
Type Pairwise Pairwise Not-pairwise
Calculate MIQ Yes Yes Yes

Compare the measured MIQs | Yes Yes Yes

Classify the IABSs Yes Yes No

Detect outlier intelligence No No Yes

Universal Yes Yes Yes

Other additional properties Accuracy Accuracy; robustness | Accuracy; robustness

n denotes the number of studied IABSs. Type denotes the type of experimental evaluation
of the studied IABSs, that could be pairwise or not-pairwise. Calculate MIQ indicate the
ability to calculate the machine intelligence quotient. Compare the measured MIQs indi-
cates the ability to compare the MIQs of the studied systems. Detect outlier intelligence
indicates the ability to identify outlier intelligence. Other additional properties like the
accuracy and/or robustness are assured by the specific statistical analyses incorporated
in the methods.

3.2 The Universal MetrIntPair Intelligence Metric

Tantovics et al. in 2018 [7] proposed a novel intelligence metric/method called Metric for
Pairwise Intelligence Comparison of Agent-Based Systems (MetrIntPair). When used,
MetrIntPair can be applied to two studied IABSs specialized in difficult problem solving,
denoted in the following as lab, and laby. It can make a measurement by obtaining the
machine intelligence quotient Mg, and Mgy of the two studied systems. After this it can
compare the intelligence quotient of the two considered systems, by taking into consid-
eration the variability in intelligence, and points out extreme intelligence measurements
that should not be taken into account. If the studied systems have a statistically identical
intelligence, then they are classified in the same class of intelligence.

In [7] the experimental testing, evaluation and validation of the MetrIntPair metric are
presented, using two intelligent cooperative multiagent systems specialized in solving
an NP-hard problem.
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The universal MetrIntPair intelligence metric can be used for measuring and com-
paring two intelligent agent-based systems intelligence which can be applied in any field
specialized in the solving of the same type of problem.

3.3 The Universal MetrIntPairll Intelligence Metric

MetrIntPair metric presented in the previous section can be successfully applied for
the simultaneous intelligence measure analysis of two IABSs. If there are more than
two TABSs, a so-called Familywise error rate (FEWER) [26] appears a statistical error
that increases with the number of studied IABSs. The paper [8] presents the novel
intelligence metric/method called Metric for Pairwise Intelligence Comparison of Agent-
Based Systems (MetrIntPairll). MetrIntPairll metric proposed by lantovics in 2021 [8]
eliminates the previously mentioned limitation of the MetrIntPair metric, making it
applicable even for very large numbers of studied IABSs.

When used, MetrIntPairll can be applied to n (two or more than two) studied IABSs
denoted in the following as laby, lab;..., lab,. It can make a measurement by obtaining
the machine intelligence quotients Mg, Mqy>..., Mgy of the studied systems. Afterwards
it can compare the intelligence quotient of the systems, by taking into consideration the
intelligence variability and extreme intelligence measurements. The studied systems
with the statistically same intelligence are classified in the same class of intelligence.

In [8] it is presented an experimental testing, evaluation, and validation of the
MetrIntPairll metric, using three developed intelligent cooperative multiagent systems
specialized in solving a certain type of NP-hard problem.

MetrIntPairll universal intelligence metric can be applied for measuring and com-
parison of intelligence even of very large numbers of IABSs, no matter in what type
of problem solving they are specialized. Two noticeable properties of the MetrIntPairll
metric are the accuracy and robustness. These properties are assured by the applied sta-
tistical modeling that makes specific processing based on the intelligence indicator data
statistical properties.

3.4 The ExtrIntDetect Method for Detecting Systems with Outlier Intelligence

The previously presented MetrIntPair, and MetrIntPair II intelligence metrics can cal-
culate the MIQs of the studied IABSs by obtaining comparable intelligence measures.
Finally, they make a classification of the IABSs by including in the same class all the
systems which statistically have the same intelligence.

In real-life application it is very important to identify the IABSs from a set of stud-
ied IABSs which have outlier intelligence. Outlier intelligence could be statistically
extremely high or statistically extremely low intelligence compared with the intelli-
gence of a set of studied IABSs. An IABS has outlier (statistical extreme) intelligence
if its MIQ is statistically significantly higher or statistically significantly lower than
those others studied IABSs intelligence. Maximal and minimal intelligence does not
necessarily mean outlier.

MetrIntPair and MetrIntPair II metrics are not able to detect the systems with outlier
intelligence from a set of studied IABSs. Based on this limitation, ExtrIntDetect [9]
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method was developed by Iantovics et al. [9]. ExtrIntDetect can identify the systems
with low and high outlier intelligence in the framework of a set of studied IABSs.

When used, ExtrIntDetect method can be applied to any number of IABSs (three or
more), lab = {laby, lab;..., lab, }, where |labl = n (n > 3) denotes the number of studied
IABSs. The specific type of calculus of the MIQs is mathematically grounded based on
different statistical properties of the experimental intelligence evaluation results data.
Initially the machine intelligence quotients Mq1, Mq>..., Mgy of the studied systems are
computed. Afterwards identifies the IABSs with statistical outlier intelligence using a
statistically grounded method.

In [9] it is presented an experimental testing, evaluation and validation study per-
formed on six intelligent cooperative multiagent systems specialized in solving an
NP-hard problem.

ExtrIntDetect universal black-box-based method can be applied even for a very large
number of IABSs specialized in solving the same type of difficult problem no matter
with what architecture they are endowed.

ExtrIntDetect can be applied even combined with the MetrIntPairll metric. In case
of a set of studied IABSs, MetrIntPairll is applied initially, which calculates the MIQs
of the studied systems, compares the MIQs and classifies them in intelligence classes.
At the second step ExtrIntDetect method can be applied, which will detect the systems
with statistical low and high outlier intelligence.

4 Machine Intelligence Quotient as Indicator of Central
Intelligence Tendency

4.1 Calculus of the Central Intelligence Tendency of an IABS

The concept of General Intelligence (G Factor), originally proposed by Charles Spearman
in the early years of the 20th century [27], is well-known. In case of all the previously
treated methods MetrIntPair, MetrIntPairll and ExtrIntDetect, the calculated machine
intelligence quotient of a studied IABS is some type of G factor that summarizes the
intelligence level of the systems as a single value.

This section details the proposed calculus of the MIQ of a single IABS specialized
in a certain type of difficult problem solving denoted in the following 7y.

Initially, as a first step, experimental problem-solving intelligence evaluations are
performed, using a set of problems by the Ty type, of the studied IABS denoted in the
following lab.. As result the problem-solving intelligence measures, called intelligence
indicator values, are obtained. In the following n denotes the number of experimental
problem-solving evaluations; Iv = {Ivy, Iv;..., Ivy} denotes the problem-solving intel-
ligence evaluation results, the so-called intelligence indicator values, which correspond
to the intelligence in solving of a set of problems Pr = {Pry, Pr..., Pry}.

Ivy, Ivy..., Ivy data is analyzed and based on the analysis result, the most appropriate
indicator of the central intelligence tendency is established, which will represent the type
of machine intelligence measure. More concretely if Iv = {Ivy, Iv>..., Ivy} meets the
normality assumption (parametric case) then the mean is considered the most appropriate
indicator of the central intelligence tendency, Mg. = mean(lvy, Iv,..., Ivy). Elsewhere,
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the median is considered as the most appropriate indicator of the central intelligence
tendency (non-parametric case), Mg. = median (Ivy, Iv..., Ivy).

Among the most frequently applied goodness-of-fit normality tests, the following
can be mentioned: the One-Sample Kolmogorov-Smirnov test (KS test), Shapiro-Wilk
test (SW test), Lilliefors test (Lil test), and the Anderson Darling test (Ad test). The
Lill test is an adaptation of the KS test. The SW test was proved to have the highest
statistical power compared with the previously mentioned tests [28, 29]. The SW test is
recommended to be applied in case of samples by a smaller size (n < 30). It must be
noticed that the SW test does not work well with many identical values [28, 29].

The application of a goodness-of-fit normality supposes the elaboration of two
hypotheses Hog and H. Ho denotes the null hypothesis. H; denotes the alternative
hypothesis. Hy claims the meeting of the normality assumption. H claims the failing
of the normality assumption. The chosen normality test must be applied at a certain
significance level that is denoted o, which in most cases is recommended to be set to
0.05. The applied normality test will return a calculated so-called P-value denoted Pv.

The decision rule is the following:

DecisionRule:

If (Pv > o) Then
H( can be accepted, however the normality assumption was passed at the
significance level a.

Elself (Pv<a) Then

H( must be rejected, and accepted H 1, however the normality assumption failed
at the significance level a.

EndDecisionRule

Jointly with the numerical evaluation of the data normality the visual interpretation
is recommended using the Quantile-Quantile plot (QQ plot) scatterplot. In the case of
normally distributed data, the points should fall approximately along this reference line.
The visual interpretation can be made as follows: the greater the departure from the
reference line, the greater the evidence about the fact that the data do not meet the
normality assumption.

4.2 Experimental establishment of the central performance tendency

In the previous section it was presented the specific calculus of the central intelligence
tendency that was adopted in [7-9].

Frequently in research that involves elaboration of heuristic and metaheuristic algo-
rithms in the final stage, the mean or the median is calculated as a performance indicator.
This paper proposes the performance indicator calculus using the method presented in the
previous section. With illustrative purposes in the following, we present an explanatory
example.

Travelling salesman problem (TSP) is one of the most well-known NP-hard combi-
natorial optimization problems whose solving was approached using a large diversity of
algorithms [30-34] including genetic algorithms [35, 36]. Frequently, the algorithmic
evaluations of the TSP are performed on the Euclidean TSP. In the following we present
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the experimental evaluation results of a designed and implemented genetic algorithm
applied for solving the Euclidean TSP, which is an NP-hard problem [37].

For the experimental evaluation it was used a desktop computer with AMD Ryzen 9
3900X 12-Core processor, and 80 GB RAM. A map composed of 220 points distributed
randomly in the bidimensional Euclidean space was taken into account. For this problem
solving, a developed genetic algorithm was applied. The parameters of the algorithms
were set to usual values presented in the literature and performing additional experi-
mental evaluations. The population size was set to 100, and the generation number was
set to 3000. Table 2 presents the obtained experimental evaluation results denoted Iv =
{Ivi, Ivs..., Ivy}. Nrq, Nra..., Nry represents the identifiers of the problems.

Table 2. Experimental evaluation results

Problem number Performance indicator Shortest tour length
Nrq vy 20314.54
Nrp Iy 20570.31
Nr3 Iv3 21364.4
Nry Ivg 21502.61
Nrs Ivs 20564.18
Nrg Ivg 21484.33
Nrq Ivy 20859.49
Nrg Ivg 21729.4
Nrg Ivg 22796.67
Nrio Ivig 23807.89

Based on the small sample size by n = 10 the SW-test was chosen for the normality
verification test. Table 3 presents the results of the SW test and additionally, even if it
is not necessary in this case, the Lil test results. In case of both tests, the significance
level « = 0.05 was considered as the most appropriate. In case of both tests, Pv > «
and according to the decision rule this leads to the acceptance of Hg, which means the
normality assumption is met.

Table 3. Numerical testing of the /v normality

Lil test SW test
Statistics Pv Statistics Pv
0.216 0.2 0.887 0.156

For visual evaluation of the /v normality, the QQ-plot was represented (Fig. 1). The
visual representation of the QQ-plot indicates meeting the normality assumption, but
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the slight departure of some points from the line indicates the possibility of existence of
values that are far from others, the fact that outliers may even exist.

Expected Normal

T T T T T T
20,000 21,000 22,000 23,000 24,000 25,000

Observed Value

Fig. 1. The QQ plots of Iv for normality visual interpretation

Grubbs test [38—40] is applied for the statistical outliers (low and high) detection
when the data is normal or the normality is expectable. Lowest or highest value do not
necessarily mean statistical outlier. The outlier’s detection is mostly necessary in case
of calculus of mean, based on the fact that the mean is more sensitive to outliers then
the median. An outlier value influences the mean more significantly than the median.
The median is more robust to outliers. When applied, the Grubbs test is able to detect an
outlier. After the removing of the outlier, it can be verified if another outlier still exists.
The outlier’s detection test could be applied consecutively more times until no other
outliers are detected.

For the verification of statistical outliers, based on the fact that /v met the normality
assumption and n > 3 the decision was to apply the Grubbs outliers detection test. At the
first application of the two-sided Grubbs outlier’s detection test, no outlier was detected,
just a value, Ivig = 23807.89, that was statically furthest from the rest.

Based on the previous analysis, it can be concluded that the best performance central
tendency indicator is the mean Mg. = mean(lvy, Iv;..., Ivy) whose value is 21499.382.

An additional characterization, a descriptive statistic, is presented in Table 4. In some
cases, this could be useful for the formulation of some additional remarks.

CL denotes the confidence level. It is recommended that CL = 95% in most cases.
For CL other values can be used in some cases, like 90 or 99%. CI denotes the confidence
interval. It was considered the calculus CI of the mean at the 95% CL. LB denotes the
lower bound of the 95% CI of the mean. UB denotes the upper bound of the 95% CI of
the mean. TM denotes the 5% trimmed mean. SD denotes the standard deviation. SD is
an important measure of the quantity of variation of a set of numerical values. Variance
= SD?. Minimum denotes the lowest value. Maximum denotes the highest value. Mode
denotes the most frequent value. In the case of our data, the mode cannot be calculated
due to the fact that each value appears a single time. Range = Maximum-minimum.
The interquartile range presents the spread of the middle half of the distribution. The
skewness is a measure of the lack of symmetry. The kurtosis is a measure of the fact that
the studied data are light-tailed or heavy-tailed relative to the normal distribution.
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Table 4. Descriptive statistical characterization of Iv

Indicator Statistic Standard error
Mean 21499.38 343.74766
95% CI of the mean LB 20721.77
UB 22276.99
™ 21436.9561
Median 21424.365
SD 1087.02554
Variance 1181624.516
Minimum 20314.54
Maximum 23807.89
Mode N/A
Range 3493.35
Interquartile range 1427.44
Skewness 1.184 0.687
Kurtosis 1.114 4.334

5 Conclusions

Intelligent agent-based systems are applied in all the domains. The number and diversity
of intelligent systems is increasing very much. It must be noticed that even if the measur-
ing of the systems intelligence is very important, there are very few methods proposed for
measuring machine intelligence. One of the motivations of our research consists in the
difficulty in assuring universality in the context of an extremely large diversity of intel-
ligent systems, which could be individual intelligent agents or intelligent cooperative
multiagent systems, and that the intelligence is considered at the system’s level.

In this paper we took into consideration the measurement of the systems intelli-
gence using universal black-box-based metrics. We discussed how to decide between
different metrics, which is most appropriate for specific situations, and how they can
be combined. We set forward two metrics/methods called MetrIntPair and MetrIntPairll
for intelligence measuring and a method called ExtrIntDetect for detecting IABSs with
outlier (statistically extreme) intelligence.

Based on the large number of intelligent systems applied in all the fields and the
necessity of measuring the systems intelligence we consider that the methods presented
in this paper will represent a great interest to intelligent systems developers who would
like to measure their systems intelligence with the purpose of comparing it with the
intelligence of other systems.
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Abstract. COVID-19 is one of the greatest pandemics that threaten individuals,
especially the elders. It was first reported in Wuhan, China in 2019. It was discov-
ered recently that COVID-19 disease can be detected using three main protocols.
The first protocol is based on Polymerase Chain reaction (PCR), while the second
protocol is based on lung chest (ultrasound, X-ray, and CT-Scan), and the final
protocol is based on the ECG image reports. This review aims to present a survey
on the methodologies and algorithms applied for the detection of COVID disease
using electrocardiogram (ECG). In this study, various papers were presented for
determining how the COVID can be diagnosed using ECG image reports relying
on symptoms and changes in the ECG peaks and intervals. In addition to this, other
studies are presented on techniques applied to the ECG reports for the detection
of COVID. Also, the main limitations and future works are illustrated. It can be
concluded that COVID can be detected with high accuracy using ECG reports and
it is even more efficient than other protocols. Finally, based on the performance
of the studies it can be shown that the ECG image report is close to an acceptable
level in the detection of COVID disease.

Keywords: COVID - Electrocardiogram (ECG) - Deep learning - Pre-trained
models - Diagnosis

1 Introduction

Coronavirus is a virus that infects the respiratory tract and can be transferred from one
individual to another. It has become a pandemic because it has continued to spread all
over the world and caused a significant number of deaths. It is confirmed by the World
Health Organization (WHO) [1] that by now more than 6 million people died because
of this virus. Therefore, an accurate and efficient diagnosis is required for the detection
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of COVID-19 disease. Two main protocols exist for the diagnosis of COVID-19. The
first protocol is the Real-Time Reverse Transcriptase-Polymerase Chain Reaction (rRT-
PCR). This protocol provides high accuracy in terms of COVID detection, but it requires
a long waiting time to achieve results. It is a personal test for each individual and it may
take from 4 to 6 h to gain results. The second protocol is based on radio graphical images
of the lung chest. The images provide useful information for the detection of the COVID
disease, therefore, it is recommended to be done in the early phases of the diagnosis of
COVID. Even though these images have shown great success in the detection of COVID,
this protocol is high in cost, large in the amount of radiation exposure, and requires some
technical skills for capturing images during examination [2].

Based on the former disadvantages, several researchers attempted to find a protocol
that is low in cost, accessible, real-time detection of COVID, and less harmful. There-
fore, it was discovered that COVID does not only affect the respiratory system, but it
affects various origins in the human body, especially the cardiovascular system. The
main changes that affect the cardiovascular system have appeared clearly in the Elec-
trocardiogram (ECG). It was found that the COVID patient suffers from Shorting in the
RR interval, prolongation in the QT, and changes in the ST. As a result, a third protocol
is achieved using ECG image reports for the diagnosis of COVD [3].

Several approaches exist in the fight against COVID and these approaches are based
on the Internet of Things (IoT), artificial intelligence, and Industry 4.0 and 5.0 applica-
tions. Deep learning is one of the sub-fields of artificial intelligence that has shown high
performance compared to other hand-crafted and traditional feature extraction methods.
Various deep learning approaches are proposed for the detection of various abnormali-
ties using ECG signals. Some deep learning models are based on the training of the 1D
ECG signals [4], while other models provide a 2D representation of the 1D ECG signals
using several representations such as higher-order spectral representations, Short Time-
Fourier Transform (STFT), Continuous Wavelet Transform (CWT), and scalograms
representations [5]. Considering a large number of studies presented for the detection of
abnormalities using ECG signals [6], there is a lack in the number of studies presented
for the detection of abnormal heartbeats using ECG image reports. As it will be seen,
a few studies exist for the diagnosis of COVID using ECG reports. Even though the
details of each study will be discussed in terms of acquiring data, filtration of ECG
images, feature extraction, and classification. Therefore, this study illustrates three main
contributions:

1. Investigation of the studies that show how the COVID can be detected using changes
in ECG leads.

2. Presentation of main phases required to detect COVID using ECG image reports.

3. Demonstration of the studies that applied different methodologies for the detection
of COVID using ECG reports.

The following sections are structured as follows: the second section will show the
related works, while the third section discusses the main phases required to detect COVID
from the ECG images, whereas, the fourth section will present the discussion and lim-
itations, and finally the last section contains the conclusion, main findings, and future
work.
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2 Related Works

Various studies have been revealed to address the main changes that occur in the ECG
leads in the COVID patients. The ECG signal consists of five main peaks which are
the P, Q, R, S, and T. Wang et al. [7] observed that out of 310 COVID patients, 201
suffer from changes in the distance between S and T peaks and the T wave of the ECG
signals. It was also noticed that these patients suffer different types of abnormalities
such as sinus tachycardia, atrial arrhythmia, atrial fibrillation (AF), abnormal Q-wave,
right bundle branch block (RBBB), and the progression of the R-wave is weak. Pavri
et al. [8] performed a study on 75 COVID patients. It was realized that 50.7% of these
patients suffer from a shortening in the distance between P and R peaks, while no
changes were observed in the remaining patients. In addition to this, Angeli et al. [9]
applied an experiment on 50 COVID patients and it was observed that there exist an
abnormal ST-T in 30% of the patients, while left ventricular hypertrophy in another 30%
of COVID patients, whereas, the remaining patients suffer from several abnormalities
such as AF, tachy-brady syndrome and also a rare myocardial infraction and RBBB were
also realized.

Another study was performed by Li et al. [10] on 113 COVID patients, 63 of the
COVID patients died and 50 survived. It was observed a ventricular arrhythmia with a
large influence on the patients who died more than on those who survived. Santoro et al.
[11] applied an experiment on 110 patients and he observed a prolongation in the distance
between Q and T peaks of 14% of the patients, and also another study was proposed
by Jain et al. [12] on 2006 patients and it was observed a clear prolongation in distance
between Q and T peaks of 19.7% of the patients. Moreover, a study was presented by
McCullough et al. [13] on the 756 COVID patients and it was determined and detected
several abnormalities such as RBBB, interventricular block, and contraction of the atrial
premature. Lam et al. [14] performed a study on 18 COVID patients and it was observed
that 63% of them suffer from atrial trigeminal, while the remaining patients have several
abnormalities detected such as depression and prolongation in the distance between the
P and the R peaks, RBBB, atrial flutter, and elevation in the segment between S and
T peaks. Finally, Bertini et al. [15] experimented on 431 COVID patients and it was
found several abnormalities in 93% of the patients. AF, acute right ventricular pressure
overload and prolongation between S and T peaks were observed in 22%, 30%, and 4
patients respectively. Finally, based on the presented related work it is obvious that there
exist main common changes that occur on the ECG lead to the COVID patients and how
the COVID disease can be detected using ECG reports.

3 Main Phases for COVID Detection Using ECG Reports

In this section, the main studies that worked on the detection of the COVID using ECG
reports are illustrated in phases. The main methodology of the former studies consists of
five phases which are data capturing, de-noising, feature extraction, and classification.
Each phase will be illustrated and manifested in detail in the following subsections.
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3.1 Data Acquisition

Itis required to capture ECG image reports for COVID patients to prove the efficiency of
the ECG protocol. Until now, there only one dataset exists that holds COVID ECG image
reports that are available online. This dataset is known as the “ECG Images dataset of
Cardiac and COVID-19 Patients” [16]. This dataset holds various ECG image reports
for five main ECG classes. These classes are COVID (250), Normal (859), Myocardial
Infarction (77), Patients with a previous history of MI (PMI) (203), and Abnormal cases
(548). This dataset is used in all the studies that used ECG image reports for the detection
of COVID disease. Figure 1 shows a COVID ECG image report from the dataset defined
in [16]. As shown in the figure it can be seen that the reports consist of three main
parts. The first part is some basic information such as id, year, gender, weight, height,
and the exam room. The second is the 12 ECG leads of the patient and one prolonged
lead. Finally, the third part is also more information related to the heart rate, sampling
frequency, date, and time of the ECG report.

ECG REPORT
mmllg  Race:lnknavin

Room No:  Deparmment:

Technician :
Ref-Phys.
Reporl Confimed by:

i cE R T

[ - ﬂFWW

£.67-23Hz ACS0 25mms 10mmmY 4+2 3515 WI0] SE-3 VL0 SEMIP V27 2020-05-00 1:30:30 AK

Fig. 1. An ECG image report for a COVID patient

3.2 Data Augmentation

As mentioned in the data acquisition phase, the ECG categories in the dataset defined
in [16] are unbalanced in the number of the ECG image reports. Therefore, various
studies are applied various geometric transformation methods to balance the number of
ECG reports in each class. Attallah [17, 18] has applied several augmentation techniques
to increase the number of images in each category and this is performed by applying
flipping to the ECG reportin the x and y directions. In addition to this, translation, scaling,
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and shearing operations are performed on the images with values (—30, 30), (0.9, 1.1),
and (0, 45) in x and y respectively. Anwar et al. [19] performed some augmentation
operations on the ECG reports balancing the number of images in each class category.
These operations are based on flipping, cropping, and perspective distorting. The flipping
operation is performed horizontally and vertically with a probability of 0.7, while the
cropping is applied central and random, whereas, the last operation is based on distorting
the images with a scale and probability of 0.1 and 0.5 respectively.

Irmak [20] applied some geometric transformations to the ECG image report for
solving the unbalance problems. These transformations are based on translation, scaling,
and rotation to reduce overfitting. Rahman et al. [21] performed the same transformations
performed in [20], but they specify the main parameters of these transformations. The
rotation was done clockwise and counter-clockwise with an angle between 5 and 10,
while the scaling operation was based on reduction and magnification of the ECG report
with a percentage of 2.5 and 10% respectively, and the last operation which is the
translation is performed horizontally and vertically by 5 to 20%. Finally, Bassiouni et al.
[22] applied some augmentation operations based on random rotation, shearing vertically
and horizontally based on parameters with different values for each ECG class category.

3.3 Pre-processing

Pre-processing is the process that prepares the ECG image report with enhanced quality
and forms for further processing and feature extraction. Several studies applied a fil-
tration methodology to the ECG image reports to improve the ECG reports for further
processing. Ozdemir et al. [23] performed a filtration process on the ECG image report
based on two main steps. The first step is the removal of the background lines by filtering
the input densities with a density map function. After this step is applied the ECG image
report still contains traces of the background, therefore, another step is performed by
adding a filtering function to remove the interconnected ECG curve pixels. Shahin et al.
[24] performed two main steps for the diagnosis of the ECG image reports. The first step
is based on segmenting the electrocardiogram image and the process of segmentation
has been developed using a rectangular frame to remove undesirable distortions. The
second step is applying a density map function to filter the input densities to remove the
paper lines of the ECG image reports.

Sobabhi et al. [25] applied a filtration methodology for the removal of the background
gridlines and the binary noises on the ECG image reports. The methodology is based
on applying thresholding operations relying on the green channel of the ECG reports
and some morphological operations. Rahman et al. [21] performed a pre-processing
step for the diagnosis of the ECG reports. This step is based on applying a gamma
correction function to the reports to enhance the quality of these images. Finally, a study
was presented by Bassiouni et al. [22] on the filtration of the ECG reports. This process
consists of four main steps which are cropping, masking, median filter, and sharpening
filter. The cropping removes the header and the footer of the ECG report, while the
masking filter is used to remove the red rectangles which are the background of the
ECG images, whereas, the median filter is used to remove the black dots found on the
reports, and finally, the sharpening filter is applied to sharpen the ECG leads before
further processing.
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3.4 Feature Extraction

After the augmentation and pre-processing phases are completed, the phase of extracting
features from the ECG report is performed. Attallah [17] extracted features from the ECG
image report by obtaining the fully connected and max-pooling features of five main
pre-trained models (ResNet, Inception, Inception-ResNet, Xception, and DenseNet).
Then, the max-pooling features are passed to discrete wavelet transform (DWT), and
the features obtained from DWT are integrated with fully connected features using bi-
level feature integration. The integrated features are passed to a feature selection step
before classification. Another study presented by Attallah [18] for extracting the fully
connected features from ten pre-trained models (ShuffleNet, DenseNet-201, ResNet-50,
ResNet-18, DarkNet-19, DarkNet-53, InceptionV3, InceptionResnet-V2, Xception, and
MobileNet). Then, these are integrated and passed to a hybrid feature selection before
classification. In addition to this, Anwar et al. [ 19] used two pre-trained models for feature
extraction. The two models are based on Vgg19 and EfficeintB0, and the EfficientBO
model features outperformed the Vggl9 features in classification. Shahin et al. [24]
extracted features from the ECG image reports using six pre-trained models which
are Vggl6, Vggl9, InceptionResnetV2, InceptionV3, Resnet50, and Densenet201. The
Vgg16 model has surpassed the remaining models in terms of performance. Moreover,
Rahman et al. [21] extracted features from the ECG reports based on six main pre-
trained models which are ResNet-18, ResNet-50, ResNet-101, InceptionV3, DenseNet-
201, and MobileNet-V2. The features obtained from the DenseNet-201 and InceptionV3
produced the highest diagnosis performance compared to other models. Bassiouni et al.
[22] extracted features from four pre-trained models which are Vggl6, Vgg19, Resnet-
101, and Xception. The combination between the Xception and Temporary Convolution
Networks (TCN) showed the most robust feature compared to other pre-trained models.

Irmak [20] has developed a deep learning model based on 18 CNN layers architecture
for feature extraction. The layers of the model are 1 image input layer, 1 convolutional
layer 1 cross normalization layer, 3 grouped convolution layers, 4 max-pooling layers,
5 ReLU layers, 2 fully connected layers, and 1 dropout layer. Sobahi et al. [25] have
developed a deep learning model for extracting features from the ECG image reports.
This model consists of 17 layers based on 3D convolutional layers. The layers of the
proposed model are 1 (3D) image input layer, 3 (3D) convolutional layers, 3 batch
normalization layers, 3 ReLU layers, 2 dropout layers, 2 addition layers, and 1 sigmoid
layer, and 1 element-wise multiplication layer, and 1 fully connected layer. Finally,
Ozdemir et al. [23] extracted features from the ECG report by passing the ECG reports
to the Grey-level Co-Occurrence matrix (GLCM). Then, the features of the GLCM are
passed for hexaxial feature mapping. The output of the hexaxial mapping is a 2D image
that is passed to a proposed deep learning model. The proposed model consists of 2
convolutional layers, 3 pooling layers, 2 activation layers, 1 convolution block, 1 dense
block, 1 flatten layer, and 1 fully connected layer.

3.5 Classification

This phase is based on passing the extracted features to various classifiers for classifi-
cation. The studies [20, 23, 25] that proposed DL models used Softmax as a classifier at
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the end of their architectures. In addition to this, the studies that used a direct pre-trained
model [19, 21, 24] on the ECG image reports also applied the Softmax classifier for
diagnosis. Moreover, the studies that combined features from different deep learning
models applied different classifiers to obtain the highest performance classifier. Attal-
lah [17], applied four different classifiers to the features extracted from the proposed
combined approach. These classifiers are Linear Discernment Analysis (LDA), Random
Forest (RF), Support Vector Machine (SVM), and voting. The performance of the voting
classifier showed the highest performance over other classifiers in different experiments.
Also, Attallah [18] used six classifiers for the features obtained from the combined deep
learning models. These classifiers are the Decision Trees (DT), RF, Quadratic Discern-
ment Analysis (QDA), SVM, k-Nearest Neighbors (KNN), and LDA. The performance
of the DT showed the highest performance on binary class experiments, while RF showed
the highest diagnosis result in the multi-class experiments. Finally, Bassiouni et al. [22]
applied five main classifiers to the features obtained from the four pre-trained models and
the combined model. These classifiers are Softmax, Random Trees (RT), RF, Multilayer
Perception (MLP), and SVM. The performance of the SVM classifier was the highest in
diagnosis over other classifiers on different experiments using all deep learning models.

4 Discussion and Limitations

This study presents the main phases applied by various studies for the diagnosis of
COVID using ECG image reports. The phases start by capturing data, augmenting the
data, filtering the ECG reports, extracting features, and classification of the features for
an accurate diagnosis. In the data acquisition phase, the dataset available consists of five
main classes (COVID, Normal, Abnormal, MI, and PMI). All of the presented studies
worked on this dataset because it is the only dataset available online with COVID ECG
image reports. In the data augmentation phase, most of the studies applied geometric
transformations as an augmentation step before any pre-processing or feature extraction.
The geometric transformation operations are based on flipping, rotation, scaling, scaling,
translating, and shearing. These operations are applied to balance the number of images in
each dataset. In the pre-processing phase, the images are filtered using various techniques
in most of the presented studies. Some studies applied density map functions to remove
the background lines and the remaining traces of noise, while other studies applied a
processing chain that consists of cropping, masking, and filtering to remove the red
rectangles and the black dots, and finally, some studies applied thresholding function
and some morphological operation intending to filter the ECG image reports. Moreover,
the feature extraction phase can be classified into three main types based on the presented
studies. The first type is applying a pre-trained model directly on the augmented and
the pre-processed ECG data to extract features. The second type is extracting features
based on the combination of the features obtained from different pre-trained models
or different deep learning architectures. The third type is obtaining features based on a
proposed deep learning model. Finally, in the classification phase, most of the studies
used Softmax as a classifier and only a few studies used different classifiers for diagnosis.
Table 1 shows the performance of the presented studies in the diagnosis of COVID and
other ECG diseases in terms of size of ECG reports, number of classes, methodology,
and accuracy performance. All the studies used the dataset presented in [16].
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It can be observed from the presented studies that there exist three main limitations.
The first limitation is there exists only one dataset that holds COVID ECG image reports
and there is not even a digitized COVID ECG form signals. The second limitation is that a
few studies targeted the diagnosis of COVID based on ECG lead compared to the studies
or the work done using lung chest. Even though it is clear the diagnosis performance
obtained from the ECG lead is accurate and can be compared to other protocols. The
third limitation is that most of the studies worked on the ECG image report as a single
image and no study performed digitization on the ECG leads or worked on each ECG
lead as a single image.

5 Conclusion and Future Works

Several researchers around the world address the problem of the COVID diagnosis
based on different protocols. Even though there exist two main protocols for COVID
diagnosis which are based on PCR and lung chest scan, it would be better to provide a
third protocol that can operate in real-time with low cost and achieve a high accuracy
performance depending on the ECG image report. In this paper, a comparative study is
provided determining different studies with details of their phases in the detection of
COVID. It can be concluded from the presented studies that COVID can be diagnosed
using ECG reports with high performance. Several suggestions and aspects are concluded
for improving the work in this research. It is recommended by the research community
to add more effort to this protocol and this can be done by supplying the researchers
with more datasets on the ECG image reports related to COVID patients. It is also
recommended to perform digitization on the ECG image reports for two main reasons.
The first reason is to see if the performance of the digitized ECG is higher or lower than
the ECG image report as a single image. The second reason is to obtain a digitized ECG
dataset for COVID patients. Finally, it would be a challenge if a system is developed to
detect COVID patients using only a single ECG lead.

References

1. World Health Organization: COVID disease. https://www.who.int/emergencies/diseases/
novel-coronavirus-2019. Accessed 19 June 2022

2. Haleem, A., Javaid, M., Vaishya, R., Deshmukh, S.G.: Areas of academic research with the
impact of COVID-19. Am. J. Emerg. Med. 38(7), 1524-1526 (2020)

3. Talwar, V., Goel, V., Raina, S., Patnaik, N., Doval, D.C.: Altretamine in advanced pretreated
epithelial ovarian carcinoma patients: Experience from a center in north India. Curr. Med.
Res. Pract. 6(3), 109-112 (2016)

4. Bassiouni, M.M., El-Dahshan, E.S.A., Khalefa, W., Salem, A.M.: Intelligent hybrid
approaches for human ECG signals identification. Signal, Image Video Process. 12(5),
941-949 (2018)

5. Bassiouni, M., Khaleefa, W., El-Dahshan, E.A., Salem, A.B.M.: A machine learning technique
for person identification using ECG signals. Int. J. Appl. Phys. 1, 3741 (2016)

6. Bassiouni, M., Khalefa, W., El-Dahshan, E.S.A., Salem, A.B.M.: A study on the intelli-
gent techniques of the ECG-based biometric systems. In: Recent Advances in Electrical
Engineering, pp. 26-31 (2015)


https://www.who.int/emergencies/diseases/novel-coronavirus-2019

92

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

M. M. Bassiouni et al.

Wang, Y., et al.: Electrocardiogram analysis of patients with different types of COVID-19.
Ann. Noninvasive Electrocardiol. 25(6), 12806 (2020)

Pavri, B.B., Kloo, J., Farzad, D., Riley, J.M.: Behavior of the PR interval with increasing heart
rate in patients with COVID-19. Hear. Rhythm 17(9), 1434-1438 (2020)

Angeli, F,, et al.: Electrocardiographic features of patients with COVID-19: one year of
unexpected manifestations. Eur. J. Intern. Med. 95, 7-12 (2020)

Li, L., Zhang, S., He, B., Chen, X., Wang, S., Zhao, Q.: Risk factors and electrocardiogram
characteristics for mortality in critical inpatients with COVID-19. Clin. Cardiol. 43(12), 1624—
1630 (2020)

Santoro, F., et al.: QTc interval prolongation and life-threatening arrhythmias during hospi-
talization in patients with coronavirus disease 2019 (COVID-19): results from a multicenter
prospective registry. Clin. Infect. Dis. 73(11), e4031-e4038 (2021)

Jain, S., etal.: Enhanced electrocardiographic monitoring of patients with coronavirus disease
2019. Hear. Rhythm 17(9), 1417-1422 (2020)

McCullough, S.A., Goyal, P., Krishnan, U., Choi, J.J., Safford, M.M., Okin, PM.: Elec-
trocardiographic findings in coronavirus disease-19: insights on mortality and underlying
myocardial processes. J. Cardiac Fail. 26(7), 626-632 (2020)

Lam, K., McClelland, S., Dallo, M.J.: ECG: essential in care of patients with COVID-19.
Med. J. Aust. 213(10), 476 (2020)

Bertini, M., et al.: Electrocardiographic features of 431 consecutive, critically ill COVID-
19 patients: an insight into the mechanisms of cardiac involvement. EP Europace 22(12),
1848-1854 (2020)

Khan, A.H., Hussain, M., Malik, M.K.: ECG images dataset of cardiac and COVID-19
patients. Data Brief 34, 106762 (2021)

Attallah, O.: ECG-BiCoNet: an ECG-based pipeline for COVID-19 diagnosis using bi-layers
of deep features integration. Comput. Biol. Med. 142, 105210 (2022)

Attallah, O.: An intelligent ECG-based tool for diagnosing COVID-19 via ensemble deep
learning techniques. Biosensors 12(5), 299 (2022)

Anwar, T., Zakir, S.: Effect of image augmentation on ECG image classification using deep
learning. In: The International Conference on Artificial Intelligence (ICAI), pp. 182-186.
IEEE, Pakistan (2021)

Irmak, E.: COVID-19 disease diagnosis from paper-based ECG trace image data using a novel
convolutional neural network model. Phys. Eng. Sci. Med. 45(1), 167-179 (2022)

Rahman, T., Akinbi, A., Chowdhury, M.E., Rashid, T.A., Sengiir, A., Khandakar, A., Ismael,
A.M.: COV-ECGNET: COVID-19 detection using ECG trace images with deep convolutional
neural network. Health Inf. Sci. Syst. 10(1), 1-16 (2022)

Bassiouni, M.M., Hegazy, 1., Rizk, N., El-Dahshan, E.S.A., Salem, A.M.: Automated detec-
tion of COVID-19 using deep learning approaches with paper-based ECG reports. In: Circuits,
Systems, and Signal Processing, pp. 1-43 (2022)

Ozdemir, M.A., Ozdemir, G.D., Guren, O.: Classification of COVID-19 electrocardiograms
by using hexaxial feature mapping and deep learning. BMC Med. Inform. Decis. Mak. 21(1),
1-20 (2021)

Shahin, L., Nassif, A.B., Alsabek, M.B.: COVID-19 Electrocardiograms Classification using
CNN Models. arXiv preprint arXiv:2112.08931 (2021)

Sobahi, N., Sengur, A., Tan, R.S., Acharya, U.R.: Attention-based 3D CNN with residual
connections for efficient ECG-based COVID-19 detection. Comput. Biol. Med. 143, 105335
(2022)


http://arxiv.org/abs/2112.08931

®

Check for
updates

Disease Detection Techniques in Plants:
Transition from Manual to Automation

Preeti Yadav®™ and Parvinder Singh

Dcrust, Murthal, Sonipat, India
Preeti.schcse@dcrustm.org

Abstract. India is an agricultural land with substantial agricultural poverty. The
plant diseases impose severe threat to the crop yield, productivity and sustainability
each year. In early days, observational methods were adopted by experts and
with the evolution of techniques, cultivators started sharing images of plants over
distance and the distribution of knowledge was speeded with limited access. The
rapid and accurate estimation of plant diseases is still an unmet need of agriculture
and led researchers to train and test computer-aided deep learning techniques like
ANN, CNN. These techniques are fast, precise and consistent with quantitative
information. Plant epidemiologists are adopting and preferring automated disease
detection techniques over previous techniques to save cultivators from stressful,
time-consuming, and laborious disease detection methods. This is the very first
review where we have shown how and why the transition of plant disease detection
techniques from naked-eye to automatic detection techniques happened? In this
review, we have tried to compile the most recent literature available with special
emphasis on deep-learning techniques w.r.t. plant diseases.

Keywords: CNN - SVM - HOG - ANN - AlexNet - ResNet

1 Introduction

Plants have a vital role in our life. Plants provide us food, oxygen and helps in maintaining
ecosystem balance. But the plant diseases impose a threat to agricultural productivity
and sustainability each year. India is an agricultural land where more than 50% people do
farming and are dependent on agriculture for their livelihood [1]. Although, agriculture
is an important pillar of Indian economy still more than 10,000 farmers commit suicide
each year due to impoverished cultivation [2]. There are several adversities like agro-
climatic change, water shortage, monetary problems and higher rate of disease attack that
reduces yield by almost 50% and results in sharp decline in percentage of farmers from
71.9% in 1951 to 54.4% in 2001. The reduction in number of cultivators is threatening
for the survival of any community in long term [3].

Among these adversities, few are inevitable while few are being taken care of via
Indian Govt. but disease-attack rate can be controlled to certain extent only with adequate
knowledge and proper action plan for treatment. A good understanding of emerging and
rare plant diseases that is accessible by cultivators is indispensable to combat yield losses.
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The disease level is measured as disease severity [4]. The rapid, involuntary and precise
assessment of disease seriousness is required for security of food, disease management
and crop loss prediction. The early diagnosis of diseased state is one of the effective
strategies that might ease disease severity but detection of diseases in plants is a tedious
job [5]. The plants either exhibit symptoms of disease at community-spread stage or
do not exhibit any visible symptoms throughout their lifespan. Hence, these need to
monitor via naked eye for longer duration by experts that is time-consuming and pro-
duce inconsistent information. Therefore, the tools for automatic disease detection are
becoming the valuable resource of information nowadays, especially in large fields and
areas lacking specialised technical support [6]. To avoid anomaly, plant disease epidemi-
ologists are nowadays adopting automated deep-learned disease detection techniques.
The quick, non-destructive, automated and systematically observed with quantitative
data are adding benefits to these techniques [7].

Botanists prefer leaf over other plant parts to compare the variation in characteristics
in healthy and diseased plants since leaves are available and collected to study throughout
the year. However in seasonal crops, there is an unmet need of non-invasive, quick and
accurate estimation of disease severity that causes heavy losses to the annual yield and led
to agricultural poverty and reduction in number of cultivators each year. Deep-learning,
the present-day technique in computer vision has shown quite favourable results in the
literature but its practical utility is still warranted [8]. The successful implementation of
these user-friendly and inexpensive techniques at field level might alleviate heavy loss
of time and energy and would uplift farmers socio-economically.

Although automation of plant diseases has its own challenges but Convolutional
Neural Networks (CNN) are becoming the hopeful methods to overcome these problems.
In recent years, several studies have been published for detection of different diseases
in various plants as well as detection of new plant species [9] or soil complexity and
texture [ 10] by the use of CNN. Sooner the disease detection is going to be an easy-going
task which will be just a click away with the help of CNN! CNN extracts the features
from almost any type of image captured with any camera, mobile phones with high or
low light intensity and background noise [11]. In order to provide a quick transition of
plant disease detection techniques to researchers in agriculture fields, we have compiled
various techniques of plant disease detection in this review. Although we have discussed
qualitative detection techniques as well but we emphasized on deep learning techniques
with a focus on latest techniques based on neural network based detection techniques
(artificial neural network and convolutional neural network) published in last two to
three years in subsequent sections.

This article has been divided into six sections as described—(i) introduction, (ii) types
of detection techniques, (iii) deep-learning techniques, (iv) Artificial Neural Networks
(ANN) and (v) Convolutional Neural Networks (CNN) with a compilation of latest
studies in more detail and (vi) summary with limitations and future directions.
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2 Types of Detection Techniques

2.1 Naked Eye Observation

This technique has been used for long and still widely used in many parts of the world. In
this technique an expert farmer who is cultivating crop/s for years and have experienced
disease attacks on the fields used to observe the field for a certain period of time and
then pass on the information about the disease attack [12]. However, the qualitative data
or information generated by this technique has no scientific validation and reports but
most of the farmers relied on this technique. The major drawbacks of this technique
are inconsistency, laborious, inaccuracy, time-consuming and expert availability to the
site. Unfortunately, most of the time there are no experts in the area to give a data
based analysis and advise to the farmers. To overcome this problem, Abu-Naser tried to
develop an expert system for diseases in papaya plants [13] and safflower plants [14].
This expert system works just like physician do for humans. This expert system utilizes
the knowledge database collected from experts and assign symptoms to the already
identified diseases. It is a quick assessment of diseases based on symptoms and growing
conditions. Even a non-expert cultivator can extract information of disease, causative
agent and possible treatment from this expert system just by entering the symptoms
of disease [13, 14]. These expert systems are easy to handle and information retrieval
but these can be specialised in already well-defined diseases. These systems cannot be
applied to new symptom and/or disease.

2.2 Image Capture Method

To overcome the availability of an expert, people adopted to take images of crop fields
from different sites, angles and different parts of plants to compare with images of healthy
plants or images imprinted within brain of an expert. In this method, the comparison
of diseased and healthy plant used to be made based on colour transformed images [6].
The variation in spots between plants used to be identified and categorised for different
diseases. By the help of computer perception vision field, handmade manually feature-
based methods like Histogram of Oriented Gradients (HOG) and Scale-Invariant Feature
Transform (SIFT), which are usually merge with classifiers such as Adaptive Boosting
(AdaBoost) or Support Vector Machine (SVM) were adopted for image recognition. A
handmade method is known as an algorithm in which human knowledge is implied in
its development and the intricate parameters that are included in the process [15].

The major drawback of this method is the high computational cost and time consum-
ing due to the intricate pre-processing, feature extracting, and classifying. Moreover, this
method was accessed by limited cultivators and erroneous data based on the quality of
images like pixel size, resolution, focal length.

2.3 Paper Grid Method

In this method, the images captured at various angles for larger fields then image pro-
cessing used to be done for sharpness, magnification and resolution. To collect some
informative data, the area of the colour spots used to be calculated via grid method by
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superimposing the images on special paper [16]. This was the very first method where
some quantitative data was produced. This method was more accurate and precise com-
pared to the afore-mentioned methods but standard protocols need to be followed for
image capture and it has its own limitations [17].

2.4 Invasive Methods

Plants are continuously facing threats from multiple pathogens (bacteria, viruses and
fungi) like animals. These micro-organisms infect plants and destroy the crop once it
spreads over the whole field. Plants, being sedentary and sessile are more prone to
community-spread since wind acts as microorganisms’ carrier. Researchers started to
study the characteristics of diseased plants compared to healthy ones in laboratory set-
up [18]. In this method, they used to prepare the temporary and/or permanent slides
of sections from different parts of plants and made a repository to characterize each
disease. They classified diseases based on causative agent, duration p. but these methods
are invasive and time-consuming. Also, we need to sample a large population to check if
only few plants are affected or the disease has been spread to large scale. Therefore, we
need non-invasive, cheap and easy-to implement techniques for plant disease detection.

2.5 Automated Detection Techniques

Plants lack mobile immune cells like animals but they have developed innate immune
system to sense harmful signals and produce a series of protection responses. These
protection responses are recognized as pathogen signatures and perceived by recogni-
tion of patterns receptors in plants [19]. Based on this principle of pattern recognition,
researchers have developed neural network based early detection of pathogen attack.
Artificial neural network contains thousands of layers of interconnected nodes. The neu-
rons are processing units. The input layer feeds the signal produced by a multiple linear
regression into an activation function that may be nonlinear. The input layer collects
input patterns. The output layer classifies the signals to which input patterns may map.
Hidden layers fine-tune the input weightings until the neural network’s margin of error
is minimal. It is hypothesized that hidden layers extrapolate salient features in the input
data that have predictive power regarding the outputs. The output of each layer is deter-
mined by the current input which is output of previous layer. The final output can be
calculated by the use of different formulation for the algorithm as given below (adopted
from Zhu et al. [9]). This express deep feature extraction, which accomplishes a utility
similar to statistical techniques such as principal component analysis (Fig. 1).
Input Layer to Hidden Layer input:

h r
net ;= 21: viipj + by (1)
j:

Hidden Layer output:

a; =fh (net?) =fh Z VijDj + bh/ (2)

j=1
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Fig. 1. Back propagation neural network

Output Layer Input:

h
o
netk = Z Wiidi + bok 3)

i=1

Output Layer Output:

h
Ok = fo(net) = f, (Z Wiidti + m) )

i=1

In these four equations, the terms are explained below:

Training set = {(p',d"), (p*.d%), (p>.d°) ... (p".d*)

Weights between neuron code r and h = [v;;]p+,

Threshold value in neuron code & = by,

Input of the first hidden layer = net;"

Output of the first hidden layer = a;

Activation function of the first hidden layer = f},

Input of the output layer = ner;?

activation function of the output layer = f,

output of output layer = Oy.

Leaves being the most sensitive and highly active part of the plant have the tendency
to show the symptoms of the disease at its earliest and also possess neural network in the
form of reticulation so leaves are the most favourable part of plant for early detection of
plant disease. A number of hyperspectral images of leaves acquired in-order by camera
gadget with various resolutions and then processed for deep feature extraction like VGG,
ResNet, etc. [20]. We have discussed these automated plant disease detection techniques
in detail in following sections.
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3 Deep Learning Techniques

Deep learning such as algorithms of CNN, RNN and GAN has been used widely nowa-
days. In this technique, the principle remains the same to that of conventional naked-eye
technique. The only difference between the two is the observer. In conventional naked
eye technique, an expert used to compare healthy vs diseased state while in automated
techniques, we train a computer to identify the difference between healthy and diseased
state by giving several hyperspectral images from plants as input and prepare different
test sets as healthy and diseased. This is known as machine learning [21]. Machine learn-
ing is a subset of an Artificial Intelligence (AI) technique is a self-adaptive algorithm
that processes big data and identified patterns. Deep learning is a subset of machine
learning, use a hierarchical level of artificial neural networks to carry out the process
of machine learning. In deep learning algorithms, cost function predicts the difference
between predicted output and the actual output for training purpose. During training,
cost function reduces moderately via gradient descent and ultimately the delta between
predicted and actual [22, 23]. The gradient descent is combination of two words i.e.
Gradient and descent. The word “Gradient” means the sharpness of a slope and the other
word “descent” means decreasing the point of steep. This function is used for minimiz-
ing the cost and loss function. The very first attempt of deep learning-dependent disease
diagnosis of acquired images was performed in 2016 in which the trained set classified
14 crops and 26 diseases with an accuracy of 99.35% compared to manual diagnosis
[24].

3.1 Artificial Neural Networks (ANN)

An artificial neural network (ANN) is the piece of a computing system designed to simu-
late the way the human brain analyses and processes information. It is the foundation of
Artificial Intelligence (Al) and solves problems that would prove impossible or difficult
by human or statistical standards. ANNs have self-learning capabilities that enable them
to produce better results as more data becomes available. The artificial neural networks
are built like the human brain, with neuron nodes connected like a web. While tradi-
tional programs build analysis with data in a linear way, the hierarchical function of deep
learning systems enables machines to process data with a nonlinear approach [25].

3.2 Convolutional Neural Network (CNN)

Convolutional neural network is a deep learning tool that is composed of multiple convo-
lutional layers and these layers are pooled for feature extraction and connected together
for classification [8] as shown in Fig. 2.

The concept of neural networks, which has its roots in artificial intelligence, is swiftly
gaining popularity in the development of plant disease detection. A neural network
works similarly to the human brain’s neural network. A “neuron” in a neural network is
a mathematical function that collects and classifies information according to a specific
architecture. The network bears a strong resemblance to statistical methods such as curve
fitting and regression analysis [26]. Neocognitron and LeNet, the very first CNNs came
into existence in 1980s but development in hardware technology evolved deep CNN. The
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Fig. 2. CaffeNet, an example of feature extraction in CNN architecture

success of AlexNet in ImageNet Large Scale Visual Recognition Challenge (ILSVRC)
was the turning point in 2012 that helped in achieving state-of-the-art performance on
ImageNet and other benchmark datasets [27]. CNN architecture become complex and
more accurate with time as VGG-19 consisted 19 hidden layers, GoogLeNet comprised
of 22 layers and ResNet outpaced all of these architectures with 152-layered network
[28].

CNN allowed researchers to design systems that can be trained and tested end-to-end
(all included in the same process) unlike handcrafted-based methods like SIFT, HoG,
SURE, etc. where separate learning algorithms are applied. CNN has fewer parameters
than deep networks because of its local perception mechanism and parameter sharing
mechanism that reduces parameters [29]. Its principle remains similar to ANN but its
feature extractor can adapt to changing input because of image pre-processing in which
kernels of each convolutional layer changes and used as input for next layer; so the
network generates the best possible result without needing to redesign the output cri-
teria. Due to feature extraction in image recognition, it is now widely used approach
in agriculture [30]. Several researchers are using different combinations with different
methodologies at each step of CNN and validating the identification of variety of plant
species and disease identification [31-33]. The step-by-step detection and identification
of plant diseases using this technique in various disease-crop pair has been discussed
by Khirade in 2015 [34]. This approach can use input images captured from differ-
ent camera devices, at variable resolutions, illumination conditions, background etc. as
performed by Algergawy on banana leaves via LeNet architecture [11]. The acquired
images then pre-processed and segmented from RGB model to lab colour model. After
segmentation, images are clustered using Otsu classifier or K-mean clustering or grab-
cut segmentation for fruits as done by Sharath et al. in pomegranate in 2019 [35]. The
following step is feature extraction that is performed to predict shape-oriented param-
eters like area, colour, degree of rectification and density or solidity; texture-oriented
factors like contrast, energy, and homogeneity; and colour aspects like hue, saturation
and value in the infected region. The statistical parameters like smoothness, third-order
moment, consistency and entropy are also extracted in these multiple-regression based
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CNN methods. These extracted parameters are stable irrespective of image changes and
thus these methods are comprehensive and descriptive. After the extraction of multi-
ple features then regression analysis is performed and plant diseases are characterized
and scored in four categories based on the severity of disease: normal situation (0-25),
minor disasters (25-50), medium disasters (50-75) and serious disasters (75-100) [36].
We have discussed several CNN-based plant disease detection strategies in the following
sections and compiled these studies in Table 1.

Fuentes et al. in 2017 described three families of convolutional neural network-based
detectors for detection of diseases in tomato leaves namely, Faster Region-based Convo-
Iutional Neural Network (Faster R-CNN), Region-based Fully Convolutional Network
(R-FCN), and Single Shot Multibox Detector (SSD). By using these different detectors
on tomato diseases and pests database, they identified nine types of diseases efficiently
[37]. Although a handful research papers are available to detect diseases in tomato plants
but still there are many research gaps in-between like identification and extraction of
several diseases is tough due to variation in symptoms, feature weighing needs to be done
at each layer, and also a large number of images are required [28, 37, 38]. Karthik et al.
has highlighted these study gaps and tried to combat these issues by attention embedded
residual CNN for the first time. They trained the architecture with 95,999 images and
validated with 24,001 images, a large number of images were used in this study [39].
They utilised residual extracted features by the initial layers and pooled them in final
layers for the fine granular details. Their architecture consisted three blocks of Residual
Progressive Feature Extraction (RPFE) with increasing channel at each block and then
attention model worked on the top of these RPFEs. To increase the precision, significant
features were weighed high compared to other features based on the attention coeffi-
cient calculated for each pixel and ~98% accuracy was achieved, a significant increase
compared to other studies [39].

The automatic plant disease detection techniques have been extended in fruits as
well since it costs considerable yield reduction and subsequently heavy losses. Wang
et al. annotated healthy black rot images of apple in the public Plant Village dataset
with severity labels. They trained and compared shallow networks of different depth
from scratch and fine-tuned top layers of pre-trained deep networks for the precision in
prediction of disease severity stage. The performance of fine-tuned models was better
than models trained from scratch. The VGG16 model exhibited best result with an
accuracy of 90.4%. These results clearly indicated that fine-tuning pre-trained networks
might alleviate the problem of insufficient training data or ill-trained sets [36]. Several
such studies have been performed with different CNN architecture and the accuracy rate
has been compiled in Table 2 (adopted and modified from 40).

Bin Liu trained a dataset of 13,689 synthetic images from apple leaves and run it on
AlexNet-based neural network along with two Inception layers to detect four diseases
via NAG algorithm. This architecture achieved 97.62% accuracy with reduced parame-
ters by 51,206,928 and improvement by 10.83% compared to standard AlexNet leading
to faster convergence [31]. The synthetic images here referred to the expanded images
from 1053 natural images of apple leaves provided by two apple experiment worksta-
tions installed in China by rotation transformation and mirror symmetry. Another group
tried to solve this issue of limited training data via data augmentation. They exploited
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Table 2. Accuracy rate (%) when different CNN architecture were used from various types of
datasets

Training type model Shallow Scratch Deep
AlexNet 94.15 95.78 99.24
DenseNet 96.53 98.86 99.72
Inception_v3 91.53 97.43 99.76
ResNet34 94.75 98.48 99.67
Squeezenetl_1 96.26 92.49 99.2

VGG13 92.23 97.95 99.49

ResNet50 as a trained model for transfer learning and augmented the data four-fold to
the actual data with an accuracy rate of 97%. Some of the frequently used augmentation
strategies are scaling, flipping, cropping, rotating, padding, and translation. The library
(torchvision.transforms) provided by Pytorch is available with several methods of data
augmentation that helps in elaborating the dataset size [38].

Though CNN has a long list of aforementioned benefits still there is a limited use
of CNN on realistic and varied practical diversity of image datasets. The image datasets
available on Plant Village database has a limited number of images and representative in
qualitative terms but to obtain quantitative data and proper training of CNN, a large num-
ber of images are required. Wallelign presented plant disease detection in FLAIRS-31 in
2018 in which dataset of 12,673 images was downloaded from PlantVillage database and
resized to 128*128 pixels. The dataset was then augmented to run on LeNet architecture.
Their model consisted 3 convolutional layers followed by pooling layers that ultimately
provides 128 kernels with fully-connected 512 neurons. This model was trained using
Adam with batch size of 100 for 1000 epochs and the testing accuracy was highest in
colored set with a max of 78.74%, suggestive of importance of color feature during fea-
ture extraction. However, after augmentation the accuracy rate was increased to 99.32%,
indicating towards small dataset hampers the testing accuracy. For training purpose, one
should have a good number of images or a large dataset [40].

Even though Mohanty et al. in 2016 demonstrated the technical feasibility of
smartphone-assisted disease diagnosis employing HD cameras and high performance
processors in mobile devices but they also reported the similar limitation in practi-
cal application of these techniques. They used 54,306 images from 38 classes of 14
crops with 26 diseases available on open-database PlantVillage and resized them into
256*256 pixels. They performed all the experiments on three versions of same datasets
i.e. coloured, grey-scaled and segmented (shown in Fig. 2) and evaluated the appli-
cability via GoogleNet and AlexNet on trained dataset or dataset from scratch. They
used approx. 60 experimental configurations and found Googl.eNet with trained dataset
provides more accurate results up to 99.35% [24] (Fig. 3).

When trained images are different from images captured for testing then accuracy
rate reduces substantially. A more diverse training datasets are required to improve
the efficacy and prediction precision of these techniques. However, this drawback was
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undertaken into consideration by Garcia and Barbedo in 2019. They subdivided leaf
images from 14 crops with 56 classes into individual spots and lesions that significantly
increased number of images from ~2-fold to 20-fold and 79 classes that might identify
multiple diseases affecting the same leaf [41]. This group collected images from different
databases captured via various sensors like smartphones, compact cameras, DSLR cam-
eras, etc. with variable image resolution ranging from 1 to 24 MP. This group converted
PDDB images (~60% images captured in controlled conditions while 40% in practical
conditions) into XDB images with some set rules like images from leaves were only
considered with 20% healthy tissue area and background was blackened. However, the
process of subdividing was done manually to ensure the criteria applied correctly and
this might increase the challenge and biasness further. After subdividing, GoogLeNet
CNN with MATLAB toolbox was applied using a NVIDIA Titan XP Graphics Process-
ing Unit and accuracy was increased vastly as from 60 to 75% in corn, from 92 to 99%
in wheat or 100% in cassava [41].

Another drawback of these techniques is the availability of representative image
datasets with the images on homogeneous background that limits its use in practical
fields. The number of images (diseased and healthy state) of different crops available on
Plant Village Dataset is given in Table 3.

The capturing and labelling of images from the field is a difficult, expensive and time-
consuming. This burdensome work can be ameliorated if different research groups make
their work available in public domain and enhanced versions of representative databases
could be prepared for research purposes and ultimately their practical utility. However,
some researchers have developed the concept of social networking to overcome this
limitation and to increase its availability in public domain.

Convolution Architecture For Feature Extraction (Caffe) is the first deep learning
framework that has been opened for end-user without expertise. The high speed to
process massive data with easy-to-use text methodology instead of codes that defines
the definition of the model, optimal settings, and pre-training weights supports preference
of Caffe model and the corresponding optimizing methods over TensorFlow. Users can
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Table 3. No. of images of each plant/crop species available on PlantVillage, an open database

Sr. No. Name of the crop Diseased images Healthy images
1 Apple 1526 1645

2 Blueberry - 1502

3 Cherry 1052 854

4 Corn 2690 1162

5 Grape 3639 423

6 Orange 5507 -

7 Peach 2297 360

define their own models using the types of neuron layers provided by Caffe. Caffe
provides modifiable framework to users that is a BSD-licensed C++ library with Python
and MATLAB-based databases for training and testing CNN and other deep learning
methods on various datasets [39].

The next hindrance in spreading the use of CNN is the availability of internet in
rural areas. To overcome this limitation, Sumita Mishra had recently presented a module
that works on cloud platform. This module is consisted of two hardware blocks named
NCS and Raspberry pi 3b+ with 1.4 GHz 64-bit quad-core processor, 1 GB LPDDR2
SDRAM, HDMI, and 2.4 GHz WLAN, Bluetooth. The deep convolution network is
comprised of convolutional layer, max-pooling layer, drop-out layer, flatten layer and
dense layer. This model achieved 99% accuracy after 24 epochs that was stabilised after
18 iterations but this module needs to be checked on more datasets, crop species, and
pest-crop pairs [33].

CNN has the potential to diagnose plant diseases efficiently in practical conditions,
large field areas still its use lays in initial phase. The more rigorous and active research
is required to develop or train more and more datasets from different crop species,
crop-disease pairs. The trained datasets should be made available to research groups and
hence, composing integrated databases is an unmet need. The use of CNN in plant disease
diagnosis can be spread if it would be available to cultivators directly and to achieve
this, farmers should be aware of these techniques. The techniques should be user-friendly
with no complexity that would escalate the number of images for the database as well
as use of CNN in plant disease detection.

4 Summary and Future Directions

Plant diseases cause severe reduction in yield and sustained agriculture. The early and
accurate disease detection could ameliorate the losses by proper treatment of crop in
time. This would help in mitigating agricultural poverty and might improve the number
of cultivators. The manual detection of plant diseases is time-consuming, inconsistent and
non-reliable. In lieu of overcoming these limitations, automation of techniques outpaces
manual diagnosis by an expert with time. CNN has proved its efficacy in plant disease



Disease Detection Techniques in Plants 107

detection in different crops like tomato, maize, banana, apple, corn in practical fields.
CNN can extract the feature from images captured in different conditions irrespective of
illumination, resolution, image size, pixel size. However, CNN still stands in its initial
phase of development. It has few challenges like each pixel of the space borne SAR
(synthetic aperture radar) imagery is characterized by backscatter phase and intensity
in multiple polarizations. Both data sources have multi-temporal nature and different
spatial resolutions. Information fusion is thus important in the future to make DL more
applicable in this area.

There are multiple DL Architectures, implemented on different plants datasets and
get results. Our aim to make a better result with defining the multiple classes of diseases
and also get the solution for protecting the diseases at early stage. For this, trying to
make a novel approach so that the result in terms of loss and efficiency would be better.

CNNs has their practical utility in not only plant disease detection but it can detect
weather conditions, land types, soil texture and quality, fruit counting that signifies yield
production. All these data types can be composed in a grid form model and genetic
algorithm could be produced to provide optimal solutions to farmers, consumers and the
Government to plan efficient strategies for selling, purchasing and food shortage relief.
This architecture might help in precision agriculture and benefit agroindustry.
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Abstract. The possibilities of improving the effectiveness of fuzzy Hough trans-
form calculations in the detection of colonoscopy image processing and polyp
detection by gradient based preprocessing is studied. For the Hough transforms
a black and white image consisting of line segments is necessary, thus most of
the times an edge detected image is used as the basis of the transform. Here, the
gradient magnitude values corresponding to the Canny edge pixels of the image
are used for determining, which are the typical magnitude values for the polyp
contours, in order to remove part of the non-contour edges from the image. Three
publicly available databases with images and ground truth masks are used for
testing, whether a general threshold for the gradients is applicable, but based on
the histograms it seems to be not possible to generate a database independent nor-
malized gradient based domain that can be used for sorting out the unnecessary
edges.

Keywords: Colorectal polyp detection - Computer aided diagnosis - Fuzzy
Hough transform - Canny edge detection - Image gradient

1 Introduction

Colorectal cancer (CRC) is a rather common lethal cancer type, and its survival rate
varies depending on the stage at which it is detected, ranging from more than 95% in
early stages to less than 35% in later stages [ 1]. There are several techniques for screening
the gastrointestinal tract and detecting colorectal polyps, but the most effective is still
the colonoscopy, which is a special type of endoscopy, developed to be applied at the
lower part of the bowel. In its movable head, the coloscope has a camera and a light
source, as well as a loop for pulling off the affected tissue for biopsy or removing the
entire polyps [2].

Polyp detection and localization in colonoscopy images is the first and most important
step that leads to precise final classification and which prevents the development of
early-stage precancerous polyps into malicious cancerous polyps if they are detected
and excised in time. Currently, automatic polyp detection and localization has a high
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importance and one of the world’s public health priorities [3], as well as a field of interest
for many computer aided diagnostics (CAD) researches.

Recently, Deep Learning (DL) is getting popular in addressing this challenge. Several
research studies applied different types of Deep Neural Networks in order to solve this
task and help colonoscopists enhance their diagnosis performance by automatically
detecting and localizing colorectal polyps [4—6]. Besides various neural networks, many
polyp characterization methods based on the computation of some shape-based [1, 7]
and texture-based [8, 9] feature descriptors over the entire image or a tile of it are also
reported in the literature.

In [10] the classical Hough transform is proven to be rather effective in detecting
possible polyp outline segments, and an, intelligent algorithm for determining whether
the found curve really belong to a polyp was proposed, too. In [11], we suggested to
replace the classical Hough transform to fuzzy Hough transform, as it is more tolerant
to imprecisions of the points of the curve, and in real life polyp images, the polyps are
not completely circular.

However, the Hough transform, especially the fuzzy version requires a lot of calcula-
tions, if the edge detection algorithm, which is the first step of the transform, detects too
many edges. For this reason, as many non-polyp edges as possible should be suppressed.
The colonoscopy images have edges not only at the borders of the polyps, but also at
bowel folds, reflections and at the edges of the area that can be sensed by the camera. In
many cases impurities have also visible edges, veins can show rather large contrast to
the bowel walls and sometimes even the structure of the bowel tissue is visible, although
these edges are very often blurry and have intensity steps that are mostly less steep and
smaller in magnitude. As these smaller magnitude intensity change steps are producing
unnecessary edges with most of the edge detecting algorithms, it would be advisable to
remove them from the picture before the Hough transform. Also, the intensity changes
around the sensed area as well as around the reflections are mostly larger than those
around the polyps, except if the polyp is in lateral view in front of the dark continuation
of the bowel. These observations gave us the idea to propose a method to remove those
edges that have too small or too high gradient magnitude but if possible, only those edges
that are not around the polyp contour.

For this purpose, the distribution of the gradient magnitudes at the edge pixels is
studied in this contribution in 2 regions. First in the complete image, and second in the
surroundings of the borderline of the ground truth mask. The ground truth mask contours
could not be used because the manually drawn masks often did not meet exactly the
borders of the polyps, and also because the polyp borders were often not fully visible
because of the lighting conditions, bowel folds or impurities.

The purpose is to find out, whether it is possible to determine a general gradient
domain that is interesting for polyp detection, and thus making it possible to decrease the
calculation load, and increase the speed of the calculations in a fuzzy Hough transform-
based colonoscopy polyp detection algorithm.

The paper is organized the following way. In Sect. 2, the necessary mathematical
and scientific background will be outlined, from the basic idea of Hough transform and
its fuzzy version through the gradient filtering and Canny edge detecting. Section 3
contains the setup of the calculations, the used databases, and the experiments as well as
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the metrics used for determining the effectiveness of the preprocessing method. Section 4
gives the results, and a short conclusion is written in Sect. 5.

2 Background Considerations

2.1 Classical and Fuzzy Hough Transform

Hough transform (HT) is one of the most efficient algorithms used in the computer vision
and objects detection area since the first appearance of its classical version for machine
analysis of bubble chamber pictures by P.V.C Hough in 1959 [12]. Later, a number of
interested researchers adjusted Hough transform to create new versions.

In 1994, Han, K6czy and Poston introduced the fuzzy Hough transform [13] to find
fuzzy lines and circles in the noisy environments by approximately fitting the data points
to given parametric shapes.

Hough transforms have been widespread for lines and circles detection applications
especially in the fields of lanes and roads detection [14], in industrial automation domain
[15], and for medical images diagnosis as well [16].

The efficiency of Hough transform application has been studied in the field of polyp
detection. In [10] authors used classical Hough transform to define the possible regions
of interest (ROIs), where the polyps might exist in 300 videoendoscopy images. The
classical Hough transform based on Canny—Deriche filter edge detection method allowed
a good detection of the ROIs containing a polyp. On the other hand, in some samples,
the polyp was even visually difficult to detect due to the surrounding noise that resulted
in multiple alternative weaker circles which increased the False Positive Rate (FPR) of
the classification system. To improve the overall method performance, they followed the
Hough transform step by computing the textural features from co-occurrence matrices
which were used later within a boosting-based approach in the final classification step.

To improve the results of the classical Hough transform, as a first step, we studied,
how useful the fuzzy Hough transform in finding not precisely circular-shaped colorectal
polyps in [11]. We found that the circular fuzzy Hough transform results in circles that
fit the polyp at least as well as the classical Hough transform output, but may result in
one circle instead of multiple ones. These resulting circles can be used as initial masks
to more refined methods, like an active contour segmentation methods [17, 18].

2.2 Gradient Filtering, Gradient Magnitude

Mathematically, partial derivatives of a 2D continuous function represent the amount
of change along each dimension. An edge in an image is a rapid change in the image
intensity in a small region. This leads us to use gradient filtering in image processing
field for detecting edges. The gradient of the image intensity function at each image
point is a 2D vector with two elements identified by the derivatives in the horizontal and
vertical directions. From these two numbers at each pixel, we can find both the strength
of the magnitude of the edge as well as the orientation of the edge.

The previously mentioned are all done in the continuous domain. When it comes to
the digital image and the intensity function has been sampled at image discrete points
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we can actually apply the gradient operator by convolving the image with a kernel which
creates the difference of the neighboring pixels for each pixel.

A variety of gradient operators have been proposed such as Roberts, Prewitt, and
Sobel. They use convolutional filters to detect the variation in both the x and y direction
of the picture. For our purposes we used Sobel type gradient, which has kernel of

10-1 1 2 1
Sobel, = | 20 =2 |,Sobely,=1| 0 0 0 [. (1)
10-1 -1 -2-1

2.3 Canny Edge Detection

Canny edge detection was firstly introduced by John Canny in 1986 [19]. It is the most
widely used edge detection technique in many computer vision and image processing
applications, as it focuses not only on high gradient image points, but also on the con-
nectedness of the edge points, thus it results in very nice, edge-like images, that is close
to the human concept of edges.

Canny is a multistep operator which consists of the following four main steps. First,
the original image is smoothed using a Gaussian filter in order to get rid of the undesired
noise which makes the edge detection process more reliable and accurate. Then, the
gradient magnitude and direction of the smoothed image is computed. As a third step, the
Non-Maximum Suppression (NMS) technique is used. For the final step, two hysteresis
thresholds (high and low thresholds) are calculated. In this step, edge points that have
gradient values bigger than the higher threshold are defined as strong edges. The edge
points with gradient values lower than the lower threshold are discarded. For the residual
edge points, they are classified as suspicious, weak edge points, and their connectivity is
investigated. Finally, a weak edge point is considered an edge pixel only if an adjacent
pixel is definitely a strong edge pixel; otherwise, it is not an edge pixel [20].

3 Applied Methods and Evaluation Metrics

Because Hough transform involves mapping each pixel in the edge detected image, it
is a time-consuming procedure. Furthermore, the amount of computation necessary to
achieve Hough transform grows exponentially as the number of curve parameters rises;
as a result, this makes the transform impractical in terms of the time-consuming pro-
cess and the requirements of great storage and computational capabilities. The research
community has investigated the different aspects of the Hough transform limitations and
suggested different approaches as solutions.

Some researchers attempted to reduce the computational time [21, 22], while oth-
ers worked on improving the voting procedure which is an advantageous modification
for both processing cost and object detection accuracy [23]. In the present paper we
focus on the increasing of the computational effectiveness by decreasing the number of
unnecessary points to be fuzzy Hough transformed.

As the basic idea, we recall that the gradient magnitudes of the colorectal polyp
borders are expected to be neither too large, nor too small, at least in a significantly large
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part of the polyp contour. To test this assumption, we used three colonoscopy image
databases, the CVC Clinic [1], the CVC Colon [3], and the ETIS Larib [10], all of them
publicly available; they contain different number of polyps with different resolution and
different image quality. All images have polyps on them, and the pixels belonging to the
polyps, i.e., the ground truth masks are given in separate images. An example can be seen
in the top row of Fig. 1. Itis visible, that the polyp contour is not always visible, and the
ground truth mask is often a couple of pixels off from the real edges; this is the reason,
why an extension (to a finite width ring) of the manually drawn contour was necessary,
when determining whether an edge belongs to the contour or not. The preprocessing of
the image as well as the evaluation of the data are listed in steps in the followings.

1. Reflection removal: As a first step in decreasing the number of unnecessary pixels,
the reflections (and thus their contours) were removed from the images (see Fig. 1.a).
The reflection removal was based on the histogram of the image pixel intensities.

i. The highest (and also the lowest) intensity peak in the histogram was cut off
and then the histogram was stretched back to its original 0-255 domain.

ii. The pixels belonging to the highest peak of the histogram were collected into
a “white mask”.

iii. The “white mask” was extended and smoothened into the environment,
similarly to the method detailed in [24].

2. Polyp contour: The contour (Fig. 1.c) of the ground truth mask (Fig. 1.b) was
determined. The No. of pixels in mask contour was calculated.

3. Preparation of the contour “ring mask’’: The contour is extended into aring (Fig. 1.d)
by selecting the first x nearest neighbors of all the contour. The width of the ring
mask is based on the image size (it is x = 3 for database [1], x = 5 for [3], and x =
10 for [10]).

4. Edge detection: 3 by 3 median filtering and Canny edge filtering, see Fig. 1.e.
Calculating the fotal No. of edge pixels.

5. Collecting the edge pixels that belong to the polyp contour: The edge
detected image (Fig. 1.e) was multiplied with the extended polyp contour “ring
mask” (Fig. 1.d). Counting the number of the arising white pixels, i.e., the
No. of edge pixels in ring mask.

6. Calculation of the gradient magnitudes: By using Sobel gradients (1), like in Fig. 1.f.

7. Normalization: For every picture in all the 3 databases the edge-masked gradients
were normalized to the interval [0, 1]. This step makes a universally applicable
method, even if the pixel intensity dynamic range varies for all the images.

8. Gradient weighted edges: The edge filtered image (Fig. 1.e) was multiplied by the
gradient filter output (Fig. 1.f), thus receiving Fig. 1.g type images.

9. Histograms of gradient value distribution: 10-bin histograms of all the images were
generated, and studied to determine the dynamic distribution of the gradients for
the edges of both the ring mask (i.e., the surroundings of the ground truth mask
contour) and the full image. Sample histograms can be found in Fig. 2. It is visible,
that there are cases, when the distribution of the ring mask edges (yellow) and the
full image edges (cyan) are not similar, their support is different, like the one on the
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left hand side, while in other cases, both distributions follow the same tendency,
just the magnitude is smaller.

10. Thresholding: The pixels belonging to the upper and lower parts of the histograms
(below and above the thresholds) were set to value O (unmasked). The total number
of edge pixels, the total number of edge pixels in the ring masks, as well as the total
number of pixels in the edge contour were determined for the thus arising images,
too.

Fig. 1. Upper row: (a) a sample preprocessed image from database CVC Clinic [1], (b) its ground
truth polyp mask, (c) mask contour, and (d) extended contour ring mask, i.e., the 3 nearest neighbors
in all directions for all the contour pixels. Lower row: (e) the Canny edge detected version of the
image, i.e., the edge mask, (f) the gradient magnitude filtered image, and (g) the edge masked
gradient magnitude image. It is visible, that subplot (g) is the multiplication of subplots (e) and
(), i.e., it contains the gradient values only where the edge mask value is 1 (white pixels in (e)).
Subplot (a) has a 3 x 8 bit colour depth, the black and white picture contain only 0 (black) and 1
(white) values, while the last 2 subplots share the same colourmap.

Two metrics were used to qualify the edge finding efficiency. First, the ratio between
the number of edge pixels in the ring mask around the polyp contour and the total number
of edge pixels, i.e.,

No. of edge pixels in the ring mask

2)

R _calc = -
total No. of edge pixels

This ratio characterizes the goodness of the edge detecting with respect to the Hough
transforms and polyp detection, the larger this number is, the less non-mask contour
edges are found, thus the less unnecessary calculation is needed in the classical or fuzzy
Hough transform.

Second, the relation to the ideal mask contour was given by the ratio of the number of
edge pixels in the ring mask and the number of pixels in the actual ground truth contour,
ie.,

No. of edge pixels in the ring mask

R_edge = . 3
—ea8 No. of pixels in mask contour ®)
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Fig. 2. Individual histogram samples of the edge pixels regarding their normalized gradient values.
The teal columns represent the whole image edge pixels, whereas the yellow ones only the ring
mask edge pixels in the given normalized gradient intervals.

This determines the goodness of the polyp contour finding; this number should be
as close to 1 as possible.

4 Results

The histograms are not as visibly different as in the first case in Fig. 2: often, the
distribution of the gradients in the contour edges was rather similar to the distribution
of all the edges. The total histograms for the 3 databases are summarized in Figs. 3
and 4. Both linear and logarithmic scale plots are given for the same histograms beside
each other to make it possible to see the small details in the higher normalized gradient
domains as well as the dominance of the lower gradient valued pixels among all the
pixels. Not only the histograms of the total image edge pixels are shown, but also the
histograms of the edge pixels within the ring masks.

A systematic test was carried out to determine the most applicable normalized gra-
dient magnitude range that can be used for filtering out some of the unnecessary edge
pixels and keeping as many necessary ones as possible. There were no really optimal
domains, as even though R_calc, became more advantageous, the R_edge got less good
for many images. (I.e., even though the number of unnecessary pixels decreased, the
number of edge pixels around the polyp contour decreased too much). However, for
the databases CVC Clinic and CVC Colon, the removal of the lowest 10 percent of the
gradient magnitude dynamic range resulted in a still recognizable polyp contour with
much lower total number of remaining edge points to be Hough transformed, for most
of the cases. In the case of the very good quality, detailed, large sized images of database
ETIS Larib [10], the edges behave in a rather similar way both for the full image and
for the ring mask around the ground truth polyp contour; they are concentrated in the
lowest 20% of the dynamic range of the gradient magnitude, thus the removal of the
edges corresponding to the lowest 10% of the gradient magnitude dynamic range is not
applicable.

As an example, for database CVC Clinic, a comparison between three different
threshold ranges is given in Fig. 5. In the first subplot the total number of edge pixels is
shown. The 2nd and 3rd subplots present the metrics R_calc and R_edge, respectively.
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Fig. 3. 10-bin histograms of the normalized gradient values (a)—(b) for the edge points in the full
image, and (c)—(d) for the edge points in the ring masks, for database CVC Clinic. The horizontal
axes are the normalized gradient magnitudes and the picture number in the given database. Linear
(1st column) and logarithmic (2nd column) scale plots of the same histogram are both given,
because the smaller valued histogram parts at the higher normalized gradient values cannot be
seen well in the linear scale first column plots. The logarithmic scale plots are shown from top
view to make the complete set of data visible without columns covering the ones behind them.

Removing the edges with lower gradient magnitude decreases the number of edge
pixels significantly for most of the images (as it can be seen in Fig. 5.a, however, based
on Fig. 5.b, there are image groups, where the number of the edge pixels around the
polyp contour decreases almost proportionally to the total edge pixel number (i.e., the
green line in Fig. 5.b does not increase compared to the previous ones), which is of
course not beneficial. Also, the ratio that represents the goodness of finding the mask in
the subplot ¢) drops much too close to O for many pictures, endangering the effectiveness
of the Hough transforms.

5 Conclusion

In this paper, the distribution of the gradient magnitudes corresponding to edge pixels of
colonoscopy image databases were studied in order to determine, whether it is possible
to remove those edges that do not belong to polyp contours based on gradient magnitude
thresholding. The goal of the study was to determine, if the effectiveness of fuzzy Hough
transform can be improved by thus decreasing the number of pixels to be transformed,
and still keeping that many edge points, that the polyp contour would be detectable.
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Fig. 5. Plot (a) The number of pixels of interest, i.e., the total number of edge pixels, (b), the ratio
between the number of edge pixels in the ring mask and the total number of edge pixels R_calc
and (c) the ratio between the number of edge pixels in the ring mask vs. the number of pixels in the
ground truth mask’s contour R_edge, for the database CVC Clinic. The horizontal axis is always
the picture number in the given database. The normalized gradient thresholds in the 3 cases are
the following, Case 1: [0, 1], Case 2: [0, 0.4], Case 3: [0.1, 0.4].

Individual histograms were created for all the images of 3 different public databases
about the distribution of the gradient values in the edge pixels in the whole image and
in the near surroundings of the manually drawn ground truth mask contours.
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Also quantities for determining the effectiveness of the pixel number reduction and
the matching with the mask contour were introduced to evaluate the goodness of the
gradient magnitude histogram based thresholding.

Generally, despite some promising individual results, there were no uniform gradient
ranges between the three studied databases. Thus we concluded, that it is not possible to
give a universal gradient magnitude threshold domain that would assist to achieve both
the low total number of edge pixels and still allow to find the polyp contour by Hough
transform. This indicates that the calculations load of the Hough transform using the
current (without thresholding) version of Canny detected images remains high.

Since the low computational load is a crucial requirement for algorithms used in
automatic detection systems, the selection of an alternative edge detection method used
as a preprocessing step for fuzzy Hough transform for colonoscopy polyp detection
purposes must be tested. Also, it might be possible to find a uniform algorithm for
determining threshold domain for edge filtered images.
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Abstract. Due to the increased world population of independent elderly those
who live alone, there is an immediate need to develop an intelligent monitoring
system at home to support them. On the other hand, the burden on family mem-
bers and long-term care welfare workers increases due to nursing care at welfare
facilities and homes. Therefore, it is required to reduce the burden on individuals,
such as physical and mental aspects. The present paper aims to develop an IoT
monitoring system for the independent elderly, allowing families to feel at ease
even in remote locations.

Keywords: Indoor monitoring system - IoT - Elderly

1 Introduction

The aging population has increased globally faster and is expected to exceed 2 billion
by 2050 [1]. The older people of the developed areas are lower than in developing areas.
The developing areas filled the most growing share of the world’s more aging population
(Fig. 1). In 1980, 56% of persons aged 60 years or over were home in the developing
areas. It raised over two-thirds of the world’s older persons living in developing areas in
2017. The number of elderly (60 years or above) is estimated to increase to 1.7 billion
in the developing areas in 2050. The more developed areas are projected to see a 38%
increase in the number of elderlies, from 310 million elderly (60 years or above) in 2017
to 427 million in 2050. In 2050, 79% of the world’s population aged 60 or over will be
living in developing regions.

The majority of the young generation in most developing and developed countries
work in big cities far away from their hometown. On the other hand, most parents prefer
to live in their own house and hometown instead of in the elderly care homes when get-
ting old. They need to handle their basic daily life to achieve this preference. Sometimes
emergency cases happen and need to care and support the elderly in a short timeframe.
Some examples are, fall accidentally and cannot get up by themselves, undergo some
mental disturbance. Between 28 and 35% of elderly people aged over 65 are fall each
year, according to the World Health Organization [2]. These rates are increasing to
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32-42% for elderly people aged over 70. In fact, by aging and changes of body bio-
logical, fall occurrences are increasing exponentially. Falling is particularly dangerous
for elderly persons living alone because it may take more time to receive assistance.
Hence, monitoring and gathering real-time information can support the young people or
some medical support centers respond quickly to urgent cases and make the appropriate
decisions to avoid serious situations.
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Fig. 1. Number of elderly by development areas [3].

To handle an unexpanded situation, monitoring of elderly persons who are living
alone is significant potential in the elderly care research domain.

A most effective way is to monitor the indoor environment using cameras, but most
elderly people don’t like their daily lives to be under surveillance. In addition, due to the
cost of system installation, the camera-based system is limited installed in a few areas in
the home. Another solution is a non-intrusive indoor monitoring system using low-cost
sensors, such as motion sensors, light sensors, etc. The conventional system prices are
differed in a wide range depending on the accuracy and network connection abilities such
as Bluetooth, WiFi, 3G/4G/LTE. Due to the high expense of Smart Home Systems, only
a few percentages of older persons would be willing to install these high-end sensors
systems. Therefore, this paper focuses on developing a low-cost [oT home monitoring
system approaching by non-intrusive indoor monitoring system using low-cost sensors.

The rest of this paper is organized as follows. In Sect. 2, we introduce related works.
In Sects. 3 and 4, we describe in detail the architecture of the proposed monitoring
system. Finally, we conclude our work in Sect. 5.

2 Related Works

The advances of IoT systems have made available efficient, low-cost, low-power minia-
ture devices for remote monitoring applications. Several platforms have been imple-
mented to monitor and support the independent living of elderly adults. For example,
the IN LIFE system [4] is a cloud-based platform that provides Ambient Assisted Liv-
ing (AAL) support to cognitively impaired older people through numerous provided
tools and services. The MyLife project [5] supports independence for older people with
reduced cognitive function by giving them access to simple and intuitive services that
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adapt to their individual needs and wishes. Although both platforms meet several needs
posed by cognitive decline, they do not utilize the capabilities provided by the IoT infras-
tructure. On the other hand, numerous solutions adopt the IoT paradigm for the indoor
support of elderly people and mainly focus on human activity recognition.

Recognizing common human activities in real-life settings by extracting knowledge
from the data acquired by smart sensors is the goal of human activity recognition [6].

Human activity recognition is a solution that utilizes sensors located in various areas
within a smart home, acting as non-intrusive monitoring devices for identifying human
behaviors. In particular, a system deploying door sensors, pressure-sensitive mats, float
sensors, and temperature sensors is designed by Kasteren et al. [7] for recognizing
various living activities in a smart home. A home-based automated system has been
implemented in the TAFETA project [8], monitoring the health and well-being of the
elderly while remaining unobtrusive by using various types of intelligent sensors in the
elderly’s home.

A system for recognizing complex activities in a smart home involving contact,
motion, tilt, and pressure sensors was proposed by Chen et al. [9]. Zhang et al. [10]
also proposed a similar system named “Smarter and Safer Home” that using sensors in
homes, acting as non-intrusive monitoring devices for the human behaviour of elderly
people.

Other human activity recognition solutions provide activity-monitoring functional-
ities by using wearable devices for indoor localization. Komai et al. [11] describe an
activity monitoring system that utilizes a wearable Bluetooth Low Energy (BLE) beacon
device for indoor localization. Popleteev [12] presented an activity tracking and indoor
positioning system with a wearable magnet. Similarly, Belmonte-Ferndndez et al. [13]
used a Smart-watch wearable device that acquires the WiFi strength signals of surround-
ing wireless access points. Finally, [14] Santos et al. have proposed an RFID-based
M-health care system using loT-based connected devices that identifies the position of
a health-related item (e.g., elderly) carrying an RFID tag.

Regarding health monitoring, its goal is to allow an individual to closely monitor an
elderly person’s vital signs, provide feedback for maintaining an optimal health status
and create alerts when important measurements are below or over a predefined threshold
[15].

Most of the existing commercial home monitoring systems adopt camera devices,
e.g., Vivint Smart Home [23], ADT Pulse [22], SimpliSafe home security system [24],
Wink Lookout [25], Abode Home Security Starter Kit [26]. Furthermore, they are usually
developed as closed systems, and elderly people might become “locked-in,” prohibiting
opportunities of using products from a different company in the system to suit their
needs in terms of affordability and functionality.

Several health-monitoring systems utilize devices placed in the living environment
of the elderly and are used by him/her periodically during the day to measure vital
signs. Specifically, the system presented by [16] utilizes an electronic blood pressure
device that transmits the measured data (i.e., pulse wave) to the data processing center,
from where they are accessible in real-time by a doctor. An IoT system that measures
saturation peripheral oxygen and pulse rate and transmits them to a cloud-side server
was developed by Cao et al. [17].
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Another solution is using wearable bio-signal sensors to monitor vital human signs. A
new mechanism for uniform biosignals collection from wearables devices and biosignal
sensors was introduced by Menychtas et al. [18]. The proposed system is consisting of
decision support modules for patient monitoring as well.

A holistic solution for managing Bluetooth biosignal sensors, communication, activ-
ity trackers promoting mHealth is proposed in [19]. A monitoring system based on an
implantable unit transmitting the measured glucose data to patients’ mobile phones is
introduced by Ali et al. [20].

A platform for registering patients’ vital information and monitoring is demonstrated
by Pinto et al. [21]. The system provides mechanisms to trigger alarms in emergencies
by using a wristband equipped with numerous sensors.

Tyndall-DMS-Mote [27] is a wireless device that monitors user vital signs
indoor/outdoor and needs to carry the device for data collection and a smartphone
for local data processing. “Hamon” [28] is a new brand from Mitsufuji manufacturing
smart clothing by putting IoT devices into the fabric. The embedded device continuously
monitors data, including breath, heart rate, humidity, activities, etc.

Another IoT system based on smartphone and wearable body sensors is proposed
by Subasi et al. [29] to monitoring elderly activities. Shende et al. [30] proposed a belt
with an embedded fall detector to monitoring the activities and fall detection based on
the technology of Global Positioning System (GPS). In most of these solutions, elderly
people need to wear devices all the time for monitoring purposes.

A Home Automation System proposed by Ramlee et al. [31] was designed based
on environmental sensors and wirelessly connected appliances, e.g., humidity and
temperature sensors.

An excellent pilot project has been carried out by IBM equipping hundreds of apart-
ments with IoT sensors (motion detectors, flush-detecting sensors, carbon dioxide, and
monoxide sensors) aiming to keep safe elderly people in the home. The collected data
was sent to the IBM Watson platform for behavior analysis [32-34].

The present paper aims to develop an IoT monitoring system for the independent
elderly, which is not needed to carry or to wear special equipment.

3 IoT Device Architecture

IoT-based applications can be implemented by integrating several technologies such as
sensor networks, wireless communications, data processing, and cloud computing. An
IoT system is usually represented by combining these technologies, as shown in Fig. 2.
We present this architecture as four tiers named Sensing level, Network level, Processing
level, Interface level. The sensing level means gathering the environmental and detecting
elderly people and sending these data to the processing level for pre-processing. Col-
lecting the data then continues to be transferred to interface level for further analyzing
and displaying to the end-users as well as for storing. Data transmissions between levels
are implemented by sending level as being illustrated with inter-layers connection lines
in Fig. 2. The following sections outline the functions and main elements of each level.
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Fig. 2. Number of elderly by development areas.

3.1 Sensing Level

Sensing level involves sensors for gathering the information of elderly people’s activities
from the indoor environment in our system. More wide range of monitoring devices is
capturing vital signs such as body temperature, blood pressure, pulse rate, and respiratory
rate [35].

However, other parameters and sensor information are included depending on the
application purpose. For example, heart failure patients need monitoring for the following
parameters: ECG, Oxygen Saturation (SpO2), heart rate, and weight. In applications that
support Ambient Assisted Living for elderly people or the disabled, activity monitoring
will be required [36].

3.2 Network Level

Network-level in IoT architecture provides a protocol for things to connect and share data.
Also, the network level enables data from existing IT infrastructure to be accessed [37].
The data communication in IoT devices included local and global communication [36].
In elderly people monitoring systems, wireless technology is used for data transmission.
Wireless communication is helpful to ensure standardization and compatibility in IoT
elderly monitoring systems.

Local network communication between sensing level and processing level is gen-
erally implemented by Bluetooth [41-44], or ZigBee [45]. Bluetooth advantages are a
low cost, low power consumption technology to transmit data over short distances at
2.4 GHz [48]. ZigBee also offers lower power consumption, but it is not as prevalent as
Bluetooth. Some specific communication protocols are also used for elderly monitoring
systems, including Radio Frequency Identification (RFID) [46], Near Field Communi-
cation (NFC), and Ultra-Wide Bandwidth (UWB) [47]. RFID enables information to
be exchanged between two objects—an RFID tag and an RFID reader able to identify,
trace and track things within 10 cm to 200 m [39]. NFC works at a high-frequency
band at 13.56 MHz, allowing active readers and passive tags or two active readers to
communicate with data rate up to 424 kbps and in the range up to 10 cm [40].
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3.3 Processing Level

The processing level firstly aggregates data from the sensing level, transfers data to the
interface level, and finally processes data. This level consists of processing units and
embedded software that apply the computational part of the application [37]. Process-
ing units may be Field Programmable Gate Array (FPGA), System On Chip (SOC),
smartphones, microcontrollers, microprocessors, hardware platforms. Hardware plat-
forms such as Arduino, Phidgets, Intel Galileo, Raspberry Pi, Gadgeteer, BeagleBone,
Cubieboard, and operating systems such as Contiki, TinyOS, LiteOS, Android, and iOS
recently have been developed for running IoT applications [38]. The collected data is
processed for further analysis, decision making, generating notifications, and alerts.

3.4 Interface Level

IoT systems connect many physical objects and gather massive data from sensors that
need efficient storage. In IoT-based monitoring systems, the collected data from the sens-
ing level is stored for the following analysis. Many cloud services are available for data
storage from IoT, such as ThingWorx, OpenloT, Google Cloud, Amazon, and GENI.
Cloud Servers and Physical Servers have three functions at the interface level: storing
data, computing, and analyzing data, and displaying data to the end-users. These func-
tions are performed based on cloud computing technology to extract valuable knowledge
and trends.

4 Proposed Monitoring System Architecture

The hardware architecture of the proposed monitoring system consists of a specially
designed IoT Hub for processing the sensing of elderly people’s movement in the
indoor environment. The IoT Hub transfers this data to the cloud server, which the User
Interface application is later accessed. Figure 3 shows the architecture of the hardware
implementation of the proposed monitoring system.

Fig. 3. Hardware architecture of proposed system.

In order to carry out the system without any systematic error, we installed the Watch-
dog Timer (WDT) in IoT Hub. The function for the WDT is that if the IoT Hub does not
become available to receive or transmit the data to the cloud server, the WDT will reset
the IoT Hub. The advantage of WDT installation is that future hardware monitoring is
not needed, and the IoT Hub can monitor the current condition.

The system configuration of the proposed monitoring system is shown in Fig. 4. The
IoT Hub is designed in a compact size that can easily install in an indoor environment.
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Fig. 4. System configuration of the proposed system.

Additional sensors can be adapted to the IoT Hub through digital or I2C connectors for
gathering more specific information.

To monitor the indoor positioning of elderly people, each IoT Hub has installed a
device ID linked to the installation location and can easily be set up by the user from
the user interface. The proposed system’s low cost gives the end-users an advantage for
installing several Hubs inside the house to cover monitoring all rooms. In cases if the
counter of IN/OUT of some places such as bathroom or shower room is not the same
number within specific times, then the alert message will automatically be sent to the
initial setup email address.

We deploy IoT Hubs of our monitoring system in a house setting for preliminary
validation of the proposed approach, as shown in Fig. 5. Elderly people Activities of
Daily Living refers to the daily routine activities mainly in the context of the premises
of their home. Therefore, we focused on eating and maintaining continence among five
categories of ADLs and installed IoT Hubs in the bathroom and kitchen. We assume
that the elderly person uses the bathroom a few times and the kitchen at least two times,
concerned they might take their lunch in the day-care house.

An example of the PC user interface of installed IoT Hub is shown in Fig. 6. The
counter will reset every day at midnight, and a short record of elderly people’s movement
will be sent to the end-user email address.

To evaluate the proposed system in long term monitoring, we installed 3 IoT Hubs
in 6 elderly people’s homes living alone. We started the monitoring on August 2, 2021,
and all data are stored in the cloud server.

5 Conclusion

To handle an unexpanded situation, monitoring of elderly persons who are living alone
is significant potential in the elderly care research domain.
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Fig. 6. An example of user interface of the proposed monitoring system.

A most effective way is to monitor the indoor environment using cameras, but most
elderly people do not like their daily lives under surveillance. In addition, due to the
cost of system installation, the camera-based system is limited installed in a few areas in
the home. Another solution is a non-intrusive indoor monitoring system using low-cost
sensors, such as motion sensors, light sensors, etc. The conventional system prices are
differed in a wide range depending on the accuracy and network connection abilities.

Other human activity recognition solutions provide activity-monitoring functional-
ities by using wearable devices for indoor localization. Most of these devices need to
carry or worn by elderly people, which is less preferred.

The paper proposed an IoT monitoring system for the independent elderly, allowing
families to feel at ease even in remote locations. The IoT Hub and connected motion
sensors are designed in a compact size and are easy to set up. The proposed system’s
low cost gives the end-users an advantage for installing several Hubs inside the house
to cover monitoring all rooms.

The validation of the proposed system has been evaluated by installing it in 6 elderly
houses.

Future works will aim to analyze the data stored in a cloud server and improve the
monitoring of the indoor positioning of elderly people.
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Abstract. Software developers need to be agile to meet users’ needs, delivering
software on tight, quality deadlines. User history is a technique used in agile meth-
ods to elicit requirements. However, this process is performed with the developers
and the user, and there may be contradictions between them, resulting in inaccu-
rate metrics. This article presents a model of validation of user history using the
Para-analyzer algorithm, based on the Paraconsistent Annotated Evidential Logic
Et to assist in improving the evaluation, prioritization, and estimation process of
user stories. A survey was conducted with a team of developers working with agile
methods. The model uses the degrees of favourable and contrary evidence for each
INVEST criterion as input variables. The application of this model allows con-
sidering extremely relevant issues when it comes to supporting decision-making
based on a mathematical model and serving as a support tool for teams, Product
Owners, Project Managers, and others. Four user stories were analyzed by nine
experts, who evaluated the criteria for each user story. The interpretation of the
evaluations performed by the experts was through the global analysis in the unit
square of the Cartesian plane, which indicated the degrees of favourable evidence
and contrary evidence for the data used. Two stories that could not be developed
in a Sprint were verified and, therefore, should be refactored and resubmitted to
the opinion of experts. The other two stories had favourable evidence to be used
in a Sprint.
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1 Introduction

A requirement is defined as a role, service, or resource to meet a product user’s need or
demand, as defined by Requirements Engineering, a software engineering subarea. It can
be divided into functions, constraints, or business rules regardless of the methodology
adopted [1].

In an agile development, user requirements are treated as User Stories (US), which
are written requests from the user from the point of view of needs and use [2].

Tasks are prioritized from an available list of software called Product Backlog. The
development team (TIME) commits to advancing the cycle in software development,
lasting four weeks to run [3].

Due to the constant involvement of the client in the validation and acceptance tests
of USs, it becomes a frequent need [4], requiring business knowledge and the domain of
the application where the system will be used [4]. Although it does not have a specific
input for the validation process, it is essential to narrow the organizational strategy to the
corporate culture (Schwaber and Sutherland, 2020). In the validation step, the developer
evaluates whether the USs understand, are absent, or replay information to start a sprint,
with the certainty that the issues will be resolved by the product owner (PO) or by the
customer himself. The project’s success depends on the sprint plan, which verifies the
quality of the Time and PO, and USs to ensure requirements are correct, documented,
and validated [5].

However, the complexity of USs and time determination are not clearly defined and
described, and it is considered risky in the project development plan to understand [6, 7].
Another aspect is the collective consensus. Because the analysis of each US is individual,
it requires knowledge of the application and the domain of the business and can lead to
inconsistencies in a study among the planning participants [4].

The validation process needs to generate a list of issues and actions agreed upon by
the client, PO, and TIME. The main problem with this process is that it does not meet
the INVEST criteria. It is an acronym for “Independent, Tradeable, Valuable, Estimable,
Small or Small, and Testable Stories” [8]. From this list of problems, it needs to create
an action plan to define the overall work plan to be executed and agreed upon by all
those involved. The various paths of understanding to arrive at results can upset the
plan. A Paraconsistent Annotated Evidential Logic Et (logic Et) evaluates uncertain.
Inconsistent data that stakeholders in certain USs do not understand may express alogical
contradiction [9], considering the criteria to be logic Et assists in decision-making [10].

In this article, the questionnaire results were applied to software development experts
in different functions within the company, evaluating USs and measuring evidence
through the logic Et in conjunction with the INVEST criteria. The model of this study
assists in the decision-making process by permitting technical validation and through
Para-analyzer algorithms that will be represented in the final analysis of USs.
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2 Reasons

2.1 User Stories

User stories (US), in agile development, are a simple way to disbelieve the needs of the
product owner because they capture the essential elements using the most widespread
format. “As a <role>, I want <goal/desire> so that <benefit>""[11].

They express functional requirements using a stakeholder business language because
they represent an agreement between the PO and the developers, forming the basis for
development. After all, TIME must understand, estimate, and implement all US [12].

2.2 Invest

The INVEST criterion is an acronym for <I> ndependent, <N> egotiable, <V> alu-
able, <E> stimable, <S> mall, <T> estable, which should be applied for each US [8],
representing an agreement between the PO and TIME to decide whether the US will be
assigned in a Sprint.

The main problems encountered in this agreement are communication failures
between TIME and the PO [13, 14], and understanding of INVEST [15] from incomplete
requirements; formulated or intestable; provided late (scope increase), or not detailed
enough to express the smallest significant unit of activity for the user.

Subjectivity in US estimates, which are usually experimentally derived and managed,
often without reference to the historical data of the para comparison organization; lack
of experience in estimating; or even lack of knowledge of the domain [16], may result
in a lack of understanding of the criteria, making it difficult to estimate, as there is no
clarity of the outputs that the system should produce and the inputs are not objectively
measured [17].

Time estimates for the completion of each task, defined as story points, and for the
project total [18] are carried out with the definition of all investment criteria for each US.
Although the estimate is important from a commercial point of view, the film is about
minimizing errors or failures because the scope of the software project is estimated along
with the time and cost [19].

2.3 Paraconsistent Annotated Evidential Logic Et

The Paraconsistent Annotated Evidential Logic Et belongs to the paraconsistent logic
class, not classical, considering the principle of contradiction by obtaining contrary
(P) propositions, which are associated with an atomic request, the type of Degree of
Favorable Evidence (), and the type of Unfavorable Degree of Evidence (). The pair
(K, N), called the annotation constant, where i and A [0, 1] e (P) denote a proposition
in the usual sense. The annotation . indicates the degree of favourable evidence, and
the \ annotation represents the unfavourable evidence expressed by request (P) t €.
Logical states are called extremes and are characterized by internal states, as illustrated
in Fig. 1. Non-extreme states are named according to their proximity to extreme logical
conditions, as shown in Table 1.
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The Para-analyzer algorithm consists of information collected through a research
form for decision-making analysis [20]. In data processing, the connectives express
favourable and unfavourable opinions about the propositions from the experts partici-
pating in the decision-making process. Operators (OR) and (AND) correspond to dis-
junction and conjunction in classical logic. For example, in Logic Et, maximization is
considered to be (u1, A1) OR (u2, \2) = (Max {1, n2}; Min {\1, A2}) where Max
indicates the maximization of real numbers with the standard order and Min indicates
minimizing the actual numbers with a legal order. On the other hand, operation AND
is described as (i1, A1) e (U2, A2) = Min {1, n2}; Max {r1, \2}) where Min indi-
cates the working of minimizing real numbers with standard order and Max indicates
an operation maximizing real numbers with standard order.

aF>L arsv

aLsF ausT

Fig. 1. Representation of the Lattice t

Table 1. Symbolization of logical states

Extreme states Symbol Non-extreme states Symbol
True \'% Quasi-true tending to inconsistent Qv—>T
False F Quasi-true tending to paracomplete Qv — L
Inconsistent T Quasi-false tending to inconsistent Qp—~>T
Paracomplete 1 Quasi-false tending to paracomplete Qr—> L
Quasi-inconsistent tending to true Qr—V
Quasi-inconsistent tending to false Qr —F
Quasi-paracomplete tending to true Q —»V
Quasi-paracomplete tending to false Q, —F

3 Case Study

For simplicity, this study is based on a backlog with only four US; selected requirements
gathering is carried out in companies. Therefore, they were removed from previous
projects, and the respondents were unaware of them (Table 2).
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Table 2. User stories

[N

User story

Acceptance criteria

As a customer, I want to know the price and
availability of a product to verify that I want
to complete the purchase

The product must have the name and price.
The product must be associated with a
category and a supplier

As an administrator, I want to query product
categories to view product categories

Do not list categories that are discontinued

As an administrator, I would want to search
for products by category; I know the
category code and would like to locate it in
the system. to learn about your items and to
see the products in a well-informed category

Do not list products that are discontinued.
You must list all products even if they are
out of stock

As a customer, I want the system to provide
several forms of payment so that I can pay
for my order and the system close the order

Customers can select a payment method to
be able to pay. When the payment is made
with a credit card, validate the operation or
restriction with the operator. If everything is
ok, proceed with the finalization of the order

Nine participants were selected who are professionals in software development,
referred to as “specialists,” who work specifically with the Scrum methodology. These
professionals from different software companies in the city of Sao Paulo were divided
into three groups, each adopting the position as a grouping criterion. They are called E1,
E2,..., and E9 in the database.

The specialists are represented by the letters E1, E2, and E3. The positions are
for specialist E1 (Software Architect and Scrum Master), specialist E2 (Senior System
Analyst), and specialist E3 (Full System Analyst).

For the INVEST criteria, they were mapped to F1 (independent) factors; F2 (nego-
tiable); F3 (valuable); F4 (estimable); F5 (small); and F6 (testable). Each expert
expressed their opinions on each INVEST criteria, pointing to i and \ criteria for
each US. The values of p and \ were normalized, according to Table 3.

Table 3. Normalization of the values of L and A

Degree Percent (%) Description

1.00 100 There is no doubt about the evidence
0.75 75 Small doubt regarding evidence

0.50 50 Average doubt in relation to evidence
0.25 25 Low certainty in relation to evidence
0.00 0 Almost no certainty regarding evidence
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Given the responses of experts, who attributed the values of w and A for each US,
according to Table 4, a database was developed with the factors analyzed.

4 Results

After applying the Para-analyzer algorithm, each track receives a diagnosis, which can
be: feasible (which is understood as approved); unfeasible (the item is in disagreement
with the evaluation factor); Non-Conclusive (the thing requires further evaluation). For
each user story, the following results were obtained.

User Story A

The result of the Global Analysis (GA) of the Para-analyzer algorithm (0.58; 0.42)
indicates that it is in the “Quasi-True Tending to Inconsistent” state, resulting in no
conclusion. The paraconsistent qualitative evaluation demonstrates that US’s excellent
quality presentation is no longer an absolute truth. Therefore, it is assumed that its
quality is insufficient, requiring that new information be obtained and submitted again
for analysis by the specialists, as shown in Fig. 2.

User Story B

The result of the GA of the Para-analyzer algorithm (0.96; 0.17) indicates that it is in the
“Totally True” state, resulting in viability. Furthermore, the paraconsistent qualitative
evaluation demonstrates that US presents an adequate quality. Therefore, it is understood
that this US is within a possible quality standard and may be part of a Sprint, as seen in
Fig. 3.

User Story C

The result of the GA of the Para-analyzer algorithm (0.96; 0.21) indicates that it is in
the “Totally True” state, resulting in a viable. The paraconsistent qualitative evaluation
demonstrates that US is feasible. It is understood that this US is within a quality standard
and can be part of a sprint to conform to Fig. 4.

User Story D

The result of the GA of the Para-analyzer algorithm (0.59; 0.59) indicates that it is in the
“Inconsistent” state, tending to falsity present inconclusive results. The paraconsistent
qualitative evaluation demonstrates that it is no longer an absolute truth to conclude that
this US has a viable quality. It is understood that this US depends on others and is very
large. Therefore, it is assumed that the quality of this US is insufficient, requiring that
new information be obtained and submitted for analysis by the specialists (Fig. 5).

5 Conclusion

Current US validation processes do not take into account inconsistency or contradiction.
In an actual situation, contradictions appear due to the conditions of the environment in
which the requirements were surveyed. These situations of contradiction occur regardless
of the will of the software development team members or the company’s business area
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team. Therefore, the conflicts are part of the US validation. The bigger involvement
of stakeholders, customers, Product Owners, and the development team to resolve the

S. S. do Nascimento et al.

Fig. 3. Analysis of user a story B

Factor pand A Decision
F1 (0,25, 0,75) not conclusive
F4 (0,25; 0,75) not conclusive
F5 (0,25; 0,75) not conclusive
F2 (0,75; 0) feasible
F3 (1,00; 0) feasible
Fo6 (1,005 0,25) feasible

Factor pand A Decision

F1 (1,00; 0,25) feasible

F3 (1,005 0,25) feasible

F4 (1,005 0) feasible

F5 (1,00; 0) feasible
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F2 (0,75; 0,25) not conclusive
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Factor pand A Decision Praps g gt para-analyzer
F1 (0,25; 1,00) infeasible

F5 (0,25; 1,00) infeasible

F3 (1,00; 0,25) feasible

Fé6 (1,00; 0,25) feasible z

F2 (0,75; 0,25) not conclusive :

F4 (0,25; 0,75) not conclusive i
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Fig. 5. Analysis of user a story D

client’s interests needs, and desires, bigger the levels of conflicts, contradictions, and
inconsistencies.

The research presents a model to assist in the decision-making process of evaluation
of USs using the Logic Et, through the Para-analyzer algorithm, using logical criteria
that enable technical validation. The input parameters are established by the experts’
opinions, consolidating a collective logic of TIME based on mathematical terms.

The analysis based on these perspectives satisfies experts and stakeholders because
the paraconsistent model maximizes all expert opinions and creates a mathematical
consensus on these opinions.

This research demonstrates that the concepts of Evidence Noted Paraconsistent Logic
Et could be used to validate and present perspectives on dealing with situations of uncer-
tainty and inconsistency. These situations or factors are relevant for decision-making and
influence the quality and success of an information system.
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Abstract. The development of electrical engineering automation as an important
symbol of China’s modern industrial innovation, industrial labor costs have been
effectively controlled, the overall electrical system operation is more stable, the
personal safety of internal staff has been guaranteed. According to the analysis of
the current economic development trend in the industrial field, electrical engineer-
ing automation contains a number of technical concepts, among which the neural
network algorithm, as a representative artificial intelligence application algorithm,
has been widely used in practical technology exploration and application research.
Therefore, on the basis of understanding the current social development trend and
the advantages of artificial intelligence technology, according to the application
direction of neural network algorithm in electrical engineering automation, taking
the fault diagnosis of automatic electrical equipment as an example, the applica-
tion of neural network algorithm is empirically studied. The final results show that
the simulation can not only identify the state feature quantity, but also improve
the accuracy of state recognition.

Keywords: Neural Network Algorithm - Electrical Engineering - Automation -
Failure to Identify

1 Introduction

Under the background of information age, according to the development of computer
technology of artificial intelligence technology is widely used in many fields, itis not only
the attention of the society from all walks of life, also in the development of intelligent
electrical equipment, to effectively control the cost and the excessive consumption of
resources, thus based on the application of artificial intelligence in electrical engineering
automation research has certain practical significance. Artificial intelligence technology
is mainly used to simulate the extension theory and method about human intelligence.
It belongs to the concept of the new era of development of science and technology of
the most representative and will be integrated into the electrical engineering automation.
On the one hand this can solve the traditional problem such as electrical engineering
automation system run unstable, the integrated automation system will become more
perfect and convenient in operation; the constructed work environment will be simpler.
On the other hand, it can replace mass human efforts, make data collection and analysis
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more accurate and effective, and reduce unnecessary intermediate links. In the 1870s,
the social and economic development broke out in the second technological revolution
marked by the widespread use of electricity, from which human development opened the
electric age. Electrical engineering has also been developed in an all-round way under this
background. In the initial stage of electrical engineering research, researchers will follow
the technical concepts to expand the basic concepts of electrical engineering, such as the
knowledge that photons and electronic files belong to the scope of electrical engineering.
Under the development of information technology innovation, electrical engineering
has gradually entered the stage of automation development. As an important symbol
of technological innovation, it has also further accelerated the overall level of China’s
modern industrial development. From the practical point of view, electrical engineering
automation technology as a guide to the steady development of the power system of the
basic conditions, involves mechatronics, information network control, computer, power
electronics and other technical content [1, 2]. As an application algorithm of reasoning
with logic as the core, neural network has been widely used in automatic design system.
Especially for the development of electrical engineering automation, the rational use of
neural network algorithm can expand the research space of technical system and optimize
the automation management level of power engineering. Therefore, in this work, based
on the clear neural network algorithm model frame diagram, according to its application
direction in electrical engineering automation, the automatic electrical equipment fault
diagnosis method based on neural network is studied in practice [3-5].

2 Method

2.1 Neural Network Algorithm

Generally speaking, this application algorithm consists of three layers: the first is the
input layer, the second is the hidden layer, and the last is the output layer, where the
activation function of the input layer uses the radial basis function, and the output layer
chooses the activation function linear function. According to the model diagram analysis
of the network algorithm shown in Fig. 1, the input layer contains N neurons, and the
input signal vector is X = [x1, x2, ..., x,]7. The hidden layer contains N neuron nodes,
and the corresponding output vector is G = [gl, 82y e gn]T. The output layer contains
the vector ¥ = [yl, Y2y eees yn]T. In the neural network algorithm, the expected output
vector is D = [d;, d>, ..., dn]T, the weight matrix between the hidden layer and the
output layer should be represented by the symbol Wijk.

Among them, the radial basis function should be studied by Gaussian function, as
shown below:

lx—cl?

Gx)=e & (1)

In the above formula, ¢ and 3 represent the parameters of the data center width of
the radial basis function.
The expression formula of the selected linear function relationship is:

q
Y=Y wivi+be k=12 ..n ©)
j=1
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In the above formula b,k represents the threshold vector of neurons.

xl 20, yl
2 — y2
xnm — yn

Theinput  proqqen
layer

Output
layer layer

Fig. 1. Model diagram of neural network algorithm.

2.2 Electrical Engineering Automation Based on Neural Network Algorithm

First, fault diagnosis. Algorithm using neural network fault diagnosis of bearing, var-
ious parameters have both inside and outside of the circle, rolling state and normal
state, the related data signal transmission to the convolutional neural network model
to complete data classification, is the current scientific research scholars, combining
traditional and convolution neural network algorithm is intelligent diagnosis system
constructed a new diagnosis model. The final practice results show that this application
method improves the accuracy of bearing diagnosis, and increases 3.7% compared with
the traditional support algorithm. At the same time, in order to obtain more accurate
induction motor rotor fault, some scholars have developed an optimized neural network
fault diagnosis algorithm. The practical application algorithm first uses stator current
to obtain fault features, and then identifies related faults according toChaotic particle
swa m optimization-Back Propagation neural network algorithm. The final results show
that the neural network algorithm based on stator current is more effective than the tra-
ditional neural network algorithm, and the accuracy of actual fault identification can
be comprehensively improved. In order to deal with the problem of fault diagnosis in
multi-battery inverter scientifically, researchers proposed to use deep neural network
algorithm to complete fault diagnosis according to relevant literature. The core of the
application algorithm is to get the inverter fault data, and then use stack encoding deep
neural network algorithm to extract and diagnose the fault, and use MATLAB software
to complete the simulation analysis, the final results prove that the neural network algo-
rithm built, effectively improve the effectiveness and accuracy of fault diagnosis. The
system understands the most common problems of BP neural network algorithm in auto-
matic fault diagnosis of electrical engineering, which refers to the local optimal problem,
which will not only affect the efficiency of diagnosis, but also limit the operation of the
construction model. Therefore, researchers put forward a diagnosis model combining
adaptive differential evolution algorithm and BP neural network algorithm in practical
exploration, and the final empirical results prove that the improved applied algorithm
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is more effective than the traditional BP neural network algorithm, and the actual fault
diagnosis accuracy is stronger [4—06].

Second, product design. When designing and manufacturing electrical products,
neural network algorithm can be used to grasp more precise parameters on the basis
of constructing a perfect model. Research scholars, for example, based on permanent
magnet synchronous motor nonlinear and multiple parameter change adaptive neural
network algorithm is proposed, and its operation in practice using RBF neural network
algorithm to comprehensively control the various parameters of the controller, such
not only can improve robustness and accuracy of the system operation, can also be
combined with the MATLAB software to complete the simulation analysis. Thus the
control level of the controller is improved. At the same time, in the treatment of the
product design problem of low accuracy, scientific research and academic performance
is put forward to in the design model of time-varying data analysis as the core method,
this technology will use since sparse coding of unsupervised learning neural network
algorithm for processing, thus in promoting electrical product design accuracy at the
same time, guarantee the overall design has stability.

Third, control system. The error of synchronous drive system of double motors can
be dealt with by using neural network algorithm. In practical exploration, scientists
put forward the application algorithm with single neuron PID control as the core. The
empirical results show that the designed algorithm is more effective than the traditional
control method, which can not only improve the precision of motor synchronous control,
but also optimize the anti-interference of the system [7].

2.3 Fault Diagnosis of Automatic Electrical Equipment Based on Neural Network

At present, neural network algorithm as the main form of artificial intelligence network
model, BP network refers to a global approximation neural network. In this paper, a
typical local approximation neural network is used. According to the topology analysis
of RBF neural network as shown in Fig. 2, although there are similarities between RBF
neural network and BP network, there are also certain differences.

R(X)

M)
i —
vi
B

The input  Hidden layer The output

Fig. 2. Topology of RBF neural network.

State recognition algorithm for RBF network to conduct a comprehensive improve-
ment, combined with the concept of credibility clear credible degree recognition results,
and on the basis of appropriate decision rules, identification of electrical engineering
equipment of the new state, and then see it as a new network model of training sample
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input, adjusted already constitute a network weight value and the quality of the jade.
After the adjustment, the network can accurately identify the new state categories, so as
to ensure the improved state recognition algorithm and have the application function of
identifying the new state types. The flow chart of the improved algorithm is as follows
(Fig. 3).

3 Result Analysis

Combined with the neural network algorithm model constructed in this paper, it analyzes
which state feature quantities can be regarded as input vectors in the state recognition
of hV circuit breaker, and thus obtains the common equipment fault codes and causes
as shown in Table 1.

This paper constructs the learning samples shown in Table 2 from the statistics and
empirical analysis of experts in related fields. According to the simulation results of
various faults of the operating mechanism, the influence of different types of faults on
electrical machinery is quite different, mainly on the spindle, and the actual Angle curve
has obvious changes. In order to quantitatively analyze the difference of spindle Angle
curve of various fault types and facilitate the state identification of circuit breaker, the
spindle Angle curve can be parameterized.

According to the input vectors described in the table above, the input vectors and
state codes in the table are regarded as training samples after initialization. The first
5 input vectors are mainly used to verify the network identification results, and the
sixth one is the input vector waiting for identification. Set the threshold of credibility
as 0.6, and perform operations according to the algorithm flow chart obtained from the
above research, and finally obtain the recognition results as shown in the above table.
The study of the table data shows that the input vector as the training sample has no
recognition error, and the actual reliability is very high. For the sixth input vector waiting
for recognition, the network first proposed the recognition result belonging to the second
state type, but the actual credibility was lower than the pre-given credibility threshold, so
the recognition result proposed a new state type. After completing the above recognition
operations, the application algorithm will adjust the weight value and threshold value,
and obtain a new state type recognition function. Sample No. 6 in the above table is
regarded as input for subsequent network identification, and the results can be obtained
as shown in Table 3.

Combined with the above table analysis results show that the improved algorithm
has higher sample recognition accuracy [8, 9].

4 Conclusion

To sum up, this work studies on the basis of the neural network algorithm direction,
from the mechanical equipment fault diagnosis of electrical engineering automation, to
identify the state of the high voltage circuit breaker based on RBF neural network algo-
rithm application field for empirical research, and the RBF network status recognition
algorithm in reference to the related concepts of credibility. The improved application
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Fig. 3. Algorithm flow chart.

algorithm can accurately identify the feature quantity of the state in the simulation exper-
iment, which proves that the neural network algorithm can not only accurately identify
a variety of device states, but also complete the learning in judging the new state types.
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Table 1. Codes and causes of equipment failure.
1 The system is normal
2 Spindle friction is too large fault
3 The shaft pin at the bottom of the insulation pull rod is faulty
4 The shaft pin of intermediate turn arm is out of order
5 The outer crank shaft pin is out of order
Table 2. Learning samples and recognition results of five typical faults.
Serial Status | The fault Network input Network | Credibility
number | code samples KI-A2 |K2= |X=Ap |output
A2
1 00001 | Normal 0.764 0 04 0001 0.999
2 00010 | The friction of | 1 00010 0.999
the main shaft
is too high
3 00100 | Insulation rod | 0.877 0 0.84 00100 0.998
bottom shaft
pin is
detached
4 01000 | The pivot pin | 0.758 1 0.1 01000 0.999
of the
Intermediate
turn arm is
detached
5 10000 | The outer arm | 0.821 0 0.7 10000 0.997
shaft pin is off
6 Sample to be identified | 0.960 0 —0.3 00010 0.526

Table 3. Identification results of new samples.

Network output

Credibility

Sample number six

100000

0.997

Due to the current application of neural network algorithm in electrical engineering
automation still have many limitations, so the researchers should strengthen the relevant
content of research in practice [10-13].
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Abstract. Compared with other structural optimization design algorithms, parti-
cle swarm optimization (PSO) gains many superiorities, like being easy to under-
stand the principle and fewer parameters in the calculation model. When we use
the PSO to deal with truss structure optimization problems, this algorithm usually
has low computational accuracy, slow rates of convergence, and poor population
varieties in the further model calculation. To overcome these shortcomings and
better solve the truss structure optimization problem, FE-PSO-SQP algorithm, a
new structure optimization method, is proposed herein by combining the PSO
algorithm with the sequential quadratic programming (SQP) algorithm and finite
element method (FE). In addition, a set of calculation program is developed by
ANSYS software. When the self-made program is used to conduct simulation cal-
culation on the truss structure optimization problem, the calculation results show
that FE-PSO-SQP algorithm has faster convergence speed and higher calcula-
tion accuracy than FE-PSO algorithm, and can be used for structure optimization
design.

Keywords: Particle Swarm Optimization - Truss - Finite Element Method -
Structure Optimization - Sequential Quadratic Programming Algorithm

1 Introduction

Truss structure optimization has always been one of the hotspots in engineering struc-
ture optimization research in recent twenty or thirty years. Many intelligent optimization
algorithms have been widely applied to the field of engineering structure optimization by
scholars, and certain results have been achieved, such as Bat Algorithm (BA) [1], Shuf-
fled Frog Leaping Algorithm (SFLA) [2] Cuckoo Search algorithm (CS) [3], Firefly
Algorithm (FA) [4], Bacterial Foraging Algorithm (BFA) [5], Harmony Search algo-
rithm (HS) [6], Artificial Fish Swarm Algorithm (AFSA) [7], Artificial Bee Colony
algorithm (ABC) [8], Group Search Optimizer algorithm (GSO) [9], Intelligent Water
Droplet algorithm (IWD) [10], etc. These algorithms can deal with both continuous and
discontinuous function optimization problems, so structural engineers are paying much
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attention to them. However, these intelligent optimization algorithms still have many
defects which seriously affect the calculation speed and accuracy of the algorithm. As
for the traditional gradient optimization algorithms, they can ensure fast solution speed,
but whether it can search the global optimal solution depends on the set initial iteration
value, and its reasonable value is difficult to be given in the complex structure. It is
of great significance to the optimization of engineering structure (including complex
truss structures) if the advantages of intelligent optimization algorithms and traditional
gradient optimization algorithms can be combined to develop a global optimization algo-
rithm with high efficiency and good calculation accuracy. Therefore, the FE-PSO-SQP
algorithm, a truss structure optimization method, is proposed herein by combining the
advantages of PSO, SQP and FE.

2 The Mathematical Model for Truss Optimization Problem

2.1 Design Parameters

The problem of structural optimization is how to minimize the weight of components
while satisfying the conditions of structural displacement and stress. The most effective
way to change the weight of a component is to change its cross-sectional area. In struc-
tural optimization calculation, the cross-section area of truss members can be written as
a design variable:

x:[AI:AZ:"',Ang],AiED,iZ172,"'7’18 (1)

where, X is the vector-matrix, Ai is the i-th cross-sectional area, D is the calculation area,
and ng is the component number.

2.2 Goal Function

In the optimization calculation, the minimum weight of the structure is used to locate
the design target in this paper, then:

ng
minf (x) = Y _ piLi; )
i=1

where, f(x) is to calculate the weight of the truss, pi is the density of material of the
elements, and Li is the length of the ith member.

2.3 Constraints

(1) Stress condition

Oj .
—|-1=<0,j=1,--- ,NM 3)

gj(x) =
Uaj

where, g;(x) is the function of the stress condition, o; is the calculated axial
stress, o; is the allowable stress value of the ith member, and NM is the final
number.
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(2) Displacement condition

r

@ =" —1<0,r=1,---,ND @)

ar

where, g,(x) is the function of the displacement condition, o, is the displace-
ment, o, is the allowable displacement of the rth node respectively, and ND is the
node DOFs, final number.

2.4 The Setting of Constraint

It is similar to other direct search algorithms, the QPSO can’t solve the constraint opti-
mization problems directly. The formula (5), namely the penalty function, which function
mentioned in the paper can be used to transform constrained optimization problems of
truss structures into unconstrained optimization problems [11].

W) = (1+e-v)? xf(x) ®)
NM ND
v=> max(0,gx) + Y _ max(0, g-(x)) (6)
j=1 r=1

where, W (x) is the unconstrained goal function. In determining & and &, the searching
ability should be integrated into account. In this paper, the penalty &7 is taken as 0, and
the value of penalty &; is affected by the evolution process of the algorithm. After the
whole calculation process, the initial 5 is gradually changed from 1.5 to 3

3 Particle Swarm Optimization

Particle Swarm optimization (PSO) is a kind of swarm cooperative random search algo-
rithm to simulate bird foraging behavior. Bird predation in a flock is a kind of group
behavior. When a bird goes out in search of prey, other birds around will also go out to
hunt, and when a bird finds food, other birds of the swarm will follow it to the food. We
can regard the birds in the flock as points that can be marked and have a certain speed,
and then search for the optimal solution around through one of the points, so as to extend
to the whole world to find the global optimal solution.

Assuming particle swarm searches for an optimal location in-dimensional space,
the position of the i particle is X; = (xj1, xi2, - -+ , Xjq), d and the velocity is V; =
i1, vi2, -+ -, Via), the optimal location searched by it will be p; = (pi1, pi2, - -+ » Pid)>
the optimal location of the swarm will be p, = (pg 1, Pg2, " pgd), and the particles
update the speed and position using formulas (7) and (8):

V;‘j—‘,—l — w"z{j _I_ c1ry I:pl] — .x:]:l + Cer[pg/ - ’xlt]:l (7)

A =i j=1,2,d (8)
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where, c; and c; are learning factors, r; and r, are random numbers in the interval [0,1]
respectively, and w is the inertia weight factor, calculated by the formula (9).
Wmax — Omj
© = Opax — —X T o iter 9
1termax
where, @4 and @y, are the maximum and minimum values of , respectively. Iter
and iter,,,, are the current iteration number and maximum iteration number.

4 Sequential Quadratic Programming

Sequential quadratic programming (SQP) algorithm is a kind of the most directly and
effectively method to solve the problems of constrained nonlinear optimization. Its
biggest advantage is that it has better convergence, higher computational efficiency
and stronger convenience and searchability. Its basic idea is to construct quadratic pro-
gramming (QP) subproblem at each iteration point, take the solution of the subproblem
as the iterative search direction, carry out a one-dimensional search along this direction,
and finally approximate the optimal solution to the constrained optimization problem by
repeated iteration.

At the kth iteration point x;, the QP subproblem is solved by a quadratic
approximation of the Hessian matrix function.

LOx, ) =) + ) higix) (10)

i=1

where, A; is the Lagrange factor.
The nonlinear programming problem described in formula (10) can construct a
quadratic programming subproblem in the following formula at the iteration point x(k):

1 T
min EdTH(k)d + Vf (x(k)) d

T
s2.t2.gj<x(k)) + (ng(x(k))) d=<0,j=12,---,r

The calculation steps of SQP are as follows:

(11)

1. Letk = 0, give the initial value x© = 0, set the error ¢, take H® = I, I is the unit
matrix;

2. According to the goal function and restrain function in the original problem to

calculate the gradient value;

Obtain the search direction d(k) by solving the quadratic programming subproblem;

4. Carry out one-dimensional search along d(k) to obtain the step size in search and
new iteration point:

et

@D ) ) g0 (12)

1))

7G6) < ¢ is established, stop the calculation; otherwise transfer to (6);

5. 1r
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6. Use the following formula to correct H(k), get H(k + 1), let k = k + 1, and return to
3.
k) (,&\T INT (N () 27k
w PO EHO) (p®) pR®

H*&D = g® 4 — (13)
(y®) " pk) (p®)" H®p)

5 FE-PSO-SQP Algorithm

FE-PSO-SQP algorithm consists of two basic modules, namely, the structure analysis
module and the structure optimization module. The idea of the FE-PSO-SQP algorithm
is as follows: the structure analysis is carried out by ANSYS, the initial optimization
calculation is carried out by using the global search ability of PSO, and the calculation
results are used as the initial value of the SQP algorithm for iterative calculation. This
hybrid optimization strategy makes full use of PSO’s excellent overall optimization
capability and SQP’s powerful partial search capability, which makes the FE-PSO-SQP
algorithm earn good global and local search ability and improves the performance of the
algorithm.

6 Example Analysis

y AP e
(5) (3) (1)
1 2
8 10 <
5 6|3
o,
9
3 4 o
(6) 360in 4) 360in (2)
I
Yp \hd

1

Fig. 1. Truss structure with 10 members.

The geometry model, boundary conditions, and loading conditions of a plane truss with
10 members and 6 nodes are shown in Fig. 1. Modulus elasticity is 1 x 104 ksi, and the
density of all members in the structure is 0.1 1b/in3. The downward loading P1 is 100
kips acted on Nodes 2 and 4, and the upward loading P2 is 50 kips acted on Nodes 1
and 3. The cross-sectional area value of the member varies from 0.1 in 2 to 35.0 in 2,
the x-axis and y-axis displacement on nodes 1, 2, 3, and 4 are strictly limited to £ 2 in,
and the tension stress and compressive stress of each member are limited to 25 ksi. The
truss structure in Fig. 1 had been calculated by FE-PSO-SQP and FE-PSO respectively.
The values of the parameters in the calculation process are as follows:
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(1) For the FE-PSO algorithm, the particle number is 100, the factor of learning is 2,
the factor of the maximum weight is 0.9, the factor of the minimum weight is 0.4,
and the iteration steps number is 500.

(2) For the FE-PSO-SQP algorithm, the particle number is 50, the factors of the learning
are 2, the maximum weight factor is 0.9, the minimum weight factor is 0.4, the PSO
iterative steps number is 20, and the number of SQP iterative steps is 480.

QPSO algorithm and PSO algorithm are used to optimize the truss structure with
10 members in Fig. 1, and the results are shown in Table 1. To facilitate comparative
analysis, Table 1 also gives the optimization results of the literature [12—14]. It can be
seen from Table 1 that the dead weight of the structure optimized by FE-PSO-SQP is
5060.901b. The calculation result of the FE-PSO-SQP algorithm is about 1% smaller
than that in literature [12], and also considerably reduced to different degrees compared
with the optimization result in literature [13, 14]. The calculated result of PSO herein is
5077.19 1b, which is about 0.34% heavier than that of FE-PSO-SQP. It can be seen that
the FE-PSO-SQP algorithm proposed herein can find a better optimal solution. That is,
the FE-PSO-SQP has better search and optimization ability than FE-PSO.

Table 1. Calculation results of several optimization algorithms for truss structure with 10
members.

Member name Optimized calculation result (in2)

No. Name | Literature [12] |PSO[13] |HPSO [14] | FE-PSO | FE-PSO-SQP
1 Al 27.669 29.998 29.893 30.481 30.512
2 A2 0.134 0.108 0.1000 0.100 0.100
3 A3 23.094 23.318 23.383 23.530 23.199
4 A4 15.520 15.815 15.156 14.844 15.228
5 A5 0.1000 0.108 0.1000 0.100 0.1

6 A6 1.464 0.560 0.530 0.100 0.552
7 A7 7.742 7.744 7.475 8.633 7.457
8 A8 23.026 22.028 21.491 21.091 21.037
9 A9 21.388 21.031 21.455 21.001 21.532
10 A10 0.100 0.100 0.100 0.100 0.1
Weight (Ib) 5108.84 5072.05 | 5061.94 5077.19 | 5060.90

The FE-PSO-SQP and FE-PSO algorithms were respectively used in this study to
solve the weight optimization problem of the truss structure with 10 members, and
their iterative step evolution curves are shown in Fig. 2. At the 117th iteration step,
the FE-PSO-SQP algorithm searches the optimal solution, while the FE-PSO algorithm
does that at the 429th iteration step. It is obvious that the calculation speed of the FE-
PSO-SQP algorithm is faster than the FE-PSO algorithm. In order to better display the
calculation results, the nod displacement and member stress values of truss structure
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Table 2. Absolute values of node displacement

Direction X Y
Node 1 2 3 4 1 2 3 4
Displacement | 0.192 |0.543 0239 [0.306 |2.000 |1.991 [0.736 |1.636

Table 3. Absolute values of member stress

Member | 1 2 3 4 5 6 7 8 9 10
code
Stress 6641.1 | 1314.7 | 8507.6 | 6575.6 | 25000 | 237.97 | 18466.3 | 6899.5 | 6576.6 | 1859.3
10000
—— FE-PSO-SQP
9000 ——FE-PSO
8000
2
£ 7000
T
=
6000 I
5000
40005 100 200 300 400 500

lteration number

Fig. 2. Comparison of the convergence of FE-PSO-SQP and FE-PSO.

with 10 members by FE-PSO-SQP in the optimal design state are given in Tables 2 and
3. It can be concluded from these two tables that the results obtained by FE-PSO-SQP
algorithm meet the requirements of structural displacement and stress, which proves that
the design scheme of the structure with 10 members obtained by this method is feasible.

7 Conclusion

In this work, the FE, PSO and SQP are combined to construct the FE-PSO-SQP algo-
rithm, which can calculate the weight optimization problem of truss structure well. Then,
the optimization problem of truss structure is calculated by thie algorithm, and the cal-
culation result is compared with that of existing methods proposed in the literature. The
results prove that:

(1) The example of truss structure optimization shows that the FE-PSO-SQP algorithm
can find the optimal solution than the FE-PSO algorithm. The results show that the
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FE-PSO-SQP algorithm can solve the structural optimization problem better than
the traditional optimization algorithm.

The example of truss optimization shows that, The FE-PSO-SQP algorithm reaches
the converges to the optimal solution with fewer iterative steps than the FE-PSO
algorithm. It shows that the convergence speed of the FE-PSO-SQP algorithm
adopted in this paper is faster.

The example shows that more accurate calculation results can be obtained by using
the FE-PSO-SQP algorithm to solve the optimization problem of truss structure,
The effectiveness of solving the optimization problem of truss structures is veri-
fied, which verifies the effectiveness of the FE-PSO-SQP algorithm to solve the
optimization problem of truss structure, and it lays a theoretical foundation for the
subsequent optimization of complex structures.

References

10.

11.

12.

13.

14.

. Yang, X.S.: A new metaheuristic bat-inspired algorithm. Nat. Inspired Coop. Strat. Optim.

284, 65-74 (2012)
Eusuff, M., Lansey, K., Pasha, F.: Shuffled frog leaping algorithm: a memetic meta heuristic
for discrete optimization. Eng. Optim. 38(2), 129-154 (2006)

. Yang, X.S., Deb, S.: Cuckoo search via Levy flights. In: Proceedings of World Congress on

Nature & Biologically Inspired Computing, pp. 210-214. IEEE Publications, India (2009)
Yang, X.S.: Firefly algorithms for multimodal optimization. In: Proceedings of the 5th Inter-
national Conference on stochastic Algorithm: Foundations and Applications, pp. 169-178.
Springer, Berlin (2009)

Passino, K.M.: Biomimicry of bacterial foraging for distributed optimization and control.
IEEE Control Syst. Mag. 22(3), 52-67 (2002)

Geem, Z.W., Kim, J.H., Loganathan, G.V.: A new heuristic optimization algorithm Harmony
search. Simulation 76(2), 60-68 (2001)

Li, X.-L., Shao, Z.-j., Qian, J.-x..: An optimizing method based on autonomous animats:
fish-swarm algorithm. Stystem Eng.-Theory Pract. 22(11), 32-38 (2002)

Karaboga, D., Basturk, B.: A powerful and efficient algorithm for numerical function
optimization: artificial bee colony (ABC) algorithm. J. Global Optim. 39(3), 459-471 (2007)
He, S., Wu, Q.H., Sanders, JR.: A novel group search optimizer inspired by ani-
mal behavioural ecology. In: IEEE Congress on Evolutionary Computation. Piscataway,
pp. 1257-1263. IEEE Publications, NJ, USA (2006)

Shah Hosseini, H.: Problem solving by intelligent water drops. In: IEEE Congress on
Evolutionary Computation, pp. 3226-3231. IEEE Publications, Piscataway, NJ, USA (2007)
Kaveh, A., Bakhshpoori, T., Afshari, E.: An efficient hybrid Particle Swarm and Swallow
Swarm Optimization algorithm. Comput. Struct. 143, 40-59 (2014)

Wu, j.-y.: A genetic algorithm and its application in structural optimization. Dalian University
of Technology, Dalian (2000)

Tang, w.-y.: The research of genetic algorithm and its application in engineering structural
optimization. Dalian University of Technology, Dalian (2002)

Gu, y.-x., Xiang, b.-w., Zhao, g.-z.: Improved simulated annealing algorithm for cross-section
design optimization of truss structures. Chin. J. Comput. Mech. 23(5), 546-552 (2006)



®

Check for
updates

Practice System of Ant Colony Optimization
Algorithm in Business Administration

Deyong Ma® and Jun Wang

Hainan University, Hainan, China
mdy12341@163.com

Abstract. AS aresult of routine business management in the practical application
of such problems as low efficiency, the content is not fine, so if you want to
optimize the effect of market regulation, improve business management efficiency,
and ensure quality of market operation, need to be in the original content on
the basis of reasonable use of information technology management idea, this is
also discusses the main problems of the current market industry. Based on the
application of particle swarm optimization (PSO), this paper integrates it with
ant colony algorithm, and then uses the whole process of fine management mode
to carry out visual and cyclic supervision and scheduling of the whole market
inspection process. The results of this study can improve actual work efficiency,
strengthen industrial and commercial scheduling management, and reduce the
work pressure faced by industrial and commercial personnel. It is the work content
of enterprise management that is more standardized.

Keywords: Ant Colony Optimization Algorithm - Particle Swarm
Optimization - Business Administration - Market Regulation

1 Introduction

In the context of the gradual expansion of social and economic market, the content and
scope of business management work become more complex, at this time the best way
to manage is inspection and supervision, the actual work efficiency directly affects the
normal operation of the overall market and the basic guarantee of business transactions
[1, 2]. At the same time, market subjects and consumer groups have put forward higher
requirements for the management efficiency of the industrial and commercial sector.
In the development of the new era, the overall model should have advantages such as
information and efficiency. For the staff involved in the inspection and supervision, the
actual working places are mostly outdoor, and there is little communication between
them and the indoor staff, which leads to the difficulty for the indoor management staff
to quickly clarify the inspection progress and task allocation, which requires the use of
mobile technology concept to provide convenience for the inspection and supervision
work. The application of information technology and mobile communication to build
mobile office system is more effective than the traditional patrol scheduling mode, which
can not only ensure the planning of the patrol area, but also reduce the difficulty of patrol
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scheduling, and accurately describe the patrol content and location positioning. Accord-
ing to existing research results, the most common is to cite geographical information
system (GIS). In industrial and commercial inspection and dispatching system, combined
with GIS service, various supervision functions can be better realized. GIS technology
mainly serves as map support service, providing track display, location supervision and
other services for inspection supervisors. Through the system to master the movement
track of inspectors, you can understand the on-site supervision situation in the area, so as
to fully control the implementation of business management. The checkpoint planning
problem can be regarded as a combinatorial optimization problem, also known as the
traveling salesman problem (TSP), which can be solved by using ant colony algorithm.
The research time of ant colony algorithm is short, and has not laid a solid mathemati-
cal foundation, so there are still many defects in solving TSP problems. Therefore, on
the basis of the full integration of business management and information technology,
this paper shows the advanced advantages of optimal allocation of resources and social
development. According to the uniqueness of ant colony algorithm and particle swarm
optimization algorithm, the problem of industrial and commercial inspection scheduling
is improved in the full integration, so as to obtain the best inspection path. Most of the
researches of foreign research scholars on patrol scheduling technology use artificial
methods, and they will inform the inspectors of emergency situations through mobile
phone calls, which makes it difficult to systematically control the work and staff. The
application of wireless communication technology and information services can build
mobile network as the core of the patrol scheduling mode, which can not only control
the time and work time, but also improve the overall work efficiency. The research on
ant colony optimization algorithm is proposed based on the foraging behavior of ants in
nature, which is mainly divided into two parts: on the one hand, path selection, and on the
other hand, information speed update. Because of the randomness of path selection, it is
difficult to converge in practical research. Therefore, researchers proposed to construct
ant colony system based on basic ant colony algorithm, so as to adjust path selection
and pheromone update mode. In their research, Dreo J and Verel S et al. [3] proposed
a group of continuous interaction algorithms with dense non-ladder as the core. Based
on adjusting the way of information velocity residue and the behavior rule of ants, the
communication among pheromones was used to obtain the optimal solution. Used MST
edges to modify the initial value of pheromone in practical exploration, and proposed
an improved algorithm. The results show that the algorithm has positive effect in prac-
tical application. The example group algorithm, as an applied algorithm based on the
density of birds, needs to acquire the extreme value gradually during the whole itera-
tion. Because of the extremely high efficiency of this kind of algorithm, it has achieved
excellent results in scheduling optimization and function optimization and other fields.
The improvement of this kind of algorithm can optimize other algorithms [3-5].

2 Method

2.1 Industrial and Commercial Inspection Scheduling Model

In brief, industrial and commercial inspection scheduling is in the conventional or uncon-
ventional inspection conditions, the staff in the clear inspection task, according to the
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demand point inspection business situation. According to the analysis of influencing
factors of demand points as shown in Fig. 1 below, the demand points of industrial and
commercial inspection and supervision are divided into two types. The first type is prior
to the second type, that is to say, the demand points of the first type are reached without
delay, while the second type has a lower priority and can be delayed in terms of time.

Event Processing Speed Evaulation Indicators ‘

I
Status Of Relevant Infrastructure Other facilities
Personnel
Other Object Event
’ . Dt Damage:
I(h; ;\umlm‘l IIuI[G ath eleva D e L "\"‘_“‘ Handling
njurec & Figures Number e Ability Index

Fig. 1. Analysis of factors affecting demand points.

According to the flow chart analysis of the industrial and commercial inspection
scheduling model shown in Fig. 2 below, starting from the industrial and commercial
inspection center, after passing through the specified demand points, returning to the
original center, the appropriate inspection path is selected, so as to deal with emergen-
cies first and ensure the shortest overall journey. Industrial and commercial inspection
scheduling system includes inspection center, path information, demand points, inspec-
tion resources and other elements. Among them, the inspection center is mainly used
for rational storage of personnel and application equipment allocation, which has a pos-
itive impact on the actual inspection scheduling, not only can increase and reduce the
scheduling time, but also can control the overall transportation cost.

Industrial And Commercial Inspection Dispatch Center
Merchant Path Information Merchant Demand Information

] 4

Patrol Resource Scheduling

i}

Scheduling Parameter Input

!

Patrol Scheduling

Fig. 2. Industrial and commercial inspection scheduling system structure diagram.
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2.2 Improved Ant Colony Optimization Algorithm

First, ant colony optimization algorithm (ACO). Such algorithms can imitate the foraging
process of ants, find the shortest distance on the basis of uncertain conditions, and com-
plete large-scale calculations mainly based on the communication between pheromones.
The combinatorial optimization based on group algorithm can be divided into two parts:
on the one hand, it refers to the construction path; on the other hand, it refers to the
information speed optimization. The actual operation process is shown in Fig. 3.

| Parameter Initialization |

|

Assign Ants,Modify Taboos |

!

Each Ant Moves And Modifies Taboos According To
—
Probability
e Whether The
l'abu Length Is Less
Than The Total Number
No Yes

Update The Information
Table,Calculate The Path Traveled

¥

Is It Less Than The
Number Of Cycles

No

Output The Optimal Set Of Paths And

Points

End

Fig. 3. Operation flow chart of ant colony algorithm.

Second, ant colony system (ACS). Compared with the basic ACO algorithm, this
kind of algorithm adjusts the pheromone update and state transfer. For example, during
the entry period of ants, the local information updating strategy will be used to optimize
the corresponding pheromone without a long journey. The specific updating formula is
as follows:

w=0—-a)m+at (D
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In the above formula, this condition «; € (0, 1) « represents the play factor of the
local pheromone, and tp represents the initial value. The update of local pheromone
can make other unselected paths have a higher probability of exploration, and the actual
algorithm will not be stagnant or choose the same path.

Third, the maximum and minimum ant system (MMAS). Stutzle, Hoos and others
proposed MMAS in practical exploration [6]. The biggest difference between this content
and ant colony system is that only ants that are currently the optimal solution can release
pheromones, which is very easy to produce local convergence of the algorithm [6-8].

Fourth, the ant colony algorithm based on MST is improved. In order to better
deal with the problem of path optimization, in this paper, the ant colony optimization
algorithm is improved according to the relationship between the minimum spanning
tree (MST) and the optimal path, so as to obtain the optimal path. The edge on MST is
selected according to the actual probability to limit the searching range of ants in each
target point, thus obtaining the optimal solution. However, as the number of iterations
continues to rise, more and more MST edges are accessed, and local optimality is easy
to occur. Therefore, the P probability of MST selection should be regarded as an n-
dependent method and adaptive to change. Under the condition that N continues to
rise, let the probability P continue to decline, so the improved algorithm is regarded as
PMST-ACS algorithm, and the specific flow chart is as follows (Fig. 4).
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u w
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e
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Y

Fig. 4. Flow chart of PMST-ACS algorithm.
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2.3 Fusion Implementation of Particle Swarm Optimization and Ant Colony
Algorithm

According to the PSO realization flow chart shown in Fig. 5 below, it is fused with the
PMST-ACS algorithm, and the parameter of the PSO algorithm is regarded as the particle
position, and the current position is used to run the ant colony algorithm in multiple
iterations. At the same time, the optimal solution obtained by ant colony algorithm
was evaluated as the value of fitness function. Because the ant colony algorithm has
randomness and can obtain diversified values, in order to ensure the stability of the
overall quality, the optimal position should be obtained according to the average value
of the results of multiple runs. The flow chart of the actual hybrid algorithm is as follows

[9, 10] (Fig. 6).

Parameter Initialization

¥

Generate Swarm Of Particles

{

Run Ant Colony Agorithm With Entry
y Ag ‘ ir <
Parameters And Determine Fitness Values
Determine The Global,Individual Optimal
Extremum
N(Y
Update Partical Speed And Position

!

Whether The Iteration

Is Complete

Yes

Output Gbest And Parameter Values

Fig. 5. Flow chart of particle swarm realization.
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Initializing Particle Swarm

¥

Calculating Fitness -

!}

Update Individual And Global Extremes

¥

Update Individuals And Locations

Fig. 6. Flow chart of hybrid algorithm.

3 Result Analysis

3.1 Experimental Results of the Improved Algorithm

According to the above research, the PMST-ACS algorithm uses the relationship between
MST and the optimal path to determine the store selection, and the key factor is the
setting of parameter P. Assuming that the parameter P is too large, local optimization
is easy to occur in the frequent search path; otherwise, the application value of MST
cannot be demonstrated, and the actual application algorithm is not effective. In this
paper, the parameter P is set as a value between O and 1. During the operation of the
algorithm, the edge on MST will be searched preferentially, thus entering the stagnation
state. Therefore, the parameter P is set as a function related to the number of iterations,
which is conducive to the adaptive change during the operation. Under the condition of
P =P’ (1 — t/tmax), the relationship between probability and optimal path length under
fixed and adaptive values is shown in Fig. 7.

Combined with the above analysis, it can be seen that in the case of probability P
is zero, similar to ant colony system, the edge on MST will be searched repeatedly in
the case of excessively high probability, and the algorithm has the best effect when the
probability is controlled between 0.3 and 0.6.

Combined with the experimental comparison results of the ant colony algorithm
shown in Fig. 8 below, it can be seen that THE PMST-ACS algorithm has a greater
advantage in the final results than the ant colony system. It only takes 794 mm to obtain
the optimal solution, while the ant colony system needs 4937 s to obtain the optimal
solution, which is six times longer than the former. Meanwhile, the average optimal
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4484 The Probability P

The Probability P'

Optimal Path Length

Fig. 7. Relationship analysis between probability and optimal path length.

length of PMST-ACS algorithm can reach 426.36, which is improved compared with
other algorithms.

Table 1. Experimental comparison results of ant colony algorithm.

Acs MST-Ants | MST-ACO | MST-ACS |PMST-ACS
The average length of | 435.26 |427.12 427.22 426.87 426.36
The optimal results 426 426 426 426 426
Number of successful | 36/50 43/50 44/50 45/50 48/50
The average time 4937 906 912 896 794

3.2 Experimental Results of Hybrid Algorithm

According to the parameter design shown in Table 1 below, the fusion application of
PMST-ACS algorithm and PSO algorithm is analyzed experimentally, so as to determine
the optimal parameter combination of PMST-ACS algorithm. In this paper, the iteration
times of PMST-ACS algorithm and PSO algorithm were set as 100, and the parameter
values were W = 1 and C1 = ¢2 = 2. According to the range of parameter values in the
ant colony optimization algorithm, the results can be obtained as shown in Table 2.
According to the analysis of the results shown in the above table, the fourth group of
parameters with the shortest average length has certain advantages in the optimal path
length and average time, so it can be known that the design of relevant parameters is
the best result. The real time performance of the fused algorithm is better than that of
the content and algorithm. The results show that the ant colony optimization algorithm
has advantages in business management, and the parameter combination obtained by the
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Table 2. Parameter optimization results.

Number o B P Mean path length
1 35 25 0.6 483.34
2 2.5 3.0 0.4 453.23
3 4.5 5.0 0.5 452.82
4 1.5 4.5 0.6 448.23
5 35 35 0.4 469.23
6 2.5 4.0 0.3 457.48
7 1.5 35 0.5 464.37
8 2.0 4.0 0.3 462.45
9 5.5 4.5 0.6 472.38
10 2.5 4.0 0.7 454.56

Table 3. Running results of fusion algorithm.

The serial number Optimal path length Mean path length The average time
1 428 464 1234
2 433 442 798
3 469 485 856
4 426 445 778
5 443 462 974
6 439 434 1332
7 456 442 974
8 453 469 876
9 442 487 1073
10 455 437 1428

fusion of particle swarm optimization and ant colony algorithm can reduce the blindness
of experimental operation.

4 Conclusion

To sum up, this work studies on the basis of the system to understand business patrol
scheduling work, according to the practical work situation and the application of mobile
terminals, positive innovation in the field of application of optimization algorithm, can
be before fully mix algorithm and particle swarm optimization (PSO) algorithm on
the basis of optimized parameters combination, and obtain the optimal solution in the
effective search. In this way, not only can the industrial and commercial dispatching
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and inspection work be more safe and effective, but also can improve the practical work
efficiency, strengthen the industrial and commercial dispatching and management, and
reduce the work pressure faced by the industrial and commercial departments.
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Abstract. With a spike in usage of Blockchain in various fields like cryptocur-
rency, smart contracts, etc. due to its decentralized and digitally distributed peer-
to-peer network featuring elevated speed, efficiency and security. It provides the
contract management solutions by consensus mechanism, scalability and reliabil-
ity on ‘off-chain’ resources. This work focuses on rectifying bugs and cybersecu-
rity attacks e.g. Re-entrancy attacks with utilization of vaults, GHOST protocol,
Bitcoin-NG, botnet C&C command, ERLAY protocol, bug prevention tools like
Oyente and SolidiFi, and fuzzing tools like ReGuard and Contract-Fuzzer.

Keywords: Blockchain - Cryptocurrency - Cryptography - Smart Contracts -
Block Generation - Block Mining - Re-Entrancy Attacks - Peer-to-Peer Network

1 Introduction

Blockchain being a distributed database of records or a public directory of all transac-
tions or digital activities carried out and shared between the participating partners. An
agreement of a majority of the participants in the system will verify every transaction in
the public directory, and information can never be erased after entry.

License certification gives ac-counting and accountability to those who develop and
operate digital systems and private documents with priority in terms of health, thisalth,
safety, security and environmental protection. Each of the data blocks (e.g. Block) is
secured and tied to each other using cryptographic principles (e.g. Chain), refer to Fig. 1.

Technology, as it originated with digital currency in the beginning (most notably,
Bitcoin) is used in manufacturing supply chains, record management, data registries
and digital identification. A number of new, innovative products and close customer
relationships have been created in the digital world through efficient mobile, IoT, social-
media, analytics and cloud computing technology for better decision making.

1.1 Version of Blockchain

Cryptocurrency. It permits monetary exchanges dependent on blockchain innovation. It
is being utilized as “Vehicle of money for the this be”, an advanced cryptographic money
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Fig. 1. Block’s diagrammatic representation

based installment plot. Personal security is an important new sector for consumer literacy,
because the stakes in this new digital cash online site are significantly high to ensure that
personal financial assets and transactions are protected. Some kind of Standard app or
service for the backup of e-wallet (e.g. for lost, stolen, bricked or upgraded smartphones,
or laptop/tablet wallets, etc.), is available to allow users to accurately confirm, whether
they manage themselves, or rely on external vendors, what happens to their own private
keys in the backup services.

Smart Contracts. Smart Contracts are self-governing computer programs that auto-
matically execute an earlier specified action such as strengthening, authenticating, or
enforcing contract results. The significant advantage is the usage of blockchain thus
making it impossible to harm/ hack the smart contracts. It thus reduces the cost of
prevention of confirmation, execution, arbitration, and fraud and enables explicit con-
tract specifications. Most important is the Ethereum (global, open-stheirce platform for
decentralized application) Blockchain. Its aim at allowing the implementation of new
being falsified or manipulated, can now be entered into a smart contract betthisen third
parties unknown to one another. Thus the concept of an intelligent contract is based
on blockchain: “a piece of code (the smart contract), deployed to the shared, replicated
ledger, which can maintain its own state, control its own assets and which responds to
the arrival of external information or the receipt of assets”.

Apps. App is a disconnected structure. A strong base is kept from the decentralized
application. It uses decentralized stocks as databases and decentralized exchange corre-
spondence, thus most DApps have their back-end code running on (shared) decentralized
pair 2 that allows for close endless versatility, brief exchange, closing decentralization,
no expenses and 1 millionth of Bitcoin’s vitality. In this relation, the back end code
of a common application runs on a database. The front-end software can be a DApp.
Intelligent contract which interacts with a blockchain instead of an API connected to a
database.
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Usability of Blockchain in Industry. Blockchain 4.0, new innovation in the technology,
vows to convey blockchain as a business-usable condition for making and running appli-
cations, bringing the innovation completely standard. It is computerization, venture asset
arranging, and reconciliation of various execution frameworks. When adding blockchain
to IT frameworks, it is possible to use the business mix to allow business forms Cross-
Systems/Cross-Blockchain, i.e. machines that are reliably and independently applied to
display new parts. Inventory network the board, endorsement work processes, budgetary
exchanges, and condition-based installment, this being the executives, and restheirce the
executives are only a couple of instances of regions that can be engaged by blockchain
innovation.

2 Problem Statement

2.1 Need

Speed, Efficiency and Accuracy. Being digital and automated, smart contracts have no
paperwork processing or error handling time that generally arises from manual filing.
Fulfilling a condition, the contract gets executed immediately.

Trust and Transparency. Absence of third party and records shared across all
participants, no scope of information manipulation.

Security. Encryption of blockchain records makes them impossible to hack. Due to
sequential connection of each block with adjacent ones on distributed ledger, the hackers
would have to change the complete chain to alter a single record.

Savings. Need for intermediaries to handle transactions is removed and thus, time delays
and fees minimize.

2.2 Challenges

Legal concern. They can be cited as (i) each country has individual laws creating
problems for regulation compliance (ii) non-quantifiable law clauses, thus complicat-
ing machine execution (iii) controlled and regulated interest of governments in certain
applications makes the network depend to a third party trusted network, thus losing its
essence.

“Off-Chain” resources reliance. Off-Chain resources are not present on the blockchain
itself, yet provide information to the blockchain. The trusted third-parties are Oracles
which push the received information into the blockchain at preset time intervals. The
current oracles are reliable, but ‘point-of-failure’ is a threat. Eg, an oracle incapable of
pushing the required data or providing erroneous information or breakdown.

Immutability concern. After deployment of smart contract, the code remains unaltered.
Immutability in smart contracts prevents any error in code from getting rectified. If
conditions alter (e.g., agreement to change of business deal, amendment in law, etc.),
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no amendment on contract possible. Nodes if exploited or hacked, the entire chain gets
distorted.

Scalability concern. It is the major challenge. For e.g., Ethereum blockchain has a
much lower rate of transactions per second compared to Visa. Leading to the network
congestion and rise in commission fees for transactions, also confirmation time. Increase
in transactions per second can solve scalability but, verification of the transaction is
determined by consensus mechanism.

Consensus mechanism concern. Consensus mechanism maintains decentralization,
scalability and security in the blockchain. Common consensus algorithms are Proof of
Stake (PoS), Proof of Work (PoW), etc. The PoW algorithm secures the blockchain, yet
wastes resources. Therefore, future studies use state-of-the-art consensus mechanisms
like proof of activity (PoA) or the delegated proof of stake (DPoS) to detect the smart
contracts and subsequently improve their quality.

2.3 Future Scope

Layer 2 protocols. The numerous solutions that solve transaction speed and scaling
difficulties are referred to as Layer 2 protocols. Eg. Ethereum Plasma and Bitcoin Light-
ning Network. The latter is a simple software for scaling of public blockchains and
the cryptocurrency’s inter-operability. Aiming to reduce cost and time issue by moving
to a reliable ‘off-chain’ environment, thus providing only the massive netting transac-
tions that require direct settlement into a resource constrained blockchain network The
former being a collection of smart contracts enabling numerous blockchains inside the
root blockchain network. The root implements state within the Plasma chain and is thus
enforcer of all computation globally. The constant operation of Plasma decentralizes
applications at a high scale. Layer 2 offers peak throughput enabling it to execute higher
transactions per second.

Contract management solutions. Contract management solutions manage irreversible
nature and immutability concerns of blockchain networks by controlling the contract’s
life cycle. Involved parties provide identity proof thus, authenticating their data access.
Contract related records are collected in ‘revision secure manner’ and stored in encrypted
data format on a cloud platform. Ensuring transparency and traceability for all events.
E.g. Fabasoft Contracts support end users completely through the whole contract life-
cycle i.e. beginning from ‘cross company contract’ preparation, proper controlling of
review and compliance processes.

3 Brief Survey of Earlier Work

Bitcoin Academic Pedigree. The text follows discovery of ideas in the bitcoin field;
thus explaining the origins in a complex manner in which the basic elements are put
organized. This explains the delay in creation of bitcoin technology. It helps gaining
a deeper understanding of the concept. It also serves as a lesson that illustrates the
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relationships betthisen students, researchers and practitioners, and depicts the importance
of interdependence of these groups [1].

Trees, Chain and the Fast Transactions in Blockchain Technology. The basic funda-
mental problem in the area of blockchain agreements is whether Bitro’s protocol is the
only solution for creating a secure ledger transaction. One method that has been recently
analyzed and widely considered is the GHOST protocol which, proposed to be, is the
core of Ethereum and other recent proposals for programs such as Bitcoin. GHOST
variants are considered to be very high performance compared to Bitcoin (it is possible
that oering block production is faster than 40) without any loss of security. This learns
from the visible security environment of the GHOST protocol. This is introducing a new
legal framework for the analysis of blockchain-based contracts (instead of chains) and
demonstrating the pothisr of the framework by providing unambiguous descriptions of
GHOST and Bitcoin agreements, the former of which this issue and define legally. This
then proves that GHOST uses a transaction ledger (e.g., healthy and persistent) which
is why it is a secure alternative to Bitcoin; moreover, their binding parameter height is
higher than that proven by the bitcoin core in line with GHOST’s original expectations

(2].

Incentive Analysis of BITCOIN-NG Revisited. Bitcoin-NG ensures a feasible out-
put by dissociating the blockchain functioning into two planes: transaction serialization
and leader election. It has various shortcomings: (i) ignorance to the consequence of
network capacity (ii) unified impetus analysis which accounts both microblocks and
keyblocks is yet absent. The paper aims to direct these limitations by proposing a latest
impetus analysis which accounts for network capacity by depicts the incentive compat-
ibility of Bitcoin-NG against ‘microblock mining attack’ in restricted network capacity.
Also, implementing a Markov decision process (MDP) for analyzing the aim of both
microblocks and keyblocks, resulting in higher selfish mining revenue for the Bitcoin-NG
comparatively to Bitcoin under managed mining power [3].

On Bitcoin as a Public Randomness. Formalize the use of Bitcoin as a stheirce of
publicly verifiable randomness. Random values are broadcast every time new blocks
are mined because of the proof-of-work-based consensus system. This can derive strong
Lothian bounds on the computational min-entropy in each block and any attack on this
beacon would form an attack on Bitcoin itself. It shows that a lottery producing a single
unbiased bit is manipulation-resistant. This proposes making the beacon output available
to smart contracts and enables numerous interesting applications [4].

Speed Security Trade Off in Blockchain. Transaction rectifying speed is a crucial
aspect in cryptocurrencies which operate on ‘proof-of-work’ (POW). Considered being
at clash with the security aspects of consensus mechanism of such protocols, this investi-
gates the tradeo betthisen verifiable transaction processing speed and security consider-
ing the speed factor as an entity for the block creation rate. This introduces chain growth,
and its fundamentality for robust transaction ledger’s security. It strengthens the results
by showing how the ledger’s properties of liveness and persistence decrease [5].

Bitcoin Covenants. Covenants expand the set of financial instruments enabling new
pothisrful and futuristic use instances. Illustrating the novel security designs built using



176 J. Kaur and D. Dabas

protocols: (i) Poison transactions for castigating double-spending incursions. Bitcoin-
NG is an upgrade to enhance Bitcoin’s output, latency and comprehensive scalability.
(ii) Vaults concentrate on enhancing security of private cryptographic keys. It shows
how contracts/ protocols use vaults that restraint key theft discouraging attacker from
acquiring complete access to robbed off finances [6].

How effective are smart contract analysis tools? Evaluating smart contract static
analysis tools using bug injection. Security attacks on smart contracts are increasing
causing trust abrasion and financial losses. Hence reliability must be ensured before
deployment. In spite of innumerable bug detection static analysis tools, there is a lack
of structured method to assess the suggested tools and measure their efficacy. The paper
presents SolidiFI which injects code defects from all possible sites in the contract to
establish selected security concerns. SolidiFI assesses the following broadly accepted
static analysis tools; Securify, Oyente, SmartCheck, Manticore, Mythril and Slither. It
encounters errors which are left undetected by other tools [7].

Zombiecoin. Pots are a major stheirce of online crime and are increasingly a major threat
to internet infrastructure. This paper defines a botnet Command-and-control (C&C)
process running on the Bitcoin ZombieCoin which offers huge benefits with existing
C&C techniques used to combat the crisis. It is a desirable avenue for botmasters with
future scope for exploration [8].

Blockchain and Machine Learning for Communications and Networking Systems.
Recently, large chunks of information and huge end devices might cause grave services
provisioning, security, network management and privacy concerns. Thus the shared
mechanism of machine learning and blockchain may have notable aids as the latter offers
data preparation and the former enables security, decentralized intelligence, resources-
sharing, privacy concerns and credible decision-making. This paper presents a survey on
the existing works for machine learning and blockchain technologies offering outline,
advantages and implementations. Other concerns, disadvantages and wider perspectives
in their joint implementation for communications and networking systems [9].

Erlay: Efficient Transaction Relay for Bitcoin. Bitcoin network security rests on affin-
ity among the involved nodes i.e. more connectivity, more security. Here, we observe: (i)
current connectivity is too low for desirable security. (ii) increased connectivity consider-
ably increments bandwidth utilised by transaction distribution contract, thus expensive.
Erlay is the latest transaction dissemination protocol that decreases bandwidth usage upto
40% and bandwidth remains constant as the network enhances. Erlay also improves the
security of the network and secures the network by preventing attacks aimed at learning
root node [10].

Blockchain Empowered Data Driven Networks: A Survey and Outlook. This. Article
presents an analysis on the current research developments on blockchain technology
in computer networks and identifies concerns and possible solutions. By identifying
implementations of blockchain-empowered data driven networks to improve efficiency,
security and effectiveness of network services [11].
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A Mechanism to Detect and Prevent Ethereum Blockchain Smart Contract Reen-
trancy Attacks. Several cybersecurity events leading to financial deprivation over US$
500 million have happened in Ethereum smart contracts from 2016 to 2021. The major
cause was Reentrancy vulnerability. Reentrancy countermeasures available are struc-
tured on predetermined designs which avert susceptibility abuse before smart contract
deployment. This article helps developers by proposing a solution to enhance cyberse-
curity by calculating the unlikeliness between contract balance and total balance of all
participants pre and post any function operating in a transaction. Proof of concept (POC)
implementation detects and prevents any smart contract from such attacks [12].

Blockchain smart contracts: Applications, challenges, and future trends. Smart con-
tracts are computer protocols without a third party structured to ease, establish and
automatically carry out the confederation and acceptance. Smart contracts have sev-
eral concerns like security issues, liabilities and legal challenges. The paper presents an
analysis of blockchain authorised smart contracts of both practical as well as technical
instances. An allotment of prevailing blockchain enabled smart contract solutions and
discussed current smart contract implied reviews. On the basis of facts from the analysis,
the identified issues are presented with optimised solutions and future trends are studied
[13].

A Survey of Attacks on Ethereum Smart Contracts. This paper provides security
susceptibilities of Solidity and Ethereum. The causes of liabilities in taxonomy with two
fold purpose: (i) reference for developers to prevent frequent pitfalls. (ii) researchers’
guide to encourage the growth of survey and accounting methods. Besides correct exe-
cution of smart contracts, security of their implementation against attacks aiming at
stealing or altering the assets [14].

Security vulnerabilities in Ethereum smart contracts. By reviewing the vulnerabili-
ties of Ethereum smart contracts like recurring financial deprivation and security viola-
tions to enable a detailed arrangement of all known security issues. This work provides
identification of familiar vulnerabilities by security code analyzing implements thus
estimating their effectiveness and correctness. Using mentioned security tools: Remix,
Oyente, Smart-Check and Securify. Oyente had the best accuracy, besides, Smart-Check
had great effectiveness. On basis of identified limitations, the proposed improvements
include end-user interfaces, evaluation of outcomes and an improved record of liability
issues [15].

ReGuard: finding reentrancy bugs in smart contracts. The emerging technolo-
gies introduce free-of-conflicts and transparent working, smart contracts aren’t error
deprived. Moreover a susceptible security issue leads to disastrous outcomes. This paper
focuses on the most familiar category of security bugs i.e. re-entrancy bug. It was the
reason for the famous DAO attack with a huge financial disaster to the economy. Present-
ing ReGuard which is a fuzzing-based analyzer used to instinctively detect reentrancy
errors. It performs fuzz testing by iteratively generating random but diverse transactions
of the Ethereum smart contract [16].

Contract Fuzzer: Fuzzing smart contracts for vulnerability detection. Contract
Fuzzer is a unique tool which evaluates Ethereum based smart-contracts’ security issues.
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It produces fuzzing inputs on the basis of the ABI instructions, explains testing ora-
cles, instructs the EVM to observe contracts’ runtime conducts and investigates the
records to mention security liabilities. This fuzzing equipment effectively identifies the
susceptibility of the DAO attack [17].

Making smart contracts smarter. This paper puts forward methods enhancing the
functioning interpretation of Ethereum to secure it from bug attacks. Oyente is a solution
to existing security bugs. Of the existing Ethereum contracts, it marks majority of them
vulnerable, including the DAO bug attack of June 2016. Also it discusses the impact of
attacks for multiple case studies with available source code [18].

Towards automated testing of blockchain based decentralized applications.
Blockchain rooted decentralized applications (DApp) are commonly accepted as the
server side code run publicly, thus no implicit modification possible. This paper presents
a mechanised assessing method for DApps that implements in two-phase manner: (i)
employment of arbitrary instances to refer to an abstract relationship among browser-
end instances and blockchain-end contracts. (ii) Creates records under the counselling of
referred relationships and sequences the records on the basis of ‘read-write’ graph. Util-
isation of altered analysis to trace flow of data and feed it further for various other cases.
Development of a device known as Sungari which achieves a prominent improvement
in comparison to arbitrary testing methods [19].

Survey on blockchain cybersecurity vulnerabilities and possible countermeasures.
The ingrained cryptographic essence of blockchain technology adequately resists per-
sistent security concerns and hacking. Because of the rise in demand for cryptocurrency,
it faces numerous security concerns and cybersecurity attacks. Due to dearth of studies
focusing on cybersecurity of blockchain vulnerabilities; this paper examines previous
studies and probes the types of possible attacks. It yields counter-measures against
blockchain technology vulnerability to cybersecurity.

4 Tabular Representation

See Table 1.

5 Conclusion

We have studied 20 different research papers and we understand the use of blockchain
technology and rectifying Re-entrancy attacks with utilization of vaults and bug preven-
tion static as well as dynamic tools. Currently, we objectify at minimizing such bugs
by analyzing the erstwhile instances. The ambit of re-entrancy attacks can be controlled
using Layer 2 protocols and Contract Management Solutions hereafter. The paper estab-
lishes a link between the prevailing concerns and the proposed solutions with a higher
efficiency rate. We conclude that blockchain is a fast developing technology and will be
used in every other field as it is safe and encrypted.
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A Comprehensive Study of Sth Generation
Scheduling Algorithms

Pardeep Kumar®™® and Parvinder Singh
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Abstract. Now a days, the Sth-Generation communication standard for Stan-
dalone and Non-Stand-alone mode has been released in “Release 15 to “Release
18”. This review paper is written to highlight all the key points of S5th generation
communication technology covers core concepts of Sth generation communication
network, its architecture for both Standalone and Non-Stand-alone mode, different
existing scheduling algorithms used in 5G namely Proportional Fair (PF), Modi-
fied least weighted delay first (MLWDF), Exponential Proportional Fair (EX-PF),
Frame Level Schedular (FLS), Round Robin (RR) and a detailed review of pro-
posed scheduling algorithms anticipated by different researchers. This article is
covering four different sections.

Keywords: 5G - 3GPP - [oT - RB - Scheduling - FEMATO

1 Core of 5th Generation

Data usage is predicted to increase by 30% by 2022, which current technologies such
as 3G and 4G will be unable to support. So, the need of the coming generation is a very
robust technology which can satisfy the requirements of the users. The 3GPP is now
ready with its complete release about Sth generation technology and the world is going to
implement 5G communication system. In the coming years the Sth generation is projected
to be available throughout the world. Now a days every area like industry, banking
sector, ecommerce companies, medical industry, educational institutions and research
and development section are demanding for a very high-speed communication system
to increase the speed of working. The other aspects like cloud computing and Internet
of Things (IoT) will get a boost from 5th generation technology. The 5th generation is
a very suitable package to implement IoT [15, 16].

1.1 Requirements for 5G are as Follows

e The 5G provides very high speed as compare to existing LTE and LTE advance
technology.

e The 5G provides data rate 5 Gbps in downlink and 750 Mbps in uplink.

e 5G Supports a large number of devices as compare to 4G.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
R. Kountchev et al. (Eds.): NAMSP 2022, SIST 332, vol. 332,, pp. 188-201, 2023.
https://doi.org/10.1007/978-981-19-7842-5_17
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Battery life is pretty good.

Based on almost 0 latency. Provide very less latency as compare to 4th generation
network.

e One band out of three is totally ready to support Internet of Things.

Very useful in AI/ML to design automated vehicles like driverless cars etc.

The 3G and 4G were using CDMA and OFDM as the modulation techniques respec-
tively. The CDMA was used in 3rd generation of communication system, but the main
disadvantages of CDMA technique was high Intercell Interference abbreviated as ISI,
battery drainage was high and high latency. As the time changes and the world moved to
next generation known as 4G or LTE (Long Term Evolution). The OFDMA (Orthogonal
Frequency Division Multiple Access) was used as modulation technique. This modu-
lation was very robust as compare to the older one and having more advantages over
CDMA like low Intercell Interference, less Signal to Noise Ratio (SINR), Ease of Instal-
lation, high speed for uplink and downlink and orthogonality to reduce Inter Channel
Interference (ICI). But there was a big problem in OFDMA that was the spectral effi-
ciency was not up to the mark. The OFDMA uses Cyclic Prefix (CP) to minimize the Inter
Symbol Interference (ISI). That CP was actually a frequency gap between the symbols
which causes loss of frequency spectrum. In 4th generation the total loss of bandwidth
was around 10% due to CP. But a new modulation technique was invented by different
researchers named as FBMA (Filter Band Multi Carrier) which do not uses the Cyclic
Prefix (CP) to minimize ISI. So, when both techniques are implemented, the conclusion
was FBMC is better than because it provides 10% extra spectral efficiency as compare
to OFDMA. Now a days FBMC technique is being used in Sth generation technologies
[6, 14-16].

1.2 Services of 5G

Speedy Network: The LTE provides data rate 250 Mbps in downlink and 100 Mbps in
uplink, which was a very good speed. But now a days we are moving towards a new
generation which require more speed. Upcoming years are of cloud, DL and IoT where
speed in Gbps will be required. So 5G will provide downlink speed 10 Gbps and 1 Gbps
for uplink [4, 16].

Ultrareliable service in dense areas: 5G is very suitable communication technology
to implement IoT. In the coming years according to the demand of users there will be
a huge crowd who will use the telecommunication services. So, the 5G is capable to
provide a better connectivity to all the user by avoiding denial of service in the highly
dense areas like malls, airports etc. [4, 15].

Serving the Distant areas: 5G provides better connectivity for the remote areas. The
concept of FEMATO cell is also a very good option in LTE and 5G to provide service
in the distant locations, rural areas. Other services like noting down the meter reading
of distant places to produce the expense bills, e-health service, the concept of wirelessly
connected city, and live CCTV surveillance of the area are possible with this generation
communication technology [5, 16].
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Amalgamation of Lower power consumption devices: Even though 4G already sup-
ports a very big number of low-power user equipments, it still falls short for several
applications. As a result, 5G aims to accommodate a huge number of low-power devices,
which will be smoothly integrated into commercial 5G mobile networks [15, 16].

Huge/More Capacity: The network traffic is predicted to be increase by 50% after 2021
because IoT is rapidly growing with 5th generation communication technology; thus,
the 5th generation communication technology must be able to support the huge number
of users while maintaining the highest possible quality of service among the users [10,
11].

Reliable Handover: Handover refers to the transfer of a call from one network to another
or within the same network’s cell. The current handover scenario is highly problematic
because the latency experienced during the transfer is significant, resulting in call drop.
As a result, in 5G, an intelligent handover with the shortest possible time is expected
during network switching [16].

2  Well Defined Architecture of 5th Generation

2.1 Fifth Generation Works in Two Modes

SA: Standalone Mode: In this mode 5G have its own radio and core and works in
a standalone mode. The 3GPP release 16 and onward releases provides this working
environment by providing different access and core network.

NSA: Non-Standalone Mode: It is backward compatible with LTE (4G). Uses control
signaling of 5th generation networks with the core of 4th generation networks. The 3GPP
release 15 provides this mode of working (Fig. 1).

4G LTE 4GI5G NSA 5G SA
LTE CORE(EPC LTE CORE(EPC 5G CORE 5G CORE
LTE RAN LTE RAN 5G RAN 5G RAN
= Option-3
Option 1 Option-3 Standalone)
4G LTE EPC Non Standalone

Fig. 1. 5G Architecture (https://www.digi.com/blog/post/5g-network-architecture)

There are three kinds of user applications supported by Sth generation communica-
tion technology which are as follows:
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e enhanced Mobile Broadband (eMBB)
e enhanced Machine Type Communication (eMTC)
e Ultra-Reliable Low Technologies (URLCC)

The base station which is known as gNodeB in 5th generation technology have a
scheduler which is totally responsible to assign the resources to the users connected
with that base station under Time Division Duplexing (TDD) or Frequency Division
Duplexing (FDD) modulation techniques. A base station allocates the available Resource
Blocks (RBs) through TDD over time axis or allocate frequency sub carriers through
FDD over the frequency axis to enable diverse 5G use-cases.

The eMBB is a high-speed broadband service which supports a high data rate in both
downlink and uplink. So, it requires 100 MHz frequency in the frequency domain and
at least 500 Resource Blocks over the time domain to support the proposed speed.

Latency and reliability are crucial for URLLC. It has a moderate bandwidth of up to
5 MHz and a 25-symbol RB sequence for FDD and TDD, respectively. In the frequency
and time domains, eMTC uses 1.4 MHz bandwidth and six RBs, respectively. [13, 15,
16].

3 Scheduling Mechanisms and Existing Scheduling
Algorithms/techniques

The Radio resource management (RRM) is a management strategy for allocating
resources to user equipment (UEs). The RRM enhance the system performance by
ensuring that resources are distributed fairly among all users. The scheduling is the
mechanism to allocate the resources among all the users.

We apply dynamic scheduling approaches in the fifth generation to make efficient use
of resources in both the time and frequency domains. The gNodeB/base station is where
these schedulers are deployed. At each Transmission Time Interval (TTI) which is gener-
ally 0.5ms in 5th generation networks, the scheduler takes a resource allocation decision
for every coming Transmission Time Interval (TTI) and delivers the resources alloca-
tion details to the mobile equipment via the PDCCH link. At each TTI, the User/Mobile
Equipment computes the CQI value and delivers the Channel Quality Information to
the base station’s deployed scheduler. This information is called here the information
of physical layer. Following receipt of CQI data from UE, the resource schedule makes
an allocation decision based on the data and populates the resource block allocation
masks. The most appropriate modulation and coding scheme (MCS) is then chosen,
which the adaptive modulation and coding (AMC) module will utilize for data trans-
mission. PDCCH provides this information to the user equipment, which includes the
assigned resource block as well as the selected modulation and coding scheme. After
getting PDCCH payload, the UE learns how to access the physical downlink shared
channel (PDSCH) [9, 12, 18, 19].

In this case the QOS (Quality of Service) parameters are not considered. The UE
computes the channel quality indicator (CQI) information periodically and transfers it
to the gNodeB. The scheduler investigates the CQI information and then estimate the
quality of the channel experienced by each user. The scheduler can evaluate the system’s
feasible throughput once this is known.



192 P. Kumar and P. Singh

3.1 There are Two Types of Scheduling

e Downlink Scheduling
e Uplink Scheduling

Downlink Scheduling: In downlink scheduling the radio resources are scheduled from
the base station (gNodeB) to the device also known as equipment.
The downlink scheduling is further divided in 2 types.

e Dynamic Scheduling
e SPS (Semi Persistent Scheduling)

Dynamic Scheduling: In this scheduling the Downlink Control Information is com-
pletely responsible to schedule every Physical Downlink Shared Channel on the behalf
of available information. [27].

Semi Persistent Scheduling: In this scheduling the Radio Resource Control Information
is completely responsible to schedule every Physical Downlink Shared Channel on the
behalf of available information. [27].

Uplink Scheduling: In downlink scheduling the User Equipment deals with gNodeB
via Physical Uplink Shared Channel.

The uplink scheduling is further divided in 2 types.

e Dynamic Scheduling
e CP (Configured Scheduling)

Dynamic Scheduling: In this scheduling the Downlink Control Information is completely
responsible to schedule every Physical Uplink Shared Channel. Decisions are taken over
the collected information. [27].

The MAC sublayer’s scheduler performs the scheduling algorithms, which determine
what will be delivered, when it will be sent, and to or by whom the data will be sent. The
scheduler accepts data from a variety of sources. The scheduler has a number of queues
for various types of data.

PF Algorithm: Proportional Fairness is abbreviated as PF. This algorithm is not latency
sensitive because it is required to transmit non-real time data. This algorithm is a broad
time-frequency shared multi-user system algorithm. This is used in 5G to by using Time
domain system and Frequency domain system with OFDMA and FBMC modulation
techniques. That mixture of TDS and FDS provides a good fairness between fairness
of resources and the system throughput among all User equipments. The metric for this
algorithm is calculated by combining MT and BET and may be written as [8, 19, 23]:

di(t)
PE = M7 BET = S (1)
Ri(r—1)
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M-LWDF Algorithm: (M-LWDF) is an acronym for Modified Largest Weighted Delay
First. This scheduling algorithm is proposed to provide delay sensitive data transmission.
We can say if we have a real time data to transfer then this algorithm is much suitable
for that. At a same time, a large number of users equipments can use this technique
for using real time services, each with its own set of quality standards. This algorithm
creates a balance between the weighted delay of packet which are going to transfer while
considering the efficiency of channel with a priority. The metric is computed as follows
for this algorithm [5, 19]:

di (1)
M —LDWF PF k
'y = aiDyor,i -m;; = oiDHoL,i + =——— 2

Ri(t—1)

EXP-PF Algorithm: EXP-PF is a short form of Exponential Proportional Fairness. As
the name suggest EXP-PF this technique is proposed by mixing the quality of both Pro-
portional fair algorithm and Exponential function. As discussed earlier the Proportional
fair algorithm is most suitable for the non-real time or non-delay sensitive data and the
exponential function is used for the real time or delay sensitive data. So, this technique
is a full package to deal with both delay sensitive and non-delay sensitive time data.
This technique allows the users to transmit multimedia data to be sent using Adaptive
Coding Modulation (ACM) and Time Division Multiplexing (TDM) method. This is
a combo technique so here both type of users can work: real-time and non-real-time
users. This method distinguishes between best effort and real-time data flow. However,
a prioritizing system is also employed in this technique. This prioritizing strategy gives
real-time service flows a greater priority than non-real-time service flows. The real-time
flow measure is computed as follows in this algorithm [13, 19, 23]:

mEXP=PF _ exp(diDHOL,i - X) _ _-d,i(t) . 3)
’ 1+ VX Ri(t—1)
where
1 Nrt
X = N ZaiDHOL,i- 4)

rt i=1

Note: (X represents Chi).

FLS: Frame Level Scheduler. This Schedular is a combination of two scheduling mecha-
nisms stacked over each other. These two stacked techniques are Upper-Level algorithm
and lower-level mechanism (Fig. 2).

The FLS is also a delay sensitive algorithm. The FLS is a combination of Delay sensi-
tive algorithm (based upon discreate time linear control) and Proportional fair algorithm.
The upper-level algorithm is based upon discrete time linear control which is designed
to compute the actual traffic that can be transmitted by the delay sensitive users in a
PDU known as frame. The main purpose of framing is to satisfy the delay constraint in
this mechanism. The lower level, the PF (Proportional Fair) algorithm is implemented
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Upper Level Technique

Lower Level Technique

Fig. 2. FLS schedular

which provides maximum throughput of the system as well as ensure that all the user
equipments are feeded with a fair share of the resources [13, 19, 23].

uj(k) = hi(k) * q;(k) ®)

RR (Round Robin): The RR stands for Round Robin. The round robin algorithm works
on preemptive strategy. In this algorithm a time span is fixed for which the RRM allocate
the resource to the user. The allocation of resources is done on the behalf of FIFO (First
in First Out) Scenario. If a user puts up a request for the resources if the schedular is
free and having resources will assign the resource to the requesting UE. This process
is repeated among all the user with the same priority. But if a resource is allocated to
a user and 2nd user is in wait state then after the completion of time span of userl the
resources are preempted from user 1 and will be assigned to user 2. That process is called
switching. The schedular performs this switching in a very speedy manner that the users
can’t determine that they are working in a RR scenario. This algorithm provides a very
good fairness of resources among the users but the main drawback of this algorithm is
that this algorithm can’t perform its 100% in case of multiuser and high demand scenario
[23, 24].

Best CQI Scheduling: As the name suggesting Best CQI scheduling, the scheduling
technique which takes CQI (Channel Quality Indicator) in consideration to allocate the
resources. As we know when a UE (User Equipment) requests for the resources, that
UE computes its CQI at every TTI (Transmission Time Interval) and share that CQI to
the gNB. On the behalf of that CQI the schedular allocates the resources to UE. But this
scheduling algorithm allocates the recourses to those UE’s whose CQI value is highest
or very good. That means this algorithm is more suitable for the Cell Center Users.

Because those users who are at cell center always gives perfect or very good CQI
value. But those users who are residing at cell edge does not produce good CQI so
that scheduling scheme do not consider those requests whose CQI value is less than a
threshold value [23, 25].
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4 Opverview to Related Work

This section covers a review of state-of-the-art scheduling algorithms given for 5th
generation networks. The research gaps are traced out for a good future work from the
existing work.

4.1 Downlink Scheduling and Resource Allocation for 5G MIMO-Multicarrier:
OFDM Versus FBMC/OQAM

Femenias et al. Proposed a unifying intersecting layer frame work that have the downlink
scheduling and resource allocation (SRA) procedure or algorithm which is builds upon
a model of queuing process at an abstraction of data link and physical layer. That pro-
cedure can be implemented using any of the modulation technique namely Orthogonal
Frequency Division Multiplexing (OFDM) or Filter Bank Multicarrier/Offset quadrature
amplitude modulation (FBMC/OQAM). Then a comprehensive comparison is carried
out for both modulation formats over different parameters such as Goodput, latency,
fairness index and area coverage. Finally, they have concluded that FBMC/OQAM pro-
vides better results for all the parameters and especially in spectral efficiency which is
improved by 9% (approx.) in FBMC/OQAM in the compression of OFDMA.

The usage of LTE/LTE-Advanced characteristics, as well as the use of an LTE model
for simulation, are both responsible for the gap in this research. For instance, a 2 x 2
MIMO arrangement with a 10 MHz system bandwidth has been deployed. Massive
MIMO, which is a configuration of 16 x 16 and beyond, is present in 5G. 5G uses a
minimum bandwidth of 50 MHz. In addition, three scheduling methods, PF, Exponential,
and M-LWDF, were examined in this study. The other mechanisms mainly channel-aware
algorithms, might be examined, and the comparative analysis will be carried out. The
existing access methods can be implemented over OFDM modulation technique by also
considering the other parameters which impacts the performance. [14, 26].

4.2 A Novel Scheduling Technique for Improving Cell Edge Performance
in 4G/5g Systems

In the cellular networks the users which are near to the cell edge are always suffer from
signal problem and interference. At cell edge there is a low SINR because the user is far
from the base station or gNodeB. For that Afifi et al. [3] developed a novel scheduling
algorithm to overcome the problem of cell edge user by providing a good number of
resources available at gNodeB. This algorithm provides an ample number of resources
to the users that’s why they can achieve a good throughput. The proposed technique is
an extension of Proportional Fair (PF) algorithm. It is based upon to replace a cell center
user by cell edge user at some resources, probabilistically. The cell edge users who will
be benefitted by this approach are classified in to a new category of users known as
FU’s (Featured Users). The proposed technique uses two levels of scheduling. In first
level Proportional Fair (PF) scheduling algorithm is applied to check out the proportion
of throughput and fairness. Because PF algorithm give result that how much fairly the
user is being using the resources and what is the outcome/throughput. After getting
the fairness and throughput report from the first level then the proposed algorithm will
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decide whether it has to allocate that Resource Block to the chosen PF user to the FU’s.
The novel scheduling algorithms selects the FU to utilize resource block based on the
ratio between the current instantaneous and the accumulated average by the user. After
implementation the proposed algorithm has compared with state-of-the-art schedulers
and found a conclusion that the proposed algorithm leads to a significant improvement
in the average throughput in context of cell edge users. On the other side proposed
algorithm results in negligible performance degradation for the cell enter users. [3].

4.3 Inter-cellular Schedular for 5G Wireless Networks

The enhancement of quality-of-service in mobile communication networks is a very
typical issue. For that some major inter cell scheduling works are studied by Gueguen
et al. to propose a new inter-cell scheduling technique named as Inter-cellular Bandwidth
Fair Sharing Scheduler (IBFS). The proposed technique supports efficient multimedia
services in multiuser 5G environment & balance the load of overloaded cell to improve
their quality-of-service. The technique uses a very advance and new resource allocation
strategy which is based on a parameter called Mean Cell Delay Outage Ratio (MCDOR).
IBFS schedular is having 2 versions:

o IBFSload: Defines the load of a cell means how much data the cell is transmitting and
receiving.

o IBFSMCPDOR: Defines that cell which have highest Mean Cell Delay Outage Ratio
(MCDOR).

Algorithm
Step 1: Waiting for the scheduling time.

Step 2: For each cell i, update the value of MCPDORI (ith cell MCPDOR Value) for
IBFSMCPDOR module, and in the same way update the load of the respective ith cell
in IBFSload module.

Step 3: Now in this step on the basic of step 2 values select the cell r (receiver cell) that
has highest value of MCPDORI in IBFSMCPDOR and respectively select the highest
load value from IBFSload.

Step 4: Find out the neighbors of r cell.

Step 5: For every group g and for every cell k of this group g, which are neighbors of
cell r. Here find out the donner cell dg which have highest portion Wg®(k).

Step 6: check is Wg®(dg) = 0 or not.
If 0: No go to step 7.

Step 7: Go to leader donor restitution phase: Restitution form Wg®(dg) a total amount
of frequency equal to Qtransfer to the cell r and to all cells gr neighboring dg.

Step 8: Go to other donor cell restitution phase: For every cell neighboring cell r and in
the similar group of frequency band dg.
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Else Yes.
Step 9: check Wg(k)(k) - Qtransfer > Wmin.
If Yes go to step 10

Step 10: Transfer Phase: Transfer from Wg(k)(k) equal frequency to Qtransfer to cell r
and to all the cells gr neighboring k.

Else No go to step 10:

Step 10: End of scheduling and go to step 1.

This proposed scheduling algorithm when implemented and compared with the exist-
ing algorithm, it performed very well and produced good results in different-different
scenarios. [22].

4.4 A Flexible Scheduling Algorithm for the 5th Generation Networks

From the 15th release to the subsequent releases, the 5G wireless mobile communica-
tion standards have been released in stand-alone and non-standalone modes. However,
developing an effective and good radio resource management strategy or algorithms to
improve network quality of service is a difficult task. Proportional Fair (PF) algorithms
are used in current 5G scenarios. While distributing resources and throughput, the PF
algorithms consider fairness while assigning resources. This approach focuses on the
flow rate as a metric. In this paper Lanlan et al. analyzed existing methodologies and
presented a new strategy to boost the network’s total throughput. The packet delay is
used as another priority metric in this technique. Because the existing PF scheduler does
not support real-time data transmission, this technique is only suited for non-real-time
data transfer. Where latency is a sensitive problem, the delay plays a critical role in
transferring time-bound data. The new model allocates resources based on the value of
the Channel Quality Index (CQI). The computed CQI value (formulated by the formula)
is based on the existing and newly considered parameters supplied back to gNodeB by
the UE, and the schedule decides to distribute resources to the user on the basis of that
value.

f 1(sinri) f2(packetgeiayk — 1)
avg_rate  DealyTh — f3(packetjejqyr — 1)

(6)

where f1(.), f2(.) and f3(.) are the adjustable functions which are able to adapt the network
performance requirements. These functions could be either linear or nonlinear. These
functions are referred to as liner functions in the current simulation. In comparison to
existing methods or strategies, the simulation yields a fairly good result [2].

4.5 Effective SG Wireless Downlink Scheduling and Resource Allocation
in Cyber-Physical Systems

Vora et al. [7] proposed a dynamic programming algorithm with polynomial time com-
plexity for effective downlink scheduling and resource allocation (SRA) by taking chan-
nel state and queue state for the fairness index. In this research the SRA is extended for
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5G services namely eMTC, URLLC & eMBB. Then the results of SRA and extended
SRA (the proposed advanced greedy cross layer algorithm) are compared and concluded
that SRA method outperforms the greedy approach by up to 17.24%, 18.1%, 2.5% and
1.5% in terms of average goodput, correlation impact, goodput fairness and delay fair-
ness, respectively. In the case of LTE, that advanced approach outperforms the greedy
method by 60%, 2.6% and 1.6% in terms of goodput, goodput fairness and delay fairness
compared with tested baseline.

After study this paper as per my observations the main gap in this research the use
of LTE tool box. This is a novel technique implemented by the authors is compared with
only two scheduling algorithms. To make the results more effective the comparative
analysis can be done with many more existing algorithms with more different QoS
parameters [11, 20].

4.6 Energy Efficient Scheduling of Small Cells in 5G: A Meta Heuristic Approach

The 5th generation mobile communication technology provides facility to break the
large cell into small cells in the ultra-dense areas. Where a large number of devices are
working at the same time. So, to provide a very good throughput and QOS (quality of
service) the small cells are deputed with a separate small gNodeB/base station which
provide a fair scheduling of radio resources among the users. The use of small cells can
generate intercell interference. So, to minimize this factor of interference the energy
level of singles is considered. The minimization of energy of the signals can be a hurdle
between the users and the quality of service. While minimizing the energy level of signals
the other side effect is that the users are rapidly increasing and they are demanding a
high data rate. But with low energy level signals this is not possible. So, the energy
saving approaches are limited while the survey. The Shavo et al. Proposed an approach
for the scheduling in the small cell by considering the energy levels as the major factor.
The authors considered the problem as a non-linear optimization problem and provided
a solution as an algorithm which solves the task in a polynomial time. The proposed
algorithm is based upon the genetic algorithm. Here the algorithm is divided into 6
sections.

Defining Chromosome.

Initializing population and choosing initial solution.
Calculating fitness value.

Selecting parent chromosomes.

Crossover and mutation operation.

Meta heuristic scheduling.

After the implementation of the proposed algorithm and the results are compared
with other state of art algorithms proposed by other researchers known as All Cell ON,
ON OFF, Sleep Awake etc. and the performance is evaluated on the behalf of these 6
metrics:

o Activated Cells: The cells who are active and need to be served for completing user’s
demand.
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e Average Energy Expenditure: it defines how much energy is consumed by the small
cell in a macro cell.

e Average Switching power: The average time taken by a cell to change its state.

e Aggregated switching delay: The sum of all the small cells switching time from OFF
to ON state.

e Average Energy Saving: The average of energy saved from all small cells.

e Average user satisfaction: The %age of those users whose quality of service is perfect

[1].

4.7 Green Massive MIMO Scheduling for 5G Traffic with Fairness

The main target of the author in this paper is to design an algorithm which overcomes the
trades offs between high energy and bandwidth efficiency, low latency, radio resource
fairness and reliability in the wireless networks. Here the author worked on packet
scheduling for the downlink channel of massive Multi Input & Multi Output (MIMO)
and considered these factors for the implementations. The factors are as follows:

e The packet arrival process.
e The variable packet length.

The proposed algorithm in designed in such a way which is low complex and minimal
packet delay. The author’s assumptions are that the base station and the user equipments
are properly synchronized and working on Time Division Duplexing. Every Time slot
is having a scheduling epoch. At the very first epoch the set of users (k) is selected
and those users maximize a predefined function. The very first packets also known as
HOL (Head of Line) packets are scheduled with the same transmission rate. Every user
has its own queue of packets and all the users queue length may be different. So, there
is a possibility that packets transfer of some user of set (k) may be complete before
other whose packet queue is large. Now the schedular go for the next epoch and find
out another user set those will maximize the same predefined function. This process is
repeated many times until the time slot get filled with the packets. After that the base
station broadcast the resources to the selected users with the time with in the time slot.
Like that the packets scheduled are transmitted to the user equipments. [17].

4.8 Survey of Scheduling Schemes in 5G Mobile Communication Systems

Mamode et al. reviewed the 5G network architecture in detail, existing scheduling algo-
rithms which are already implemented in 5th generation mobile communication tech-
nology and some proposed scheduling algorithms by different researchers based upon
the different parameters. The proposed algorithms are studied in such a way that the
reader can easily identify the core concepts of the schedulers and their implementations.
The research methodology and gaps are also identified during the review which makes
other researchers to find out the new opportunity for work [7].
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4.9 A Review on Techniques to Improve the Cell Edge Performance for Wireless
Network

Mustaffa et al. presented a review on those scheduling algorithms which are designed
to improve the cell edge performance. Because the normal schedular works on the
behalf of equality they provide their 100% to all the users existing the cell. But due
to so many factors like Inter-Cell Interference, SINR (Signal to Noise Ratio) etc., the
users who are residing at the cell edge do not get the 100% from the base station
or schedular. So, the drawback of this seems like call drop, more delay, less spectral
efficiency, more packet loss ratio and many more. To overcome these hurdles for the cell
edge users the new scheduling approaches are proposed by the researchers which gives
more attentions to cell edge users to increase their performance. In this paper the authors
studied the papers which are presented after 2015. The approaches like Cooperative
Transmission Scheme, Packet Scheduling, Soft Frequency Reuse and Downlink Optimal
Power Allocation Scheme who emphasize on the cell edge performance improvement
are taken into account [8, 21].

5 Conclusion

In this article a comprehensive study of different scheduling algorithms is carried out.
The review is done in different stages. The first stage covers stand-alone, non-standalone
architectures and services of 5" generation communication technology. The stage 2
emphasizes on a detailed study of scheduling process and the different scheduling algo-
rithms (existing or proposed). The algorithms work on different parameters like speed,
distance, spectral efficiency, signal energy etc. This study points out those areas in
scheduling where the improvement is required and the improvement can provide us
better results in the form of a new strategy. Our main concern in this study we want to
validate the existing and proposed concepts to get something fruitful for the society or
researchers.

References

1. Shavo, S., Munna, M., Sarkar, S., Adhikary, T., Razzaque, M., Hassan, M., Aloi, G., Fortino,
G.: Energy-efficient scheduling of small cells in 5G: A meta heuristic approach. J. Netw.
Comput. Appl. 178, 1-14 (2021)

2. Li, L., Shao, W., Zhou, X.: A flexible scheduling algorithm for the Sth-generation networks.
Intell. Converg. Netw., 101-107 (2021)

3. Afifi, W, El-Moursy, A., Saad, M., Nassar, S., El-Hennaway, H.: A novel scheduling technique
for improving cell-edge performance in 4G/5G systems. Ain Shams Eng. J., 1-9 (2020)

4. Mohd R, Huda A.: A Study on packet scheduling algorithms for healthcare contents over fifth
generation (5G) mobile cellular network. Int. J. Electron. Telecommun., 729-735 (2020)

5. Abreu, R., Pocovi, G., Jacobsen, T., Centenaro, M., Pedersen, K., Kolding, T.: Scheduling
enhancements and performance evaluation of downlink 5G time sensitive communications.
IEEE Access, 128106-128115 (2020)

6. Gatti, R., Shankar, S.: Bidirectional Resource Scheduling Algorithm for Advanced Long Term
Evolution System. Wiley (2020)



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.
27.

A Comprehensive Study of Sth Generation Scheduling Algorithms 201

. Mamolde, M., Fowdur, T.: Survey of scheduling schemes in 5G mobile communication

systems. J. Electr. Eng., Electron., Control. Comput. Sci., 21-30 (2020)

. Mustaffa, N., Muhamad, W., Anuar, A.: A review on techniques to improve cell edge per-

formance for wireless networks. Intern.Tional J. Adv. Trends Comput. Sci. & Eng., 595-600
(2020)

. Perdana, D., Sanyoto, A., Bisono, Y.: Performance evaluation and comparison of scheduling

algorithms on 5G networks using network simulator. Int. J. Comput. Commun. & Control.,
530-539 (2019)

Hadar, I., Raviv, L., Leshem, A.: Scheduling for 5G cellular networks with priority and
deadline constraints. In: International Conference on the Science of Electrical Engineering
(ICSEE) IEEE, pp. 1-5 (2018)

Vora, A., Kang, K.: Effective 5G wireless downlink scheduling and resource allocation in
Cyber-Physical systems. Technologies (MDPI) (2018)

Muller, C., Galaviz, G., Andrade, A., Kaiser, 1., Fengler, W.: Evaluation of scheduling Algo-
rithms for 5G mobile systems. In: Springer International Publishing AG, part of Springer
Nature, Computer Science and Engineering- Theory and Applications, Studies in Systems,
Decision and Control (2018)

Garg, K., Mishra, A.: 5G Network Advanced techniques: A Literature Review. Int. J. Eng.
Tech. Res. (IJETR) (2018)

Femenias, G., Riera-Palou, F., Mestre, A., Olmos, J.: Downlink scheduling and resource
allocation for 5G MIMO-multicarrier: OFDM vs FBMC/OQAM. IEEE Access (2017)
Kumar, A., Gupta, M.: A review on activities of fifth generation mobile communication
system. Alex. Eng. J. (Elsevier) (2017)

A White Paper on 5G Architecture. SGPPP Architecture Working Group, Version-2, pp. 1-140
(2017)

Torabzadeh, M.: Green Massive MIMO Scheduling for 5G Traffic with Fairness, pp. 37-42.
ICCIS (2017)

Kolli, R., Mile, S., Shetty, S., Dixit, S.: Review on 5G wireless technology. Int. J. Adv. Res.
Comput. Commun. Eng., 219-223 (2016)

Kumar, P., Kumar, S., Dabas, C.: Comparative analysis of downlink scheduling algorithm for
a cell affected by interference in LTE networks. Ann. Data Sci., 135-153 (2016)

Karimi, A., Pedersen, K., Mahmood, N., Steiner, J., Mogensen, P.: 5G centralized multi-cell
scheduling for URLLC: algorithms and system-level performance. IEEE Access, 1-11 (2016)
Kela, P., Turkka, J., Costa, M.: Borderless mobility in 5G outdoor ultra-dense networks. IEEE
Access, 1462-1476 (2015)

Gueguen, C., Ezzaouia, M., Yassin, M.: Inter-cellular scheduler for 5G wireless networks.
Elsevier, 113-124 (2015)

Gomez, K., Goratti, L., Granelli, F., Rasheed, T.: A comparative study of scheduling
disciplines in 5G systems for emergency communications (2014)

Hani, U., Samota, K., Singh, S.: A Novel technique of improving 5G networks with round
robin scheduling in preamble transmission. IEEE Explor. (2019)

Ashfaq, K., Safdar, G., Ur-Rehman, M.: Comparative analysis of scheduling algorithms for
radio resource allocation in future communication networks. Peer J. Comput. Sci. (2021)
OFDM: httpsmorse.colorado.edu~tlen5510textclasswebch8.html, last accessed 2022/04/06
SCHEDULING: https://www.sharetechnote.com/html/5G/5G_Scheduling.html, last
accessed 2022/04/22


https://www.sharetechnote.com/html/5G/5G_Scheduling.html

)

Check for
updates

A Comparative Analysis of Homogeneous
and Heterogeneous Protocols to Maximize
the Lifetime of Wireless Sensor Network
for Precision Agriculture

Neha Neha!, Jasvinder Kaur?®9 and Banita Banita3

I PDM University, Bahadurgarh, Haryana, India
2 PDM University, Bahadurgarh, Haryana, India
jasvinder.kaur@pdm.ac.in
3 ITIAS, Shimla, Himachal Pradesh, India

Abstract. Wireless Sensor Network (WSN) includes a number of Sensor Nodes
(SN) which are battery-powered and deployed over a large area in an unattended
environment. Various applications of WSN are military, agriculture, monitoring
or surveillance etc. As the SN are battery operated and power source cannot be
replaced, so to maximize the network lifetime, energy-efficient protocols play a
vital role by choosing some low energy path. The use of low energy path repeatedly
may lead to exhaustion of battery of SNs in that area that will create energy holes
as all the SN are dead in a particular region. So, the protocol must be chosen
to prolong the network lifetime by involving all the SNs to participate in data
transmission. Clustering proves to be an efficient approach for prolonging the
network lifetime. In clustering, the strategy to involve all the SNs will provide
efficient and balanced consumption of battery and increase the reliability as well.
Various clustering techniques have been proposed over the years but still, there
are chances of improvement. Clustering is an efficient approach for precision
agriculture because it will provide lots of information to farmers about the field.
Heterogeneous protocols are more reliable and energy-efficient than homogeneous
protocols. A Heterogeneous Energy Efficient and Reliable Routing (HEERR),
which is an advanced version of Distributed Energy Efficient Clustering (DEEC)
protocol is proposed and compared with other hierarchical routing techniques.
Results revealed that HEERR not only enhanced the network lifetime but also
increases the throughput.
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1 Introduction

In present, WSN has emerged as a technology in which thousands of nodes are connected
to form a large-scale network. WSN consists of devices knows as Sensor Node (SN) that
are small, sensing capability, battery-powered, inexpensive, and low-computation capa-
bility [1]. These SNs are used for monitoring conditions such as humidity, moisture, tem-
perature, motion, abnormal activities, etc. SNs can be deployed either on the ground or in
water to perform applications such as surveillance, intelligence, medical, environmental,
and underwater monitoring [2—6]. SN consist of devices such as a microcontroller, sen-
sor, and battery and, radio transceiver [3—10]. SN are distributed, self-organized, work
on dynamic topology [11-16]. The common features of SNs include dynamic topology
[17], self-organizing capabilities [18], node mobility [19-22], multi-hop routing [23],
broadcasting [24], short-range communication etc. These SNs are connected to form an
architecture known as WSN as shown in Fig. 1.

INTERNET | | SINK

A

REMOTE
CONTROLLER

Sensor
nodes

Sensing field

Fig. 1. WSN Architecture

The key challenge is to balance the consumption of batteries and increase reliability
[21-30]. But there are other challenges as well that needs to be taken care of. SNs are
deployed randomly in an area without any infrastructure and prior knowledge about the
topology [27-30]. In these cases, SNs have to self-identify the connectivity and distri-
bution. For example, for surveillance purposes on a battlefield, SNs would be dropped
in an area by plane. WSN protocols should be fault-tolerant to accommodate the failure
of SN [31-39]. WSN protocols should be dynamic so that they can respond and operate
in any number of SNs [17, 36-39]. Protocols must work in such a way that they transmit
the data to BS at a specific time to achieve Quality-of-Service (QoS). In this work, we
have focused on the application of WSN in agriculture. In agriculture, various data are
required periodically as well as critically to monitor the field and crops. Clustering is a
good approach to deliver the data from SN to sink in agricultural field. In next section,
we have discussed various routing approaches that are using homogeneous i.e. in which
initial energy of all the SNs are equal as they are having the same equipment and het-
erogeneous i.e. in which initial energy of all the SNs are not equal as they are having
the different equipment.
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2 Clustered Routing Strategies in Wireless Sensor Network

To keep these challenges in mind, researchers worked on various protocols to enhance
the network lifetime [1-30]. In clustering, the strategy to involve all the SNs will provide
efficient and balanced consumption of battery and increase the reliability as well. The
clustering strategy plays an important role for data transmission [25-37]. A few of the
routing protocols that are popular in this category are following:

2.1 LEACH Protocol

Low Energy Adaptive Clustering Hierarchy (LEACH) is a hierarchical cluster-based
protocol that optimizes the energy consumption through clustering approach. Cluster
Leader (CL) will collect that data from neighboring nodes and send to the Base Station
(BS).A random selection procedure is used for the election of CL [7] which is given by
Eq. (1).

Pr :
if eY
Thr(z) — l—Pr.[ro* mod (%)] (l)
0 Otherwise

where, Thr: Threshold level
Pr.: Probability.

ro: number of round.

2.2 LEACH-C Protocol

LEACH-C enables low-energy networking in WSN. The only difference between
LEACH protocol and LEACH-C protocol is in their Setup phase however the steady-
state phase remains ideal in both of them. In LEACH-C cluster formation is performed
by the base station (sink).All nodes of the network send their information like location,
energy level to the BS [16]. After this, BS calculates the optimal number for SNs that
can be CL. Only those SNs can be CL that has sufficient energy. Advantages of this
protocol over LEACH are number of CLs in LEACH are not fixed it changes according
to round but in LEACH-C BS calculates the number of CLs for every round.

The drawback of LEACH-C is sink requires global knowledge of the network for
cluster formation (Fig. 2).

2.3 TEEN Protocol

Threshold-sensitive Energy Efficient sensor Network (TEEN) is a cluster-based hierar-
chical routing protocol like LEACH i.e. the nodes form clusters and selection of CL for
transmission of data to BS. It uses both hierarchical techniques and a data-centric app-
roach. While inside LEACH, absolutely no certain actions are generally driven therefore
it is a proactive protocol [17-19].
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Fig. 2. Centralized Static Sink Approach

2.4 SEP Protocol

Stable Election Protocol (SEP) is a heterogeneous protocol. In heterogeneous protocols
the three types of models are used. These models are two levels, three levels, and mul-
tilevel heterogeneous model. Discussed routing schemes LEACH, LEACH C, TEEN
are advisable only for homogenous sensor networks. For heterogeneity, let Y x Z be
the number of advanced SNs where Y is a fraction of the total number of SNs. Let
advanced SNs have Z times more energy than the rest of the SNs. So initial energy
of each advanced SN in the network is Ejpitial X (1 4+ Z). Thus total initial energy of
two-level heterogeneous networks could be represented by Eq. (2).

Etoral = Einitial X (1 +7Y x Z) (2)
Pnl . /
Pl ifSnl eR

Thr(Snl) = 1—Pnl.(ro mod ﬁ) 3)
0 if Snl € R
Pl ifSay € R

Thr(Snl) — l—Pav.(ro modm) . (4)
0 if Sav € R”

where, pnl is the probability of nodes to become cluster head, ro is the current round, R’
is the set of SN that have not become CLs within the last 1/Pnl rounds, Z" is the set of
advanced SN that have not become CLs within the last 1/Pav rounds.

2.5 DEEC Protocol

In Distributed Energy Efficient Clustering (DEEC) [21], higher is the remaining energy,
higher will be the chances to become CL. Let AvgE(r) denote the average energy at
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round rd, which defined as in Eq. (5):

total residual energy of all nodes at round ro

AvgE(r) = (5)

no of nodes
Popt Ei (r0) o
AIADECD) if si is the normal node

pi= () . (6)
P"’Etl(:z—w if s; is advanced node

2.6 EDEEC (Enhanced Distributed Energy Efficient Clustering) Protocol

EDEEC is a modified version of DEEC [23]. EDEEC works as a three-level network
based on SNs which are normal, advance, and supernodes. Rest of the work will remain
the same apart from the selection of CL which will be done according to Eq. (10).

Ei(rd).Pq
(14’ (ad+b.kd}))E(rd)
. E;(rd).Py(1+ad)
PU="\ (5m' (ad+b.kd}))E(rd)
E;i(rd).Py(1+bd)
(1+m' .(ad+b.kd}))E(rd)

normal node

advanced node (7

super node

where, md’ = % of advanced SNs.
Py = desired probability of CLs.
kd’y = % of super nodes.

ad = portion of advance SNs.

bd = portion of SNs.

E(rd) = average energy.
The threshold for CL selection T(CL;) is given in (8):

P, :
(1= (rtn moa 1)) P2 M
P .
T(CL) = (I—Pd(rd*dmod ) if pa €M ®)
Py

J eMm
(1 Pa(rte moa 1)) 77
where M’, M &M’” represent group of normal SNs, advanced SNs and super SNs that
have not become CLs within the last 1/p; rounds.

The network average energy can be calculated as:

_ 1 rd
E(rd) = ﬁEmd(l - E) 9

R can be calculated as

E
R — total ( 1 0)
Eround
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The total energy of the network Ey is calculated by
Eiota1 = SN - (1 — md/) -E;+ SN -md’ - (l — md/o) -(1+ad)-E;
+ SN -md’ -md’o - E; - (1 + bd)
=S8N -E;- (1 +md’ - (ad +mdo- bd))
where, SN = total number of nodes

E, = initial energy.
The probability of CL selection for HEERR is given in (12).

( E;(rd).Py )

(14md’-(ad+bd-md}))E(rd)
E;(rd)-Py(14a)

( (14-md’-(ad+bd-md}))E(rd)
Ei(rd)-P4(1+b)

( (14+md'-(ad+bd-md}))E(rd)

* ET normal node

pi = * E7 advanced node

) * ET super node

where, Er is total energy

B Eyec+Becy-d*ifd <do

En(B,d) =
(B, d) {B.Ee,eC+B-eamp-d4ifd>do

Total energy consumed per round is given as,

Erouna = B(zNEelec + NEpa + keampd;:;BS + Nefsdt%)CH)

M M
diocH = \/ﬁ’ dioBs = 0.7657

VN €s M

k=
kY 2 eamp dt%)BS

where k is the number of clusters.

3 Algorithm for the Simulated Protocols

207

(1)

(12)

13)

(14)

5)

(16)

In this work, various clustered routing protocols have been implemented and following

assumption are to be considered.

The sink will have an unlimited amount of supply.
The sink position is fixed at the center.

or BS.
e All SNs are static.

The SN are equipped with power control capabilities to vary their transmitted power.
After a periodic interval, each SN senses the environment and sends the data to CL

The algorithm for simulated protocols has been shown in Fig. 3. And, the criterion

for selecting CL has been shown in Fig. 4.
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Has all protocols
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Fig. 3. Framework for simulated protocols

4 Implementation and Results

In this section, simulation and comparison of various protocols LEACH, TEEN, SEP,
DEEC and new improved protocols such as E-DEEC and HEERR of the same category
have been performed using MATLAB 8.1 based on the parameters like energy efficiency,
heterogeneity level, cluster stability, CL selection criteria etc. For this purpose, randomly
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Network Has
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Calculate Average Energy for
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No -
Stop CL formation

Yes

Out of these X nodes. select a SN as CL whose energy is greater than threshold
and is not a member of CL set.

A

Election as Cluster Leader

Fig. 4. Cluster Leader Formation by Base Station

distributed WSN consist of 100 SN in a 100 m? field is used and centralized BS. Table 1
shows various network parameters.

Figure 5 has shown a plot between SN alive and the number of rounds of different
protocols named LEACH-C, TEEN, DEEC, SEP, E-DEEC,and HEERR Protocols which
conclude that in large network area like the agriculture field where we have to include
more number of SNs, E-DEEC and HEERR protocols perform well as more number of
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Table 1. Network parameters

Parameters Values
Simulation Area (in meters) 100 x 100
Initial Energy Allotted to SN (in Joules) 0.5
Total no. of SNs 100
ETx 50nJ/bit
Erx 50nJ/bit
Epa 5 nJ/b/message
CL Probability 0.05
Data Packet Size( in bits) 4000
Threshold distance(dg) (in meters) 87.7
Transmit Amplifier Energy
Ers 0.0013 pJ/b/m*
Emp 10pJTb/m?>
100
= LEACH-C
%0 —— TEEN
e DEEC
801 — SEP
EDEEC
w 70f HEERR
=
I 60t
W)
5]
B8 507
Z
B 40f
o)
Z 4!
20
101

] 1000 2000 3000 4000 5000 6000 7000 8000 S000 10000
No. of Rounds (r)

Fig. 5. Comparison of LEACH C, TEEN, DEEC, SEP and Proposed Protocols in terms of nodes
alive.

SNs are remain alive at almost all rounds. It has been clear from the figure when all the
SNs of other simulated protocols are dead only 50% of SNs are dead for E-DEEC and
HEERR.

Refer Fig. 6, it can be observed that E-DEEC and HEERR protocols performs better
and showed more stability as compared to other protocols while LEACH-C performs
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Fig. 7. Comparison of LEACH C, TEEN, DEEC, SEP, E-DEEC and HEERR PROTOCOLS in
terms of packets sent to BS
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worst. Figure 7 showed information about how many data packets send to sink over the
number of rounds. In this case, the HEERR protocol transfers more data from CL to
the sink. So PROPOSED strategies are more reliable as compared to LEACH-C, SEP
and TEEN. Hierarchical routing protocols have a certain process to choose CHs and
have their unique architecture and many other parameters to perform a routing process.
Comparison between these protocols based on various parameters like architecture, hop,
heterogeneity level, cluster stability etc. as shown in Table 2.

100 T T T T T T T

w— | FACH-C 1
m——TEEMN
—DEEC ]
— SEP
EDEEC 1
HEERR

Energy Consumption

L L L 1 L L

0
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
No. of Rounds (r)

Fig. 8. Comparison of LEACH C, TEEN, DEEC, SEP, E-DEEC and HEERR PROTOCOLS in
terms of Energy Consumption

Figure 8 depicts the energy consumption per round in protocols such as LEACH-C,
TEEN, DEEC, SEP, EDEEC and HEERR. It can be observed from the figure that
heterogeneous protocols has more stability and optimize consumption of battery as
compared to homogeneous protocols.

5 Conclusion

Cluster-formation-based routing is the best way to archive energy efficiency goal in
hierarchical routing protocols for a large area like agricultural field. In this work, we
have simulated and compared protocols such as LEACH-C, TEEN, DEEC, SEP, E-
DEEC and HEERR. The performances of such protocols are judged by the simulation
results under the various performance metrics. Results showed that E-DEEC and HEERR
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protocols are reliable and energy-efficient than other strategies. Also, it has been cleared
that the heterogeneous approach is more reliable and energy efficient as compared to
homogeneous approach. From the simulation results, we can conclude that HEERR is
reliable because it is sending maximum data packets to the sink as compared to other
routing protocols.
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Abstract. In the overall promotion of network technology, the Internet has grad-
ually changed people’s concept of time and space, made cooperation models and
development content more diverse and open, and laid a foundation for the inte-
grated development of advanced network forces and industrial systems around
the world. In the innovation and development of modern economy, Germany’s
industry 4.0 strategy and the Industrial Internet model of the United States make
the integration development of industrial engineering network driven by big data
get the attention of the society, and the manufacturing industry has put forward
a new production model and development path. Therefore, this article studies in
understanding big background, on the basis of data driven according to the basic
connotation of industrial engineering network integration, clear the basic route of
industrial architecture engineering network integration, and carries on the empir-
ical research about the mode selection, to enhance the competitive advantage of
industrial products, build environment of transformation and upgrading of the new
forms.

Keywords: Big Data - Industrial 4.0 - Industrial Engineering - Network
Convergence

1 Introduction

Nowadays, as an important industrial power, China ranks first in most of the indus-
trial products manufactured in the world. Although China has not reached the status of
an industrial power and the development of all industries presents the phenomenon of
overcapacity, after the innovation-driven strategy is put forward, industrial engineering
begins to accelerate the pace of industrial development based on system and techno-
logical innovation. At this time, the integration development of industrial engineering
network driven by big data has laid a foundation for improving the efficiency of China’s
industrial economy [1-3]. In their empirical research, Wang Honggiao et al. mainly
discussed the development direction of industrialization integration and coal industry
informatization under the background of Internet, found in their empirical studies that
effective integration can lay a foundation for the realization of personalized production
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and manufacturing, collaborative manufacturing logistics, and service-oriented manu-
facturing enterprises. Nowadays, the economic development of various countries gradu-
ally realizes the relationship between “Internet + “ and industrial engineering, and puts
forward relevant concepts in practical exploration. One refers to the industrial Internet
model proposed by the United States, and the other refer to the Industry 4.0 strategy
proposed by Germany. Because the manufacturing industry of the United States and
Germany is more developed and the actual infrastructure strength is stronger than that
of China, the overall development level of the United States and Germany is higher
than that of China. Driven by big data and combined with the industry 4.0 framework,
China deeply explores the main approaches to the integrated development of industrial
engineering network, and actively learns from advanced and mature development expe-
rience of foreign countries, which can not only lay a foundation for China’s industrial
innovation and development, but also obtain more valuable technology systems [4—6].
System to understand the development of industrial engineering network driven by big
data fusion the basic definition, found that in the traditional sense of the manufacturing
enterprises will use big data, cloud computing, mobile communication technology, such
as the Internet, optimization of product research and development production technol-
ogy, guarantee the rational configuration of production elements, the specific integration
innovation system are shown in Fig. 1 below. Regard “Internet 4 enterprises” as associ-
ated manufacturing among manufacturing enterprises, and adjust the production process
through integrated research on the condition of grasping changes in market demand and
enterprise data manufacturing. The final results show that the basic connotation of “In-
ternet 4 enterprise” means that the manufacturing subject applies the existing or new
Internet thinking mode to innovate and optimize the value chain of current INDUS-
TRIAL engineering research and development, production and after-sales service, so
as to improve the individuation and intelligence of industrial engineering driven by big
data. It can be seen that “Internet + Enterprise” has some similarities with Germany’s
Industry 4.0 strategy and America’s industrial Internet. According to the industry 4.0
architecture driven by big data, the development path of industrial engineering network
integration is deeply discussed, the importance of industrial intelligence, synergy and
high efficiency is clarified, and the network technology and production concept of indus-
trial engineering are continuously transformed and upgraded, so as to truly achieve the
expected development goals [7-9].

2 Method

First, we should push forward from downstream industries to upstream industries.
According to the industrial engineering industry chain driven by big data, the closer
the industry is to the downstream and the end user, the sooner the reform should be com-
pleted. Especially in the field of electronic commerce rapid development, the industry
chain downstream enterprises gradually transform the traditional production mode to
personalization production technology, the industrial chain middle reaches of the indus-
try also followed the downstream manufacturers flexible production and the production
of intelligent manufacturing system is put forward, the upstream industry because only
provide raw materials, so the relevant production activities and network convergence at
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Fig. 1. Innovation system of industrial engineering network fusion.

a slower pace. Driven by big data and influenced by the Industrial Internet in the United
States and the Industry 4.0 strategy in Germany, the integration between industrial engi-
neering production activities and network technology is getting faster and faster. The
reason for this change is that the production and operation activities at different stages
of the supply chain have changed. For raw material suppliers, the downstream industries
of the supply chain contain more product types and have a wider integration and devel-
opment approach with network technology. Nowadays, Internet sales is the main form
of early marketing mode innovation, showing a positive advantage in the development
of industrial modernization. For example, an enterprise applies network technology to
the overall production and circulation of products, and establishes a quality traceability
system nationwide. It gets rid of the traditional management mode that only focuses on
downstream distribution channels and ignores raw material supply, and makes two-way
traceability to the overall operation of the supply chain.

Second, high value to low value link transformation. Generally speaking, the value
chain strategy of industrial engineering enterprises contains six links, among which the
low value mainly refers to the intermediate link, and the high value is located at both
ends of the value chain. China’s current industrial engineering development business
is in the manufacturing stage, the overall process needs to invest a large number of
labor resources, but the economic benefits are very low. According to the analysis of the
cuckoo and cantona and others [10], have shown in the Table 1 below industry Internet,
4.0, “Internet + industry” the concept of analysis and comparison, the combination
strategy, to upgrade transformation on the whole value chain, intelligent monitoring
system is proposed using the Internet of things technology, combined with large data
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scientific decision thinking, In order to improve production efficiency at the same time,
control labor input. It is important to note that this penetration is not permanent [10, 11].

Table 1. Comparison of concepts.

Concept | Industrial Internet Industrial 4.0 “Internet plus Industry”

Purpose | Increase productivity and | Improve production We will optimize resource
reduce costs efficiency and reduce allocation and enhance

labor innovation capacity

The target | Big data, sensors and To build a highly flexible | The integration of the
human organic production model of Internet with the
combination, break personalized and digital manufacturing industry
through the boundaries of | products and services, has been further
wisdom and machine, improve the deepened, and the
realize industrial competitiveness of digitalization, networking
production network, German industry, seize the | and intelligence of the
intelligent, flexible and initiative in the new round | manufacturing industry
service-oriented, upgrade | of industrial revolution, have been significantly
key industrial fields, and promote the fourth improved
industrial Internet industrial revolution
revolution

Elements | Three elements: Three themes: intelligent | Four core: intelligent
intelligent machines, products, intelligent production, personalized
advanced analytics, and | factories and intelligent customization,
people production collaborative creation,

user service

Third, shift from local to global synergy. For the integrated development of industrial
engineering network, it is necessary to reduce the influence of scale efficiency on the
composition of enterprise production, and use concentrated scale production to replace
the scale and decentralized regional production. In this context, enterprises should inde-
pendently choose each link to outsource to ensure that product design and production
operation can be efficient; The network platform should be used for collaborative ser-
vices, integrating and researching large quantities of data including the whole life cycle
of products, and then feeding back to sales and research and other links to ensure that
all links can closely cooperate. Thus, the effective path for the integrated development
of industrial engineering network under the industry 4.0 framework can be obtained as
shown in Fig. 2 below:

3 Result Analysis

According to the research results of modern scholars of various countries on the inte-
grated development of industrial engineering network, the development of modern indus-
trial engineering driven by big data should be upgraded and optimized based on the
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Fig. 2. The effective path of industrial engineering network convergence development under
industry 4.0 architecture.

concept of Internet technology on the basis of getting rid of the traditional mode. The
industry 4.0 strategy and the industrial Internet concept both prove the importance of
this new mode, so the following is a simple analysis of the specific mode selection.

First, big data driven. In the changing market demand, network information tech-
nology is more and more mature, industrial engineering product life cycle is shorter and
shorter, product production and sales model has also changed. European and American
countries will gradually transfer large-scale and large-scale manufacturing production
bases to developing regions, while local regions will build personalized and small-batch
manufacturing enterprises. Under the guidance of network technology, this personalized
service mode will be fully popularized. In this context, the industrial product market can
make use of convenient network information technology processing demand, on the
basis of sharing resources quickly respond to market changes.

Second, technology spillover. According to the analysis of the interconnection archi-
tecture diagram of the industrial Internet shown in Fig. 3 below, the sharing and open
performance of network technology enables users to understand the production creation
and basic value of products in real time while deeply participating in the consumption
and transaction links. Nowadays, some enterprises make full use of the Network to com-
municate and cooperate with customers in the process of R&D, design and manufactur-
ing. Traditional enterprise thinking also turns to the open and shared network platform.
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Under the background of the development of industrial engineering network integra-
tion, the development of technology and the integration of a variety of forms to build
the ecological service system and combine the user needs to discuss the development
and manufacture of industrial products and application model, which not only provides
consumers and enterprises to develop more valuable data decision-making information,
also according to the whole process of industrial engineering innovation from multiple
perspectives.

Industrial Industrial
manufacturing service
enterprise enterprise
Information system/cloud - ) Manufacturing
: The Internet Internet enterprise .
platform collaboration
l ' Supply chain Service
n Wired/wireless collaboration collaboration
IT network access network

1 ——

Intelligent

OT network The user
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i i )

Machine 1 Machine 2 Machine 3

In the products

Fig. 3. Interconnection architecture diagram of industrial Internet.

Fourth, fusion lifting type. The service-oriented mode of manufacturing enterprises
refers to the transformation of industrial engineering enterprises from the traditional
production mode centered on manufacturing to the production process centered on man-
ufacturing, providing services and providing solutions. China’s industrial engineering
has put forward the servitization model since the 1980s, but the path construction of
network convergence is too slow due to the influence of traditional thinking. To under-
stand the relationship between the improvement of network technology efficiency and
industrial growth, as shown in Fig. 4 below, it is found that under the influence of
big data driving and industry 4.0 architecture, the development approach of industrial
engineering network convergence will start from two aspects: On the one hand, on the
basis of production specialization, the enterprise’s internal and external operation links
and network technology are fully integrated to promote the importance of service ele-
ments in the innovation collaboration of resource platform. On the other hand, industrial
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engineering enterprises should use Internet technology to improve production efficiency
and pay attention to creating more business transformation opportunities for service-
oriented links, and comprehensively improve the competitive advantages of industrial
engineering. The practical results show that the transformation process of industrial
manufacturing enterprises effectively improves the return on actual investment, and the
application of network core technology provides a new path for the transformation of
manufacturing to service-oriented integration. Under this development background, the
era of invisible service industry is coming.

Overall industrial Mass use

growth

Improvements in efficiency brought about by

technology

The critical point

Fig. 4. Therelationship between the efficiency improvement of network technology and industrial
growth.

4 Conclusion

To sum up, under the background in the era of big data, consumer’s personal habits and
greater changes have taken place in underlying demand, especially in the “Internet +
industry” development mode, the enterprise as the main body of transformation of inno-
vation, to The Times development needs to adjust to the network to industrial infiltration
from put forward the strategy of “two” begins, but real integration is only now being fully
implemented. Therefore, when choosing the integration mode of industrial engineering,
enterprises are required to choose effective countermeasures according to their own
transformation direction in the process of continuous innovation. It should be noted that
the network integration path of industrial engineering should not only be reflected in the
supply and demand chain and value chain, but also be optimized in the enterprise chain
and spatial chain. Only all-round integration development can truly achieve the strategic
goal of industry 4.0 driven by big data. In this process, governments at all levels should
actively mobilize social institutions, such as services, telecommunications department
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participation enthusiasm, cooperate fully with network integration development coun-
termeasures, from all walks of life to strengthen the cultivation of professional talents,
actively introducing advanced technology experience, only in this way can guarantee
industry 4.0 architecture engineering driven by big data can be ordered to carry out the
network integration mode.
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Abstract. With the soaring of global population and the trend of transitional
employment, the amounts of data that human resources practitioners required to
process and decode are becoming unprecedently giant. Therefore, the applica-
tion of big data and artificial technology in Human resources management is an
inevitable trend. Based on the previous research papers on the field of Software
as a Service, this study uses Methods of Theory of Inventive Problem Solving
(in short-termism) to analyze potential innovative methods. Founded that many
existed operational modes are no longer applicable due to the drastic changes in
the internal and external environment of the enterprise. Currently, the feasible and
valuable research direction is to focus on the specific operation module of a certain
function.

Keywords: SAAS - Principal Component Regression - TRIZ - Tobit Regression

1 Introduction

Big data tech include diversified components, this article will introduce the study of
SAAS mode in HRM to illustrate the functions and potential optimizations of this system
to alleviate the work load of HR practitioners.

Relevant academic points are summarized as follow.

1. According to scholar Zhen Zeng [1], the soft ware system design should be based
on the employee traits like gender, age, etc. Besides, due to the continual changing
of organization’s internal and outer environment, the gray scale system should be
applied.

2. Scholar Nasreen Nasar [2] believes that the essence of e-HRM is the data organiza-
tions have gathered should be pre-processed so as to avert unnecessary negligence
and deviation.

3. Scholar Peng Li [3] regards that the criterion of the content firm using big data
technology should not merely concentrate on the quantity of data, and instead should
value the high-quality products.
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2 Contemporary Works of SAAS

The prototype of SAAS is the Enterprise Resource Planning connotation, which is first
put forward at 1990s,emphasising putting all business data in a sole system. A series of
subsidy policies are implemented to encourage entrepreneurs to view digital resources
as vital productive elements to improve working efficiency and optimize the economic
schedule. The latest policy released in May, 2021 is the Statistical classification of digital
economy. This system confers totally different strategic objects to organizations based
on their developing stage. The 4 major objects include fundamental issues solving,
informative construction, analysis specific managerial problems and strategy planning.
In different developing stage of firms, the managerial traits and potential barricades firms
may encountering are usually not same. The specific criterion and indicates could be
referred in Fig. 1.

HR Management Pain Points of Chinese Enterprises at Different Development Stages

strategic

e management goals Analytical management
b Information management
£ transact g g
]
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= :
g Enterprise
S development stage
|
Early stage of growth period maturity stable period

development

Fig. 1. Managerial key points of enterprises in different development stages

Main reason for firms applying e-HRM is to make a accurate evaluation of the
performance of employees and searching for potential employees at the lowest cost.
A case in that is firms could use the technology to make a comparison of outcome of
employees in same industry. With the application of the 360 degree assessment and
Balanced Score Card assessment in SAAS system, a series of evaluation standards like
historical standards, standards of excellence are generated in the ERP system. Then
supervisors prone to adjust their management strategy based on performance score given
by the ERP system rather than the analysis results of financial statements. Reason for
this phenomenon is that the work performance data is updated more frequently, thus
enable enterprises to better cope with environmental changes. Apart from the managerial
reason, firms apply the system so as to earn great reputation and propagate themselves.
Consequently, talents are attracted to join in.

3 Data Analysis

3.1 Data Source

This paper get the data from the authoritative investigation institution-iResearch. The
specific digits in the report have undergone various tests and have been proved to be
reliable. Since the Reliability and Validity is excel to the standard value.
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This part include the analysis of digital economy scale and it’s share of GDP. The
proportion of labor force, rate of workers engaging in the tertiary industry and the
CIER rates in CHINA the market scale of cloud computing and the using rate of cloud

computing.

(1) digital economy scale and it’s share of GDP.

The analytical method I take is Principal component regression, namely, setting the
digital market scale as the dependent variable(y) and it’s share of GDP as the vari-
able(x).The calculation steps are: @ reconstruct the linear combination, the specific @

delete the variation in the new combination.
Specific equation are presented as follow.

Regression equation:

Y =

Y
Y,

e

Y1 Vip o Vip
V21 Y22 - Vop

Ypl Vp2 = Vpp

Yi=y/X, i=1,-,p

Correlation coefficient:

oYk, Xi) =

Spectral decomposition of matrix:

Ak
— Vi
1

1

P
> P2 X) =1

k=1

Practical statistical data and deep analysis (Table 1).

Table 1. Analysis of variance table

(D

2)

3)

Source of variance Sum of squares df Mean square F Value p-Value
Regression 948.4788 1 948.4788 53.7262 0.0007
Surplus 88.2697 5 17.6539

Total 1036.7486 6 172.7914

From Table 2, we could figure that the p value is inferior to the standard value
0.05,thus the factor is significantly related.
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Table 2. Model fit analysis

R 0.956483
R2 0.914859
Adjusted R2 0.947539

The 3 R indicates in Chart 3 illustrate that the model is well structured with little
deviation.

The regression equation: y = 4.717481 + 0.957514x, we could find that the rela-
tion between Variable and dependent variable is positive. Therefore, we could make
reasonable conclusion that this industry do deserve our investment.

(2) The proportion of labor force, rate of workers engaging in the tertiary industry and
the CIER rates in CHINA.

In this part, the big data tech we apply is principal component analysis. The difference
from the technology we used in the first data set is that this tech don’t require set the
dependent variable (Table 3).

Table 3. Correlation coefficient table

Correlation coefficient X(1) X(2) X(3)
X(1) 1 —0.6937 —0.8915
X(2) —0.4779 1 —0.5804
X(@3) —0.8335 0.1167 1

Variable explanation:

the X(n) n = 1 to 3 refers to rate of workers engaging in the tertiary industry, CIER rate
and the proportion of labor force respectively. The sign of digits reflect the negative and
positive correlation of variables. We may discern that the X1 has negative correlation
with the other two indicates. Therefore, we could make following conclusion: If the
overall employment prospect is undergoing continual deteriorating, then the possibility
of people engaging in service industry is soaring and the quantity of labor force is
escalating.

(3) the market scale of cloud computing and the using rate of cloud computing, in this
mode, I'll take the Partial least squares regression method to analysis. The axiom
of this method could be referred in Chart 5.

X =7PT +E “4)
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Y =UQT +F ©)

Among them, X is the estimatation matrix, Y is the Response matrix.

The corresponding regression equation (Table 4):

Y=X§+§ (6)

Table 4. Estimated values of model Ti, UI and dependent variation.

tl ul yl

—0.8941 —0.8802 54.6206
—0.1858 —0.2071 58.7239
1.0799 1.0873 66.0556

relevant variables listed above (Table 5).

Table S. Sum of squares of model errors after data standardization

group yl R2
cl 0.0007 0.9996

Since the determinable coefficient excel than the normal standard value. Thus, this
model could be considered reliable.

The regression result y = 46.081322 + 0.012322x.

Variable interpretation: in this trial, y refers to using rate of cloud computing, x refers
to the market scale of cloud computing. Then we could make further conclusion: the two
indicates are correlated. If the government want to improve the using rate, investing in
fields that improve the quality of cloud computing might have better effect of escalating
the using rate.

3.3 Micro Analysis

In this part, I will test the relation between total funding events and vital events of
SAAS (the vital one refers to the funding amount which is above 0.1 billion) as well as
the market scale and increasing rate of SAAS. This part, I’ll take the method of tobit
regression. Relevant equation can be referred as follow.

vk = B'x; + ui,

yix = Vi ifyix >0, (N

yik = 0 ifyi* < 0.
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normal edition
y = max(0, B'x; + u;) ®)

the simplified version.
In this trial, we set increasing rate as the dependent variable, other indicates as
independent variables.

Table 6. Outcome of the trial.

Equation Standard error | Wald chi square | P value |95% confidence

coefficient interval
pO | 81.1685 1.9297 1769.3204 0.0001 | 77.3863 84.9506
pl | —0.3594 0.0247 212.2834 0.0001 | —0.4078 —0.3111
p2 | —3.377 0.2119 253.9626 0.0001 | —3.7924 —2.9617
p3 | —0.5434 0.034 254.9675 0.0001 | —0.6101 —-0.4767

From Table 6, we could figure that the p value is far below than the standard, thus we
could assume that the parameters are significant. The regression equationis y = 81.1685—
0.3594x1-3.377x2-0.5434x3.The x1, x2, x3 is correlated while they have negative cor-
relation with y.variable explaination: x1, x2, x3 refers to total events. Vital events, scale
respectively. The y refers to the increasing rate.

3.4 Conclusion of Analyzing

In the strategic level, we should realize that priority should give to the improvement of
quality of cloud computing rather than the scale. Indeed, we can’t deny that improve the
scale of cloud computing can also optimize the industrial structure. Since the competition
in labor market is still fierce, developing the tertiary industry could be a therapy to solve
the embarrassed dilemma. For one side, a well-developed service industry could meet
consumers’ personalized demand. For the other, the tertiary industry could absorb more
surplus labor force since the threshold of this industry is not as high as other industries
which require science backgrounds like the semi-conductor industry.

At the executive level, we should first realize that the SAAS industry has entered
the stage of diminishing marginal benefits. Solely invest capital can hardly improve the
market scale. As is depicted in the below chart, the current stage the SAAS industry at is
the second phase. In this stage, though the total production is still rising, the increasing
speed, instead are declining gradually. Apparently, the SAAS industry is at the second
stage. The two main object for practitioners, especially for mangers are improve the
working efficiency so as to reach at the outcome of “MR = MC” and find feasible ways
of innovation or upgrading the products (It’s prerequisite is that the product is still at the
early stage of it’s product life circle. If not, managers better to lead the group to invent
new products) (Fig. 2).
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Fig. 2. Relation curve of TP, MP and AP

4 Methods Improvements Which Based on the Previous Study

4.1 General Guidelines of Improved Modes

We could quote the TRIZ conception as our guideline of innovation. The theory which
was put forward by Altshuller, giving us various basic traits of innovation and some
duplicable measures with almost no threshold, for instance, embed technology from
other disciplines into current field, converse multiple dimensions of a specific object
into a curve, etc. The essence of this theory is to jump out of the limitations of the
disciplines and absorb advanced conceptions of other fields to give birth to a brand-new
Interdisciplinary or make astonishing achievement. The HRM has six significant modes,
planning of human resource, recruit, training and developing, performance regulation,
income regulation and work relation management. This article will innovate current
academic methods of SAAS system under the guidance of TRIZ theory.

4.2 Renovation of Existed SAAS Systems or Conceptions

Planning of Human Resource. Scholar Lauren [5] points that we could quote the
past data of transactions to estimate the potential business scale of the future and thus
establish a simulated sand table system. In this article, we will use the random forest
technology to renovate it. Namely, taking the bootstrap method to resample, putting
back the duplicated samples to set brand-new sample sets. Then form the new random
forest based on the previous outcomes, the form of classification is based on the scores
of classification trees. Typical classification trees application in HRM planning could
be referred as follow. In the practical operation, we could set and alternate a series of
assessment indicates to probe the most significant indicates of estimating the human
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resource requirement. Through professional calculating software, we may also acquire
some indicates of key deviation. We shall take these indicates to judge the fitting degree
of different estimation models, for instance, SVM or Classical discrimination, etc. After
testing all the relevant indicates, then we could do the trial of multiple regression analysis.
The vital detail of this process is that we might take diversified linear form to ensure our
p-value (or f value) is below the standard value and our R*2 is higher than the standard
value so that our overall estimation model could be reliable in both parameters and the
overall curve. (IDL refers to indirect employees) (Fig. 3).

IDL or not?
YES NO
—_— Meet basic
Equipped with performance
vital skills? requirement?
YES NO
YES NO
. . .
Don't need Need Y, L
recruitment recruitment Don't need Need
recruitment recruitment

Fig. 3. The Logic diagram of automated employment judgment

Recruitment. Scholar Bo Zhao illustrate that firms could recognize the potential human
resources requirement due to the change of payroll list. Besides, the inventory store
could also reflect the human resources situation. If highly-skilled employees are well-
equipped, then the zero inventory mode may be well implemented. Unnecessary waste
and depreciation could be averted. His proposition is mainly relied on the application
of ERP system. Actually, this operational mode could be successfully implemented in
large enterprises or consortiums. But for small and medium sized firms, they can’t afford
the high price of system like SAP. Thus, this article will introduce following measures
for small-sized firms. To begin with, focus on the exploitation of low code or even no
code platform. Since the overall coding level of small-sized firms can’t compare with
that of listed companies. The custom group of these firms are always changing, thus low-
threshold software could cut the training cost and the exploitation cost. Besides, lease
the cloud computing system of large firms like Baidu. For one side, they could absorb
the advanced conception of data management from using the service. For the other, it
could lower the risk of artificial mistakes by the personalized pre-control service from
these developer. As a consequent, the firms using them could have less risks of paying
a fine as well as propagate themselves.

Training and Developing. Scholar Qi Feng put forward the renovative method of giving
training opportunities to employees based on the analysis results of faculty matrix. This
article will introduce the game theory to renovate this method. We assume that the effort
and passion employees input in working place are based on their opportunities of being
promoted (people with high risk are keen on presenting high ability). The below chart
will demonstrate the gamble between employee a and b. Set Xi as the risk of employee
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A being promoted and set Yi as the risk of other employees being promoted. If Xi >
Yi, one can easily estimate that A will exert more effort to be distinct from others to
get promoted. If Xi < Yi, A may have two options: (1) work harder to leave a deep
impression to his supervisor (2) opt idleness or thwart B to get a outstand performance.
Assume every options have the possibilities of 50%, then we could estimate that if we let
employees know their probabilities of being promoted. Then, the employees with highest
rate of being promoted will have 75% probabilities of paying hard works. The further
renovation is that we shall let employees know the quota of promoting every month.
The indicates should always modified according to the performance of employees last
month.

Performance Regulation. Scholar Sadaf Aman [13] regards we could add dimensions of
community protection in grassroots staffs’ KPI, she emphasis taking both tangible and
intangible assessment indicates to encourage employees to take environmental friendly
operational modes. The modification measure I'll take is to take Symmetry test. Due to
the global economy wave, employees are constantly from different culture background.
Thus, they have different motivations of work, thus ethics-oriented objects may not
always effective. Therefore, organizations could empower the grassroots HR Specialist
the authority to test different staffing combinations. The axiom of this test mode is
Correlation test. The equation is

Z X —X)(Y; = Y)
;= i=1 (9)

Y X~ X230 (v — T
i=1 i=1

We could use the r value to test the extent and direction of diversified variables are
related. For those positive odds, we may put employees with these traits in a same team
to alleviate contradictions and motivate innovations. For those negative odds, we should
try to separate the two group. If conditions are not allowed, we shall train both group
to put themselves in others shoes to overcome the cultural shock. Then the follow-up
training object is to let them realize the significance of sustainable indicates and mix them
into their performance indicates. More important, the weight of the indicates should be
moderate, not very tiny. Scholar Ramona Zharfpeykan put forward that firms of different
size have different evaluation of GRI standard, the application of BSC is not common in
small and medium sized firms. As a consequent, they pay less attention of environmental
protecting issues. The driving reason of this phenomenon is that solely listed firms are
forced to publish financial information and accept more censorship. In this article, I will
combine the method of Intermediary model and 360 degree assessment to renovate it.
Due to the division of labor, large amount of employees are expert of their own field,
many of them have no basic understanding of other colleagues’ work duties or skills
required. Thus contradictions may be triggered due to role conflict. Since the inter-
discipline employees are rare resource, training one or attracting one this kind of talents
are usually costly to firms, especially for firms without affluent cash flow. Therefore,
a wise and cheap measure is to extract a grassroots employee, usually the employee
with well communicative skills and a great reputation to dedicate in studying the overall
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operation structure of the firm. The performance object for this vital position is to co-
ordinate the working process and promote the interpersonal relations of other employees
so as to improve the working efficiency and lower the turnover rate. The evaluators of
the coordinator will include his supervisor, inferior, colleague as well as the counterpart
both inside and outside the firm. The specific operational structure could refer Fig. 4.

Mediator Colleague

- # mediator: Mediator

+ register (Colleague colleague): void + setMedium (Mediator mediator): void
+ relay (Colleague cl): void + receive (): void
A +send ():void

" 57

—  /

ConcreteMediator ConcreteColleaguel ConcreteColleague2

- colleagues: List <Colleague>

+ register (Colleague colleague): void + receive (): void + receive ():void
+ relay (Colleague cl): void [ + send (): void +send (): void

Fig. 4. Operational structure of colleague relation.

Income Regulation. According to scholar Yewande, the high-end talents are suitable
for using the mode of paying by the specific service he provided since firms can hardly
find their substitutions. Besides, if high-end talents could opt their working content
on their will then, we can forecast that large proportion of talents may dedicate in
cutting-edge jobs, thus large promotion opportunity may leave to the middle and low
end talents. The overall applied technology and market structure of the society may thus
improved gradually. This article will apply the technology of substitution effect, we set
the salary choice autonomy of the high-end employee as the product A, the quantity of
outstand middle-end employees as it’s substitution. Since the continual popularization
of educational resources, the high-end talents may eventually enrich, therefore it’s not
wise to permanently enable employees have a high degree of freedom in salary selection.
We shall adjust the salary condition based on the whole talent reserve constantly. The
SAAS developing duty for HR department is to import the relevant statistical data into
the entrepreneurial data-processing system and assess the high end talents reserve of the
firm and whole society. The schematic diagram could be referred as follow (Fig. 5).

Scholar Flores regards that mangers could assess the growth potential of employees
by analyzing past data and make internal and outer comparison. Besides, the salary raise
circle should be vary from employees to employees. The period should based on the
score of growth capability evaluation, for those high potential employees, the period
should be as short and changeable as possible, for the other, the time should be stable
and moderate. Since motivating input in them may bring more paybacks. This article
will apply the Endogenous economic growth model to innovate the exist conception.
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D X

Fig. 5. Indifference curve of Employee allocation

In specific, we could assess the potential by the ability of technology innovation of
employees and take factors like economy improvement and government policies into
considerations (usually as the variable) to test the significance of these factors to the
turnover changing of the firm. The reference diagram of the model can be referred as
follow (Fig. 6).

O E—O

(e} #2)
o’
2[R . Uu)

Fig. 6. The adjusted endogenous economic growth model

Work Relation Management. Scholar Gadi Nissim thinks that with the development
of cloud technology, employees are no longer need to work at a specific office. They
could now work at home to reach a work-life balance. However, the problem is that the
work they undertake are more of non-standard and they are having a risk of cooperating
with robot colleagues. The Labor Union are losing it’s effect. The burgeoning Al-tech
Ethics committee are undertaking their role. The low-end employees may face the crisis
of being employed. My renovative suggestion to his theory is to pervasively develop
and apply the no-code platform. Since consumers usually have different backgrounds
and different demands, the fixed programmed setting may not meet their requirement.
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Besides, the excessive number of unemployed workers may cause the society to be unrest
and sabotage phenomenon may thus triggered. While with the no-code position becom-
ing pervasive, hi-tech firms could absorb large amount of unemployed labor force. It can
not only consummate their algorithms but also cultivate their potential consumers. Since
employees are incline to choose the products made by their own company rather than
that of opponents. Another managerial thought is to choose the potential employee from
enthusiast of your products. This kind of employees are more likely to do Organizational
citizenship behavior, like helping colleagues, consumers and figure out way to update
the technology or overcome flaws of the products. What’s more, they are more likely to
propagate the product of their firms in their social platform autonomously.

4.3 Conclusion of Renovations Above

The application of TRIZ conception in HR SAAS system design has a huge room for
development. The global and domestic statistic data of seeking financing for building
SAAS system could help to explain why this field has strong vitality. Current theory on
SAAS innovation mainly concentrate on mixing one specific technology with SAAS,
while the application of Interdisciplinary like human resource accounting, Physical Eco-
nomics are still not very common. Thus, we could make reasonable assumption that
cross-discipline application in SAAS might be a potential developing trend of this field.
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Abstract. The Phase-Locked Loop (PLL) is a feedback system used for the syn-
chronization of signals in terms of frequency and phase. It is configured in digital
communication, Bluetooth, mobile transmitter, etc. Many analog and mixed tech-
niques have already been proposed with the advancement in time, but design time
is much more for that. An ADPLL implements all the major blocks of the PLL
in the digital form. The most challenging task is to design a fast locking ADPLL
with a small area and low jitter. In this paper, a detailed study of each block of
ADPLL architecture is presented and what changes were incurred in these blocks
with the advancement in the research and their pros and cons. The comparison
of best ADPLL in terms of their parameters and the techniques used in them is
discussed.

Keywords: ADPLL - DCO - Biomedical - Signal Processing - Phase and
Frequency Detector

1 Introduction

1.1 When the Concept of PLL Come into Being

In 1923, Edward Victor Appleton described the automatic synchronization of triode
oscillators, which is the essential element of radio communication. In 1932, Henri de
Bellescize described the feedback phenomena for the automatic correction in phase and
frequency of the local oscillator in a French journal L'Onde Electrique [1]. In 1969
Signetics introduced a monolithic IC of Phase Locked Loop (PLL), which multiplies
the applications of PLL.

PLL is an extremely versatile circuit. It is a closed-loop system that is used for the
synchronization of the phase and the frequency of the incoming signal and the reference
signal. It is locked when both signals phase and frequency match with each other. PLL
used for clock generators, data conversion, and frequency synthesis have low jitter or
phase noise [2]. It also found application in the microprocessor, clock recovery circuits,
digital signal processing of video signals etc. (Fig. 1).

There are three main blocks of the PLL, namely, phase detector, loop filter, and
oscillator. Depending upon the nature of designing of these blocks, PLL is classified
into four categories presented in Table 1 [4].
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Loop Filter

Output Signal
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Fig. 1. Basic building blocks of PLL [3]

Table 1. Different types of PLL

Type of PLL Phase detector | Loop filter | Oscillator

Analog PLL Analog Analog Voltage Controlled Oscillator (VCO)
Digital PLL Digital Analog VCO

All Digital PLL | Digital Digital Digitally Controlled Oscillator (DCO)
Software PLL Software Software Software

The hardware PLL can be implemented in discrete or integrated technology, and
the software PLL is not discussed here. PLL is a complete analog circuit. The advance-
ment in the technologies led to a reduction in the die size. To build a complex analog
system is difficult, and with that it is not possible to achieve the desired accuracy [5].
Analog circuits also have problems with more power consumption, large leakage cur-
rent, dependency on technological issues, and operating conditions (process, voltage,
and temperature) [2, 6]. Hence, analogue circuits are replaced by digital circuits. With
the change in technology, the primary issue for the analog PLL is the ample designing
time. Then the digital flow has significant advantages of simple tune, higher accuracy,
availability of digital route, predictability, low cost, the low power consumption etc. [5,
6].

Hence, ADPLL is considered to be a good option. A manual layout design effort is
very difficult during the whole design period which is the long-time. Some synthesized
ADPLL were recently proposed to shorten this design time. The custom Application
Specific Integrated Circuit (ASIC) design for few hundred quantities is too expensive.
Therefore, Field-Programmable Gate Arrays (FPGAs) plays a vital role because they
offer the speed, density, and computational power which are otherwise only achievable
with ASICs [7]. Hence, for the synthesized ADPLL, FPGA is chosen as the platform
but had the problem of poor phase noise, limited frequency tuning resolution, and large
reference spurs [2].

The paper is arranged in the following four sections. The second section discusses the
ADPLL architecture in detail, and how their main three blocks are introduced till date in
detail, the various designing parameters of the ADPLL are discussed in the third section,
the fourth section compares the best ADPLL in terms of their performance parameters,
which is followed by the conclusion and future work.
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2 ADPLL Architecture

To achieve a low voltage operation, low power consumption, and less sensitive to the
noise, all-digital implementation presents the great opportunity [8]. It is the circuit that
receives areference input and generate the output signal in phase with the reference signal
after performing some control operation over the input signal. Output signal frequency
is programmable, rational multiple of a fixed input frequency.

ADPLL has three major blocks: a phase detector, a loop filter, and an oscillator and
all the three blocks are digital in nature. The fourth block, i.e., divide by N counter
is required only when the frequency of the generated signal is much higher than the
reference signal. The basic block diagram of ADPLL is shown in Fig. 2.

Ur, @
Uy, @1 ' Digital Phase Uqg Digital loop Ur . » 2
> S > s > DCO >
Detector filter
A
U,
Divide by N
Counter <

(optional)

Fig. 2. Basic building blocks of ADPLL [3]

Digital Phase Detector receives an input signal u; having frequency of the signal w
and feedback signal uy with frequency w; and generates a difference signal ug. This ug
is the input to the digital loop filter which removes the high frequency component and
noise from it and generates a signal us which is the filtered output. This ut is the input
to the DCO and generates a high frequency signal from the received input signal. The
output signal uy  is either having the desired frequency, or greater frequency than the
desired. If the DCO output signal frequency i.e. w; is greater than the desired output
frequency w» then divided by N counter is introduced in the feedback path otherwise it
is not required in the circuit.

2.1 Phase Detector

The phase detector (PD) is the comparator that produces pulse width modulated (PWM)
signals representing the phase difference between the two signals viz. Reference signal
and frequency divider output. It is said to be locked when both signals match with
each other in terms of phase and frequency. There are different types of phase detectors
available in the literature so far. They are listed below in Table 2, along with their pros
and cons.



241

All Digital Phase Locked Loop (ADPLL) and Its Blocks

(panunuod)

uondwnsuod
DdL Iomod mof pue ‘owm)
31q 9[SuIs SB UMOUY OS[Y Sunyoen Aouonbaij MO[S | POYOO] PIONPAI ‘SSAUWISNQOY d Sueg Sueg [01] TR UIT H'S 8
sorouanbaiy
[Te e Quo ST ures si
s[eugis axmyeapenb
xa[dwod s1 210 IYOIY aseyd-om] aJeIoURD) | (d WIOJSuen JAq[TH 159g “H pue[oy L
JINOITD ndjno oy
J01e1RdWOD © A[[BOISEq ST Ul pueqpeap e s1 I1y[, ‘g
1] ~on3o[eue 2q prnoys nduf | Jsey a3ueyd jouued ndinQ ‘| d Suisso1d-0197 1s9g “H pue[oy 9
dogg—drpq
91e1S MO0 ISB) AIOA T { pa1o33in-a3pe
uonedrssip 1omod sso7 °| Jiqnog 1s9g A pue[oy S
SINOID
KI9A0091 BIEP PUR YOO[O 93uer armdeo
SSO[ 90UQIRJaI I0J PAs) Kouonbaiy oy asearouy dAd reuoneioy TeRuay) ‘L g ¥
SISQUJuAS Aouonbaiy
pUB UOTJRZIUOIYOUAS werqoid auoz pee( ‘g a3uex (4d) 1019939
YO0[0 10} pas) uonod3far asiou 1004 °| Supyoen Aouanbaiy o3re | Aouanbaiq pue aseyq BT [ €
[enuass? Sursstw 9q p[noys
jou st ANowwAs [eu3IS | [BUSIS 90UAIJAI JO [OAD ON e1ep Jo AJ[IqRI[oI pOOn) dorg diyg—3Ir 159 d pue[oy z
SIINOIIO AIQA0DAI 93uex jno [nd
3O0[0 pue BJEP UI PAs() "7 | pue d3uel UI-j00[ Jo[[ewWs 7
soAem a1enbs [eorowAse sarouanbaiy
9q prnoys s[eusIs | oo ordnnur 03 Yoo | uonoala1 asiou poon) MO-Xd [6] T QT [ 1
RN Nile) so1d sadAg, joyny | ‘ou-g

s.dd Jo sedA1 Juaryiq *z AqeL



L. Yadav and M. Duhan

242

(panuguod)

a8pe SuneSedoid

9} UO YOJRWSTW JO 103JJ9
Sunenuwnooe £q pue sour|
Kepop uoneSedoid ay) £q
poywuy st o3uel orweuA(J ‘¢
pasn SjuQWAd Ae[op

Jo g 1oddn ue st 19
0s ‘Seare 93Ie[ SAWNSUOD
aui| Ae[op 3uo ‘g
uonnjosal

Qi) Y} SHWI] JUSW[

Juo jo Aefop uonededoid | orduurs st a1monns ayJ, DAL yseld [L1-S11 €1
T1d astou aseyd
SS[ JOPIAIP 10J 9[qBINS pueq-ur mo[ pue romod mo ad amuredy [y1]1 TR D " il
KI19A0091
BIEP YO0[0 J0J A[qeIINg d Teaur] djel 103reng) [€1] Te uel, 'S ‘A 11
QUOZ pur[q 2ONPOIIUI SIPOU
[eUIONUI JO WD) dFIeYd-dI] d peseq yore] [T1]Tewuayd ‘H'M (021
J3uel oO1IWRUAD AU} SISBAIOUL
‘s10re[NWNOOE aseyd
Jo yiSu9[ piom Fursearou] ‘g
door oy ur ad peseq
uononponur Jnds SPIOAY " | 1030eIqNS ONQWIPLIY | []1] ‘T8 10 D[smazsels ‘g 6
RN Suo) soiq sadA, oyny | ‘ou s

(ponuiuo2) *g JqeL,



243

All Digital Phase Locked Loop (ADPLL) and Its Blocks

(panunuod)
T'1d 94} JO Inoraeysq
Sunyoo[ a3 uo spuadop JNOJ pooD) ¢
yorym YsI[qeIsa o) sI ures SS9[
I9)I9AUOD QUTJ 0} 9SIR0D) st uondwnsuod 1omod | DAL 2ur] 95180 [€2] Te 10 suewaLog “f 81
sAke[op paxmbaz s139s9y ON ‘7
uone3edoid [eomowwAse urp DAl dul|
UM JUQUWIR[ Ae[op a1Inbay] | Aefop auo A[uo saxmbarj *1 | Ae[op SurjuLys asing [z2] Te 10 101dzS Y L1
OdL ?yt jo
93uel orwreUAp Ay} UI UAD
qJow SI 9SI0U [BWLIAY], T
paxmbar q3uer orwreuAp 931eT 7
QIe soul] Ae[o oM, T opduurs st axmonns YL, '| DAL Jury JotuIop [17-611 91
93ue1 orweuAp
Y31y © 9A9IyOR 0} pasmbal
are saui] Ae[op Suog ‘¢
J[qe[eos A19A 10N 7 DAl ysey 01 paredwod
1931R] uonn[osal Y31y g odlL
st uondunsuod 1emod | orduurs st o1jonms Ay, °| qur] Ae[o(] JOTUIOA ‘Te 39 uouoyyey ‘q 'L ST
JI0yS A[oWwanxe | 10119 AjLIeaul] J1[oAd [[ews
dpew 2q jouued SulI YL, 7 0JUI SAJB[SUBT) JUIWI[D
JUSUId[e AB[op 9y} 0} Keop JO YoJeWSIA "7
PpalwIIf ST UONNOSAI AWIL], ' | BaIR $S9[ AdnooQ | DAL Aefo(q Sury ‘Te 1R Ye[oN " ‘N MV 1
RN suo) so1q sadA, oyny | ‘ou s

(ponuiuo2) *g IqeL,



L. Yadav and M. Duhan

244

[9AQ] OB Je JUSW[ Ae[op
Quo jo 3ur[330) 0) pajwi|

JUSIOLJH 1oMmod “§
9[qeIn3yuoody ‘g
BOIR UL [[BWS pUB

st uondwnsuod 1omoq Jrqeuowrdrdur Afiseq ‘| DAL Sum yse[ [£2] Te 19 eyueAld D w
sreusdrs jo Surpduresiono
syiwred A3oouyo9) Ji worqoad o3eye9] a31eyD uonnjosal IYIIH DAl SurduresionQ [92] ‘e 30 10AeenS "7 "IN 12
WRISAS Ay} Ul AJLIeauI[-uou uonnosal | D] uonewrxoxddy

Sppe SA®[Op UI [OJBWSIIA Ke[op a1e3—qns Ay JAISSIONS [sz] Te1e Suny) unkeyq 0T

paxmbar

Quir) peap 931e] Y[, ‘7

swapqoid Ayureaur|

pue )asJjo ‘ures woIy PAASIYOE 9q UL

Jopns szoyrdwe SWI], ' | Uonnjosal swn auy A10A v | DL Sutkjijdwe swiy, [¥2] 61
RN Suo) soiq sadA, oyny | ‘ou s

(ponuiuo2) *g JqeL,



All Digital Phase Locked Loop (ADPLL) and Its Blocks 245

2.2 Loop Filter

This block is used for suppressing the noise and high-frequency component present in
the phase detector output and provides a control signal to the DCO. Not all digital phase
detectors topologies are compatible with all types of digital loop filters. The inputs of
the digital loop filter select which type of phase detector can be used with it [3]. There
are two main functions of the filter. First is to determine the stability like how fast the
loop achieves lock state, the range over which the loop can achieve lock etc.. Second
is limiting the ripple appears in the phase detector output. There are various types of

digital loop filter listed in Table 3.

Table 3. Different types of loop filter

S. no. Author Type Pros Cons Remarks
1 S. Moorthi UP/Down The design and | Output pulses do
et.al. [28] Counter circuit are very | not contain any
simple information like
the magnitude of
phase error
2 Roland E. K Counter It is suited only Most widely
Best for EX-OR and used
JK—FF PDs
3 Roland E. N before M Non-linear
Best performance
4 Imran Ali et. | Digital Handle 1. Complicated
al Filter low-frequency architecture
signals 1. Requires a long
accurately time to design
2. Versatile in
processing the
signals

2.3 Digital Controlled Oscillator

It generates a clock signal, and the generated signal is feedback to the input of the phase
detector. The comparison of the signals continued until the signal is locked. It is the key
component for an ADPLL, which dictates the maximum frequency, the frequency range,
and the resolution. For some applications, these features of DCO are the chief consider-
ations. For word signals DCO designing, the main criteria are to provide enough control
word resolution and maintain acceptable jitter. There are different types of oscillators
listed in Table 4.

3 Design Parameters of the ADPLL

The important design parameters for the ADPLL are [3]:
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Table 4. Different types of DCOs

S.no. | Author Type Pros Cons Remarks
1 M. Song et al. Path Delay 1. Small area 1. Not suitable for | Cascade many
[29] Oscillator 2. Wide tuning high frequency logic gates to form
range 2. Phase noise is | a circular ring
poor oscillator
3. Poor linearity
2 R. Fried [30] Schmitt External Formed with
Trigger-based capacitance is Schmitt trigger
current-driven used, which inverter with a big
Oscillator degrades the capacitor and
performance several MOS
transistors
3 J. Dunning et al. | Current 1. Generate 1. The size is large | Implemented by
[31] starved ring different 2. Hardware cost | controlling the
Oscillator frequencies is high various MOS
2. Good linearity transistor. Suitable
for the
microprocessor
4 R. Best Divide by N Simple Structure | 1. Need high
Counter frequency fixed
oscillator
2. Jitter design
criteria are not
good
5 R. Best Increment Good hold range Suitable when two
Decrement and lock-in range input pulses are
Counter available
6 R. Best Waveform Generate Generate only Suitable for
Synthesizer low-frequency sine waves software
signals with high implementation
resolution
7 R. Khalirbaginov | Direct Digital 1. Design is Built with phase
et al. [32] Synthesis complex accumulator,
DCO 2. Requires reference tables,
analogue circuit and a DAC
8 R. Groza et al. Combine DAC | Small area and Frequency tuning | Current starved
and ring low power is trying to inverter stages are
topology based | consumption achieve by used with variable
VCO switching the propagation time
driving strength of | w.r.t. control
the inverter or the | voltage
load capacitance
9 R. Groza et al. Combine DAC 1. The large area | Use passive
and LC tank occupied on inductor
based VCO silicon Frequency tuning

2. Poor quality
factor at high
frequencies

is achieved by
switching ON/OFF
capacitance banks
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1. Frequency Resolution: It is also called as step size, defines the smallest frequency
increment tuning size. It is dependent on the system channel spacing.

2. Phase noise or Jitter: It reflects the signal quality. It is the deviation of the signal
from its ideal position. Phase noise describes the noise in the phase domain, while
jitter describes the noise in the time domain.

3. Loop Bandwidth: It indicates the dynamic speed of the feedback loop. It is equal
to the natural loop frequency or the frequencies in which the open-loop gain is one.
The bandwidth of the ADPLL can be changed by setting the parameters of the digital
loop filter.

4. Power Consumption: It represents the power consumed by the whole circuit. DCO
Consumes the maximum power among all the blocks, so it needs to be carefully
designed.

5. Locking time: It is also known as switching time or settling time. It is the time
needed for the PLL to switch the DCO from one frequency to another.

4 Different ADPLLs Architecture and Their Comparison

Synthesized ADPLLs were recently proposed to shorten the design cycle [24]. Synthe-
sized ADPLL are designed using any of the HDL language and its architecture is shown
in Fig. 3.

Input / Implemented in FPGA \

Reference
Signal Output
Digital Phase and Digital Controlled Signal
. . >

Frequency Detector Oscillator

» Digital Loop Filter

Divide by N Counter <«

N /

Fig. 3. Synthesized ADPLL architecture

This synthesized ADPLL architecture has the advantage of controlling various fea-
tures i.e. frequency range, step, jitter etc. which are dependent on DCO designing. From
the point of power supply, crosstalk and switching noise it proved to be advantageous
[4]. They still have the problem of poor phase noise, limited frequency tuning resolu-
tion and large reference spurs. The minimum capacitance of the standard library cells
limits the frequency range of the DCO which results in poor jitter performance [2]. The
synthesized PLL injection locking technique is adopted in the architecture to reduce the
phase noise performance. Injection locking based synthesized ADPLL block diagram is
presented in Fig. 4. Injection locking signal frequency is near the free running frequency
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of the circuit and it is an external signal. There are different types of injection lock-
ing namely first—harmonic, super—harmonic/sub—harmonic, frequency regenerative,
edge-injection locking etc. It is costly in terms of silicon area and power consumption.

/ Implemented in FPGA \

Input
Reference Output
Signal > o L . Signal
Digital Phase and " . Digital Controlled
. » Digital Loop Filter . >
N Frequency Detector Oscillator
A
Injection
Locking
Divide by N Counter <

N /

Fig. 4. Injection locking based synthesized ADPLL block diagram

Performance parameters of various ADPLL’s are compared in Table 5.

5 Conclusion

In this paper, a detailed progress in research of various blocks used in ADPLL namely
phase detector, loop filter, and DCO are presented along with their advantages and dis-
advantages and their specific applications if any. With the progress in research, the basic
architecture of the ADPLL changes to synthesized ADPLL then to injection locking
based synthesized ADPLL. Every technique is having its advantage i.e. synthesized
ADPLL have a short design period, but they have the problem of poor phase noise and
large reference spurs etc. Injection locked synthesized ADPLL improves the phase noise
performance of it, but at the cost of the silicon area and power consumption. Depend-
ing on the parameter requirement which designer wants to minimize the technique for
designing and implementation will be adopted.
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Abstract. Internet of Things (IOT) platforms can offer effective solutions in var-
ious domains. Logistic warehouse management could be facilitated with the IOT.
Warehouse management activities ranging from critical equipment positioning,
driver guidance, automated and accurate stock counting, pedestrian safety, ship-
ment validation, staff tracking to consolidated view and overall system manip-
ulation can be realized and optimized with IOT. The Cloud solutions applied in
IOT improve the system mobility and integrate many plug-play peripherals into an
organic entity. Also it is possible to run the whole system intelligently in the pri-
vate network with or without internet access. Application Programming Interface
(API) ranging from Message Queuing Telemetry Transport (MQTT), Constrained
Application Protocol (COAP) to Lightweight Machine to Machine (LWM2M) are
applicable and compatible for plug-play peripherals or newly developed applica-
tions. The IOT platform, with the employment of both software and hardware
entities, ensures that the whole warehouse functions automatically and intelli-
gently. Also, this is the prevailing technology applied in the logistics sector. In a
word, within the new world of IOT and Radio Frequency Identification (RFID),
business equipment, devices and processes are creating new efficiency, revenue
and opportunities for the warehouse management.

Keywords: Realization - Smart - Warehouse Management - IOT

1 Introduction

Warehouse management is an essential sector in the supply chain. And it serves as sourc-
ing, storing, producing, packaging and distributing goods. But complexities of warehouse
management often lead to low efficiency in operation, waste of time, labor force and
money. So an effective management is crucial for minimizing cost and optimizing the
whole supply chain. Core warehouse management functions are receiving, stacking,
stockpile, tallying and packaging, and handling goods [1]. And affiliated warehouse
management functions can bring added value, including labor force planning, track-
ing, and terminal scheduling. Cloud severs, IOT communicative devices stamped with
bar code, and RFID formulate the transactional foundation for a warehouse manage-
ment system. The system ensures efficiencies of all work and accurate transmission of
information in near real time through all procedures, and creates efficient, stream-lined
operations.
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2 A Glance at IOT and Smart Warehouse Management

2.1 Internet of Things

IOT employs multi-layer technology to ensure the normal and integral functions of
an organic straightforward provisioning, management, and automation of connected
peripherals within the Internet of Things system. With multiple connectivity solutions,
enterprise-grade surveillance system, and vast data processing capacity, it combines
diverse hardware to the cloud. For customers, an IOT platform bears ready-to-use prop-
erties that greatly expands applications of connected peripherals and realizes scalability
and cross-device compatibility.

2.2 Features of Smart Warehouse Management

IOT-based management system is actually an inventory application that can be used in
many domains, such as logistics, tourism, hospitals, oil & gas, transportation etc. In a
warehouse, the system offers an accurate surveillance of the whole inventory process
through the whole supply chain and improves the efficiency of warehouse operations
including receiving, stacking, stockpile, tallying and packaging, handling, etc. With data
flow, all labor force activities and equipment operations are traceable and visible. As time
goes by, further rectification can be made for the system and it becomes more adaptable
to different use cases according to specific situations [2]. The system consists of a few
both co-related and independent modules, either handheld or autonomous, connecting
the warehouse and the supply chain seamlessly (Fig. 1).

Supply Chain and Warehousing Solution

Baw Code Printers. Fixod Mo untod RFID
WRSIDT

Handhold Computors

Windows Foxed/Vohick
Mounted Computers

Hardeld Computers
Hand-held Computers. WithWWAN ard GFS
and RFD Intonogators

Fig. 1. 10T sketch in the warehouse management

With IOT, a typical smart warehouse management system should fulfill the functions
in the following so as to make the whole system operate efficiently, automatically and
economically.
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Timely alarms. This module gives notifications and/or prevention about any unautho-
rized handling of inventory items. Alarms can be sent in different perspectives: texting
E-mails or messages to staffs, blowing buzzers, flashing red lights, closing doors, noting
the case through cameras.

Freight status notification. This module takes a quick glance at what is coming up at
the receiving gate and notifies the staff involved to deal with the freight.

Freight inspection. The module closely monitors all operations and functions when
receiving freight. Any misfunction or exceptions occurring through the receiving can
be rectified. The staff will be granted with login authorities to manage the system [3].
At the end of the inspection process, each item will be stamped with an identification,
either with a Bar-code Label or an RFID Tag, to record all relevant information about
the item.

Stacking. After cargoes are inspected and labeled, they will be routed to the Stacking
Queue. The module ensures that the freight are accurately put away at their own des-
ignated position according to different item sort-out commands. If a deviation or error
occurs, the system will give an alarm for handmade correction from the staff.

Picking. This module puts goods issue orders in queue and will manage the picking
process automatically or manually. This system makes a picking process highly efficient
for large quantities of items in huge and complicated warehouse circumstances. A novel
algorithm will be run when the system picks any certain items.

Shipping. This module deals with the process before transferring goods to freight
companies. It testifies that the goods shipped should comply with orders. If a mistake is
made in any previous process the system will recognize it in this phase.

Inventory tallying. In this module both quick stock count and inventory audit of
the whole inventory are carried out. And stock counts can be conducted periodically,
daily or monthly. Based on item properties, the database can sort out all items and make
reports on their status at real time. Inventory audit can give data about found, lost or
mis-putaway items. This information helps to boost inventory circulation and improve
the whole warehouse management.

Misplaced location. In the module, misplaced items are located and the capacity of
the warehouse can be fully exerted. This tool plays an important in cleaning up, tallying
and picking.

Inventory positioning. This module helps to locate the where-about of any missing
goods. Data flow, visible records and labels guide us to the cargo we want. When the
staff approaches close to the target, the reader buzzes and detailed descriptions about
the item will be demonstrated on a nearby screen [4]. From the modules, we get pow-
erful management advantages from reducing inventory spending in finished items, raw
materials and articles being processed.

Meanwhile, within the system, all information presented in whatever forms, can
be recognized and transmitted among all devices. All tools drive a future-proofed e-
commerce fulfillment strategy, via a ready-to-use, out-of-the-box software platform.
Warehousing businesses leverage the automation execution capabilities, streamline
inventory management and drive more efficient order fulfillment workflows. Major prop-
erties of a smart warehouse management system can be demonstrated from the following
perspectives:
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Connectability. Connectability focuses on transmitting messages through the cloud
and all plug-play peripherals. It defines how the hardware are connected to the cloud
to carry out different performances [5]. The whole system supports open IOT protocols
for plug-play devices, Message Queuing Telemetry Transport (MQTT), Constrained
Application Protocol (COAP) and so on. It is flexible and tolerant enough and can
comply with all existing IOT protocols. The platform can establish new applications
that work out under any type of persistent or intermittent IOT connections.

Hardware monitoring and supervision. The platform contains series of electronic
and digital hardware, including tangible things, equipment, other entities and so on.
Attributes are also assigned to all store devices and they define and describe detailed
information on characteristics of all hardware. In this way, simple data processing, or
more complex, structural hardware, including a serial of outer peripherals, along with
their own properties can be integrated into an organic system and function smoothly.
Any device that connects to the system has to offer qualifications or credentials, includ-
ing pre-alloted keys, tokens, register or login specifications, certificates, etc. [6]. The
system monitors and supervises all devices throughout their whole life-cycle, from the
provisioning and connectivity events at the very beginning to software upgrades and
final decommissioning.

Data Receiving. Under all circumstances, protocols help to collect data from all
related peripherals. The protocol guarantees reliable data transmission with response
codes, which clarifies the whole procedures of data processing in the system. All device
data collected by the system will be distributed to multiple processing thoroughfares. If
any error occurs during the data processing, disk damage, or processor overburdening,
corresponding alarm will be sent to the device for further adjustment. In this regard,
the device always deals with all data with correct and real-time instructions. Data can
be varied from structured to unstructured, simple digital numbers or text, or key-value
graphs, arrays, charts or nested objects.

Data analytics. The system defines standardized and strict properties to data collec-
tion adapters that ensures data transmission to all databases or data analytic platforms.
Because of the highly modular architecture, any modification to all existing adapters
can be easily conducted. Any raw, unstructured data will be processed and turned into
well-structured time series for easy and swift analytics, structural analysis, visualization,
and so on.

Configuration management. Configuration management is important because it con-
trols the routine device functions, deals with data processing parameters, ensures ana-
Iytics, prescribes flagging, and so on. The configuration management guarantees that all
functions of the platform can be realized smoothly regardless of all arbitrary data struc-
tures [7]. Thus, the configuration data can be processed easily within the system, either
historical configuration data or pending delivery can be traced accurately. An integration
of software and hardware management in the warehouse system can be seen in Fig. 2.

3 The Realization of Smart Warehouse Management with IOT

With an integral application of Enterprise Resource Planning (ERP), Warehouse Man-
agement System (WMS), Radio Frequency Identification (RFID), and other self-
developed software and peripherals, a typical IOT-based warehouse management system
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Fig. 2. Data processing in smart warehouse management

becomes more customized and user-friendly to different use cases according to specific
work situations. The system consists of a few both co-related and independent modules,
either handheld or autonomous, combining the inventory system and the whole supply
chain seamlessly.

3.1 Automated and Accurate Stock Counting

At the beginning, the following functions can be fulfilled: real time inventory manage-
ment, accurate positioning of all items and their united containers. All goods are counted
and audited easily within the system, with readers on vehicles, tags or labels at all items,
optical devices and handheld computers and interrogators, and so on. A typical use case
can be seen in Fig. 3.

Fig. 3. Automated stock counting.



On Realization of Smart Logistic Warechouse Management 257

3.2 Critical Equipment Positioning in Real Time

The warehouse system enables complete warehouse visibility without manual scanning
of goods. The solution is an all-in-one mapping and positioning system that lets work-
ers accurately track vehicles and goods movements [8]. It enables highly accurate and
repeatable indoor and outdoor vehicle location under rapidly changing environments
where localization accuracy, quality and consistency are critical. The Radio Frequency
Identification (RFID) and real time location system technologies facilitate warehouse
management and offer real time monitoring of all process: accurate location, system
operation status and reporting, which can be shown in Fig. 4.

Fig. 4. Real time positioning.

3.3 Pedestrian Safety

The whole plant or warehouse is a workplace, and even the most automated conveyor
system needs safe access. The safety department, the training department and plant
layout need to be involved. Separating and defining work areas and walkways as well
as providing drop-off protection or collision for interior loading and rail docks has long
been a challenge in industrial plants and facilities. The IOT can reduce risk and prevent
mistakes or accidents which bring about losses in the warehouse by early detection
[9]. Sensors in the warehouse can monitor temperature, moisture, and movements of
equipment and pedestrians. Warehouse workers or visitors wearing active tags, once
detected by the forklift or moving machine, the system activates a stop or slow down
of the engine. In this way, timely alarm can be given to both pedestrian and vehicles.
Whether autonomous or manual, the IOT system synchronizes all data in an easy-to-
access network, optimizing the inventory control, labor force planning. The IOT is the
overarching concept that informs how to control all the moving parts of the warehouse,
which can be seen in Fig. 5.



Fig. 5. Pedestrian safety.

3.4 Shipment Validation

Avoiding misplaced cargo on wrong vehicles can prevent loss in time and money, and
the system can help us trace every item and guarantee their precise load on a pallet, in a
container or a truck [10]. The system equipped with RFID readers and Portal Gates can
check it all and automatically and report it to us. Because the smart RFID gates know
the shipment planning, we can prevent two common mis-operations: “mistaken load” or
“missing goods”. A typical use case can be seen in Fig. 6.

Fig. 6. Shipment validation
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3.5 Robots Empower Intelligent Warehouse Management

Technical improvements in sensors and software allow autonomous robots to identify
and avoid human workers or other obstacles and to travel to their destination by the
shortest route, rather than being limited to defined robot pathways. The nimble robots
are instructed to carry parts or finished goods in the warehouse, providing faster deliv-
ery and lower costs [12]. In a warehouse facility or distribution center, robots drive
around picking up packages and delivering them to stations for storing or processing.
For the package-sorting scenario, a Central Scheduler sends commands to robots to pick
up packages from the loading station and deliver them to another unloading station.
The Robot Controller deploys the trajectory based on the positions of these stations, and
generates velocity commands for the robot [13]. These commands are fed to the Plant,
which contains a differential-drive robot model for executing the velocity commands
and returning ground-truth poses of the robot. The poses are fed back to the scheduler
and controller for tracking the robot status (Fig. 7).

Central Robot

Scheduler Controller

Metrics and Status Dashboard

Fig. 7. Sketch of Robotics System Toolbox

The Central Scheduler adopts a workflow chart to deal with package allocation to the
robots from the package dispenser [14]. Each robot carries one package at one time and
is instructed to start from the loading to an unloading station according to the required
position for each package. The scheduler traces the status of all packages and robots.
On basis of robot poses, the scheduler sends stop commands to one robot if it detects
any imminent collision [15] (Fig. 8).

An array of robot controllers is generated for each robot by The Robot Controller
(Fig. 9).

The Plant system adopts the Differential Drive Kinematic Model block to model the
movement of each robot.
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A logical type matrix, logical map indicates the occupancy map of the warehouse.
The facility includes obstacles representing walls, shelves, and all processing stations.
Also loading, unloading, and charging stations are given in xy-coordinates [16].

3.6 Open IOT Protocols for Building Event-Based Workflows

Rule engine is powerful so all complex rule chains can be generated to deal with infor-
mation conveyed through devices and make applications feasible under various use cases
and environments.

Message-The platform can handled all incoming information from all possible
peripherals and events under different rules.

Rule Node--All incoming information can be processed through filtration, transfor-
mation or commands can be executed under various circumstances.

3.7 Conclusion

The IOT technology will make a prominent and profound impact on all sectors of indus-
tries. For an intelligent warehouse system in logistics, the integral architecture and accu-
rate information communication are very important. The IOT-based system can han-
dle a complicated supply chain network by combining cloud servers, Radio Frequency
Identification (RFID), devices and sensors, tags, bar codes, mobility Wifi, surveillance
and other smart connected utilities into an organic whole, which is equally applicable
and feasible by the developers and business stakeholders [17]. Whether we are requir-
ing excellent cargo storage or swift handling solutions, optimization of inventory and
warehouse operations are crucial elements to be considered. An IOT-based warehouse
management system offers a right answer for this logistic sector. Work tasks from receiv-
ing, stacking, stockpile, tallying and packaging, and handling and so on are intelligently
and automatically conducted. Under the IOT platform, effective and efficient opera-
tions are characterized by the following: increases in precision and rapid progress of
order processing, decrease of misoperations in all process, decline in costs of inventory
management, improvement in traceability and efficiency, optimized handling of freight,
reduction over “dead-head” process through the whole management. As a result, intel-
ligent and automatic management is demonstrated in full play within the IOT system:
products are staged, stored according to motion velocity; slotting storage locations are
conducted based on actual usage record then fast moving products becomes feasible;
shelf life supervision is carried out swiftly-tracks expiration and intelligently identifies
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non-conforming inventory operations; industrial standard bar-codes such as 2D sym-
bology are used; mobile solution is realized-easy use of hand held scanners, tablets and
smart phones to execute transactions and track activity; real-time scheduling of oper-
ations including picking, putaway, order staging, dock and container management are
monitored; Enterprise Resource Planning (ERP) system integration, embedded Elec-
tronic data interchange (EDI), accounting, sales orders, Material Requirement Planning
(MRP) and shipping management work both independently and integrally [18].
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Abstract. At present, the bulk cargo wharf in the port mostly adopts winch iron
ox traction loading, which has high failure rate, poor safety, low transportation
efficiency and high maintenance cost in the later stage. In view of the current
situation and problems of winch iron ox traction loading, an integrated unmanned
intelligent traction loading system is innovatively proposed. The system adopts
the structural design of high-performance automatic tractor, combines the devel-
opment of key technologies such as sliding contact power supply, vehicle number
identification, decoupling control, continuous and accurate loading control, and
bridging control, and builds a high-quality communication network architecture
to solve the defects of the traditional iron ox traction loading process, Realize
fully automatic unmanned loading operation. This study can effectively improve
the bulk cargo shipping capacity of the port area, reduce the potential safety haz-
ards in the loading area, and achieve the expected effect of energy saving, cost
reduction and efficiency increase in the overall operation process.

Keywords: Bulk Cargo Terminal - Continuous Loading - Traction System -
Unmanned

1 Introduction

In recent years, more and more old port areas have improved railway transportation
capacity through upgrading [1, 2]. Because the iron ox traction system used the steel
wire rope guide hook to tow the vehicle for loading, and the end weight is tensioned,
the steel wire rope is seriously worn and easy to trip from the guide pulley during the
traction process, the maintenance cost is high, which seriously damages the overall
performance of the vehicle and affects the safe transportation. In order to meet the
requirements of modern railway management and the needs of safe production of port
bulk cargo terminals [3, 4], an intelligent traction system suitable for bulk cargo terminal
is innovatively designed.
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2 Technical Parameters
2.1 Operating Environmental Conditions

Maximum altitude: 2000 m.
Ambient temperature: 20 °C to +45 °C.
Average relative humidity: 95%

Gauge: 1435 mm.

2.2 Main Technical Parameters

The main technical parameters of intelligent traction system are shown in Table 1.

Table 1. Table of technical parameters.

Item Value

Traction weight 5000 t

Driving mode Motor-driven
Maximum speed 21 m/min
Working speed 9.5 m/min
Voltage 380 AC

Power 260 kw

Vehicle weight 200t

Vehicle size 10 x3x42m

3 System Composition

The intelligent traction system is composed of tractor, power supply system, control sys-
tem, communication system and other systems. In terms of system function, it basically
realizes the automatic unmanned loading vehicle, and the process meets the operation
requirements of high efficiency and high precision (Table 2).

4 Design of Intelligent Tractor

The intelligent tractor is composed of vehicle body, traveling mechanism, control system,
power system, braking system, coupler device, etc. Flexible operation and convenient
operation (Fig. 1).
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Table 2. Comparison of application and economy between intelligent scheme and traditional
scheme.

Item Traditional locomotive | “Iron ox” traction | Intelligent traction
Efficiency Middle Low High

Accuracy Middle Low High

Control difficulty Middle High Middle

Running cost High Middle High

Energy consumption | High Low Low

Pollution Middle Low Low

Security High Low High

E ]

1 2 3 4 5

1-vehicle body; 2-control system; 3-traveling mechanism; 4-braking system;5-power system;
6-coupler device

Fig. 1. Schematic diagram of intelligent tractor.

4.1 Vehicle Body

The vehicle body is the key component of the tractor and the installation carrier of
other components. The car body is welded with all steel, the middle beam bearing steel
structure, and the stiffener plate is added at the key stressed parts, which is the main
stressed part of the tractor. The vehicle body is composed of underframe, cab, hood,
counterweight and auxiliary equipment group.
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4.2 Traveling Mechanism

The traveling mechanism carries all the weight of the traction vehicle body and its
accessories. The overall structure adopts modular design, which has good universality.

4.3 Dynamic System

The power is driven by 6 variable-frequency motors to realize two-way drive, and the AC
variable-frequency speed regulation and soft start scheme are adopted. Frequency con-
verter is a combination of frequency conversion technology and microelectronics tech-
nology. It controls the power control equipment of AC motor by changing the frequency
mode of motor working power supply [5, 6].

4.4 Brake System

The tractor braking system is mainly composed of JZ-7 air brake, hydraulic motor, air
compressor, air cylinder, etc. The braking device adopts JZ-7 air brake used by railway
locomotive, which is composed of automatic brake valve, relay valve, equalizing air
cylinder, etc. to apply air braking to the tractor.

4.5 Manual Control System

It is used when the central control of the loading building switches the loading mode
to manual control. Control system the control system is located in the cab, and the
direction handle of the driver controller has forward, O position and backward functions.
The speed control handle of the driver controller is set with O ~ 4 gears. When the tractor
is in traction condition, the gear of the speed control handle corresponds to the different
set speeds of the tractor, which is the speed control mode [7, 8].

4.6 Coupler

The coupler device is composed of standard gondola coupler, guide mechanism and
electric lifting device. The electric lifting device is composed of lead screw, motor,
coupling, etc. the electric lifting device is controlled to rise or fall by operating the front
and rear coupler lifting buttons in the cab, so that the coupler height can be automatically
adjusted within a certain range.

5 Application of Power Supply System

In order to meet the loading operation environment of bulk cargo wharf and the operation
requirements of tractor, the power supply system adopts sliding contact line power supply
(Fig. 2 and Table 3).
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Fig. 2. Sliding contact wire collector structure diagram

Tabel 3. Technical parameters of power supply system.

Item Value

Type Unipolar combination
Conductor material aluminum alloy

Cross sectional area 500 mm?

Size 32 x 42

Maximum current 700 A

Installation length 2 km

6 Development and Implementation of Control System

The control system is the core of the whole intelligent traction system. It controls the
traveling position of the tractor driving carriage to achieve the dynamic response rela-
tionship corresponding to the material flow and realize the functional requirements of
continuous loading in the loading building and intelligent traction collaborative control.
In order to achieve this goal, three measures are taken in the control scheme of the sys-
tem, namely: train number identification control, hook and uncouple control, continuous
loading and crossover control, etc., the overall control flow chart is as follows (Fig. 3).

6.1 Continuous Loading Control

Traction motor Coupling Control. The tractor has 12 wheels in total, including 6
driving wheels driven by high-power motor and 6 driven wheels driven without power.
The driving wheel and driven wheel are equipped with encoders. The driving wheel
encoder acts as wheel speed feedback and acts on motor synchronization; The driven
wheel encoder is used as vehicle position feedback to reflect the actual speed and position
of the vehicle.



Development and Design of Intelligent Traction System 269

System initialization

Read the vehicle number

information in the

loading building system

and assign the loading

parameters to the tractor Auxiliary The tractor moves at speed

ontrol with PID) 3 and starts loading
om the pa pace
Cloading weight of
the cariage is detected
in real time

Y

!

The tractor decelerates to

carriage is 70 tons

speed 2 and is ready for

automatic hooking,

l Parking decoupling,

The tractor is

automatically hooked up

e vehicle
ilding at The tractor retums to the

to drive th
to the loa

parking space at speed 1

Fig. 3. Flow chart of tractor automatic loading operation control system.

PID Control of Traction Speed. When the loading building controls the traction system
for loading, it is necessary to control the speed of the tractor in order to ensure uniform
loading and no materials. When the speed of the material conveyor belt in the loading
building is certain, the actual speed value of the tractor motor is used as the PID feedback
signal, the speed value of the tractor is calculated through the cumulative loading capacity
of the load cell as the PID set value input, and the PID calculated output value (control
value) is used to adjust the traction speed to achieve the purpose of uniform loading
[9-11].

6.2 Adjacent Compartment Management

During loading operation, there is a gap between carriages. When the gap runs below
the loading hopper, it is necessary to close the loading hopper to prevent materials from
leaking out of the carriage, causing waste and affecting the driving of vehicles. With the
cooperation of photoelectric sensor and load cell, when the cumulative loading of load
cell is close to the set value, the loading hopper is controlled to close. When the loading
hopper is closed, the carriage just reaches the crossover. When the photoelectric sensor
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detects that the next carriage reaches the loading position, control the loading hopper to

open and start loading again (Figs. 4 and 5).

g Weighing bin sensor
of loading building

o e ot e
=t Bt . "
7 - ie=-—--->J ~~ Unloading hopper of
Traveling direction ﬁ—,ﬁj loading building
—_> '.' L el
- O || )

No.l Photoelectric sensor
responsing and Closing the
funnel

Fig. 4. Schematic diagram of controlling before carriage jumper.

7 Construction of Communication System

The communication system is divided into two parts: the communication between the
upper computer and the control system of the loading building, and the communication
between the upper computer and the local PLC system of the tractor. By means of 5G
technology and wireless relay, the interactive transmission of information among the
three is realized. At the same time, is detected the communication status. If communi-
cation interruption is detected, immediately control unit commands the charging hopper
to close and the tractor to stop, and sends an alarm to the on-site personnel to ensure the
safety of on-site personnel and equipment (Fig. 6).

8 Conclusions

The design of the system solves the safety hidden danger of “iron ox” traction in bulk
cargo wharf, and better ensures the good running state of vehicles. It has improved the
safety performance of loading operation, improved the production efficiency of car load-
ing, reduced the cost of maintenance and use, and advanced the system’s performance
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Fig. 5. Schematic diagram of controlling after carriage jumper.

and safety and reliability, and achieved the leading level in China. It has outstanding
economic and social benefits and obvious popularization and application value, which
has laid a foundation for the development of enterprise railway transportation.
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