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Preface

This volume contains the proceedings of the 10th International Conference on Frac-
ture Fatigue andWear FFW 2022, which is held online during the period 2–3 August
2022. Previous conferences were celebrated in Jinan (China, 2010), Kitakyushu
(Japan, 2013), Kitakyushu (Japan, 2014), Gent (Belgium, 2015), Kitakyushu (Japan,
2016), Porto (Portugal, 2017) and Gent (Belgium, 2018–2021).

The overall objective of the conference is to bring together international scien-
tists and engineers in academia and industry in fields related to fracture mechanics,
fatigue of materials, tribology and wear of materials. The conference covers indus-
trial engineering applications of the above topics including theoretical and analytical
methods, numerical simulations and experimental techniques. One of the aims of the
conference is to promote cooperation between international scientists and engineers
from a large number of disciplines, who are involved in research related to frac-
ture, fatigue and wear. The presentations of FFW 2022 are divided into three main
sessions, namely (1) fracture, (2) fatigue and (3) wear.

The organising committee is grateful to the keynote speaker, Prof. Dr. Jesús
Toribio, Fracture and Structural Integrity Research Group (FSIRG), University of
Salamanca (USAL), Spain, for his interesting keynote speech entitled ‘Innovative
Approach to Fatigue Crack Propagation on the Basis of Microstructurally-Induced
Locally-Deflected Crack Paths: A Tribute to Antonio Machado and Fray Luis de
León’, and to Keynote Speaker Prof. Luca Susmel, the University of Sheffield, UK,
for his interesting keynote speech entitled ‘Cracking behaviour and static assessment
of notched additively manufactured polylactide’.

Special thanks go to members of the Scientific Committee of FFW 2022 for
reviewing the articles published in this volume and for judging their scientific merits.
Based on the comments of reviewers and the scientific merits of the submitted
manuscripts, the articles were accepted for publication in the conference proceedings
and for presentation at the conference venue. The accepted papers are of a very high
scientific quality and contribute to the advancement of knowledge in all research
topics relevant to FFW conference.

vii



viii Preface

Finally, the organising committee would like to thank all the authors, who have
contributed to this volume and to those who have presented their research work at
the conference venue.

Zwijnaarde, Belgium Prof. Magd Abdel Wahab
Chairman of FFW 2022
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A Few Fracture Features of Al-Based
and Cu-Based Ribbon Metallic Glasses
Under Non-isothermal and Oscillating
Loading

Arseniy Berezner, Victor Fedorov, and Gregory Grigoriev

Abstract In thework, some analytical relationships on deformation of Al-based and
Cu-based metallic glasses under variable heating and oscillating mechanical loading
are given. Itwas shown that using of hydrodynamic lawswith a nonlinear deformation
model can be possible for fracture of ribbon metallic glasses. Behaviour of linear
thermal expansion coefficient is analysed, and its role in the plastic deformation of
metallic glass is estimated. Obtained results agree with experiments, and they can be
used both in fundamental and applied investigations.

Keywords Metallic glasses · Thermo-mechanical processes · Plastic
deformation · Microscopy

1 Introduction

It is known [1] that under the different dissipative factors, a system can become
probably by deformation into a new stable state. Herewith, a fixed set of external
conditions can lead to a personal deformation regime [2]. For example, creep [3,
4], dynamic (or thermal) mechanical analysis (DMA or TMA) [5] and others are
that processes. For their model description, besides continuummechanics (either the
integral values or the finite sums), a structural (molecular or atomic) approach, based
on the specific system defects and their features [6], is used. However, modelling
of the plastic and fracture stages in frames of continual mechanics is quite difficult
because all relationships clearly deviate from the linear laws such as Kelvin–Voigt
model and so on. Thus, additional approaches, accounting generation and growth the
critical system defects (dislocations, pores or cracks and others), are proposed for
a solving [7]. In some cases, hydrodynamic and thermodynamic methods are used.

The original version of this chapter was revised: The incorrect last line in the Acknowlegment
section has been removed. The correction to this chapter can be found at https://doi.org/10.1007/
978-981-19-7808-1_11

A. Berezner (B) · V. Fedorov · G. Grigoriev
Derzhavin Tambov State University, Internatsionalnaya Str. 33, Tambov 392000, Russia
e-mail: a.berezner1009@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023,
corrected publication 2023
M. Abdel Wahab (ed.), Proceedings of the 10th International Conference on Fracture
Fatigue and Wear, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-19-7808-1_1
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At sufficient deviation of a specimen from linear geometry by a form (corrugation,
necking or turbulent mass transfer), modelling is complicated by necessity in the
special distribution of scalar or vector fields, which could describe real situation.
Numerical modelling [8] (such as finite element method, etc.) is one of the alternative
ways, but it not always gives the simple applied formulas. And description by an
empirical or a hypothetical finite system of equations can be a more effective method
for solving this problem.

Shear bands [9] and their zones (STZ) [10], whose redistribution leads to defor-
mation of the specimens, are often proposed as the main defects of amorphous alloys
(i.e. metallic glasses, MGs). But the complicated deformation dynamics and lack of
the exhaustive models for MGs do not permit a full description of plastic flow and
fracture under variable temperatures combined with mechanical loading. Because of
that, the goal of this work is derivation of somemodel relations, describing the defor-
mation and fracture features of ribbon amorphous alloys, which undergo heating and
periodical mechanical loading.

2 Materials and Methods

As a basement of the modelling, our previous experimental data on DMA of ribbon
Al-based and Cu-based MGs [11, 12] were chosen. Fractography of the specimens
was observed by scanning electron microscopy (SEM, Jeol JCM-7000). The general
factors for all DMA were preloading Fload (constant during the whole experiment)
with additional one A (oscillated with ω = 6π rad/s frequency), which acted on the
specimens. And continuous heating of constant rate VT = 5 K/min with time t up
to the fracture moment B of a specimen was carried out. During every experiment,
the specimen elongated from l0 ~18.5 mm initial size to critical length ~27 mm.
Schematic plots of the whole process are presented in Fig. 1 for reaction force F and
deformation ε.

As seen from the figure, observed curves deviate from Kelvin–Voigt typical
behaviour that causes additional analysis of the experimental conditions. In this
case, our previous equations for variable l deformation and reaction force Freact. of
the material [13] must be mentioned here:

Fig. 1 Deformation
dynamics of a specimen,
occurring at heating with
oscillated load, which is set
except the static one



A Few Fracture Features of Al-Based and Cu-Based Ribbon Metallic … 5

Table 1 Personal material parameters and experimental conditions

C [m·s] B [s] m [kg] F load [N] A [N]

Al85Y8Ni5Co2 0.078 3157 10−4 3.6 0.0036

Cu54Pd28P18 0.0492 2827 10−4 0.9 0.0063

l(t) = l0 + Ct

B2 − Bt
(1)

Freact(ω, t(T )) = Fload − A sin(ωt) − 2mC

(B − t)3
. (2)

With respect to uniform temporal heating from the initial temperature T 0 (300 K)
to variable one T (not above the crystallization point Tx: 550 K for Al-based and
568 K for Cu-based alloys), we can describe the heating regime as:

t = T − T0
VT

= �T

VT
. (3)

For Al-based and Cu-based alloys, there are typical mean values that are given in
Table 1, where C is the personal deformation coefficient of material and m is the
mass of a specimen.

Derivation of the further relationships will be carried by the mentioned equations
and numerical data.

3 Results and Discussion

As local material redistributions, connected with quite small (meso-) spatial areas
(i.e. free volume), can lead to generation and growth of the STZ or shear bands
during the experiment, sensitive of the proposed model to these processes must be
estimated. One of the most useful parameters for describing the atomic rearrange-
ments in MG is the thermal expansion coefficient (CTE) [14]. In the main defining
points (i.e. glass-transition Tg and crystallization Tx temperatures), this parameter
changes its magnitude on several whole fractions of a number in frames of order, and
that identifies variation of free volume [15]. Moreover, its estimation will give the
value, after that, elongation can be distinguished by mechanical loading and heating
(i.e. bottom limit for analysis of nonlinear thermo-mechanical impact).

To determine the CTE, we use the standard equation for one-dimensional case
(CLTE) [1]:

αL = 1

l0

(
∂l(T, F)

∂T

)
F=Fload

(4)
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Note that it can be transformed to the derivative of Eq. (1) up to 1/l0 with using of (3)
because Eqs. (1) and (2) can be expressed relative to each other as the two parameter
functions. That is, from the system (1) and (2), the l(T;F) function, whose differential

equals only to dT
(

∂l(T, F)

∂T

)
F=Fload

at the constant F and dF
(

∂l(T, F)

∂T

)
T

= 0 ⇔ dF =
0, can be expressed. The dF = 0 condition takes place near room temperature, where
thermo-mechanical contribution to deformation will not be sufficient (only heating
can be accounted). Upper bound of the quasi-constant F can be chosen as αL ~6·10−6

1/K [16] experimental value. Then, from the differential dl(T, Fload = Const) =
dl = dT

(
∂l(T, F)

∂T

)
F=Fload

, we can find the necessary equation dl
dT

(
∂l(T, F)

∂T

)
F=Fload

,

whose dividing on l0 gives an alternative form of Eq. (4) from Eq. (1).
In Fig. 2, the αL curves, calculated from the experimental data of T, are depicted

with account of the analytical derivation of Eq. (1).
As it follows from our presentation and other literature, initial calculated CLTE

(4·10−6 1/K) agrees by magnitude order with experimental parameter both for the
similar composition [16] and other ones [17]. It testifies about applicability ourmodel
for analysis of DMA on MGs. In opposite to dilatometry, αL(T ) curves in Fig. 2 are
convex down that is caused by another loading regime. Change of C and B can
be considered as function of inner structure because variation of analytical CLTE
is determined only by these parameters (at the constant heating rate). Herewith,
despite the numerical accordance between points in Fig. 2 and literature data (above
F-bound), equation dF = 0 can be accounted only to F because oscillating load
clearly accelerates deformation at temperature growth [11]. That is above F-line,
Fig. 2 describes only the value, which is equivalent to relative deformation rate up to

Fig. 2 Model curves of CLTE for Al-based and Cu-based ribbon amorphous alloys. The upper
bound of the thermal coefficient, after that dilatometric experiment (without loading) differs from
DMA, is mentioned by the arrow. Initial dynamics is presented in the insertion (upper left corner)
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a constant VT . As calculated CTE agrees with local structural properties, the further
model estimation of flow and fracture is interesting.

As it was established earlier [12], deformation of amorphous alloy deviates from
Newtonian behaviour, but it occurs as pseudoplastic flow [18] near fracture point.
Therefore, the deformation can be considered in frames of hydrodynamics. The
Reynolds number [19] is a criterion of nonlinear (turbulent) flow. In this case, its
calculation will permit estimation of internal force dynamics and possibility of
complex flow of material near fracture point. According to standard determination
and Eqs. (1)–(3), Reynolds number can be presented in the form:

Re = pvb

η
= mvb

vη
= mv(t(T ))

al(t(T ))η(T )
(5)

where a and b are thickness and width of a specimen, consequently (a ≈ Const); ρ

is density of a ribbon, v or v(T ) is deformation rate (derivation of Eq. (1) with the
further change of t by T ), η is Newtonian dynamic viscosity, whose calculation is
useful up to ~ 510 K because of the further non-Newtonian flow, V is volume of the
specimen.

By using of Eqs. (1)–(3) and Eq. (5), we obtain a graphical view of the Re(T )
function for Al-based and Cu-based metallic glasses (see Fig. 3).

As investigated process differs (by chemical composition and geometry) from the
cases of liquids and gases, which flow occurs in the tubes or around the obstacles,
absolute Re number can be another (not ~2300). But its relative form and functional
growth can be used for indication of nonlinear flow at DMA. As it follows from
the whole graphical view, the rate of Re(T ) notably increases above 450 K that can

Fig. 3 Temperature relationships of the Reynolds number for investigated alloys
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Fig. 4 SEM picture of the deformed Cu-based specimen. The most curved areas are mentioned by
the red arrows or frame with zoom (upper left corner). By the yellow line, the longitudinal axis is
set relatively to the wide (a least deformed) side of the specimen

testify about more turbulent flow of Cu-based specimen. It is well proved with SEM
in Fig. 4.

There are distortions of the laminar layers near the fracture area of the ribbon. In
the bottom right corner (of Fig. 4), the tendency for convergence of the curvilinear
layers into the point is observed (and mentioned by the blue arrow). Note that critical
Re number of the turbulent regime in metallic glass must be specified empirically in
future.

As pseudoplastic viscosity of metallic glasses can be related with much redistri-
bution of the shear bands [12], near the fracture point, and these defects can form
the turbulent layers with notable boundaries (like in Fig. 4). However, in opposite to
the main (pure amorphous) state, crystal nuclei (see Fig. 5) like the crystallites on
the shear bands in mono- or poly- crystalline alloys [20] will occur along the layer
boundaries and, probably, in other areas.

4 Conclusion

Finally, estimation of some deformation parameters was carried on Al85Y8Ni5Co2
andCu54Pd28P18 MGs in frames of non-isothermalmodel.Magnitudes of CLTEwere
calculated and compared with experiment. Dynamics of the Reynolds number was
calculated for amorphous alloys as function of temperature. It is shown that turbulent
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Fig. 5 Structure of the layer flow in Cu54Pd28P18 MG: a main view; b enlarged area with several
layers

elements take place for alloy with higher functional rate of Re(T ), and it is proved
by SEM. A structural mechanism for generation of turbulent flow is proposed with
account of typical defects of metallic glasses. Obtained results can be used for further
analysis of the different properties of MGs and materials with the same behaviour
under identical external conditions.

Acknowledgements This work was supported by the Russian Science Foundation (grant No. 22-
22-00226). The results were partially obtained using the equipment of the Center for Collective Use
of Scientific Equipment of Derzhavin Tambov State University.
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Finite Element Failure Analysis 
of Single-Lap Bolted Connection Under 
Impact Load 

Mingpo Zheng, Zhifeng Liu, and Magd Abdel Wahab 

Abstract Bolted connections are widely used in various mechanical structures due 
to their structural and strength advantages. However, the bolted connection will 
fracture and lead to failure under the action of excessive load, which affects the service 
reliability of the structure. In this work, the mechanical performance of single-lap 
bolted connection under impact load was elaborated by finite element analysis. In 
order to obtain a more reliable connection, different parameters were considered, 
i.e. tightening torque, load amplitude, friction coefficients for the contact surfaces, 
etc. In order to investigate the effect of various friction coefficients on the structural 
slip under impact load, orthogonal tests were designed and carried out. The results 
showed that the influence ranking of each friction coefficient on the structural slip 
was as follows: contact friction coefficient, thread friction coefficient, head friction 
coefficient, and bearing surface friction coefficient. The performance under impact 
load was positively related to the magnitude of the tightening torque. Within a certain 
impact load amplitude threshold, the structural performance was relatively stable. 
The reference basis for the reliability design of bolted connections based on the 
service and structural performance can be obtained from the finite element analysis 
results. 

Keywords Bolted connection · Slip distance · Impact load · Reliability design
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1 Introduction 

Bolted joint is one of the most widely used connections in various mechanical struc-
tures. However, under external loads, threaded fasteners will be self-loosening and 
lead to performance degradation of the connection structure during its entire service 
life [1]. According to the mechanical performance requirements, bolted joints were 
divided into different categories [2, 3]. For some applications, slippage between 
bolted joints is prohibited, while, in other applications, it is considered to be failure 
when fracture occurs. Therefore, the design and use of reasonable and reliable bolted 
joints should be carried out according to the specific structural form and service 
performance requirements. 

Refs. [4–6] showed that the mechanical properties of bolted joints under transverse 
loads exhibited staged characteristics. Furthermore, various mechanical properties of 
bolted joints were exhibited under different load forms and influencing factors. Abd-
Elhady et al. [7] studied the effect of structural dimensions and tightening torque on 
the performance of bolted joints. Jalali et al. [8] found that the surface roughness of 
material also affected the tangential stiffness of the structure. Izumi et al. [9] found 
that the transverse load threshold when large slip occurs was positively related to the 
clamping force and friction coefficient. Subsequently, their finite element analysis 
results showed that when the external load did not exceed a certain limit of the slip 
threshold, the mechanical properties of the structure could remain relatively stable 
[10]. 

Various service conditions of bolted joints lead to different kinds of loads and 
failure modes. The form of load also inevitably affects the mechanical properties of 
the connection. Under impact loads, larger amplitudes may sometimes be reached 
in a short period of time, making the bolted joint more prone to failure. Herein, 
finite element analysis method is adopted to investigate the mechanical properties 
of bolted joints under impact load. Orthogonal tests are designed and carried out to 
investigate the effect of various friction coefficients of bolted joint on structural slip 
under transverse impact load. In addition, the displacement under different tightening 
torques and load amplitudes is also investigated. The reliability design of bolted joint 
can be carried out through the finite element analysis results under various influencing 
factors. 

2 Finite Element Analysis Setup 

2.1 Load and Boundary Conditions 

In the finite element analysis, two plates made of the same dimensions were joined 
together by M16 bolts and nuts. The length and width of the connecting plate were 
80 mm and 60 mm, respectively. The bolt hole diameter was 17 mm. There are 
a total of three analysis steps that were set during the finite element analysis. In
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Fig. 1 Load and boundary conditions during loading step 

the first analysis step, the tightening torque was applied to obtain the bolt preload. 
Afterwards, in the second analysis step, the loads and boundary conditions of the 
bolted connection were removed to simulate the service situation after tightening. 
In the third analysis step, a transient impact load was applied to the right side of 
the upper plate. Meanwhile, the left side of the lower plate was fully constrained. 
The schematic diagram of the load and boundary conditions of the single-lap bolted 
connection structure is shown in Fig. 1. The displacement at the loading point in 
the third analysis step was monitored for analysis and evaluation of the mechanical 
properties of the structure. 

As shown in Fig. 1, the bolt connection consists of four parts. The hexahedral 
element global mesh size of the two connecting plates was 2 mm. The local mesh 
size was refined at the bolt hole locations. The hexahedral mesh element of the 
threaded fastener had a global size of 1 mm. Among them, there are only tetrahedral 
mesh elements at the thread, with which the local size was 0.5 mm. There were 
a total of 25,325 hexahedral elements and 119,586 tetrahedral elements for bolted 
joint. Six contact pairs are set for the four parts, namely: the contact between the 
bolt head and the upper plate (head friction coefficient, µh), the contact between 
the two connecting plates (contact friction coefficient, µm), the contact between the 
lower plate and the nut (bearing friction coefficient, µb), the contact surface between 
threads (thread friction coefficient, µt), and the contact between the bolt hole in the 
two plates and the outer surface of the bolt. In the first analysis step (tightening step), 
different tightening torques were applied to analyze the mechanical properties under 
different clamping forces, ranging from 150 to 210 Nm with 15 Nm intervals. In 
addition, the magnitude of the instantaneous impact load was also considered. The 
load amplitudes applied in the third analysis step (loading step) ranged from 5 to 
25 kN at 5 kN intervals.
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2.2 Design of Orthogonal Analysis 

In engineering applications, various manufacturing parameters of bolted joints lead to 
different surface quality. Moreover, the friction coefficient of each contact surface of 
the bolted connection is also an important factor affecting its resistance to external 
loads. Orthogonal tests on the friction coefficients of each contact surface were 
designed to explore the mechanical properties of the bolted joints under transverse 
impact loads under different friction coefficients. Corresponding orthogonal table are 
shown in Table 1. There were four friction coefficients to be considered: head friction 
coefficient, contact friction coefficient, bearing friction coefficient, and thread friction 
coefficient. Among them, four levels were selected for each friction coefficient, 
ranging from 0.10, 014, 0.18, and 0.22. The orthogonal test category was L16, with 
four factors and four levels. Therefore, a total of 16 tests of finite element analysis 
were carried out. Since under large transverse loads, the plate where the load was 
applied may come into contact with the bolt, the contact of the bolts with the bolt 
holes of the two plates was set with a friction coefficient of 0.15. 

Table 1 Orthogonal experimental design table 

S. No. Friction coefficients of the structure 

µh µm µb µt 

1 0.10 0.10 0.10 0.10 

2 0.10 0.14 0.14 0.14 

3 0.10 0.18 0.18 0.18 

4 0.10 0.22 0.22 0.22 

5 0.14 0.10 0.14 0.18 

6 0.14 0.14 0.10 0.22 

7 0.14 0.18 0.22 0.10 

8 0.14 0.22 0.18 0.14 

9 0.18 0.10 0.18 0.22 

10 0.18 0.14 0.22 0.18 

11 0.18 0.18 0.10 0.14 

12 0.18 0.22 0.14 0.10 

13 0.22 0.10 0.22 0.14 

14 0.22 0.14 0.18 0.10 

15 0.22 0.18 0.14 0.22 

16 0.22 0.22 0.10 0.18
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Fig. 2 Slip distance of bolted connection under impact load with different tightening torque 

3 Finite Element Analysis Results 

3.1 Tightening Torque 

The finite element analysis results obtained under different tightening torques are 
shown in Fig. 2. The magnitude of the impact load applied was 15 kN. In the 
loading step, the transverse impact load reached the pre-set value at the moment of 
initial application, and the corresponding acceleration was generated. Therefore, the 
maximum slip distance could only be reached within a certain period of time after the 
load was applied. It can be seen from the figure that the displacement amplitude under 
impact load was negatively correlated with the tightening torque. At lower tightening 
torques, a certain drop occurred after the maximum slip distance. However, under the 
larger tightening torque, the displacement after reaching the maximum displacement 
amplitude remained relatively stable. It showed that the ability to resist transverse 
impact load could be improved by means of increased tightening torque.

3.2 Load Amplitude 

To investigate the effect of transverse impact load amplitude on the mechanical prop-
erties of bolted connections, different load amplitudes were used in this work. The
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Fig. 3 Slip distance of bolted connection under impact load with different load amplitude

same tightening torque of 180 Nm was selected in the finite element analysis. Simi-
larly, after reaching the maximum slip distance under heavier loads, it subsequently 
decreased. When the load did not exceed 15 kN, it remains relatively stable after 
reaching the maximum slip distance. The slip distance did not exceed 0.3 mm under 
the action of the load amplitude of 10 kN. When the load was reduced to 5 kN, the 
corresponding slip distance was almost negligible. It should be noted that when the 
load amplitude was increased from 10 to 15 kN, the generated slip distance rapidly 
increased to a larger amplitude. It showed that there was a certain threshold value 
below which the external impact load can remain stable (Fig. 3). 

3.3 Orthogonal Test Results 

The finite element analysis was carried out according to the orthogonal series in Table 
1. The results obtained were shown in Fig. 4. In order to avoid the influence of the 
clamping force amplitude on the analysis results, the clamping force was controlled. 
The average clamping force was 55.44 kN (the error does not exceed ±1.1%). It 
could be seen from the figure that the largest slip distance was in the first group of 
tests, in which the friction coefficient of each contact surface was at a low level (0.10). 
This was consistent with the expected result that a smaller coefficient of friction is 
detrimental to transverse load resistance. The first four groups of tests with larger slip
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Fig. 4 Orthogonal test results under impact load 

distance in the figure were when the friction coefficient of the contact surface was 
smaller. It showed that the friction coefficient of the contact surface had the greatest 
influence on the slip distance of the structure. 

According to the obtained orthogonal test results, the analysis results of each 
influencing factor and its level are shown in Fig. 5. Similar to the results in Fig. 4, the  
slip distance is negatively correlated with the contact friction coefficient. The results 
showed that when the friction coefficient of the bearing surface was increased, the 
slip distance can be significantly reduced. While for the friction coefficients of other 
contact surfaces, when the friction coefficient was at a low level (0.10), the slip 
distance is larger. However, when the coefficient of friction is increased, the slip 
distance obtained is somewhat reduced. As it increases further, the slip distance 
remains relatively stable. It showed that when the friction coefficient was lower than 
a certain limit, the slip distance would be greatly improved. The results showed that 
the excessively small friction coefficient should be avoided in the design and use to 
improve the mechanical properties of the bolted connection.

Under the same load amplitude, the influence ranking of various factors on the 
slip distance is shown in Table 2. It can be seen from the table that the contact friction 
coefficient had the greatest influence on the slip distance. The second is the thread 
friction coefficient. The head friction coefficient and the bearing surface friction 
coefficient have less influence and are almost identical. It is because the relative 
rotation of the bolt will be driven when the plate on which the load is applied slips 
greatly. As the weak link of the structure, the threaded part will be more prone to 
slip.
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a) head friction coefficient 

b) contact friction coefficient 

c) bearing friction coefficient 

d) thread friction coefficient 

Fig. 5 Orthogonal test analysis results, a head friction coefficient, b contact friction coefficient, c 
bearing friction coefficient, d thread friction coefficient
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Table 2 Orthogonal test results for friction coefficients 

Conditions µh µm µb µt 

Delta 0.1296 0.4607 0.1193 0.1444 

Rank 3 1 4 2 

4 Conclusions 

Through the designed finite element analysis orthogonal test, the influence of the 
slip distance of each contact surface of the bolted joint was obtained, followed by, 
contact friction coefficient, thread friction coefficient, head friction coefficient, and 
bearing friction coefficient. Increasing the tightening torque improved the resistance 
to transverse impact loads. Under certain service conditions, when the load did not 
exceed a certain threshold, the slip distance was relatively stable. The finite element 
analysis results carried out herein can provide reference values for the reliability 
design of single-lap bolted joints. 
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Plasticity Analysis in Aluminum Alloy 
Plates Repaired with Bonded Composite 
Patch Under Overload 
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Bel Abbes Bachir Bouiadjra, and Abdulmohsen Albedah 

Abstract In this study, we analyzed the effect of plasticity on the fatigue crack 
growth of repaired aluminum plate bonded with composite patch subjected to single 
overload. Experimental and numerical approaches were used to perform the analysis. 
In the experimental part, fatigue tests were carried out on a v-notched aluminum plate 
repaired with a composite patch and subjected to overload. In the numerical part, the 
extent of the plastic zone at the crack tip of the repaired and unrepaired cracks were 
computed. The obtained results showed that the effect of overload compared to that 
of the composite patch led to a remarkable improvement of the fatigue life. 
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1 Introduction 

The application of overload during a cyclic loading causes a retardation in the prop-
agation of the crack. The retardation could last for very large number of cycles 
depending on the material type, overload magnitude, loading condition, etc. [1–4]. 
Such a retardation is attributed to the formation of plastic zone and blunting of 
the crack tip. The energy requires for the crack to propagate following the crack 
blunting increases dramatically. However, after a threshold overload amplitude, the 
crack retardation will not be effective as the damage could be severe, leading to 
catastrophic failure [5–7]. Under plane stress conditions, the high plasticity around 
the crack front leads to a blunting of the crack front for aerospace grade aluminum 
alloys such as Al2024, Al7075, etc. [8, 9]. As the blunting of the crack happens, the 
effective stress intensity factor (SIF) decreases. 

Bonded composite repair is a widely accepted technology for the repair of cracked 
metallic structures under fatigue loading [10–12]. A high-performance composite 
patch with much higher stiffness and strength than the substrate is bonded on to a 
cracked plate causing a load transfer from the weaker substrate to the stronger patch 
through an adhesive layer. By doing so, the crack is retarded or stopped permanently 
(in some cases) and eventually reduces stress intensity around the crack front leading 
to a global improvement in the fatigue life [13, 14]. In this present study, the combined 
effect of plasticity induced by overload and the bonded composite repair patch on an 
aluminum alloy plate will be investigated experimentally and numerically. We have 
calculated the extent of the plastic zone around a crack repaired with a composite 
patch under fatigue overload using the finite element method. 

2 Experimental Setup 

In the current study, Al2024-T3 specimens were used as substrate. Pre-impregnated 
epoxy carbon was supplied in roll form by Rock West composites. The unidirectional 
fiber carbon composite contains approximately 65% fiber by volume. The laminated 
composite was fabricated by stacking 8 unidirectional layers in the form of composite 
patch. This choice was dictated by the fact that the plates are subjected to uniaxial 
fatigue tests, the direction of the fibers must be parallel to the direction of loading to 
have maximum efficiency of the repair. 

The V-notch fatigue specimens were machined on a waterjet cutter. The base and 
height of the notch is equal to 6 mm with an angle of 60°. Fatigue tests were conducted 
on the specimens prior to repair to obtain a 3 mm pre-crack. The unidirectional 
carbon/epoxy patch was applied on the cracked area using Araldite 2015 epoxy (see 
Fig. 1).

Fatigue tests were performed on a 100 kN Instron fatigue machine (model 8801) 
under load-controlled mode with a stress ratio of 0.1. On both repaired and unrepaired 
aluminum plates, the maximum stress was maintained at 70 MPa. As the crack
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Fig. 1 Geometry of the cracked Al plated repaired with carbon/epoxy composite patch

reached 3 mm, a single tensile overload of magnitude 140 MPa with an overload 
ratio of 2 was applied. The constant amplitude loading was then continued until the 
specimen failed completely. A digital camera was used to monitor the fatigue crack 
growth rate (FCG). 

3 Numerical Model 

The Ansys computational code was used to achieve the numerical part of this study. 
The finite element model consists of three sub-layers that respectively model the 
cracked plate, the adhesive and the composite patch. The plate, the adhesive and the 
composite are meshed separately with 20-node brick elements with the same mesh 
on the contact surfaces. In order to have an accurate calculation at the crack front, 
we refined the mesh around the front. The total number of elements employed in this
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research is 17028: 12,216 for the aluminum plate, 3208 for the composite patch and 
1604 for the adhesive layer. The finite element model (FEM) for the overall structure 
and the crack region is shown in Fig. 2. The mechanical properties of the materials 
used in the study are listed in Table 1. 

To take into account the nonlinearity of the materials in the FEM, the Von-Mises 
criterion was used associated with the incremental plasticity theory. By using the 
Newton - Raphson iterative method with a limited number of steps of 100 and an 
increment size between 10, 5 and 1, we were able to solve the nonlinear finite element 
equations.

Fig. 2 Typical mesh model of the assembly and near the crack tip [13] 

Table 1 Elastic properties of materials used in this study 

Properties Material 

Al 2024-T3 Carbon/epoxy Adhesive 
(Araldite 2015) 

Longitudinal young’s modulus (GPa) 72.4 130 2.52 

Transversal young’s modulus (GPa) 72.4 9 2.52 

Longitudinal poisson ratio 0.33 0.33 0.36 

Transversal poisson ratio 0.33 0.03 0.36 
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4 Results and Discussion 

4.1 Experimental Results 

Figure 3 shows the FCG curves (da/dN = f (a)) for three cases, i.e., constant amplitude 
loading (CAL), CAL followed by an OL at a crack length of 3 mm (CAL + OL + 
CAL) and CAL followed by an OL at a 3 mm repaired with a composite patch 
(CAL + OL + P + CAL). The CAL curve is pretty much linear as the crack length 
progressed. In contrast, an abrupt dip in the crack growth rate of two other cases 
(CAL + OL + CAL and CAL + OL + P + CAL) was observed at a crack length of 
3 mm where the overload was applied. Such a dip exemplifies the crack retardation 
which significantly improves the fatigue life of the structures. The decrease in crack 
growth of OL + patch is higher than the OL alone which demonstrates the combined 
effect of OL and patch repair. This proves that by bonding the patch prior to the 
overload, both retardation effects are added, and the fatigue life is greatly improved. 
The application of the patch overload has a significant impact on the fatigue life 
extension [15, 16]. As a result, after applying overload, it is recommended to repair 
the cracked specimen using a composite patch, which can result in a significant 
increase in fatigue life when compared to the unrepaired specimen. 

Crack length = 3mm 

Fig. 3 Crack growth curves for different cases investigated
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Fig. 4 Variation of the plastic zone radius for repaired and unrepaired plates evaluated numerically 

4.2 Numerical Results 

Finite element analysis was performed using Ansys to determine the degree of plastic 
zone formed at the crack tip due to a single tensile overload during a fatigue loading. 
In order to demonstrate the contrast, the radius of plastic zone was calculated for 
unrepaired condition as well. Figure 4 shows the variation of the radius of plastic 
zone (Rp) with respect to the fatigue crack length (a). As the crack length increases, 
the radius of the plastic zone increases for both unrepaired and repaired conditions 
with an OL of 140 MPa. In addition, the radius of Rp is much higher than the crack 
length at any given crack length. Thus, the applied OL of 140 MPa creates a much 
higher permanent deformation in the case of v-notch specimen. A careful application 
of overload must be carried out to ascertain the benefits of crack retardation in order 
to improve the fatigue life. 

5 Conclusion 

In this study, it has been shown that the plasticity has a significant effect in the 
propagation of fatigue cracks subjected to overload. The retardation effect due to the 
overload significantly increases the fatigue life. This delay will be very significant 
when the crack is repaired by a composite patch following an overload. Despite the 
reduction of the plasticity at the crack tip by the composite patch, it also causes a 
retardation in the crack propagation. The two combined retardation effects (patch + 
overload) results in a virtually infinite fatigue life of the metallic structure repaired 
by a composite patch. 
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Abstract This study investigates the impact of the soil rigidity on the mechanical 
behaviour for linear and nonlinear pipelines. The work is based on the results of a 
series of mechanical finite element analyses based on the VanMarcke and Artificial 
Neural Network (ANN). The numerical model is validated based on the literature. 
Different simulations have been generated to obtain data response of the pipe based 
on displacement. The predicted results using ANN are compared with VanMarcke to 
prove the effectiveness and the importance of the ANN. The analysis proves that the 
variation of the coefficient of subgrade reaction can induce a significant displacement 
of the pipe. The results prove that ANN provides a major role in the evolution of the 
real displacement of the pipeline and allows us to obtain more precise and interesting 
results based on both linear and nonlinear cases. 

Keywords Finite element analysis · Interaction soil structure · Coefficient of 
subgrade reaction · Numerical simulations · Static analysis · ANN · VanMarcke 
method 

1 Introduction 

The pipelines are the innovative mean of energy and water transport, for that reason 
the study of the interaction soil-pipeline has been very attractive. In fact, a range of 
studies has been performed on the interaction of soil structure [1, 2]. The influence of 
the soil’s nonlinear behaviour on different types of structures has been also studied 
[3, 4].
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Dynamic analysis has been also performed to obtain additional observations and 
results on the soil-structure interaction problems [5]. For much improvement of the 
structure (beam, pipeline, plate…,etc.) design, a stochastic analysis has been done 
by different researchers [5–13] where the soil has been considered as heterogeneous. 
Grigoriu et al. [12] studied the behaviour of a beam on random soil. 

Griffiths et al. [13] used a probabilistic method to analyse the response of the 
pile supported by Winkler random soil. Recently, several other numerical models of 
beam and pipeline resting on linear and nonlinear soil have been developed where the 
VanMarcke method combined with Monte Carlo simulations has been used. Seguini 
and Nedjar [10, 11] developed a simplified finite element model of soil-beam inter-
action based on stochastic analysis in order to quantify the effect of different random 
soil parameters on the pipe response. This study has demonstrated the significant 
impact of the variation of the random soil’s spatial parameters on the behaviour of 
the structure by the development of displacement variations along the beam length. To 
investigate the nonlinearity effect of the soil’s on the behaviour of the beam, Seguini 
and Nedjar [14] performed a series of tests and simulations by using the nonlinear 
analysis [15, 16]. In addition, recent research has been done on soil-structure inter-
action including the dynamic stochastic analysis of the pipeline [17–19]. In fact, 
Seguini and Nedjar [19] provided more accurate numerical modelling of the pipeline 
involving the seismic effect. 

However, other techniques for prediction such as ANN-PSO have been developed 
and used to identify the damage crack in different types of structures (beam and pipe) 
[20–23] were the obtained results prove the efficiency of the ANN-PSO method on 
the crack identification. 

The objective of this paper is in particular to expand the influence (effects) of the 
variation of the soil subgrade reaction on the response of the pipeline where the study 
is based on the results of a series of FEM obtained by using the VanMarcke method 
[24] which is compared with the data generated by ANN technique. The FEM was 
performed by using MATLAB. In fact, the new proposed fast approach allows us to 
optimize the results in order to obtain a more realistic pipeline’s response. 

2 Deterministic Approach 

However, in the following numerical analyses, the pipeline behaviour is considered 
to be nonlinear, whereas the soil behaves according to elastic constitutive model 
[10]. The numerical approach is based on the von Kàrmàn method [15, 16] which 
has been used to represent the nonlinear behaviour of the pipeline [24]. Therefore, 
the governing equation of the pipeline resting on elastic soil is defined as follows 
[24]:
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The soil reaction p(x) is given by the following formulation: 

p(x) = ksoil  .π.Rext .w0(x) (2) 

ksoil is the modulus of the subgrade reaction of soil; Rext DextDext, Ip, and Ep are, 
respectively, the half-perimeter, the inertia and the Young’s modulus of the pipe. 
w0(x) is the polynomial displacement function which depends on the vector N 
composed of Hermite cubic interpolations functions and on the vector of the nodal 
displacements Δe (e represents an element of a discretized pipeline). 

The differential Eq. (1) is resolved by using the total potential energy functional:
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Finally, the following incremental Eq. (8) is solved by using Newton–Raphson 
method [24].

[
K e

{
Δe

}i]{
Δe

}i+1 = {F} (8)

{
Δe

}i+1 = {
Δe

}i + {δΔ} (9) 

where {F} and [K e] are the element force vector and the element rigidity matrix, 
respectively, as defined in Ref [24].
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3 Probabilistic Approach 

3.1 VanMarck’s Method 

The VanMarcke approach [25, 26] is based on the local average method where the 
random coefficient of soil’s subgrade reaction ksoil is characterized by a lognormal 
distribution. Their local average and variance are defined, respectively, as follow: 

E[ksoil  (Di )] = mk (10) 

Var [ksoil  (Di )] = σ 2 k γ (Di ) (11) 

where the variance function γ(Di) is written as 

γ (Di ) = 
2 

Di 

Di ∫
0 
(1 − 

x 

Di 
)ρ(x)dx (12) 

with 

ρ(τ ) = 1 − 
|τ | 
Lc 

for |τ | ≤ Lc (13) 

The discretization form of the variance function γ(Di) is defined as follow: 

γ (Di ) = 
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(14) 

In order to compute the covariance matrix Cij of the coefficients of soil’s subgrade 
reaction, we use the local average method defined by Fenton and VanMarcke [27]. 

Ci j  = Cov
[
ksoil  (Di ), ksoil

(
D j

)]
(15) 

Ci j  = 
σ 2 k 
2

{
(t − 1)2 γ [(t − 1)D] − 2t2 γ [t · D] 

+ {
(t − 1)2 γ [(t − 1)D] − 2t2 γ [t · D] + (t + 1)2 γ [(t + 1)D]

}
}

(16) 

(i) and (j) are the zone indices where t = |i−j|. The zone’s length D = Di = Dj.
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3.2 ANN 

The artificial neural network (ANN) is computational model that mimics the way 
nerve cells work in the human brain. Many researchers were used this method for clas-
sification, identification, control system…, etc. Therefore, the goal of this approach 
is to improve performance and find the best results in order to determine the real 
response and faster compared with FEM and analytical solution. In this work, ANN 
method is based on three components: an input layer, hidden layer, and output layer 
as represented in Fig. 1. 

wkl is the weights of neuron connection between input node and neuron in the 
hidden layers. 

bl is the bias, and wl is the weights of neuron connection between neuron in hidden 
and output layers. b1 is bias associated with the single neuron in the output layer. 
Indices Q = 1, 2, …, m is the number of collected data, and S = 1, 2, …, n is hidden 
layer neurons. The total number of parameters (weight and biases) employed in the 
network is n × (m + 2) + 1. 

Once the structure of the ANN model has been built, training with input and 
output sets are conducted to find the appropriate weights and biases and can be 
improved by optimization techniques as defined in Ref [28]. Therefore, the objective 
is to minimize the difference between the results obtained from VanMarcke method 
and ANN approach by using the root-mean-square error (RMSE) function which is 
defined as follows 

RMSE =
/∑n 

s=1(OS − lS)2 

nd 
(17)

Fig. 1 Architecture of ANN 
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Os is the output corresponding to lth data point in the training set by the network, 
lS is the actual output as consider in the target set, 
nd is the number of data point considered in training data-set. 

4 Numerical Analysis 

For the numerical study on the soil-pipeline interaction, the heterogeneity of the soil 
and the nonlinearity of the pipe have been considered and discretized on 63 elements. 
The nonlinearity of the pipe and the soil has been taken into account by using the 
Von Karmàn method to simulate the pipe and the model was validated based on Ref 
[24] and the ANN method is used based on the collected data from improved FEM to 
predict the displacement of pipeline. Figure 2 presents the validation of a numerical 
model with Ref [29]. Pipeline and soil properties are presented in Table 1. 

4.1 Results 

After validation of our numerical method as done in Ref [24] by comparing the 
linear and nonlinear response of the pipeline as shown in Fig. 2. For the linear

Fig. 2 Linear and nonlinear analysis of pipeline resting elastic soil with ksoil = constant and ksoil 
= variable
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Table 1 Pipeline and soil properties [24] 

Symbol Parameters Range of values Unit 

Dext Diameter of the pipe 1 m 

Lp Length of the pipe 62 m 

Ec Pipe elastic Young’s modulus 3 × 104 MPa 

EcIc Pipe flexural rigidity 869.45 MN/m2 

νp Poisson ration of pipe 0.2 – 

kw Coefficient of Winkler soil’s subgrade reaction 3.067 kN/m3 

νp Poisson ratio of soil 0.35 – 

Es Soil elastic Young’s modulus 12.5 MPa

analysis, the coefficient of subgrade reaction of soil is considered constant and for 
the nonlinear case, the ksoil is variable. Therefore, from Fig. 2, we can deduce that 
the VanMarcke‘s method combined to Monte Carlo simulations allows us to obtain 
a higher displacement of the pipe when the value of ksoil change (variable). So, it can 
be noted that the real response is obtained by using the probabilistic approach. The 
training after collecting the data using ANN is presented in Fig. 3. 
Six scenarios are predicted using ANN after training in both cases linear and 
nonlinear. 

Scenario 1 Linear Problem 
The result of scenario 1 can be found in Fig. 4.

Scenario 2 Nonlinear Problem 
Figure 5 shows the result of scenario 2 in the case on nonlinear problem.

Fig. 3 Training using ANN 
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Fig. 4 Scenario 1 predicted displacement using ANN

Fig. 5 Nonlinear problem, scenario 2 

Scenario 3 Nonlinear Problem 
The result of scenario 3 is presented in Fig. 6.

Scenario 4 Nonlinear Problem 
Figure 7 shows the result of scenario 4 after comparing the prediction of 

displacement using ANN with Real displacement.

Scenario 5 Nonlinear Problem 
The result can be found in Fig. 8.

Scenario 6 Nonlinear Problem 
Figure 9 represent the result of scenario 6.
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Fig. 6 Nonlinear problem, scenario 3

Fig. 7 Nonlinear problem, scenario 4

Fig. 8 Nonlinear problem, scenario 5
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Fig. 9 Nonlinear problem, scenario 6 

The provided results using ANN are more accurate compared with reference 
results. 

5 Conclusion 

In this paper, the impact of the soil rigidity on the mechanical behaviour for linear 
and nonlinear pipelines is investigated. The objective is to predict the displacement 
of pipe using machine learning using ANN. The numerical model is validated based 
on data from the literature. Different simulations have been generated to obtain 
data response of the pipe based on displacements. The predicted results using ANN 
are compared with VanMarcke to prove the effectiveness and the importance of 
the proposed application. The numerical analysis shows that the variation of the 
coefficient of subgrade reaction can induce a significant displacement of the pipe. 
The results prove also that the ANN has more accuracy to predict the displacements 
of the pipeline in both linear and nonlinear cases. 
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Delamination Detection of Rectangular 
Laminated Composite Plates 
by Combining the One-Dimensional 
and Two-Dimensional Discrete Wavelet 
Transforms 

Morteza Saadatmorad, Ramazan-Ali Jafari-Talookolaei, 
Mohammad-Hadi Pashaei, Samir Khatir, and Magd Abdel Wahab 

Abstract Delamination is one of the most common damages in laminated composite 
structures. This damage is usually created during manufacturing. Therefore, delam-
ination detection is essential to prevent structural failure in operational conditions. 
This study proposes a new delamination detection technique by combining the one-
dimensional and two-dimensional discrete wavelet transforms. Since delamination 
is boundary damage, differentiation of its boundaries is significant, but challenging, 
and the conventional two-dimensional wavelet transformations have weaknesses 
in overcoming this challenge in some cases. The main idea of the proposed tech-
nique is to combine the ability of one-dimensional discrete wavelet transform with 
two-dimensional discrete wavelet transform to increase the accuracy of delamina-
tion detection. Findings show that the proposed technique can significantly improve 
delamination detection accuracy. 

Keywords Delamination detection · Boundary separation technique · Wavelet 
transforms · Rectangular laminated composite plates 

1 Introduction 

Laminated composite structures have many applications due to their desired charac-
teristics, such as lightness, high durability, and high strength [1–3]. Because of these 
favorite characteristics, laminated composite structures have been used in various 
industries like aerospace engineering, naval engineering, and civil engineering [4–6]. 

Delaminations as the most common damages in laminated composite structures 
are an interesting research area in literature [7]. Valdes et al. [8] conducted an 
investigation on delamination detection in composite laminates from variations of
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their modal characteristics. Swann et al. [9] optimized piezoelectric sensor location 
for delamination detection in composite laminates. Their objective function was a 
damage index that compared the voltage signals from an intact composite lami-
nate and a statistically determined delaminated model. The findings showed that 
the optimum sensor pattern was capable of detecting delaminations in moderately 
thick composite plates. Shoja et al. [10] detected delamination in composite lami-
nates using low frequency guided waves. The Pearson correlation coefficient was 
introduced as a criterion for delamination detection. Okabe et al. [11] presented 
an investigation on delamination detection in composite laminates using dispersion 
change based on mode conversion of Lamb waves. A novel delamination detection 
technique was suggested based on the mode conversion. Tong et al. [12] presented 
an investigation on delamination detection in composite laminates using improved 
surrogate-assisted optimization. 

Some delamination detection based on wavelet transforms in laminated composite 
structures has been proposed. Yang et al. [13] presented a study titled delamina-
tion detection in composite laminate plates using 2D wavelet analysis of modal 
frequency surface. Modal frequency surface wavelet coefficients were developed as 
a new indicator for damage localization. Findings showed that damage indicator was 
highly sensitive to near surface delamination even under noise. A study on compu-
tationally efficient delamination detection in composite beams using Haar wavelets 
was presented by Hein et al. [14]. Detection of delamination damage in composite 
plates using energy spectrum of structural dynamic responses decomposed by wavelet 
analysis was presented by Yan et al. [15]. 

The aim of this work is to propose a new delamination detection of rectangular 
laminated composite plates by combining the one-dimensional and two-dimensional 
discrete wavelet transforms. 

2 Discrete Wavelet Transforms 

Wavelet transform is a signal processing method that can be used to analyze signals 
and the information in the signals. Wavelet transform or wavelet analysis can be 
divided into three categories in terms of dimension. In general, there are three types 
of signals in terms of dimensions: one-dimensional signal, two-dimensional signal, 
and three-dimensional signal. If one-dimensional signal processing is transformed, 
one-dimensional wavelet transformation is used, and if two-dimensional and three-
dimensional signals are transformed, then two-dimensional and three-dimensional 
wavelet transformation are used, respectively. Also, in terms of the type of signal anal-
ysis, there are two types of wavelet transform: discrete wavelet transform and contin-
uous wavelet transform. By using the one-dimensional discrete wavelet transform 
(1D-DWT), it is possible to decompose a given 1D-signal f (x) into an approximation 
signal plus detail signals as: [16]:
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f (x) = A j (x) +
∑

j<J 

D j (x) (1) 

where j is the level corresponding to the wavelet transform. 
The approximation signals corresponded to the level j is stated as: 

A j (x) = 
+∞∑

k=−∞ 

cA  j,kφ j,k(x) (2) 

where cA  j,k shows coefficients related to the approximation signal at the level j. In 
addition, φ j,k(x) denote the scaling function at the level j. 

The detail sub-signals corresponded to the level j are stated as: 

D j (x) =
∑

k ∫ Z 

cD  j,kψ j,k(x) (3) 

where cDj,k indicate detail coefficients of signal at the level j. In addition, ψ j,k(x) 
denotes wavelet function. 

In wavelet transforms, the vanishing moments are the most significant parameter 
affecting detecting delaminations or damages in signals. If a wavelet transform has 
n vanishing moments, then the following relation is satisfied: 

+∞{

−∞ 

xi ψ(x)dx = 0, i = 1, 2, . . . ,  n − 1 (4)  

The Eq. (1)-(4) can be extended as two-dimensional signals f(x,y) because the 2D-
wavelet transformation may be presented in the form of tensor products concerning 
1D-wavelet transform as[16]: 

φ(x, y) = φ(x)φ(y) 

ψHorizontal (x, y) = φ(x)ψ(y) 

ψVertical (x, y) = ψ(x)φ(y) (5) 

ψDiagonal (x, y) = ψ(x)ψ(y) 

where φ(x,y) is the scaling function. ψ H (x, y), ψ V (x, y), and ψ D(x, y) are 
the wavelet transformation functions applied in horizontal, vertical, and diagonal 
directions, respectively.
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Therefore, the 2D-signal f(x, y) or the image may be decomposed into four various 
quarter-sized images (i.e., Wφ as an approximation sub-image, and W H ψ , W V ψ , W D ψ 
as detail sub-images in horizontal, vertical, and diagonal directions, respectively) at 
level j. The relations for the two-dimensional discrete wavelet transform are rewritten 
as follows: 

Aφ j,m,n(x, y) = 1 √
MN  

M−1∑

x=0 

N−1∑

y=0 

f (x, y)φ j,m,n(x, y) 

DHorizontal 
j,m,n (x, y) = 1 √

MN  

M−1∑

x=0 

N−1∑

y=0 

f (x, y)ψHorizontal 
j,m,n (x, y) 

DVertical 
j,m,n (x, y) = 1 √

MN  

M−1∑

x=0 

N−1∑

y=0 

f (x, y)ψVertical 
j,m,n (x, y) (6) 

DDiagonal 
j,m,n (x, y) = 1 √

MN  

M−1∑

x=0 

N−1∑

y=0 

f (x, y)ψDiagonal 
j,m,n (x, y) 

In this paper, single-level 2D-DWTs decompose the 2D vibration amplitude 
signals of delaminated rectangular composite plate. 

3 The Proposed Method 

As mentioned, delamination is one of the most common damages that may occur in 
laminated composite structures. In this section, the delamination detection in rect-
angular laminated composite plates is presented using the two-dimensional wavelet 
method combined with the one-dimensional wavelet method. 

The vibration mode shape signal of the delaminated rectangular laminated plates 
with single rectangular delamination is used to determine the result of damage detec-
tion using the two-dimensional discrete wavelet method. In this way, one-dimensional 
wavelets are applied to the borders to detect the boundaries accurately. The number 
of 10 × 10 elements is applied on six-layered plates, and damage scenarios are 
considered. 

As an example, a five-layer composite plate is considered (Fig. 1). According 
to this figure, the Z-axis is placed in the center of the thickness of the plate, and its 
positive direction is downwards. According to the figure below, the plates are divided 
into a limited number of elements, each element has nine nodes, and each node has 
5° of freedom.

As seen in Fig. 2, in the proposed delamination detection approach, first mode 
shape signals are obtained from a finite element model. Then the two-dimensional 
discrete wavelet transforms are applied to the signal. If the delamination’s boundaries
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Fig. 1 Interface and location of delamination in the studied six-layered rectangular laminated 
composite plate

are detected clearly, the delamination detection is performed perfectly. However, if 
delamination’s boundaries are unclear, one-dimensional discrete wavelet transforms 
are applied on doubtful boundaries.

4 Results 

4.1 The First Delamination Scenario 

This delamination scenario is described in Table 1. The results of this delamination 
scenario are shown in Fig. 3. As seen in this figure, the delamination boundaries are 
well detected in the signal of the diagonal details of the 2D-wavelet coefficients, and 
there is no need to use a one-dimensional wavelet transform.

The results of the first scenario of delamination detection are shown in Fig. 3. As  
can be seen, in Fig. 3, there are four signals, three of which are related to details,
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Fig. 2 Flowchart of the proposed delamination detection approach

Table 1 Descriptions of the first delamination scenario 

Parameter Description 

Location of delamination in element 
coordinate m (*results are presented in node 
coordinate: n = 2 m + 1. For example the plate 
length 10 in element coordinate is n = (2 ×10) 
+ 1 = 21 

Number of layers of plate 6 

Number of elements along X and Y 10, 10 

Delaminated interface number 5
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Horizontal detail signalApproximation signal 

Diagonal detail signalVertical detail signal 

Fig. 3 Results of delamination detection for the first delamination scenario (results are presented 
in nodal coordinate, i.e., n = 2 m + 1)

and one signal is related to approximation. As seen, the diagonal detail signal of the 
mode shape can detect the delamination’s boundaries well. 

4.2 The Second Delamination Scenario 

The second delamination scenario is described in Table 2. As seen in Fig. 4, there 
are four signals, three of which are related to details, and one signal is related to 
approximation. As seen, the diagonal detail signal of the mode shape can detect 
the delamination’s boundaries well. As shown, the delamination is detected in the
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Table 2 Descriptions of the second delamination scenario 

Parameter Description 

Location of delamination in element 
coordinate m (*results are presented in node 
coordinate: n = 2 m + 1. For example the plate 
length 10 in element coordinate is n = (2 × 
10) + 1 = 21 

Number of layers of plate 6 

Number of elements along X and Y 10, 10 

Delaminated interface number 5

diagonal detail signal. However, the boundaries of the delamination are doubtful. For 
this reason, according to our proposed approach, a one-dimensional discrete wavelet 
transform is applied to doubtful boundaries. 

Maximum values in X and Y directions in diagonal detail signal are named Max 
D1X and Max D1Y, respectively. The boundary of y at x = 7 in nodal coordinate in 
diagonal detail signal is doubtful. For this, the one-dimensional wavelet transform is 
applied to x = 7 to observe the variations in the Y direction. As demonstrated in Fig. 5, 
the result of the one-dimensional wavelet transform emphasizes that the location X, 
Y = 7, 15 in nodal coordinate (i.e., X, Y = 3, 7) is definitely a boundary point of 
delamination. The two-dimensional wavelet transform did not emphasize this. Thus, 
it is demonstrated that the one-dimensional wavelet transform can be used to improve 
the results of the two-dimensional wavelet transform efficiently. 

5 Conclusions 

This paper proposes a novel delamination detection technique by combining the abil-
ities of one-dimensional discrete wavelet transform and two-dimensional discrete 
wavelet transform. According to our findings, in some cases, delamination detection 
based on the two-dimensional discrete wavelet transform has a weakness for delami-
nation’s boundary detection. Thus, to fix this challenge, this paper suggests using the
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Horizontal detail signalApproximation signal 

Diagonal detail signalVertical detail signal 

Fig. 4 Results of delamination detection for the second delamination (results are presented in nodal 
coordinate, i.e., n = 2 m  + 1)

one-dimensional discrete wavelet transform in doubtful delamination’s boundary. 
The findings show that the one-dimensional discrete wavelet transform can effec-
tively and efficiently determine the accurate delamination’s boundary in doubtful 
points and be proper support for the two-dimensional discrete wavelet transform and 
eliminate its weakness.
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Max D1YMax D1X 

Y@x=7 in nodal coordinateDiagonal detail signal 

Fig. 5 Results of delamination detection for the second delamination after applying one-
dimensional wavelet transform (results are presented in nodal coordinate, i.e., n = 2 m + 
1)
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A Feasibility Review of Novel 
Avian-Based Optimization Algorithms 
for Damage Detection in a Truss Bridge 

Lan Ngoc-Nguyen, Samir Khatir, Hoa Ngoc-Tran, Huu-Quyet Nguyen, 
Long Ngoc-Nguyen, Thanh Bui-Tien, and Magd Abdel Wahab 

Abstract During their lifecycle, bridge structures have to withstand various uncer-
tainties loads such as wind, typhoon, and accident loads which may pose serious 
threats to the integrity as well as the safety of the structure, especially when they 
induced significant damages to the structure. For many years, researchers have 
been trying to develop heath monitoring tools, which can identify accurately not 
only the location, but also the level of structural damage. In this paper, two novel 
avian-based optimization algorithms-Artificial Hummingbird Algorithm (AHA) and 
African Vulture Optimization Algorithm (AVOA) are reviewed for their feasibility in 
detecting structural damages in truss bridge. The accuracy of the proposed algorithms 
is compared against two other famous algorithms: particle swarm optimization (PSO) 
and cuckoo search (CS). The results of the feasibility review for damage detection 
capability are discussed. 

Keywords Structural health monitoring · Artificial Hummingbird Algorithm ·
African Vulture Optimization Algorithm · Damage detection 

1 Introduction 

During their lifecycle, bridge structures have to withstand various uncertain loads 
such as wind, typhoons, and accident loads which may pose intimidating threats to the 
structure’s integrity and safety. For years, many efforts have been spent on researching 
the “ultimate” damage detection toolbox, which has the ability to correctly identify 
both the location and the level of the structural damage. The toolbox would not 
only help to reduce the overall maintenance cost of the structure but also prolong
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its service life. While the “holy grail” toolbox has yet to be found, researchers have 
obtained encouraging results in solving damage detection problems in structure. For 
example, data-based techniques have been applied to detect structural damages in 
bridges. Bui-Tien et al. [1] proposed a hybrid method combining recurrent neural 
network (RNN) and convolutional neural network (CNN) to filter damages in the Z-24 
bridge in Switzerland. The method was able to detect structural damages in different 
scenarios with a high level of accuracy. Neves et al. [2] proposed an ANN-based 
approach to identify damages in a railway bridge. Corbally and Malekjafarian [3] 
introduced an improved ANN-based method using the contact-point (CP)-response 
of passing vehicles to detect structural damages on a simulated bridge. The proposed 
method showed the superior result in damage detection’s capability in comparison 
to the traditional methods. Ref. [4] introduced a new data-driven damage detection 
tool combining train-borne signals and deep learning to identify damage to a numer-
ical railway bridge model, which was able to detect damages in different generated 
scenarios with a high level of accuracy. While data-driven methods usually prove to be 
effective, their complexity and computational cost can make them less attractive when 
dealing with small and medium size structures in comparison to optimization-based 
methods. 

In the past decades, optimization techniques have become more and more signif-
icant in solving convoluted problems of our everyday life, from the scale of 
microstructures to lifeline megastructures. Optimization techniques are our key to 
sustainable development as they enable us to get access to efficient resource manage-
ment. Traditionally, there are two approaches to optimization techniques: determin-
istic and meta-heuristic with the latter one has been a hot subject of research recently 
due to its simplicity, arbitrary, and robustness [5]. With its advantages, many meta-
heuristic algorithms have been developed lately [6–11]. Some researchers have also 
tried to use metaheuristic algorithms to solve damage detection problems of bridges 
explicitly [12–19]. 

In this paper, two novel avian-based optimization algorithms—Artificial 
Hummingbird Algorithm (AHA) and African Vulture Optimization Algorithm 
(AVOA) are reviewed for their feasibility in solving damage detection of a real-life 
truss bridge. Their accuracy and effectiveness are also compared against two others 
widely used optimization algorithms: Cuckoo Search (CS) and Particle Swarm Opti-
mization (PSO); both are also inspired by the avian behaviour of the animal kingdom. 
The results are then discussed in the conclusion part of the paper. 

2 Novel Avian-Based Algorithms 

2.1 Artificial Hummingbird Algorithm 

The artificial Hummingbird Algorithm was introduced by Zhao et al. [20] in 2022. 
The algorithm is inspired by the foraging behaviour of the hummingbird, which is
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one of the smallest kinds of birds in the world but also is amongst the smartest of 
the animal kingdom. Hummingbirds have an extraordinary memory; they are able to 
memorize the exact location and food quantity of the previously located food source. 
This enables them to forage food with a high level of sustainability. AHA mimics 
three strategies of hummingbirds during their foraging process: guided foraging, 
territorial foraging, and migration foraging. During their forage, all three strategies 
shall be conducted to ensure that the hummingbird will always locate and head to 
the best possible food source nearby. 

Strategy 1: Guided foraging 

The guided foraging process of AHA mimicked the hummingbird’s ability to search 
for the food source with the highest quantity of food vi (t). This can be done simply 
by looking for the food source that it has not visited again for the longest amount of 
time, since the longer the bird has not visited the food source, the higher the chance 
the food source will refill itself. The guided foraging strategy is shown in Eq. (1) 
below: 

a · D · (
xi (t) − xi,tar(t)

) + xi,tar(t) = vi (t + 1) (1) 

where xi(t) is the position of the ith food source at time t, xi, tar(t) is the position of 
the targeted food source that the ith hummingbird tends to fly to. a and D are the 
guiding factor and flight direction factor of the bird, respectively 

Strategy 2: Territorial foraging 

Once the food source is finished, a hummingbird will fly to a nearby region containing 
a new food source instead of flying back to the older ones. This gives time for the 
food source to refill itself slowly while also enabling the bird to find a better food 
source at the same time. The territorial foraging strategy is indicated as follows: 

b · D · xi (t)vi + xi (t) = vi (t + 1) (2) 

where xi(t) is the position of the ith food source at time t, b and D are territorial 
factors the flight direction factor of the hummingbird. 

Strategy 3: Migration foraging 

When the food sources within a particular region are diminished, a hummingbird 
will migrate to a nearby region to look for food. The migration foraging process is 
shown in Eq. (3) as below:  

LB  + r · (UB  − LB) = xdiminished(t + 1) (3) 

where xdiminished is the nearly depleted food source in the population, LB and UB are 
the lower boundaries and upper boundaries of the search.
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2.2 African Vulture Optimization Algorithm 

First introduced in 2021 by Abdollahzadeh et al. [21], the African Vulture optimiza-
tion algorithm is inspired by the behaviour of African vultures in a group, especially 
during hunting. African vultures are hunters by group; their hunting strategies involve 
their endurance to fly for hours to look for food to help them survive from starving. 
The algorithm consists of four main steps: determining the best vulture, calculating 
the starvation rate amongst the group, exploration, and exploitation. 

Step 1: Determining the best vulture 

After initialization, the vultures are divided into two groups: the best group and the 
second-best one. The best solution is selected as the best vultures in each group. The 
selection is shown in Eq. (4) below: 

R(i ) =
{
Best Vulture1 if pi = L1 

Best Vulture1 if pi = L2 
(4) 

where R(i) is the best vulture selected, L1 and L2 are random parameters with values 
between 0 and 1. 

Step 2: Calculating starvation rate amongst the group 

Vultures will go hunting for food when hungry, and the hunger drives them to fly long 
for hours to search for food. However, the hunger also prevents them from having 
enough energy for a long flight and makes them aggressive. The rate of starvation 
amongst the group of vultures is indicated as below: 

F = (2 × rand1 + 1) × z ×
(
1 − intertioni 

maxiterations

)
+ t (5) 

where F indicates the satiation of the vulture, z is a random parameter with a value 
between 0 and 1, t is the starvation rate factor. 

Step 3: Exploration 

In the AVOA, African vultures are assumed to acquire different strategies when 
searching for food in other areas. The parameter P1 is selected to represent either the 
strategy and has a value between 0 and 1. Equation (6) below indicates the exploration 
step of the AVOA: 

P(i + 1) =
{
R(i) − |X × R(i) − P(i )| × F if P1 ≥ rand P1 
R(i ) − F + rand2 × ((ub − lb) × rand3 + lb) if P1 < rand P1 

(6)
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where P(i + 1) is the position of the vulture in the next iteration, X is the coefficient 
factor that indicates the movement of the vulture to protect the food from the others. 

When 0.5 < |F| < 1, the first exploitation phase is conducted. In the first phase 
of exploitation, two siege-fight strategies of vultures are assumed when they content 
for food. A parameter P2 is selected to represent either the strategy and has a value 
between 0 and 1. The first phase of exploitation is indicated as: 

P(i + 1) =
{ |X × R(i ) − P(i)| − (F + rand4) − R(i ) + P(i ) if P2 ≥ rand P2 
R(i ) − (S1 + S2) if P2 < rand P2 

(7) 

where S1, S2 are the spiral rotational flight of vultures [21]. 
When |F| < 0.5, the second phase is performed. The different movement within the 

group of vultures paved way for the two aggressive siege fight among the vultures. 
A parameter P3 is selected to represent either the strategy and has a value between 
0 and 1. The second phase is shown in Eq. (8) below: 

P(i + 1) =
{
0.5(A1 + A2) if P3 ≥ rand P3 
R(i ) − |R(i) − P(i )| × F × Levy(d) if P3 < rand P3 

(8) 

where Ai is the movement of the vulture towards the food source [21], Levy(d) is  
the levy flight [22] for the distance of the vulture to the best vulture of the respective 
group. 

3 Case Study: Damage Detection of Nam O Bridge 

3.1 Introduction 

In this section, the Nam O truss bridge is chosen as the real-life case study to review 
the feasibility of the two mentioned-above algorithms in solving the damage detection 
problem of structure. The Nam O Bridge (Fig. 1) is a railway truss arch bridge located 
in the middle of Vietnam. The bridge holds a strategic position as it connects the busy 
North–South Railway Line of the country. The truss arch bridge consists of four truss 
spans of 75 m each. Roller and pin bearings are used to support the bridge span. The 
truss members include lower chords, upper chords, vertical chords, diagonal chords, 
struts, lower, and upper wind bracings. Truss members are connected to each other 
by truss bolts.
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Fig. 1 Nam O bridge with a regular train passed by 

3.2 Baseline Finite Element Model 

A Finite Element (FE) model of the first bridge span is modelled using Stabil toolbox 
of MATLAB [23]. The model includes a total of 45 nodes and 146 elements with 
six degrees of freedom (DOF) at default at each node: translational displacements 
in X, Y, Z axes and rotational displacement at the respective axes. In this model, all 
non-structural components such as parapets, maintenance paths, etc., are considered 
as added concentrated loads. The FE model of the bridge is shown in Fig. 2 as below: 

Fig. 2 FE model of the truss arch span
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Fig. 3 Measurement grid. Blue: roving points; red: reference points [14] 

A vibration measurement campaign of the bridge was conducted to analyse the 
dynamic characteristic of the actual bridge. Since Nam O is a railway bridge, the 
measurement considered two sources of excitation: ambient vibration from the wind 
and the free vibration of the bridge after the train has passed by. The data acquisition 
system consists of eight high sensitivity accelerometers of type PCB393B12 which 
were attached to the truss member by magnets, an 8 slot Compact DAQ Chassis 
(cDAQ 9178) connected to two NI-9234 modules, and a laptop installed with signal 
processing program MACEC [24]. A measurement grid was set up (Fig. 3) which 
covered all vibration sensitive location along the measured span. 

Measurement data are analyzed by MACEC to obtain the natural frequencies 
and the mode shapes of the bridge. Once the measured dynamic characteristics are 
obtained, model updating is performed to get a baseline FE model of the bridge, 
which will be used for the damage detection process in the next section. Details of 
the model updating are explained briefly in [14]. The result of model updating for 
the first 05 vibration modes are shown in Table 1. 

Table 1 Natural frequencies before and after model updating 

No. Measured frequency (Hz) Initial FE model’s frequency 
(Hz) 

Updated FE model’s 
frequency (Hz) 

1 1.45 1.18 (18.6%) 1.47 (1.4%) 

2 3.11 2.76 (11.3%) 3.14 (1.0%) 

3 3.28 3.11 (5.2%) 3.32 (1.2%) 

4 4.62 3.79 (17.7%) 4.80 (3.7%) 

5 6.05 3.94 (34.9%) 6.96 (13.0%)
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Fig. 4 Damage elements of Nam O bridge 

3.3 Damage Detection Using Proposed Algorithms 

In this section, to study the feasibility for damage detection of the two proposed 
method, two damage scenarios are generated based on the simulated model. In the 
first scenario, single damage is introduced by reducing the Young’s modulus of 
element number 1006 at the bottom chord to 30%. In the second scenarios, multiple 
damages are generated by reducing the Young’s modulus of element number 1006 
and 1009 at the bottom chord to 30% and 50% respectively (Fig. 4). 

The objective function for the two case is as below: 

Objective Function = 
5∑

i=1

(
fi − f̃i

)2 
/ f̃ 2 i (9) 

where fi , f̃i are the natural frequencies of the analytical and experimental values, 
respectively, for the first 05 vibration modes of the structure. To evaluate the effec-
tiveness of the proposed methods, they are compared with two other well known 
avian-inspired algorithms: Cuckoo Search (CS) and Particle Swarm Optimization 
(PSO). In all of the algorithms, 50 population size and 50 iterations are selected for 
each run. The results are shown as below: 

For the single damage case: 
For the multiple damage case: 
From Figs. 5 and 6, we can see that in both single and multiple damage scenarios, 

AHA and AVOA have a better convergence rate than CS and PSO. AHA and AVOA 
are able to identify correctly not only the location of damage but also the level of 
damage. For the single damage case, AHA and AVOA located accurately the damage 
at the first element, while CS and PSO provided false damage at element number 4, 
6, and 10, respectively. For the multiple damage case, the same thing happened with 
false damages appeared at the incorrect location in the case of CS and PSO.
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Fig. 5 Convergence of fitness function (left) and single damage detection of Nam O bridge (right) 

Fig. 6 Convergence of fitness function (left) and multiple damage detection of Nam O bridge 
(right) 

4 Conclusion 

In this paper, a feasibility review of the damage detection capability of two novel 
avian-based optimization algorithm—AHA and AOVA is conducted. The damage 
detection capability is validated on a real-life truss arch bridge structure, with 
different damage scenarios are generated by adjusting the stiffness of the respec-
tive element. The proposed algorithms are compared with two other older avian-
inspired algorithm—CS and PSO for accuracy and effectiveness. The analysed results 
show that the proposed algorithms have been able to localize and quantify struc-
tural damages with a high level of accuracy. The two algorithms are effective and 
feasible in dealing with structural damage detection problems. In the future, since 
both algorithms are recently developed, then can be further improved to deal with 
more complex engineering problems such as damage detection of large-scale bridges, 
skyscrapers, etc.
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Static Assessment of Notched Additively 
Manufactured Polymers Based 
on the Theory of Critical Distances 

Luca Susmel 

Abstract The aim of this paper is to review the work we have done in recent years 
to investigate the accuracy of the Theory of Critical Distances (TCD) in estimating 
static strength of notched additively manufactured acrylonitrile butadiene styrene 
(ABS) and polylactide (PLA). The TCD takes as its starting point the assumption 
that the extent of damage under static loading can be assessed successfully by using 
two different material parameters, i.e. (i) a critical distance whose length is closely 
related to the material micro/meso/macro-structural features and an inherent (i.e. a 
defect free) material strength. Plain and notched specimens of 3D-printed PLA and 
FDM were manufactured (with an in-fill level of 100%) by making the deposition 
angle vary in the range 0°–90°. Using the TCD, failures were predicted by directly 
postprocessing the linear-elastic stress fields determined by solving standard linear-
elastic Finite Element (FE) models. Independently of notch sharpness and printing 
direction, the estimates being obtained were found to be highly accurate, falling 
within an error interval of about 20%. This result fully supports the idea that the 
TCD can successfully be used in situations of practical interest to design against 
static loading notched components of additively manufactured polymers by directly 
postprocessing the results from simple linear-elastic FE models. 

Keywords Additive manufacturing · PLA · FDM · Notch · Critical distance 

1 Introduction 

According to ASTM F42, additive manufacturing (AM) is “the process of joining 
materials to make objects from 3D-model data, usually layer upon layer, as opposed 
to subtractive manufacturing methodologies”. Thanks to its specific features, AM 
allows complex shapes to easily be incorporated in structural components.
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If attention is focussed on thermoplastic polymers, certainly acrylonitrile buta-
diene styrene (ABS) and polylactide (PLA) are the most common materials that are 
used to additively manufacture objects at a relatively low cost. Polymers can be addi-
tively manufactured (AM) from powders, wires and flat sheets that are melted using a 
variety of different technological processes. PLA is a biodegradable, absorbable and 
biocompatible polymer that is widely employed to manufacture biomedical compo-
nents. Owing to its specific mechanical response and resistance to corrosion, ABS 
is commonly used to manufacture rigid and lightweight components. PLA and ABS 
can easily be additively manufactured by using low-cost commercial 3D-printers. 
Other than these two materials, polyphenyl sulfone and polycarbonate as well can 
be 3D-printed effectively, although they can be used provided that more advanced 
AM techniques are used. 

One of the most relevant features of AM is that objects can be fabricated in a very 
accurate way, with this holding true in terms of both shape and dimensions. As far 
as structural integrity is concerned, the fact that 3D-printed components can contain 
geometrical features of all kinds results in localised stress concentration phenomena. 
Since stress raisers can reduce markedly the overall mechanical strength of structural 
components, engineers need reliable design methodologies suitable for performing 
the static assessment of notched 3D-printed objects accurately. 

As far as static assessment of notched components is concerned, examination of 
the state of the art strongly supports the idea that the Theory of Critical Distances 
(TCD) [1] is the most powerful candidate to be used to design AM components 
against static loading since: 

• the TCD assesses the detrimental effect of notches independently from their profile 
and sharpness; 

• the TCD models the material morphology explicitly via suitable length scale 
parameters; 

• the TCD can be used by directly postprocessing the results from simple linear-
elastic Finite Element (FE) models (where the same numerical solid models can 
be used also to inform the manufacturing process). 

In this scenario, the aim of the present paper is to review the research work we 
have supervised in recent years [2–7] to investigate whether the linear-elastic TCD 
is successful in performing the static assessment of notched 3D-printed components 
of PLA and ABS subjected to in service static loading. 

2 Fundamentals of the Theory of Critical Distances (TCD) 

The TCD postulates that static breakage of notched/cracked components subjected 
to Mode I loading takes place as soon as a critical distance-dependent effective stress, 
σ eff(L), becomes equal to the material inherent strength, σ 0 [1, 8–11], i.e.: 

σeff(L) = σ0 ⇔ failure (1)
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According to Eq. (1), the TCD is bi-parametrical design method where the critical 
distance, L, and the inherent material strength, σ 0, are the two material parameters 
being used to assess the extent of damage. In this setting, L is a length that is closely 
related to the micro/meso/macro-structural features of the material being designed. 

An important feature of the TCD is that it performs static assessment by directly 
postprocessing the linear-elastic stress fields acting on the material in the vicinity of 
the notch being designed, with this holding true independently of the ductility level 
of the material under investigation [9, 10]. 

Under static loading, the TCD critical distance can directly be estimated via the 
following well-known relationship [1]: 

L = 
1 

π

(
KIc  

σ0

)2 

(2) 

where KIc is the plane strain fracture toughness. Given the specific critical distance for 
the material under investigation, the design effective stress, σ eff(L), can be calculated 
directly according to either the Point Method, the Line Method or the Area Method 
as follows, respectively [1]: 

σeff(L) = σy

(
θ = 0, r = 

L 

2

)
Point Method (Fig. 1b) (3) 

σeff(L) = 
1 

2L 

2L∫
0 

σy(θ = 0, r) · dr Line Method (Fig. 1c) (4) 

σeff(L) = 4 

π L2 

π/2∫
0 

L∫
0 

σ1(θ,  r) · r · dr · dθ Area Method (Fig. 1d) (5) 

The meaning of the used symbols as well as the visual explanation of the effective 
stress determined according to definitions (3)–(5) are reported in Fig. 1a–d.

Equations (1) and (2) make it evident that inherent material strength σ 0 plays a 
role of primary importance when the TCD is employed to perform static assessment 
of notched components. In particular, while for brittle materials [1, 8], σ 0 is seen 
to approach the ultimate tensile strength, σ UTS, for ductile materials (or nonlinear 
materials), σ 0 is instead quantified to be larger than σ UTS [1, 9]. Further, σ 0 is seen to 
take on a value that is higher than σ UTS also when the plain material fails by different 
mechanisms to those leading to the final breakage in the presence of notches [1]. 
These considerations make it evident that the most accurate way to determine σ 0 
is by running specific experiments that involve notches whose presence results in 
different local stress distributions (Fig. 1e) [1, 9, 10].
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Fig. 1 Notch component and local system of coordinates (a); effective stress calculated according 
to the point method (b), to the line method (c) and to the area method (d); inherent strength σ 0 and 
critical distance L determined from experimental results generated by testing notches of different 
sharpness (e)
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3 Fabrication and Testing of Laboratory Specimens 

The specimens employed to assess the accuracy of the TCD in performing static 
assessment of notched AM polymers were fabricated by using 3D-printer Ultimaker 
2 Extended+. White New Verbatim filaments and grey 750 g PRIMA filaments with 
initial diameter of 2.85 mm were employed to fabricate the samples of PLA [2] and 
ABS [5], respectively. For both materials, the specimens were manufactured flat on 
the build-plate using a 0.4 mm-diameter extrusion nozzle. For the PLA specimens, 
the nozzle temperature was set equal to 240 °C and the build-plate temperature to 
60 °C [2]. In contrast, the ABS specimens were fabricated by setting the temperature 
of the nozzle equal to 255 °C and the temperature of the build-plate to 90 °C [5]. All 
the specimens were manufactured at a printing rate of 30 mm/s. The level of density 
was set equal to 100%, the height of the layers equal to 0.1 mm, and the thickness of 
the shell equal to 0.4 mm [2, 5]. As per Fig. 2, the plain and notched specimens were 
fabricated horizontally on the build-plate by making printing angle θ p vary in the 
range 0°–90°. Since the used 3D-printer extruded the filaments forming the filling 
volume always at ± 45° to the principal manufacturing direction, setting angle θ p 
equal either to 0° or to 90° returned specimens having a ± 45° lay-up. Using a similar 
stratagem, specimens with a −15°/75° lay-up were then fabricated by taking θ p equal 
to both 30° and 60°, whereas samples with a 0°/90° lay-up were manufactured by 
taking θ p equal to 45°. The technical drawings of the samples being fabricated and 
tested are seen in Fig. 3. 

The un-notched samples and the specimens containing two opposite notches were 
tested under axial loading, whereas the samples with a single notch were tested under

Fig. 2 Orientation of the deposition filaments
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Fig. 3 Geometries and dimensions (in millimetres) of the tested specimens [2, 5]

three-point bending. For the bending tests, the span between the two lower supports 
was set equal to 50 mm for the specimens with U-notches and to 60 mm for the 
samples containing open notches. 

All the specimens were tested under a displacement rate equal to 2 mm/min up 
to complete breakage by using a Shimadzu axial machine. Local axial strains in 
the un-notched samples were gathered at a frequency of 10 Hz via an extensometer 
having gauge length equal to 50 mm. Three different specimens were tested for any 
geometry/manufacturing configuration that was investigated. 

4 Material Mechanical Properties 

The stress, σ , versus strain, ε, diagrams reported in Fig. 4 show some examples of the 
mechanical behaviour displayed by the tested AM materials under tensile loading. 
These examples make it evident that the σ versus ε relationship was seen to be 
predominantly linear up to the maximum stress recorded during testing, with this 
holding true independently of the value of manufacturing angle θ p [2, 5]. Taking as 
a starting point, this important outcome, the force–displacement curves determined 
from the plain specimens under tensile loading were then re-analysed to derive the 
elastic modulus, E, the 0.2% proof stress, σ 0.2%, and the tensile strength, σ UTS.

The obtained results for the ultimate tensile strength are summarised in the 
diagrams of Fig. 5 where the experimental values of σ UTS are plotted against in-fill 
angle θ p. These two diagrams make it evident that the σ UTS values experimentally



Static Assessment of Notched Additively Manufactured Polymers … 71

Fig. 4 Examples of the stress versus strain curves displayed by the tested materials for two different 
values of manufacturing angle θ p [2, 5]

determined by making θ p vary in the range 0°–90° were all within two standard devi-
ations of the mean (± 2SD). Since both the 0.2% proof stress and Young’s modulus 
were characterised by a similar trend, it was possible to conclude that the effect of 
θ p on the mechanical behaviour of the two 3D-printed materials under investigation 
could be neglected with this resulting just in a little loss of accuracy [2, 5].

5 Overall Accuracy of the TCD 

To use the TCD effective stress to assess the static strength of the notched samples 
shown inFig.  2, the local linear-elastic stress fields in the notch regions were estimated 
by using commercial FE software ANSYS®. This was done by solving simple bi-
dimensional linear-elastic FE modes, with the mesh density in the highly stressed 
regions being increased progressively until convergence occurred. 

As far as ABS is concerned, a TCD critical distance, L, equal to 4.1 mm was 
estimated according to definition (2) by taking σ 0 = σ UTS = 23 MPa and KIc = 
2.6 MPa·m1/2 [5]. Turning to PLA, since it was not possible to determine a consistent 
value for the plane strain fracture toughness [2], L was directly estimated according 
to a procedure similar to the one shown in Fig. 1e. In particular, L was determined by 
averaging the distance resulting from the points of intersection between the straight 
horizontal lines modelling the plain material ultimate tensile strength (σ 0 = σ UTS in
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Fig. 5 Influence of manufacturing angle θ p on the ultimate tensile strength of the two AM materials 
being investigated

Fig. 1e) and the stress-distance curves describing the local stress fields in the notched 
specimens (tested under tensile loading) having root radius, rn, equal to 0.5 mm. This 
simple procedure resulted in an average value of the critical distance equal to 4.6 mm. 

These two values for L allowed us to postprocess the notch results being generated 
according to the Point Method, Eq. (3), and the Area Method, Eq. (5). The Line 
Method, Eq. (4), instead could not be used because the integration length (i.e. 2L) 
was larger than half net-width of the tested notched specimens [1]. 

The diagrams reported in Figs. 6 and 7 summarise the level of accuracy that was 
reached by using the TCD in terms of the Point and Area Method. In these charts, 
the error was calculated as: 

Error = 
σeff − σUTS 

σUTS 
[%] (6)
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Fig. 6 Accuracy of the TCD used in the form of the Point and Area Method in estimating static 
strength of notched AM PLA (U-N = U-notched; ON = open notch; Ax = axial Loading; 3 PB = 
three-point bending; rn = notch root radius) [2]

According to this definition, a positive value for the error denotes conservative 
estimates, whereas obviously, non-conservative predictions return negative errors. 

The error diagrams reported Figs. 6 and 7 confirm that, as for other conventional 
engineering materials [1], the systematic usage of the Point and Line Method returned 
estimates mainly falling with in an error interval of ± 20%. 

6 Conclusions 

The present paper reviews the accuracy of the TCD in designing notched AM poly-
mers against static loading. To consistently extend the use of this powerful theory to
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Fig. 7 Accuracy of the TCD used in the form of the Point and Area Method in estimating static 
strength of notched AM ABS (U-N = U-notched; ON = open notch; Ax = axial Loading; 3 PB = 
three-point bending; rn = notch root radius) [5]

the static assessment of 3D-printed polymers wakened by stress raisers of different 
sharpness, the mechanical/cracking behaviour of two specific AM materials (i.e. PLA 
and ABS) were investigated by considering the effect of the manufacturing angle. 
The accuracy and reliability of the TCD was checked against a large number of exper-
imental results generated by testing, under both tensile and bending loading, speci-
mens of AM PLA as well as of AM ABS containing different geometrical features. 
Based on the work reviewed in the present paper, the most relevant conclusions are 
summarised in what follows. 

• The linear-elastic TCD is successful in estimating static strength of notched AM 
PLA as well as of notched AM ABS. 

• The TCD allows notched components of AM polymers to be designed against 
static loading by directly postprocessing the relevant stress fields determined
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through conventional linear-elastic FE models. This implies that static assess-
ment can be performed without the need for explicitly modelling the nonlinear 
mechanical behaviour displayed by AM polymers. 

• With AM polymers as well, the TCD can be used to design notched compo-
nents against static loading by treating the required critical distance as a material 
property whose value is not affected by the sharpness of the notch being assessed. 
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Modeling Crack Initiation in Low Cycle 
Fatigue: A Review 

Hussein Zahran, Aleksandr Zinovev, Dmitry Terentyev, 
and Magd Abdel Wahab 

Abstract The typical fatigue life of a component is mainly divided into two phases: 
crack initiation and crack propagation. This study is concerned with the crack initia-
tion life as some designers regard the crack initiation as the end of the design life of 
the component. Crack initiation is caused by the formation of persistent slip bands 
that interact with the matrix leading to embryonic crack formation. There are several 
studies defining the point of crack initiation, and this article addresses some of these 
definitions. The main aim of this study is to review the different modeling method-
ologies for crack initiation under low cycle fatigue. These models are divided into 
three main types: microscopic models, damage parameters, and probabilistic models. 
There is no preferred methodology among the ones discussed. The choice of which 
model to use depends on the type of loading, the material in use, and the required 
level of detail. This study is intended as a reference for using one of these models or 
introducing modifications to enhance them. 

Keywords Low cycle fatigue · Crack initiation · Damage parameters · Strain 
energy · SWT 

1 Introduction 

The study of fatigue loading for structural components is essential for several appli-
cations. In fact, fatigue damage is regarded as the most common damage mode for 
these components. The applications include aerospace, production machinery, and
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energy producing power plants. Fatigue loading is divided into two main types: Low 
cycle fatigue (LCF) and High cycle fatigue (HCF). This study is focused more on 
LCF loading, but the principles can be applied to both types. 

Under LCF loading, the typical fatigue life of a component is divided into three 
phases [1, 2]: 

(1) Crack initiation in which micro-cracks appear on the specimen surface. 
However, these cracks are retarded and none of them is dominant. The most 
dominant phases is lasting for 40–90% of the total fatigue life. 

(2) Stable crack growth in which damage is localized by one dominant crack starting 
to propagate. 

(3) Unstable crack growth, which is a rapid phase leading to the failure of the 
component. 

This process is demonstrated in Fig. 1. It is worth noting that sometimes crack 
initiation stops at barriers such as grain boundaries and then the crack remains in this 
level and never reaches the critical size leading to the second or third phases. 

Fatigue crack initiation takes place when a micro-crack propagates to an engi-
neering measurement dimension [4]. For example, Bhattacharya and Ellingwood [5] 
defined a crack length of 0.076 mm as critical crack initiation size. Murtaza and 
Akid [6] defined it as 0.12 mm. Rodopoulos and De Los Rios [7] made a generalized 
assumption that crack initiation started when the crack length became several times 
the size of the microstructure. 

Under this framework, the fatigue life of a smooth component can be calculated 
as follows: 

N f = Ni + Np (1) 

Some studies provided a relation between the fatigue crack initiation point and the 
cyclic softening behavior of the material. These studies have been applied whenever 
the macroscopic detection of crack initiation is not possible. Zhang et al. [8] showed  
that crack initiation occurred at approximately 80% of the fatigue life under uniaxial 
loading based on damage mechanics theory. Another approach regards that crack 
initiation takes place at 10% drop in the stress amplitude [9, 10].

Fig. 1 Schematic diagram showing the fatigue failure process [3] 
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In this study, the mechanism of crack initiation is explained and then linked to the 
different macroscopic and microscopic modeling techniques. 

2 Mechanism of Crack Initiation 

Fatigue crack initiation is a random and complex process, which depends on the 
plastic strain amplitude, and the environment. The detailed process is summarized 
by Leon-Czares [11] as follows: 

(1) Redundant dislocation density is generated due to fatigue hardening or softening 
to form a stabilized dislocation population. 

(2) Constrained dislocation substructure is formed leading to the localization of slip 
into “Persistent Slip Bands (PSB)”. 

(3) The dislocation substructure interacts with a free surface producing extrusions 
and associated intrusions on it. This gives rise to the precipitation of free zones 
near the surface. 

(4) Stress incompatibility is caused by this intrusion leading in the end to the 
production of embryonic cracks. 

This process can be confirmed by microstructural investigations. Figure 2 shows 
the slip band formation, and the initiation of the crack at the interface between the 
slip band and matrix.

3 Crack Initiation Modeling 

3.1 Microscopic Modeling 

In order to represent the microstructure of the material, several techniques could be 
used. The immediate mapping of a microscopic image in a geometric finite element 
mesh is one of the most straightforward techniques, which leads to the matching 
between simulation and experimental results [13, 14]. The disadvantage of this 
method is that the simulation is strictly related to the mapped area. This is why other 
techniques have been developed to extend the simulation to the whole specimen. 
One technique is the statistical based synthetic microstructure using statistical infor-
mation such as phase fraction and grain size distribution obtained from microscopic 
images. This information can be processed into a representative volume elements 
(RVE) model [15–18]. In the end, the mean material properties are given for the 
continuum. 

A study by Tanaka and Mura [19] was one of the pioneering studies to present 
a model relating the fatigue crack initiation with the accumulation of dislocation 
dipoles that are generated by irreversible slip bands in one grain. In this model, the
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Fig. 2 Slip band formation as a result of fatigue loading followed by the formation of crack [12]

strain energy of dislocations is accumulated by the same amount during forward 
or reverse loading. A crack initiates when the accumulated energy reached fracture 
energy. The equation used to estimate crack initiation life is given by: 

Nc = 8GWs 

π(1 − ν)d(Δτ − 2k)2
(2) 

where G is the shear modulus, ν is the Poisson’s ratio, Ws is the specific fracture 
energy per unit area, andΔτ is the resolved shear stress range on the slip band. Also, 
k is the frictional stress of dislocation on the primary slip plane, and d is the length 
of the slip band. This model was used by Olfe et al. [20], and by Huang et al. [21] 
for strain controlled fatigue loading on ferrous and non-ferrous metals. It was also 
used by Hoshide and Kusuura [22] for multiaxial fatigue loading. 

Crystal plasticity (CP) models have also been used in several studies to calculate 
the dislocation reactions on slip systems. It was initially developed for single crystals 
[23], but was then further enhanced to include polycrystalline features [24–27]. These 
features include dislocation density [28], grain boundary mechanisms [29–32], and 
damage initiation [33]. 

Gu et al. [34] used the crystal plasticity model to predict the crack initiation around 
the inclusions. In this model, the local accumulated dislocation pacc was calculated 
using the following equation:
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pacc = 
t{

0 

/
2 

3 
L p : L pdt (3) 

where Lp is the plastic velocity gradient that is calculated based on the plastic defor-
mation gradient. This represents the shear stress, the slip systems, and the dislocation 
densities. This model allowed for the detection of the different crack nucleation sites 
in the microstructure. 

3.2 Damage Parameters 

Thermodynamic damage parameter. A study by Zhang et al. [35] was able to 
successfully simulate the fatigue crack initiation at the inclusion-matrix interface. 
This work was based on the thermodynamic theory of damage mechanics, in which 
the fatigue damage is regarded as an irreversible thermodynamic process [36]. This 
process dissipates the internal energy in the form of heat. A damage characterization 
parameter Ƴ is introduced, which is related to the material behavior as: 

ϒmax = 
E 

2 
ε2 max (4) 

The damage characterization parameter can then be related to the time dependent 
damage D, representing the free energy dissipation caused by the internal damage, 
by the following equation: 

dD 

dN 
= aK  ϒm/2 

max (5) 

The FE simulation of this study was performed on ANSYS using the Debonding 
submodule in the Contact Analysis module. This module is commonly used for 
cracking and separation of the material. 

Strain energy damage parameter. The energy-based damage parameters usually 
possess specific physical significance, and more importantly, they can be used 
on high-cycle and low-cycle fatigue because they involve both stress and strain 
components [37]. 

A damage parameter was used by Yuenyong and Uthaisangsuk [38] merged 
with the Chaboche visco-plasticity model to detect the fatigue crack initiation. This 
damage parameter is based on the hysteresis energy criterion accounting for the 
accumulation of stabilized hysteresis strain energy. This damage criterion was used 
in several other studies [39–41]. The accumulated inelastic strain energy per cycle
ΔW with the number of cycles N is formulated by the following equation: 

N = AΔW B (6)
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In which A and B are material parameters. The progression of the damage 
parameter with the number of cycles is given by: 

dD 

dN 
= 1 

AΔW B 
(7) 

This damage parameter affects the stress tensor (σ ) causing the material softening 
progressively damaged until failure when the value of D reaches 1. The effect is given 
as: 

σ = (1 − D)σ (8) 

Critical plane (CP) approach. Strain energy is scalar quantity, and this is why most 
energy-based models cannot solely describe crack initiation and propagation on a 
specific plane for most metallic materials [42, 43]. This raises the need for the critical 
plane (CP) approach to detect the favorable plane for the crack to initiate. Smith et al. 
[44] proposed a damage parameter to describe the crack initiation in a specific plane. 
This parameter depends on the maximum normal stress, and the true normal strain 
range on a specific plane as given by: 

PSWT = σt,max
Δεt,T 

2 
(9) 

where σt,max and Δεt are the maximum normal stress and the true normal strain 
range, respectively. 

The SWT parameter was proved to be incapable of detecting damage in many 
materials, especially the ones dominated by shear crack initiation [45, 46]. 

Another damage parameter was proposed by Findley [47] taking into account the 
effect of the normal stress on the maximum shear stress plane. The introduced critical 
plane model predicts the fatigue crack plane with orientation θ having maximum 
Findley Damage parameter. This is expressed by: 

f (θ ) = Δτ 
2 

+ kσn (10) 

where Δτ/2 is the shear stress amplitude on a plane with orientation θ , σn is the 
maximum normal stress on that plane, and k is a material parameter. 

Several versions of this damage parameter have been developed. Brown and Miller 
considered both the shear and normal strain on the plane of maximum shear stress. 
This is based on the assumption that cyclic shear strain will help in the crack nucle-
ation, and the normal strain will help in its growth. A simplified formula was proposed 
by Kandil et al. [48] given by:

Δγ̂ 
2 

= Δγmax 

2 
+ SΔεn (11)
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where Δγmax is the maximum shear strain range, and Δεn is the maximum normal 
strain range on the plane with the maximum shear strain range. S is a material 
parameter representing the influence of the normal strain on crack growth. 

The different critical plane methods have the benefit of being used to model 
multiaxial fatigue loading. This is why these methods have been used in various 
studies [49, 50]. 

3.3 Probabilistic Modeling 

As discussed previously, crack initiation process is a random process that depends 
on several uncertainties such as geometrical features, and microstructures (pres-
ence of inclusions or defects). This is why sometimes deterministic models become 
inaccurate especially on the attempt of generalizing these models. 

Some studies have been calling for some statistical arguments in order to apply the 
different models for design purposes. From here, probabilistic models were estab-
lished in order to carry out reliability analysis. A study by Castillo and Fernandez-
Canteli proposed a probabilistic model based on Weibull or Gumbel distributions 
[51]. This model starts with one damage parameter such as the life to initiate a 
macrocrack Nf and expressed by: 

ψ = q
(
N f

)
(12) 

ψ here represents the fatigue damage parameter, and q represents a decreasing 
function of total life in terms of reversals to macro-crack initiation. This damage 
parameter is then coupled with a probabilistic Weibull regression model in the 
following compact form: 

f (ψ) f
(
N f

) = ν (13) 

where ν here is a regression parameter and f is logarithmic function with the following 
form: 

f (x) = log(x) − θi = log
( x 

eθI

)
(14) 

In this equation, i = 1, 2, θ1 = ψ0, and θ2 = N0. These parameters can be extracted 
from experimental data. Then, a set of values νk (where k = 1, 2, … till the number 
of experiments) are fitted with a three-parameter Weibull distribution (Fig. 3): 

Nk ∼ W (λ, δ, β) (15)
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Fig. 3 Schematic diagram of the probability of regression parameter [52] 

The parameters of this distribution are: λ defining the position of the corresponding 
zero percentile hyperbola, δ defining the scale factor, and β representing the Weibull 
shape parameter of the cumulative distribution variable. 

The advantage of this probabilistic model is that it can be coupled with various 
damage parameter models turning it from deterministic to probabilistic. It has 
successfully been used in combination with Chaboche deterministic method [53], 
multiaxial fatigue virtual strain energy model [54], and Miner’s linear damage 
summation [55]. The model was also used to estimate fatigue life on structural 
components. 

Other probabilistic approaches have been studied such as the model by Zhu et al. 
[56] using Bayes theorem, and Koutiri et al. [57] using the weakest link concept. 

4 Conclusion 

In this review, several modeling methodologies have been discussed to predict the 
low cycle fatigue crack initiation lifetime. These methodologies can be microscopic, 
macroscopic, or statistics based. Some models were able to cover different appli-
cations: low cycle fatigue, high cycle fatigue, uniaxial loading, multiaxial loading, 
etc., while other models had limitations. Also, not every model can be applied on 
every type of material, so care must be made when choosing the suitable model. In 
the end, there is no preferred model out of the ones in discussion. It is also important 
to mention that there is still room for improvement in these models and correlating 
them with the physics of crack initiation. As discussed, crack initiation is a complex 
and random process with no agreed upon definition.
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Investigating the Effect 
of the Characteristics of Inclusions 
and Micro-voids on Fretting Fatigue 
Initiation Lifetime with Two-Scale 
Analysis Approach 

Can Wang and Magd Abdel Wahab 

Abstract Fretting fatigue problem involves a multiaxial stress state due to the 
contact problem. This complicated mechanical situation decreases the total fatigue 
life seriously. To obtain an accurate estimation of fretting fatigue lifetime, continuum 
damage mechanics (CDM) approach in conjunction with finite element method 
(FEM) is applied in this paper. Usually, the material is assumed by researchers 
as homogeneous material, but some micro-voids, inclusions and micro-cracks exist 
in the material in reality. These defects influence the estimation of fretting fatigue 
lifetime dramatically, and it is necessary to take these defects into account. In this 
paper, the authors investigate the characteristics of micro-voids and inclusions on 
fretting fatigue lifetime with a two-scale analysis approach. 

Keywords Fretting fatigue · Continuum damage mechanics · Defects · Two-scale 
analysis 

1 Introduction 

Fretting fatigue damage occurs at the position of the contact body because of the 
oscillation force that causes small movement. In addition, fretting fatigue damage 
usually occurs on bolts and riveted connections or components supporting vibration 
movement. Under fretting conditions, the fatigue life will be shortened seriously [1, 
2]. Fretting fatigue failure process is divided into two stages, namely, crack initiation 
and crack propagation. At the same time, considering the fatigue conditions, most 
of the total life was consumed in the nucleation part [3]. 

As mentioned earlier, the crack initiation stage is important. However, it is difficult 
to obtain the crack initiation point and crack initiation life from the experimental 
results. Therefore, finite element method (FEM) has been widely used in this field. It 
can effectively simulate contact conditions by reducing time and provide relatively 
accurate prediction results in combination with other prediction methods. Several
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Table 1 The fretting fatigue experimental data 

Test No. σ axial (MPa) Q (N) F (N) N failure (cycle) 

1 115 186.25 543 1,105,245 

methods and damage parameters are proposed in the literature to give the crack 
initiation point, crack direction and crack initiation life [4]. 

Kachanov [5] first proposed continuous damage mechanics (CDM) based on ther-
modynamic principles. In this method, a damage variable D is introduced, and it 
can be combined with the effective stress to estimate the damage evolution. Some 
researchers have extended this method to various fields. Some researchers [6] applied 
it to high cycle fatigue conditions and achieved good results. CDM method [7, 8] has 
successfully solved the problems of low cycle fatigue and fatigue creep. CDM method 
was applied to solve fatigue and fretting fatigue problems by some researchers [9, 10]. 

The heterogeneity of material will dramatically influence the fretting fatigue life-
time estimation with FEM. The existence of micro-voids and inclusions will decrease 
the fretting fatigue lifetime in real experimental conditions, it is necessary to take 
the defects into account when we estimate the fretting fatigue lifetime with FEM. 
Thus, in this paper, the authors will consider the effect of the characteristics of inclu-
sions and micro-voids on fretting fatigue initiation lifetime with two-scale analysis 
approach. 

2 Materials and Experiments 

The present study refers to the experiment which was conducted by Hojjati-Talemi 
and Abdel Wahab [11] and the details are listed in Table 1. The schematic of the 
experiment setup is shown in Fig. 1. As is shown, in the x-direction, the flat specimen 
sustains the axial cycle loading and friction force. In the y-direction, it sustains static 
normal force from the cylindrical pad.

The material of cylindrical pad and flat specimen is AA2024-T3. According to 
some studies, there are two kinds of inclusions (Al2O3 and Al2CuMg) and micropores 
in the material. Material properties are taken from literature [12, 13], and the size of 
these defects ranges from 23 to 65 µm. This paper takes the aspect ratio of 1 as an 
example. Table 2 shows the material properties and volume fraction of these defects.

The stress ratios of axial stress and tangential stress are 0.1 and −1, respectively. 

3 Continuum Damage Mechanics Method 

Kachanov [5] proposed the CDM approach based on thermodynamic theory. Hojjati-
Talemi and Abdel Wahab [11] introduced the damage parameter D in detail. The
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Fig. 1 Schematic of fretting 
fatigue test setup

Table 2 The material properties and defects characteristics 

Material E (GPa) v (−) Volume fraction (%) Size (µm) 

AA 2024-T3 72.1 0.33 

Al2O3 380 0.2 1.35 23–65 

Al2CuMg 120.5 0.2 1.35 23–65 

Micro-voids – 0.7 23–65

parameter determining the crack initiation point is the equivalent multiaxial stress 
(σ *), and it can be estimated by Von Mises equivalent stress (σ eq) and triaxiality 
function (Rv), see Eq. (1) [14]. 

σ ∗ = σeq(Rv)
1/2 (1) 

where 

Rv = 
2 

3 
(1 + v) + 3(1 − 2v)

(
σH 

σeq

)2 

(2) 

Herein, σ H is the hydrostatic stress. 
Hojjati-Talemi and Abdel Wahab [15] extended it to predict the crack initia-

tion lifetime under fretting fatigue condition. The integration relationship between 
damage parameter D and number of cycles N is presented in Eq. (3). 

∂ D 
∂ N 

= A

(
σ β+2 
eq,max − σ β+2 

eq,min

)
(1 − D)β+2 R( β 

2 )+1 
v (3)
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where A and β are material constants which can be estimated by regression method 
combined with experimental results and numerical data [11], σ eq, max, σ eq, min means 
maximum and minimum Von Mises stress. Furthermore, by integrating Eq. (3), the 
damage variable can be expressed as: 

D = 1 −
[
1 − A(β + 3)

(
σ β+2 
eq,max − σ β+2 

eq,min

)
R( β 

2 )+1 
v N

] 1 
(β+3) 

(4) 

At N = N i → D = 1: 

Ni = 1 

A(β + 3)

(
σ β+2 
eq,max − σ β+2 

eq,min

)−1 
R

−( β 
2 )−1 

v (5) 

Equation (5) will be used to determine the crack initiation life. 

4 Two-Scale Numerical Models 

In two-scale numerical method, there are two kinds of models: macroscopic model 
and microscopic model. The macroscopic model is applied to solve the contact 
problem and obtain the boundary condition for the microscopic models, meanwhile, 
the authors defined the homogeneous material in macroscopic one. All these models 
are constructed in commercial software ABAQUS. 

It can be seen from Fig. 2 that the y-direction of the specimen is constrained by 
the bottom, and the x-direction of the pad is constrained by the left and right sides. 
Axial cyclic stress and reaction cyclic stress are applied on the right side and the left 
side of the specimen, respectively. The value of reaction cyclic stress (σ reaction) can 
be calculated with Eq. (6). 

σreaction = σaxial 
Q 

As 
(6)

where As means the cross-section area of specimen. 
The small region A is the most damaged region in this model thus the boundary 

conditions from this region will be applied to microscopic models to investigate the 
effect of the characteristics of inclusions and micro-voids on fretting fatigue initiation 
lifetime with two-scale analysis approach. A technique in ABAQUS called sub-model 
technique which can heritage the boundary condition from the macroscopic model 
is applied in the work. 

In this paper, the main point is to know what’s the serious factors decrease the 
fretting fatigue lifetime, the sizes of micro-voids and inclusions, the volume frac-
tions of micro-voids and inclusions, or the kinds of inclusions. Therefore, several 
microscopic models are constructed due to the research objective which are shown 
in Figs. 3 and 4.



Investigating the Effect of the Characteristics of Inclusions … 95

Fig. 2 Homogeneous macroscopic model

Fig. 3 Sketch map of 
microscopic models: a r = 
12.6 µm; b r = 16.3 µm and  
c r = 28.2 µm

Figure 2 shows the macroscopic model, the width and length of the cylindrical 
pad are 10 mm, the length and the width of the specimen are 40 mm and 5 mm, 
the thickness of both parts is 4 mm. The size of region A is 1 mm × 0.25 mm, the 
authors divide this region into four microscopic models, each microscopic model’s 
size is 250 µm × 250 µm. The element type is CPE4R. 

Figure 3 shows the microscopic models which aim to investigate the effect of sizes 
of micro-voids and inclusions (the radius of defects r) in fretting fatigue lifetime. 
In Fig. 3, the authors just take the microscopic models of micro-voids as examples, 
and it needs to be clear, that the distributions and locations of inclusions are the 
same as the models in Fig. 3. In these models, the volume fraction of micro-voids 
and inclusions maintain 4%, the difference only occurs at the sizes. To avoid the
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Fig. 4 Sketch map of 
microscopic models: a vf = 
2.04% b vf = 4.08% and c vf 
= 6.12%

influence of location and distribution on life estimation, three microscopic models 
are constructed, which are different locations or distributions of defects under each 
size condition. The mesh size in microscopic models is 2 µm and the elements nearby 
the defects are refined as 0.5 µm. 

To investigate the size effect of defects on fretting fatigue lifetime, several micro-
scopic models are constructed which are shown in Fig. 4. The radius of defects 
(micro-voids and inclusions) is 20 µm but the volume fractions (vf ) are different. 
The positions of micro-voids are as same as that of two kinds of inclusions (Al2O3 

and Al2CuMg). It can be seen that in each volume fraction condition, there are three 
microscopic models which are applied to avoid the influence of defects locations. 

5 Results and Discussion 

5.1 Distribution of Damage Parameter and Stress 

Since the damage parameter and stress peaks are located in the region a/2 to a, the  
stress and damage parameter contour plots in the fourth part of the micromodel which 
are shown here. 

The peak values of damage parameters and Von Mises stress are all locate at 
the edge of the micro-voids (see Fig. 5). The existence of micro-voids affects the 
distributions of stress distribution, and the initiation point would possibly shift from 
the contact surface to the edge of micro-voids. Comparing with the results from
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Fig. 5 Distribution of damage parameters and stress of models containing micro-voids: a equivalent 
multiaxial stress, b triaxiality function, and c Von Mises stress

Fig. 6, the maximum equivalent multiaxial stress (σ *), triaxiality function (R) and 
the Von Mises stress are higher than that of models containing inclusions. 

To get crack initiation lifetime, average method needs to be applied, in this part it 
will not be introduced in detail, the average method refers to the previous study [16]. 
The comparison of crack initiation lifetime in different microscopic models will be 
introduced in the following sections. 

5.2 Effect of Defects Sizes on Fretting Fatigue Lifetime 

It needs to be clarified that the Ni, p means the predicted fretting fatigue initiation 
lifetime, and the Ni, e is the experimental fretting fatigue initiation lifetime which is 
obtained by subtracting the propagation lifetime from the total lifetime. Meanwhile, 
the propagation lifetime refers to the literature [17]. 

Figure 7a shows the life ratio of models containing three different sizes of micro-
voids. The distributions of micro-voids are different from each other in the three 
models (Model 1, Model 2 and Model 3) which are shown in Fig. 2. It can be seen 
that the lifetimes vary from the distributions of micro-voids of the same size. When 
the size of micro-voids is 12.6 µm, the range of life ratios (Ni, p/Ni, e) is from 0.45 
to 0.8, the difference arrives at 0.35. When the size is 28.2 µm, life ratios fluctuate 
between 0.45 and 0.7. From the green triangles in Fig. 7a, the average life ratios in
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Fig. 6 Distribution of damage parameters and stress of models containing inclusions (Al2O3): a 
equivalent multiaxial stress, b triaxiality function, and c Von Mises stress

each case of micro-void size, it can be noticed that the life ratios are between 0.6 
and 0.7, the difference is about 0.1. Therefore, compared with the effect of micro-
voids sizes on crack initiation lifetime, the distributions of micro-voids play a more 
important role.

A similar phenomenon can be noticed in Fig. 7b and c. When the size of inclusions 
is the same, the difference in lifetime ratio is largely due to the different distribution 
of inclusions. When the size of Al2O3 is 28.8 µm, the largest difference appears, 
about 0.27. For Al2CuMg, the biggest discrepancy is 0.25 when the size of it is 
12.6 µm. Compared to the results of micro-voids, it can be seen that the maximum 
fluctuation of life ratios due to the different distributions appears in the models 
containing micro-voids. 

Figure 7d shows the average life ratio of different defect sizes, it can be seen that 
the existence of micro-voids significantly reduces the crack initiation life, and the 
life ratio remains the lowest value in the case of three different sizes. Meanwhile, 
there is not much difference between the two types of inclusions, that is, the types 
of inclusions have little effect on the crack initiation life as the size of inclusions 
changes.
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Fig. 7 Life ratio (Ni, p/Ni, e) in different sizes of defects: a micro-void, b Al2O3, c Al2CuMg and 
d average life ratio comparison among micro-voids and two kinds of inclusions

5.3 Effect of Defects Volume Fraction on Fretting Fatigue 
Lifetime 

From Fig. 8a, it can be seen that the locations of micro-voids affect the crack initiation 
lifetime seriously, the fluctuations of life ratios are 0.55, 0.65, and 0.68 when the 
volume fraction of micro-voids are 2.04, 4.08, and 6.12%. However, the average life 
ratios are all about 0.45 in the three volume fractions, the difference is small.

The locations of inclusions play an important role in influencing crack initiation 
lifetime as well, there is a large difference in the three models (Model Top, Model 
Bot, and Model Mid) at the same volume fraction of inclusions. Meanwhile, the 
differences are becoming larger as the volume fraction of inclusions increases, the 
maximum differences of Al2O3 and Al2CuMg are 0.18 and 0.11, respectively. It 
should be noticed that the life ratio differences resulting from the location discrepancy 
of inclusions are less than that of micro-voids. 

Figure 8d shows the comparison among micro-voids and inclusions’ average life 
ratio in three volume fractions. The lowest values are from micro-void results, and 
the difference between the two kinds of inclusion increases as the volume fraction 
of inclusions goes up. It is known that the elastic modulus of Al2O3 is more than
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Fig. 8 Life ratio (Ni, p/Ni, e) in different volume fractions of defects: a micro-void, b Al2O3, c 
Al2CuMg and d average life ratio comparison among micro-voids and two kinds of inclusions

three times higher than that of Al2CuMg (see Table 2), so it can be concluded that 
inclusions with high elastic modulus reduce the crack initiation life more severely 
as the volume fraction increases. 

6 Conclusions 

In this paper, the authors investigated the influence of the characteristics of inclusions 
and micro-voids on fretting fatigue initiation lifetime. The conclusions are listed 
below: 

1. At the same value of defects’ size, the distributions of micro-voids and inclusion 
affect the crack initiation lifetime dramatically. The size of defects influences the 
lifetime little. 

2. At the same value of size, micro-voids decrease the crack initiation lifetime more 
than that of inclusions. Meanwhile, there is no obvious discrepancy between the 
micromodels containing different inclusions.
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3. There is not much difference in the results from the different volume fractions 
of micro-voids, the life ratios are about 0.45. 

4. The difference in life ratios between the two kinds of inclusion increases as the 
volume fraction of inclusions goes up. 

5. The effect of micro-voids on lifetime is greater than that caused by inclusions. 
The inclusions with high elastic modulus reduce the crack initiation life more 
severely as the volume fraction increases. 
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Effects of Load and SiCp Addition 
on Wear Behaviour of Powder Injection 
Moulded Aluminium Composite 

Tapany Patcharawit, Arada Ngeekoh, and Nutthita Chuankrerkkul 

Abstract This research investigated wear behaviour of powder injection moulded 
SiCp—reinforced aluminium composite, utilized in applications in small and 
complex electrical/mechanical parts. Effects of load and SiCp addition on fric-
tion coefficient, specific wear rate and wear mechanisms were investigated. Injec-
tion moulding of 5–20 vol.% SiCp—aluminium feedstocks, prepared at 55% 
solid loading, was carried out prior to sintering at 645–660 °C/2 h followed by 
precipitation-hardening at 160 °C/6 h. Effects of loading over 5–65 N range was 
investigated following the ball—on—flat wear test without lubrication. It was found 
that SiCp addition promoted wear resistance, providing the lowest specific wear 
rate at 9.6 × 10–5 mm3/Nm and the friction coefficient of 0.04. Abrasive wear was 
found to dominate at higher SiCp content. Increasing load resulted in greater wear 
severity, resulting in greater material loss. Wear test towards high load and high SiCp 
addition caused mutual materials transfer and the formation of mechanically mixed 
layer (MML), being composed of crushed SiCp in the hardened and re-oxidized 
aluminium matrix via comminution under reciprocal sliding wear action. Subse-
quent fatigue crack resulted in delamination of the MML causing wear debris. In 
addition, fatigue wear could be prolonged, which was attributable to precipitation 
hardening of the aluminium matrix. 
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1 Introduction 

Significant growth of the global powder market renders greater opportunities for 
powder metallurgy (PM) to extend its applications not only limited to automo-
tive, aerospace, dental and medical, but also in the field of electronics, industrial, 
jewellery, consumer, and etc. Powder injection moulding (PIM) shares similarity to 
that of PM merits in terms of formulation flexibility, material utilization, high prop-
erties, precision surface finish, low cost, and especially focusing mainly on small and 
complex geometry at high production volume. The process attributes allow partic-
ulate composite production for example in the case of SiCp reinforced aluminium 
composites where the key steps involve feedstock preparation, injection moulding, 
debinding, and sintering. The metal powders and reinforcement are well mixed to 
produce homogeneous feedstock ready for injection moulding. A decent flow of 
feedstock into the mould cavity is controlled by rheology of the binder, powder 
morphology and % solid loading to yield sound green sample. Solvent debinding 
selectively removes soluble polymeric binder allowing open pore structure to facil-
itate subsequent binder burnout. Sintering should be done in a specific atmosphere 
over appropriate temperature and time to promote consolidation and densification of 
the whole structure. Liquid phase sintering permits full densification as the transient 
liquid fill in the remaining pores in the structure, with the expense of shrinkage and 
distortion. Theoretical density of 96–98% is well accepted for full densification that 
is related to remarkably good properties such as hardness, strength, toughness and 
corrosion as well as wear resistance. 

Particulate reinforced aluminium composites are usually produced by stir casting, 
liquid infiltration, semi-solid casting and powder metallurgy, which mostly aim 
for property improvement to avoid mechanical failure such as wear and fatigue 
during services. Dominate wear mechanism of discontinuously reinforced aluminium 
composite for automotive engine components such as cylinder blocks, pistons, and 
piston insert rings was indicated to be adhesive wear [1]. The controlling parame-
ters are applied load, sliding speed, wear surface hardness, reinforcement fracture 
toughness and morphology. Since aluminium is inherently softer than its counter-
parts such as steels or stainless steels, reinforcement is believed to give enhanced 
wear resistance. Roles of reinforcement on wear behaviours of the composites are 
therefore of key interest. In the cast composites, wear rate was found to decrease 
with increasing SiCp volume fraction [2–4] due to induced plastic constrain and 
improved high temperature strength/hardness of the matrix. Effect of SiCp addition 
on coefficient of friction on the other hand showed controversially results, which 
might be due to the reinforcement size along with its distribution and cohesion to the 
matrix. Lower friction coefficient was due to particle protrusion helped protecting 
the softer matrix from intimate or severe contacts to counterpart materials. It was 
signified that 10–20 vol.% SiCp reinforcement in 7xxx and 2xxx series reduced the 
wear rate, increased seizure temperature but increased friction coefficient [5].
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SiCp reinforcement was also observed to change the dominate wear mechanisms 
or prolong severe wear regime of the composite in comparison to those of the virgin 
alloys. Dry sliding wear test in 20 vol.% SiCp-356Al, showed three wear rate regimes 
where the effect of SiCp reinforcement found to be dependent on the applied load [6]. 
In the first regime (< 10 N) of wear, the composite gave lower wear rate than that of 
unreinforced alloys and both exhibit mutual materials transfer on the worn surfaces 
by the action of SiCp. The formation of α-Fe2O3 layer on the composite surface then 
improved wear resistance. With increasing load (10–95 N) in the intermediate regime 
of wear, both composite and unreinforced alloys showed similar wear rates where 
subsurface delamination was observed. Cracking of SiCp on the composite surface 
due to higher loads seemed not to give any advantageous over the softer matrix with 
the Si phase. In the final wear regime (> 98 N), severe adhesive wear was dominated 
in which the Al matrix was heavily deformed at approximately 250 μm. The inferior 
wear resistance in the unreinforced alloy was attributed to work softening, which gave 
massive deformation. SiCp reinforcement was therefore found to inhibit transition 
of wear into the severe wear by providing thermal stability to the matrix. In stir cast 
AA6061-T6/AlNp composite under dry sliding wear, it was indicated that greater 
load resulted in larger contact area and induced more plastic flow in the matrix by 
frictional heat and shear stress developed during wearing [7]. The dominate wear 
mechanism then changed from adhesive wear in the based alloy to abrasive wear in 
the composite. 

Heterogeneous tribo-layer was observed to form over the worn surfaces during 
the wear, causing two effects: (i) acting as a lubricant layer and (ii) acting as a source 
of wear debris [8] Most wear studies in aluminium composite have focused mainly 
on parts produced from liquid or semi-solid state production with small area being 
conventional powder metallurgy. However, wear properties and mechanisms of the 
composites produced by powder injection moulding aiming for the production of 
small engineering parts such as mini gears and electrical transmision has not been 
widely investigated. Therefore, this research studied wear properties and mechanisms 
of 5–20 vol.% SiCp—reinforced aluminium composite produced by powder injection 
moulding. This aimed to construct the composite wear maps based on specific wear 
rate and friction coefficient and to identify wear mechanisms of the composite in the 
as-sintered and precipitation-hardened conditions. 

2 Experimental 

2.1 Composite Fabrication 

Commercial Al-Cu alloy powder of 4.77% Cu, 1.11% Mg, 1.01% Si, and 0.12% Fe 
composition by weight with an average size of 73 μm size was used as the matrix.
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Mixing of SiCp having 20.0 μm average size at 5, 10, 15, and 20 vol.% to the 
aluminium matrix was carried out in a ball mill prior to feedstock preparation at 
55% solid loading using a multicomponent binder. Powder injection moulding was 
operated at 170 °C, 90 °C mould temperature and 45 MPa moulding pressure. Solvent 
debinding was carried out in hexane prior to sintering in a nitrogen atmosphere at 
645–660 °C/2 h respective to SiCp addition to give effective liquid phase sintering. 
Precipitation hardening was carried out at 160 °C/6 h in order to compare wear test 
result to that of as-sintered one. 

2.2 Composite Characterization 

The composite in the as-sintered and precipitated hardened conditions was subjected 
to microstructure and phase analysis using optical microscope, SEM coupled with 
EDS, and XRD techniques. Sintered bulk density was measured and macro Vickers 
hardness was carried out. 

2.3 Ball-on-Flat Wear Test 

Following the ASTM G133-95, A Bruker UTM tribolab was employed for ball-on-
flat wear test over load varying at 5, 25, 45, and 65 N, a reciprocal length of 10 mm 
over a 100 m test distance, at frequency of 5 Hz, with no lubrication. The mating 
material is a 3/16” diameter stainless steel ball having 62 HRC. Real-time friction 
coefficient was obtained according to the measured normal and tangential forces, Fz 

and Fx, respectively. Wear maps were constructed based on friction coefficient and 
specific wear rate. Wear weight loss (WL) were measured to achieve wear volume loss 
(VL) and specific wear rate (Ws) according to Eqs. (1) and (2), respectively, where 
ρ sintered is the density of the composite and s is the wear distance. The LEXT 3D 
measuring laser microscope OLS 4100 was used to investigate cross section of the 
wear groove and wear volume loss in some conditions. Wear surfaces and debris 
were investigated under SEM JEOL 6010LV coupled with EDS analyser in order to 
reveal wear mechanisms.



Effects of Load and SiCp Addition on Wear Behaviour of Powder … 109

Fig. 1 Optical micrograph of aluminium composite at a 5 vol.%,  b 10 vol.%, c, 15 vol.%,  d 20 
vol.% SiCp addition in the as-sintered condition 

Fig. 2 SEM micrograph and EDS map analysis of 20 vol.% SiCp reinforced aluminium composite 
in the as-sintered condition 

3 Experimental Results 

3.1 Microstructure and Phase Analysis of Al-SiCp Composite 

Optical microstructure of as-sintered composite in Fig. 1 showed angular SiCp 

uniformly embedded in the aluminium matrix. Clustering of SiCp with micro-
porosity was evident at SiCp addition of higher than 15 vol.%. Microstructure and 
phase analysis by SEM coupled with EDS mapping and point analysis in Figs. 2 and 
3 revealed good interfacial bonding between SiCp and aluminium matrix, indicating 
effective liquid phase sintering. EDS point analysis suggested phases appearing as 
eutectic (spectrum 2), Al2Cu (spectrum 4), and Mg2Si (spectrum 5), corresponding to 
the aluminium alloy composition. Moreover, XRD analysis as demonstrated in Fig. 4 
indicated the existence of the phases previously mentioned along with aluminium 
nitride (AlN) as a result of liquid phase sintering in nitrogen atmosphere via direct 
mechanism [9]. Composite in the precipitation hardened condition showed similar 
phases and microstructure.

3.2 Sintered Density and Macro Vickers Hardness 

Sintered density of the composite are in the range 2.43–2.68 g/cm3 as listed in 
Table 1. The optimum SiCp addition is at 10–15 vol.%. If the densities of Al-Cu
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Fig. 3 SEM micrograph and EDS point analysis of 20 vol.% SiCp reinforced aluminium composite 
in the as-sintered condition 

Fig. 4 XRD analysis of as- sintered 10 and 20 vol.% SiCp reinforced aluminium composite

alloy are taken as 2.78 [10] and 3.20 g/cm3, respectively, % theoretical density can 
be obtained up to the value of 94.27%, by considering micro-porosity observed. 
Although the composite has been subjected to liquid phase sintering, greater amount 
of SiCp content produced SiCp clustering and retarded liquid flow and solid grain 
rearrangement to allow proper pore filling along SiCp–SiCp interfaces. The macro 
Vickers hardness values provided similar trends where precipitation hardening 
offered significantly higher hardness values, giving the maximum of 166.6 Hv.
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Table 1 Physical and mechanical properties of 5–20 vol.% SiCp—reinforced aluminium composite 
fabricated by powder injection moulding 

SiCp addition (%) Sintered density 
(g/cm3) 

% Theoretical 
density 

Macro vickers hardness (Hv) 

As-sintered Precipitation 
hardened 

5 vol. 2.47 88.18 123.9 132.9 

10 vol. 2.63 93.20 132.4 160.8 

15 vol. 2.68 94.27 138.9 166.6 

20 vol. 2.43 84.85 125.0 164.2 

3.3 Wear Properties 

Wear Groove Width. After the wear test, the wear groove width increased with 
increasing load from 5 to 65 N, whereas the addition of SiCp reduced the wear track 
width as comparatively shown in Fig. 5a–h. The wear track widths of as-sintered and 
age-hardened specimens were quite comparable. The minimum–maximum values 
were measured to be 0.17–2.22 mm. Cross sections of wear grooves of 10 vol.% 
SiCp-Al composite in the as-sintered condition are illustrated in Fig. 6a–d. It is 
shown that testing at the greater load of 45 N in comparison to 25 N gave relatively 
wider wear groove with ragged wear groove profile and rougher surface.

Coefficient of Friction. Real time normal and tangential forces (Fz and Fx) along 
with coefficient of friction (COF) are plotted over selected time to 400 s as shown 
in Fig. 7a–d, whereas the COF plots against load and COF maps are illustrated in 
Figs. 8 and 9, respectively. It is observed that the COF of 5–20 vol.% SiCp reinforced 
aluminium composite is 0.04–0.76, depending on SiCp addition. It can be seen that the 
COF of 10 vol.% SiCp composite was the lowest whereas the highest COF was found 
in 20 vol.% SiCp composite. Variation of loads at 20 vol.% SiCp composite is rather 
high, as shown in Fig. 7d. It might possibly be that increasing SiCp content would 
increase area of surface contact between SiCp and mating material, hence increasing 
the friction during wear action. COF maps were constructed as exhibited in Fig. 9 
to be dependent on load and SiCp addition for both as-sintered and precipitation 
hardened conditions, in which the latter appeared to give slightly higher the COF in 
this case.

Specific Wear Rate. Wear weight loss (WL) of the sample measured after wear 
testing was used to calculate the specific wear rate (Ws) through Eqs. (1) and (2); 

VL =
(
WL × 10−3

) · ρsintered (1) 

Ws = VL /(Fz · s) (2) 

where WL is the wear weight loss, g
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Fig. 5 Wear groove widths of a–d Al-10 vol. % SiCp composite and e–h Al-20 vol. % SiCp 
composite, both with increasing load from 5 to 65 N 

Fig. 6 Cross section profiles of wear groove width for as-sintered 10 vol.% SiCp composite tested 
under a and b 25 N load, c and d 45 N load
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Fig. 7 COF, Fx, and Fz plots against time for 10 and 20 vol.% SiCp reinforced aluminium composite 
at 25 and 65 N in precipitation hardened condition 

Fig. 8 COF of 5–20 vol.% SiCp reinforced aluminium composite in a as-sintered and b 
precipitation hardened conditions 

Fig. 9 COF maps of 5–20 vol.% SiCp-Al composite
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Fig. 10 Specific wear rate maps of 5–20 vol.% SiCp-Al composite. (unit: mm3/Nm) 

VL is the wear volume loss, mm3 

Ws is the specific wear rate, mm3/Nm 
Fz is the vertical force, N 
s is the wear test distance, m 
ρsintered is the sintered density of the composite, g/mm3 

Specific wear rate maps of 5–20 vol.% SiCpreinforced aluminium composite in as— 
sintered and precipitation hardened conditions tested under 5–65 N load are illus-
trated in Fig. 10. It was found that 5 vol.% SiCp composite showed comparatively 
greater specific wear rate than those obtained from 10–20 vol.% SiCp composite. 
The specific wear rates were in a range of 10−3 to 10−5 mm3/Nm and the effect of 
SiCp addition is evidently seen in this case. 

3.4 Wear Surfaces and Wear Debris 

Investigation on Wear Surfaces. Investigation on wear surfaces under SEM was 
carried out to identify wear mechanisms of the composite after ball-on-flat wear test 
without lubrication. According to Fig. 11a–f, the dominant wear mechanisms were 
observed to be abrasive and adhesive wear, and accompanied by fatigue, delami-
nation, and oxidation wear. The abrasive wear can be characterized as macro and 
micro grooves running along the wear test direction, whereas the adhesive wear can 
be seen from the transferred layer of the deformed aluminium matrix layer, which 
was deposited on the wear surface. Delamination and fatigue wear was also routinely 
observed and was more evident at higher load applied. The fatigue wear can be found 
more severe with increasing load and well characterized by parallel cracks running
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Fig. 11 General wear types of SiCp aluminium composite subjected to ball-on-flat wear test 

perpendicular to the test direction. It should be noted that precipitation hardened 
specimens showed the fatigue wear to appear at a later stage in comparison to that of 
as-sintered specimens under the same wear test condition. Increasing load resulted 
in increasing severity of wear. 

EDS point and area analysis of wear surface tested at 25 N load in Fig. 12 showed the 
key elements being Al and O along with O, Si, and Mg, resembling those of the matrix. 
Increasing load to 65 N promoted mutual materials transfer between the mating 
materials where Fe (30.16 wt.%) and Cr (3.43 wt.%) were detected on wear surface. 
Hard SiCp might have scratched on the stainless steel ball counterpart, giving debris 
transferrable on to the composite surface as exhibited in Fig. 13. Furthermore, greater 
amount of load also influenced the deformation characteristics of the matrix. The 
aluminium matrix was deformed and sheared. Repetitive wear cycle correspondingly 
promoted re-oxidation of wear surface, giving relatively greater O content up to 46 
wt.% in the wear debris than that found in the base metal. Greater SiCp addition 
seemed to promote abrasive wear, whereas lower SiCp content allowed adhesive 
wear to predominate especially at higher load of 65 N. Tables 2 and 3 summarize 
dominant wear mechanisms under 5–65 N load of 5–20 vol.% SiCp PIMed composite 
in the as-sintered and precipitation hardened conditions.

Investigation on Wear Debris. The composite wear debris can be categorized as 
flake and agglomerate types with their sizes becoming larger at higher load, as shown 
in Fig. 14a, b, comparable to result found in SiCp reinforced 356Al composite under 
high load [11]. Evidences showed that hardened surface appeared crack and later 
be delaminated. Large delaminated debris then became flakes. Agglomerated types 
might have caused by breaking down of these flake typed wear debris by repeated 
shear action in the three body abrasion wear. If the SiCp was finally pulled out and
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Fig. 12 EDS analysis of precipitation hardened 10 vol.% SiCp aluminium composite wear surface 
under 25 N 

Fig. 13 EDS analysis of precipitation hardened 20 vol.% SiCp aluminium composite wear surface 
under 65 N 

Table 2 Wear mechanisms of SiCp reinforced aluminium composite after sintering
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Table 3 Wear mechanisms of SiCp reinforced aluminium composite after precipitation hardening

its size was considered to be larger than the gap between the mating materials at the 
contact, parallel furrow or plowing might occurred under no lubrication condition. 
Figure 14d revealed multiple sheared layer as the cause of repetitive wear motion 
to produce plowing of deformable Al matrix by SiCp. The plow groove size was 
observed to be similar to the size of the SiCp that might have been crushed. 

Wear Mechanisms and Sequence. Following extensive wear surfaces and wear 
debris investigation, the wear mechanisms of the SiCpAl composite fabricated by

Fig. 14 Flake and agglomeration types of wear debris 
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powder injection moulding under unlubricated ball-on-flat wear test can be deter-
mined. In the as-sintered condition, at low SiCp addition of 5–10 vol.% and low load 
(5 N), the predominated wear was found to be abrasive and became adhesive as the 
load increased to 25–65 N for both as-sintered and precipitation-hardened conditions. 
By increasing SiCp addition to 15 and 20 vol.%, abrasive wear became dominant. 
In the precipitation hardened condition, the composite showed quite similar wear 
behaviour to that of the as-sintered condition, except for the fatigue wear has been 
prolonged at higher load. It might be that finer precipitates of Al2Cu, Mg2Si, and 
AlN facilitated strain-harden effect to the matrix that helped to retard fatigue crack 
initiation and void nucleation. Behaviours of fatigue and delamination wear can 
be explained that the transferred layers of the hardened and re-oxidized aluminium 
alloy matrix with cracked SiCp were repeatedly comminuted, leading to the so-called 
mechanically mixed layer (MML) formation [12]. Fatigue cracks then originated in 
the MML due to repetitive cycles of sliding wear action and finally delayered. 

The wear sequence of SiCp reinforced aluminium fabricated by powder injection 
moulding as illustrated in Fig. 15 involved matrix plastic deformation and flow in 
the first stage. Fracture of SiCp reinforcement occurred along with mutual mate-
rials transfer. Repeated motion of sliding wear resulted in the MML formation, 
through hardening of the aluminium matrix and surface oxidation. The compaction 
zone included the hardened and re-oxidized MML and the based SiCp aluminium 
composite on the top surface. Comminution then led to densified compaction surface 
and subsequently produced fatigue crack. MML delamination took place and gave 
wear debris in the flake and agglomeration forms.

According to the experimental results so far, it has been shown that aluminium 
composite having 10 vol.% SiCp addition had the lowest COF and generally showed 
the transformation of the wear mechanism from adhesive to abrasive towards higher 
load level. It might be that the MML formation during wear action helped to reduce 
COF and the specific wear rate [13], giving better wear resistance performance in 
10 vol.% SiCp aluminium composite. Furthermore, 10–15 vol.% SiCp addition gave 
optimum sintered density and hardness values, due to uniform distribution of SiCp 

in the aluminium matrix with least degree of SiCp clustering and micro-porosity. 
Therefore, smaller amount of SiCp addition at 5 vol.% might not be sufficient to 
reduce mating contact area and provided less hardening effect to the matrix. Higher 
SiCp addition of 15–20 vol.% was prone to abrasive wear which promoted three body 
wear and severity.



Effects of Load and SiCp Addition on Wear Behaviour of Powder … 119

Fig. 15 Wear sequence of SiCp reinforced aluminium under ball-on-flat wear test

4 Conclusions 

According to experimental results, conclusions can be drawn as follows; 

1. The aluminium composite reinforced with 5–20 vol.% SiCp addition possessed 
the specific wear rate of 10−3–10−5 mm3/Nm and COF of 0.04–0.76 over 5– 
65 N load range under sliding wear without lubrication. Aluminium composite 
reinforced with 10 vol.% SiCp provided optimum wear performance. 

2. The dominant wear mechanisms were abrasive and adhesive along with fatigue 
and oxidation, where severity was raised by increasing load. 

3. Transformation of wear mechanisms is due to increasing SiCp and load. Greater 
SiCp addition of 15–20 vol.% promoted wear resistance and wear mechanism 
became abrasive. Increasing load facilitated plastic deformation of the matrix to 
promote adhesive wear and mutual material transfer. 

4. The MML formation was through comminution of hardened and oxidized 
aluminium matrix with fractured SiCp due to reciprocal sliding wear. 

5. Precipitation hardening slightly increased the COF and helped to prolong fatigue 
wear, by resisting fatigue crack and void nucleation.
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