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Lyapunov Stability Analysis )
of Time-Delayed Load Frequency i
Control System with Electric Vehicles

and Demand Response

A. Jawahar and K. Ramakrishnan

Abstract This manuscript explores the influence of time-delays on the single-area
load frequency control (LFC) system stability with electric vehicles (EVs) inte-
gration in addition to the demand response (DR) control. The signal transmission
through communication links in the LFC systems results in inevitable non-identical
time-delays in the system feedback paths causing delay-dependent stability issues.
The existence of time-delays hinders the transmission of signals among the different
entities involved in the control task. This, in turn, invariably degrades the overall
performance and affects the system stability. If the network induced time-delays
go beyond a critical value called stable delay margin, the overall system loses
stability. In this manuscript, using Lyapunov—Krasovskii functional approach, a new
stability analysis is presented for ascertaining delay-dependent stability of networked
load frequency control systems. The stable delay margins are obtained for different
scenarios by varying the controller values of LFC controller and DR control along
with participation ratios of conventional generation, electric vehicles and demand
response control. The extensive simulation results are also provided to demonstrate
the obtained analytical delay margin results.

Keywords Load frequency control systems - Electric vehicle aggregator + Demand
response * Linear matrix inequality - Delay-dependent stability - Time-delays

1 Introduction

LFC is amechanism employed in power systems to maintain harmony between power
generation and load demand. Nowadays, open communication networks are widely
used for transmission of load frequency control signals from central controller to the
various sub-systems. Time-delays are the offspring of the usage of open communica-
tion networks in the LFC systems [1-3]. The time-delays, if neglected and not dealt
properly can drive the system to instability. Unstable system operation is the most
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undesirable power system characteristic feature. The time-delays can show strong
adverse impact on the closed loop system performance. Therefore, the maximum
permissible limit of these delays (also termed as delay margin) needs to be determined
for the system [4-6, 10].

EV based energy storage devices are employed for counteracting the fluctuations
in the power due to intermittent nature of renewable energy resources. Generally,
numerous EVs are integrated to the power system and this fleet of EVs is termed
as Electric vehicle aggregator (EVA). Thus, EVA consists of thousands of EVs and
act as a co-ordination center between the central control center and individual EV.
The function of EVA is to obtain the control signals from the main control center
and transmit the individual EV status to the main control center for necessary control
action and attention. EVA can also aid in the frequency regulation apart from meeting
the power requirements in the power system [7-9, 19-22].

DR is the heart and soul of the evolving modern power systems which can also
assist in the process of frequency regulation. The main objective of DR deployment
in the power systems happens to be optimising the electricity consumption during
the peak usage time and promote off-peak energy utilisation by providing monetary
benefit to the consumers as well as utilities [11-15]. The EV and DR control also
require communication infrastructure for signal transmission in the LFC system
thereby paving a way for delays in the LFC-EV-DR system.

This manuscript presents the determination of the delay margins of the LFC-EV-
DR systems with non-identical communication network time-delays in the EVA loop
and DR control. In the literature, the time-delays in EVA loop and DR control are
assumed to be identical and similar for assessing the delay-dependent stability of LFC
systems. In practical viewpoint, the delays in the closed loop system are unique and
dissimilar in nature. Using a novel Lyapunov—Krasovskii functional based approach,
delay-dependent stability is established for LFC-EV-DR systems.

2 LFC-EV-DR System with Time-Delays

The schematic diagram of the LFC-EV-DR system is shown in Fig. 1. In the event of
generation-power demand mismatch, the central controller on the basis of feedback
signal from the incremental frequency variable Af; and the incremental tie-line
power AP, ;, initiates the control action to re-establish the balance between the
generation-power demand.

The load frequency control signal is routed through communication chan-
nels along with the appropriate load sharing factors that choose the sharing of
surplus/shortage load demand by the traditional generation, EVA and DR control
methodologies correspondingly. In the practical situations, the delays in the EVA
loop and DR control loop of a particular control area are dissimilar. However, in the
existing literature, the delays in the feedback loops are considered as similar or same
while analysing the system delay-dependent stability. The notations used in Fig. 1
are given in Table 1.
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Fig.1 LFC-EV-DR system

Table 1 Notations Notation

Nomenclature

Generator power output

Mechanical power output

Power output of electric vehicle aggregator

Damping coefficient

Speed regulation coefficient

Frequency bias factor

Fraction of the turbine power

Turbine time constant

Reheat turbine time constant

Governor time constant

Inertia constant of generator

Tev

Time constant of electric vehicle aggregator

Kgy

Gain of electric vehicle aggregator

Kp

Proportional gain of PI controller

Integral gain of PI controller

o

Participation factor of conventional generation

o]

Participation factor of electric vehicle aggregator

o

Participation factor of DR control

71

Time-delay in electric vehicle aggregator

2

Time-delay in DR control loop

Td

Time-delay margin

The LFC system with dissimilar time-delays in the EVA and DR control loops
as shown in Fig. 1 is modeled in the following autonomous state-space analysis as

follows:

X(t) = Ax(1) + Ax(t — 1) + Ax(t — ) (D
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x(t) = q)(t)7 Vt € [_maX(Tl’ Tz), O] (2)

where x(¢) € R®*! is the state vector, and A € R®*®, A; € R%%% and A, € R%*% are
the system matrices associated with current state vector and delayed state vectors.
The initial condition ®(t) is defined in ¢t € [—max(ty, T2), 0].

~ D 1 17
M w0 0 0 ¥
F, K/? F, _f. f FO F, OK O
»0 K, P 1 P 1 fpooki
U B o A e it o i e
T KB 1L g 1L _wkK
Tg RTg Tﬁ Tg
B 0 0 0 0 0
i 0 0 0 0 0 —7- |
i 0 000 0 0]
0 000 0 O
p 0 000 0 O
1= 0 000 0 O
0 000 0 O
Kpyva K,pB Keyva K;
| —EEE 000 — R 0
20000 K]
0 0000 O
0 0000 O
Ay =
0 0000 O
0 0000 O
| 0 0000 0 |

3 Stability Criterion

For deriving the stability criterion for assessing the delay-dependent-stability of
system (1) subjected to (2), following lemmas are required.

Lemma 1: Jenson Integral Inequality [16]: For any positive symmetric constant
matrix M € R" ", scalars r; < rp, a vector valued function w : [rq, r,] — R" such
that the integrations concerned are well defined, then the inequality (3) holds.

T

r2 r2

r2
/a)(s)ds M /w(s)ds <(rh—r) /a)T ()M w(s)ds 3)
rl

1 1
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Lemma 2: Wirtinger Inequality [17]: For given symmetric positive definite matrix
R, and for any differentiable signal w in [a, b] — R", then the equality (4) holds.

a I o(b) ’ 4R 2R —6R w(b)
/ @7 (R (u)du > T w(a) * 4R —6R w(a) 4)
b ﬁme(u)du % % I2R ﬁfzm(u)du

The proposed stability criterion for the system in (1) is given in the form of the
following theorem:

Theorem 1 The system (1) with time-delays t; and T, is asymptotically stable
in the sense of Lyapunov, if there exists real symmetric positive definite
matrices Pp1, Si, Sz, R1, Ry and R3; symmetric matrices Py, and Ps3; free matrices
Py», Pi3and Py3 of appropriate dimensions such that the following linear matrix
inequalities (LMIs) hold:

HQ >0 (5)

—T —T
SO M A U A Uy

where
I[ly=P +diag([0, rl_lSl, rz_]Sz]),
M, = o7 Pd, + (¢ Pd,)’,
M, = diag (IS + $2. —Si. —5,.0, 0]),

—2R —2R 0 &R, O
1 T 7
* —tiRIO ERl 0
1 T
I15 = * * 0 0 0],
* x  *—L2R 0
13!
L * * % % 0|
r_ 4 2 6 .
—I—2R20—5R20 ERZ
*x 0 0 0 O
I, = * *—ER 0 2Ry |,
* x x 0 0
| * k% *—%Rz_

Ms=[07-100] (—R)[01—-100].
with
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Py Py Pi3 ]
P=1| % Py Py |,
* k P33_
[1000 07"
q>l: 0001’10 5
10000 1
(A A} A, 00
O,=|1-1 000,
10 —100

A=[AA 4,00],
U =7R + 1R,
Uy = (ta — 11)* Ry

Proof The LK functional V (x(¢)) = Z?: 1 Vi(x(2)) with

Vi(x() = " (1) PE() (7
2 1

Vax() =) f xT(5)Six(s)ds ®)
l’=1,7.[’,
2 0 t

v =Y [ [ i@ ri)dsds ©)
=174

Vax () = (1 — 1) f / " (s) Rk (s)dsdb (10)

—T t+6

T
with (1) = [xT(t) 2T ()ds f;_rsz(s)ds] .
The following conditions hold, by (3):

t ot q7r ot N
/xT(s)Slx(s)dsZ /x(s)ds (ﬂ) /x(s)ds (11D
T
=17 LL—T1 . ! LL—T1 .
t ot sk ot T
/xT(s)Szx(s)dsZ /x(s)ds (%) /x(s)ds (12)
2
=1 LL—T2 . LL—T2 -

By using the above Eqgs. (11) and (12), one can readily obtain a lower bound for
V(x(t)) as follows:
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V() = B0 THE®) + V3(x(0) + Va(x (1) (13)
The positive definiteness of S;, R;; and Ty > 0 implies positive definiteness of

V (x(V).

The time-derivative of Vj(x(¢)) is given by

Vix(1) = 2T (1) PE() (14)

which can be rewritten as

Vi(x(0) = 8" (1) T118() 15)

-1

T
where 8(t) = [xT(t) xT@t =) xT(t — ») Tilfl xT(s)ds %fﬁitsz(s)ds] is
an augmented state vector.

The time-derivative of V,(x(¢)) is given by

2
Va(x(0) = x"(1)(S1 + S)x(t) = Y _xT(t — ) Six(t — 1) (16)
i=1
The Eq. (16), in terms of §(¢), is expressed as follows:

Va(x (1)) = 8T (1) 18(1) (17)

The time-derivative of the V3(x(¢)) is given by

Vg(x(t))z)'cT(t)Ul)'c(t)—/)%T(S)lec(s)ds— /xT(s)sz(s)ds (18)

Now, by using Wirtinger inequality, the Eq. (18) is expressed as follows:
V) = 870 (A U1A)o0) + 6T O + 6T OTLs)  (19)

The time-derivative of V4(x(¢)) is given by

t—t

Va(x(1) = 2T (OU(0) — (12 — 1) /

-1

T (s)Rpx(s)ds (20)

Now, (20) is expressed as an inequality using (3) as:
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Va(x(1)) < aT(t)(ZT UZZ)S(t) + 8T (1H)T158(1) (1)

By combining the V(x(t)),i = 1to4, the following condition was obtained:

4 5
V@)=Y Vix@) <87 @) [Z M+ A (U + Uz)Z:|5(t)- (22)
i=1 k=1

Now, by Schur Complement, if the inequality conditions (3) and (4) hold simul-
taneously, then there exists a sufficiently small scalar @ > 0 such that V(x(r)) <
—al|x ()] |2, which, in turn, implies that the LFC systems described by (1) are asymp-
totically stable in the sense of Lyapunov [18]. By solving the stability criterion, the
delay margin values for the LFC-EV-DR systems are obtained.

4 Results

The system parameters are given in Table 2. The controllers in secondary frequency
loop and DR loop are of PI type with same controller gains (K p and K;). The stable
delay margin values obtained using the Lyapunov stability criterion are listed in
Tables 3, 4, 5, 6 and 7 for different Kp, K; values. The time-delays are given as
=+ Bandd = tan’1<§—f).

For the stable delay margin computation, the Kp is varied from 0.4 to 1.0 in
steps of 0.2, and the K is set as 0.6 and 0.8. The Tables 3 and 4 present the delay
margin values provided by the proposed stability criterion for various values of K,
and K; of LFC controller with participation factor op = 0.8, @1 = 0.1 and o, = 0.1.
The Tables 5 and 6 show the delay margin values for different controller gains with
participation factor op = 0.7, @y = 0.2 and o, = 0.1. The Tables 7 and 8 present

Table 2 Parameters under

study Notation Value
M 8.8
D 1
F, 1/6
R 1/11
B 21
T, 0.2
T, 0.3
T, 12
Tgv 0.1
Kgy 1
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Table 3 Delay margin results for K; = 0.6, ¢9p = 0.8, 1 = 0.1 and ap = 0.1

0 K, =04 K, =06 K, =08 K,=1
5 1.520 2.154 2.708 3.293
10 1.546 2.187 2742 3310
20 1.633 2.295 2.843 3.344
30 1781 2.470 3.007 3.438
40 2015 2747 3278 3.659
45 2.185 2.953 3.490 3.847
50 2.366 3.183 3.737 4.093
60 2.937 3.880 4526 5.021
70 4.051 5388 6.538 7.340
80 7.562 10.612 12.877 14.458
85 15.068 21.144 25.657 28.806

the delay margin values for different controller gains with participation factor oo =
0.7,0; =0.1 and o, = 0.2. The results illustrate that the LFC-EV-DR system stability
is enhanced when a DR control loop is added while the delay margin is decreased
with the higher EV participation.

For the purpose of validation of the analytical results, simulation studies are
conducted, where the system is subjected to a unit step load perturbation of A Pp =
0.1pu att = 0, and the incremental frequency variable A f(¢) response is observed
fort > 0. For Kp= 0.6 and K;= 0.8, with oy = 0.7, a; = 0.2 and o = 0.1, from
Table 5, the stable delay margin obtained is 7, = 2.339 for § = 50°. The LFC-EV-
DR system is stable upto 7; = 2.339 as per the presented stability criterion. The
incremental frequency variable exhibits an asymptotically stable response for 7; =

Table 4 Delay margin results for K; = 0.8, ¢9p= 0.8, «; = 0.1 and o = 0.1

0 K,=04 K,=0.6 K,=028 K,=1
5 0.864 1.353 1.756 2.081
10 0.881 1.378 1.786 2.112
20 0.938 1.460 1.879 2.202
30 1.034 1.595 2.026 2.341
40 1.188 1.805 2.255 2.564
45 1.298 1.957 2.426 2.736
50 1.415 2.109 2.607 2.927
60 1.799 2.592 3.152 3.515
70 2.507 3.529 4.278 4.948
80 4.256 6.504 8.397 9.746
85 8.052 12.959 16.732 19.418
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Table 5 Delay margin results for K; = 0.6, ¢9p = 0.7, 1 = 0.2 and ap = 0.1

0 K, =04 K, =06 K, =08 K,=1
5 1.128 1.437 1.609 1.665
10 1.147 1.460 1.633 1.688
20 1213 1.540 1.716 1.767
30 1.327 1.674 1.853 1.897
40 1510 1.888 2,071 2.104
45 1.642 2.042 2231 2257
50 1781 2212 2412 2435
60 2241 2.735 2.960 2.975
70 3.118 3.774 4111 4212
80 5.663 7.267 8.098 8.297
85 11.284 14.48 16.136 16.532

Table 6 Delay margin results for K; = 0.8, 9 = 0.7, 1 = 0.2 and ap = 0.1

0 K,=04 K,=0.6 K,=0.8 K,=1
5 0.743 1.020 1.209 1313
10 0.758 1.039 1.230 1.335
20 0.806 1.102 1301 1.407
30 0.889 1.209 1.417 1.522
40 1.021 1.376 1.598 1.701
45 1.116 1.497 1.729 1.832
50 1218 1.616 1.865 1.973
60 1.552 2013 2285 2.398
70 2.168 2.762 3.114 3.265
80 3.695 4.955 5.909 6.391
85 6.976 9.873 11.773 12.735

2.3, marginally stable response for t; = 2.339 and unstable response for 7, = 2.4
as illustrated in Fig. 2. Therefore, the effectiveness of the analytical delay bounds is
validated through the simulation results.

5 Conclusions

This study presents the comprehensive delay-dependent stability analysis of a class
of networked single-area LFC systems with communication delays. The electric
vehicles and demand response are integrated to the LFC systems. This network
architecture introduces two non-identical time-delays in the system feedback paths.
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Table 7 Delay margin results for K; = 0.6, 9 = 0.7, 1 = 0.1 and ap = 0.2

0 K,=04 K,=0.6 K,=0.8 Kp=1

5 1.721 2393 3.019 3.830
10 1.760 2438 3.054 3.772
20 1.872 2.551 3.109 3.598
30 2.041 2.704 3.190 3527
40 2294 2.944 3.367 3.612
45 2.479 3.136 3.536 3.739
50 2.639 3322 3.718 3.906
60 3.156 3.889 4324 4571
70 4.156 5.122 6.055 6.624
80 7.356 10.051 11.926 13.047
85 14.656 20.026 23.761 25.996

Table 8 Delay margin results for K; = 0.8, g = 0.7, 1 = 0.1 and p = 0.2

0 K,=04 K,=0.6 K,=0.8 K,=1
5 1.018 1.531 1.971 2.349
10 1.047 1.572 2.016 2.388
20 1.133 1.681 2.119 2.456
30 1.268 1.834 2.249 2.536
40 1.470 2.055 2.446 2.688
45 1.612 2217 2.604 2.828
50 1.715 2.339 2.743 2.967
60 2.115 2.752 3.171 3411
70 2.791 3.558 4.077 4.540
80 4.300 6.072 7.776 8.942
85 7.603 12.099 15.494 17.817
Load Change Stable evolution for 7 =2.3
0.04
— o1 0.02
-0.02
0
0 100 200 300 400 500 004 100 200 300
t sec tsec
Marginally stable evolution for =2.339 Unstable evolution for 1 =2.4
0.04
0.024 o1
= _ 00s
5 5 = 2
i -0.05
-1
-O.D-tu 100 200 300 400 500 L] 100 200 300
1sec tsec

Fig. 2 Evolution of Af(¢) for various values of delay
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Such time-delays in the feedback loop affect the system dynamic performance. Stable
delay margins are computed for different subsets of control parameters and load
sharing factors. The proposed stability criterion will be used for assessing the LFC-
EV-DR system delay-dependent stability with time-varying delays will be explored
in future.
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Abstract Present Microgrid (MG) faces uncertainty from Renewable Energy
Sources (RES) and loads which cause hefty frequency deviations. Apart from the
control strategies for Diesel Engine Generators (DEGs) and Energy Storage Systems
(ESSs), MG requires an effective and intelligent coordinate strategy between DEG
and ESSs for MG frequency control. In response to this, present paper addresses a
coordinated control strategy between Plug-in Hybrid Electric Vehicles (PHEVs) and
DEGs for MG frequency control under different operating scenarios. The proposed
strategy is based on Cascade PD-PI controller whose gains are tuned using Sparrow
Search Optimization (SSO) algorithm. Proposed controller is tested on Two-Area
MG Simulink model. MG dynamic responses are obtained by considering load
and RES changes. A comparative assessment of the proposed approach with SSO
and BES optimized PID controller was performed. Simulation results confirm that
the proposed controller enhances frequency dynamics of MG significantly. More-
over, the proposed Cascade PD-PI approach is robust to MG and PHEV parametric
uncertainties as compared to PID controller.
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1 Introduction

Production of electricity by using fossil fuels caused a serious threat to environment
due to emission of toxic gases that led to global warming. Fossil fuels reserve has
reached the edge of depletion and could not meet the continuously increasing energy
demand. Despite today’s technological advancements electrical energy is still inac-
cessible for low populated areas rural regions and islands due to geographical and
monetary constraints. A need to address all these issues arose which necessitated lot
of research and development. Microgrid (MG) is associated with an integrated opera-
tion of multiple renewable energy resources and energy storage systems (ESSs). MG
provides an efficient solution for aforementioned problems of rural electrification
and extinction of fossil fuels [1].

A method for Load frequency control (LFC) involves employing a traditional
controller to introduce a restorative signal at the governor summing point [2, 3].
Factors such as low system inertia and non-linear behavior of source and load affect
the performance of controller thus resulting in frequency deviations beyond admis-
sible limits. The conventional controller fails to exhibit adequate performance in all
possible operating scenarios [4]. To overcome this problem several authors proposed
Artificial Intelligent (AI) technique based PID controllers for LFC problem of hybrid
MG [5-9]. PI/PID controllers whose gains were determined using GA were employed
for compensating load frequency deviations in an MG [5]. Social Spider Optimization
(SSO) was adopted for tuning of PID controller to achieve coordinated control in the
event of sudden disturbances occurring in MG [6]. A novel algorithm by name quasi-
oppositional harmony search algorithm (QOHSA) was introduced for optimization
of controller gains when frequency deviations occur at generation side and load side
[7]. Another method for LFC was presented using Grass Hopper Optimizer (GOA)
based PID controller operating in coordination with Redox Flow Batteries [8]. A
load frequency controller tuned by Grey Wolf Optimizer (GWO) was introduced for
a standalone Two-Area hybrid MG system [9].

Though Al based PID controllers are providing an acceptable performance in wide
range of operating conditions, the main drawback with these controllers is improper
arbitrates between derivative and integral parts which leads to under performance than
its capability. To overcome this problem, in literature, authors recommended various
multi-stage PID controllers [10-12]. In [10] authors proposed hybrid optimization
based multi-stage PID controller. In [11] authors suggested Slap Swarm Algorithm
(SSA) based Cascade PI-PD controller, in [12] authors proposed a Chaotic Crow
Search algorithm based PD-tilt PI controller. From the detailed study of these papers,
the aforementioned controllers provided a guaranteed improved performance than
PID controllers. In continuation to this, in present paper PD controller in primary
control and PI controller in secondary control were proposed. Gains of Cascade PD-
PI controller are optimized using Sparrow Search Optimization (SSO) algorithm.
According to No Free Lunch theorem, no single meta-heuristic technique is suitable
to optimize all engineering problems and improvement always persists. For this test
system and operating conditions, SSO gave optimal performance than several recent
algorithms. The key contributions of this paper are listed as follows.
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2 Two-Area MG Modeling

Figure 1 illustrates the mathematical model of Two-Area MG. It depicts the linearized
model of autonomous Two-Area hybrid MG which consists of Diesel Engine Gener-
ator (DEG), Wind Turbine Generator (WTG), Photo Voltaic (PV) array and Plug-
in Hybrid Electric Vehicles (PHEVs) [4, 13]. Modeling of these components is
presented in subsequent sections. Parameters required for simulation are available
in [8, 13].

2.1 Modeling of DEG

Simulink model of DEG is shown in Fig. 2. Taking RES output into consideration
DEG will supply the power that is deficit to the load. Depending on the command
signal (Uc) obtained from the controller; speed governor will adjust the position of
the valve. Change in the valve position is denoted as AX.

Afy
Pl e Diesel Engine 1
Controller Uer Generator M;s+D,
ACE;  Secondary
Frequency
Control I PHEVs ]
— APpyey
AV K
Wind Speed| = :;TG
276 | APwre
Ag
Solar K py
Radiation 1+sTpy, AP,
PV -
c
O
APtie, 12
¥ ACE;
(—) Pl M\ _| Diesel Engine
\ Controller u S Generator
c2
Secondary
Frequency
Control
PD
Controller
%‘

Fig.1 Mathematical model of Two-Area Microgrid
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2.2 Modeling of WTG

Output power of WTG is a function of speed of the wind. Due to the inconsistent
nature of the wind, its speed keeps varying randomly. Mechanical power output of
the windmill (Py,,) is expressed as [4]:
Pyy =05pAV.C (B, 1) (1)
Linear model of WTG can be expressed as [4]:

APyrg  Kwrg
Pwp oupur 1+ STwrg

TFwrg = )

Mathematical modeling for generating wind output power fluctuations is given in
Fig. 3.
2.3 Modeling of PV Array

A PV array is a collection of many PV modules connected together in both series
and parallel combinations. Voltage and current ratings of the PV array is determined
by the number of PV modules arranged in series—parallel combinational circuits.
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Changes in load current and solar radiation are the factors that regulate the output
power of PV array. In this research work in order to study frequency regulation it is
assumed that PV output power varies only with solar radiation.

First-order model of the PV system can be expressed as [4]:

APpy  Kpy

TFpy = =
Py A(p 1 +STPV

3)

WTG data and PV power data used in this work are available in [4].

2.4 Mathematical Model of PHEVs

DEG usually delivers the electrical energy that is deficit to the demand side thus
causing a balance between generation and the load. However DEG exhibits a
very slow response in the event of frequency oscillations due to its large time
constants. This makes it less effective when sudden frequency variations occur
in RES output power and load [14]. To withstand these deviations in frequency
regulation of MG with DEG and suitable distributed storage systems have been
proposed. Recent studies revealed the significance and suitability of PHEVs in RES
integrated systems. As compared to other existing technologies PHEVs have simple
modular structure, slow discharge rate, fast-acting capability and distributed avail-
ability. Figure 4 illustrates the mathematical model of PHEV aggregator for LFC
studies [14]. Instantaneous change in PHEV power can be expressed as follows [14]:
(Fig. 5)

KeviAf; |KeviAf| < Prax
APpygy, = Poax; Kev,iAf > Py €]
_Pmax; KEV,iAf < _Pmax

APpugv,.ac =NEV*APpygpy,; )

(Desired LFC signal
from controller)

AU

PMax
APphev,i
AL’ -%Af“ x Kevs *é' ! : »| Ney = APerev
Ray ’ Tev,is+1 J

~

\J

Af, bl

'PMax

Fig. 4 PHEV aggregator model for frequency control studies
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where Kgy; denotes the participation gain of each EV. The value of Kgy; depends on
the state of charge (SOC) of battery and Fig. 5 depicts the variation of Kgy; versus
SOC of PHEV [14].

3 Sparrow Search Optimization Algorithm Based Cascade
PD-PI Controller

Superior LFC response in modern power systems can be achieved by precise tuning of
control parameters. In this regard, several intelligent techniques such as cat swarm
optimization (CSO), Harmony Search Algorithm (HSO), Grasshopper Optimiza-
tion Algorithm (GOA), Genetic Algorithm (GA), and Particle Swarm Optimization
(PSO) were introduced in the literature for fine tuning of PI/ PID controllers. Ability
to operate independently to plant model and exclusion of derivative term are the
attributes that made these algorithms to stand out as compared to other techniques.
As articulated in no free lunch (NFL) algorithm all engineering optimization prob-
lems cannot be resolved by a single swarm of intelligent algorithms which drives the
need for advanced algorithms. Sparrow Search Optimization algorithm was proposed
for tuning of Cascade controller more accurately. SSO algorithm is developed based
on the foraging behavior of sparrows. SSO algorithm has few control parameters
hence it is simple to implement as compared to other intelligent techniques. SSO
exhibits faster convergence and its structural simplicity makes it possible to provide
efficient solutions for complicated engineering problems. SSO algorithm has outper-
formed other optimization techniques and hence is used as a benchmark for standard
test problems [15].
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Fig. 6 SSO flowchart for optimization of cascade PD-PI controller

3.1 Procedure to Tune Proposed Cascade PD-PI Controller
with SSO Algorithm

Step 1: Initialization: In this stage, generate a random population by using Eq. (6).
As there are 10 controller parameters (K pp, Kp, N, K p K; ) related to the proposed
controller in two-areas, the population size is considered as 50 x 10. In this 50
represents number of sparrows and 10 represents dimension of search space.

X(@i,:) = 1b + (ub — 1b)*rand(1, d) (©6)
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where 1b = lower bound and ub = upper bound.

Step 2: Fitness Evaluation: Evaluate the fitness value of each sparrow using the
following equation.

Tsim

ITAE = /r * |Af|dt 7)
0

Subjected to the optimization of 0.1 < Kp Kpp, K;, Kp<5and 10 <N < 400
where ‘t,;,,” denotes the total simulation time.

Step 3: Identification of Producers: Based on fitness function identify the best and
worst sparrows. Best sparrows in the population are considered as producers and
these producers are responsible for searching food and guiding other sparrows.

o [ yrm < .
" X, + Q.LifRy = ST

where k denotes the current iteration and i denotes current population. X; ; denotes
population of ith sparrow in jth dimension. R, represents a random number between
[0-1]. ST represents the safe threshold which acts like an alarm for sparrows
against predators. R, value less than 0.5 represents absence of predators around
the producers, hence they can start search process. R, value greater than or equal to
0.5 denotes that predators are present around producers, hence they can migrate to a
safe place.

Step 4: Updating Scroungers: Scroungers are intended to often monitor the
producers. If producers identify any food, then scroungers update their position to
compete with food. If the scroungers win, they get food from producers immediately
or else go with Eq. (10)

xk —Xxk.. .
exp(—”””z.z L ) x Qifi>n/2

Xk =
XK 4 (X,’{j - Xj;“’ * A% x Lor Else

ij =

€))

where Xp denotes the optimal position occupied by the producers, and A1 can be
expressed as:

AT = ATAAT)!
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Step 5: Update the Population: Update the population of sparrows by using the
following equation:

X+ Bx (IXE, = XERif fi > f,
K X =X (10)
Xij T K =7

Detailed explanation of Eq. (10) is available in [15]. Update the total population
based on Egs. (8-10).

k1o
Xij =

Step 6: Termination criteria: If number of iterations reaches the maximum value
(iter > itermax), then display optimal gains of proposed Cascade PD-PI controller.
Flow chart for SSO algorithm for tuning the proposed controller is illustrated in
Fig. 6.

4 Results and Discussion

This section deals with the time-domain simulation analysis on the frequency
dynamics of Two-Area MG under different operating scenarios. Two-Area MG with
various RES and PHEVs are modeled in Simulink. Necessary data for simulation has
been taken from following papers [8—13]. Simulation for all models have been carried
out on a personal computer system having, 8 GB RAM, Intel core i3 processor in
the MATLAB 2019a environment. Frequency dynamics of MG are analysed under
the presence of load (A Pp), solar (A P,), wind power (A Pyr¢) disturbances and
PHEV, MG parameter uncertainties. Performance of proposed coordinated strategy
and proposed Cascade PD-PI controller are tested under following disturbances.

Scenario 1: Only Load Disturbances in MG

In this scenario, various levels of load disturbances (both raise and fall in step
loads) are considered at different time intervals. Figure 7a, b, ¢ and d represent
load disturbances and corresponding frequency deviations in MG respectively. Opti-
mized gains of various controllers are given in Table1. From Fig. 7, it is evident that
proposed Cascade PD-PI controller provides better dynamic response in terms of
fast settling time, less overshoots and low ITAE value. Proposed controller structure
attained at least 30% minimized overshoot compared to PID controller. This type of
controller structure is more suitable for renewable applications where overshoot is
more concerned.

Scenario 2: Only wind Disturbances in MG

In this scenario, wind power disturbances alone are considered in MG. Figure 8a, b,
¢ and d represent the wind disturbances and corresponding frequency deviations in
MG respectively. From Fig. 8, it is evident that proposed Cascade PD-PI controller
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Fig. 7 a Load disturbances in MG, b Corresponding MG frequency deviations in areal, ¢ Corre-
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Fig. 7 (continued)

Table 1 Optimized gains of various controllers

Controller parameters BES-PID SSO-PID SSO cascade PD-PI
Kppy - - 5

K p 0.1 0.5545 0.1

Ny 83.604 82.6428 146.685

Kpi 1.3179 4.5212 4.9021

K 3.0327 5 5

Kpp; - - 0.5636

Kpo> 1 4.0210 1.9259

Ny 42.1145 133.1926 80.5638

Kps 0.1402 3.6366 5

provides better dynamic response in less overshoots and low ITAE value. Proposed
controller structure attained at least 50% minimized overshoot compared to PID
controller. This type of controller structure is more suitable for renewable applications
where overshoot is more concerned.
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Fig. 8 (continued)

Scenario 3: Multiple Disturbances in MG simultaneously

In this scenario, concurrent disturbances (load, wind and solar power disturbances)
are considered in MG. Figure 9a, b, ¢ and d represent the concurrent disturbances
and corresponding frequency deviations in MG respectively. From this scenario, it is
evident that proposed controller is more robust to uncertainties caused by RES and
load and experiences less swings compared to PID controller.

Scenario 4: Comparison of Proposed Coordinated versus Non-coordinated
Approach with multiple Disturbances as mentioned in scenario 4 with para-
metric uncertainties (50% uncertainty in M&D)

In this scenario, the PHEVs are placed in primary frequency loop (non-coordinated
approach) and PHEVs are placed in secondary frequency loop (coordinated
approach) and frequency deviations in MG were observed. Figure 10a, b and c
depict the frequency deviations in MG. From scenario 6 operating conditions, the
participation of PHEV aggregator in SFC loop (coordination between DEGs and
PHEVs with CPID controller) improves the frequency response of MG over PHEV
aggregator in PFC loop.
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Fig. 9 (continued)

5 Conclusion

This paper proposed a coordinated control between DEGs and PHEVS for frequency
control of hybrid MG under renewable environment. Proposed coordinated strategy
minimized the frequency deviations significantly than non-coordinated strategy
under all possible operating scenarios. Besides that, an effective utilization of PID
controller in different loops is proposed which established an optimal tradeoff
between Integral and Derivative controllers. With proposed controller, the dynamic
response of MG (in particular overshoot) is significantly reduced compared to opti-
mized PID controller. Particularly in critical operating scenario, the overall error and
overshoots are reduced by nearly 50% as compared to PID controller. Moreover,
the proposed controller is more stringent to parametric uncertainties as compared
to several existing controllers in literature. From the results and analysis it can
be concluded that proposed coordinated strategy and proposed controller are more
suitable to present microgrid operating scenarios.
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Frequency Regulation in a Small m
Microgrid Using Robust Controller L

Samrat Vishnu Hari, Anshul Yadav, Sheetla Prasad, and Yogesh Kumar

Abstract The microgrid is located at distribution network side and generates power
according to power demand in a specific region using several distributed genera-
tions such as wind, solar, fuel cell etc. Due to uncertainty in distributed generations,
the frequency regulation is a formidable problem in islanded microgrid. Thus, a
centralised linear quadratic regulator-based controller is designed for islanded micro-
grid in order to get good performance and zero deviation in terms of frequency devi-
ation. The closed loop control law convergence is obtained using the Lyapunov
stability theorem. In presence of distributed generation uncertainties, proposed
controller performance is compared and it enhances closed loop system stability
with reduction in over/under shoots, settling time and oscillations. In addition, also
through well said controller regulates power generation from power from flywheel
storage plant, fuel cell plant and battery storage plant to sustain minimum frequency
deviations effectively. The performance, stability and ability to keep in synchronism
with the proposed control scheme are validated on several distributed generations
through MATLAB® simulations.

Keywords Linear quadratic regulator-based controller + Frequency deviation *
Linear matrix equality and islanded microgrid

1 Introduction

The continuous localised increased power demand can be managed by a community
Microgrid. In India, there are many villages those haven’t proper energy due to higher
demand of power in the remote society [1, 2]. Microgrid is a reliable option to create
alink between villages or any remote location to the society. In order to get maximum
use of sustainable power or energy, a very new methodology is developed named
microgrid. It is a localised grid and interconnected several loads as well as other
distributed generations (DGs). Hence, microgrid system should be smart in terms of
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control, efficiency, reliability and power backup. Thus, in a microgrid, a robust load
frequency controller is highly recommended to maintain constant frequency [3].

In a distribution type system, if high renewable penetration is considered then it
faces too many technical and operational problems just like quality of power, stability
and voltage of network as well as frequency deviation. In order to solve this issue
using the concept of microgrid was developed by researchers [4, 5]. In [6], several
functional and technical problems such as ownership, coordinated equipment control,
frequency control etc. are highlighted effectively. With the help of two methodolo-
gies of microgrid named as grid connected mode, which is connected to utility grid
by a static stitch, while another one named as islanding mode, which is not giving any
power to microgrid [7]. Very basic parameters of distinct type microgrid described as
a single controllable entity from grid and generate frequency and reference voltage
in an islanded operation mode [8—10]. The microgrid possesses AC and DC distri-
bution network. The grid connected mode DC microgrid, the power is converted by
an inverter and supplied it in DC network. With the help of long and short term,
parameters of a supervisory controller are designed to get power demand informa-
tion as constant power load as reported in [9]. In [10], model predictive controller
is developed to achieve desirable frequency regulation. Therefore, it could be said
that if designers do a proper design of the system for filters and controllers then
power quality is to be done in better manner that is influenced by harmonics [11,
12]. However, to improve power quality issues, inner loop current control and outer
voltage control loop were designed as reported in [13, 14].

In the islanded mode of microgrid, distributed generation is responsible to ensure
the reference voltage and frequency deviation [15]. The deviations in voltage and
frequency are regulated via proper balance of power between generation and demand
[16]. The islanded microgrid is prevented frequent power or load outages because
the utility grid is not available to provide power backup [17, 18]. Due to randomness
and intermittency in distributed energy resources, the distributed energy resources
penetration level in islanded microgrid is enhanced by several uncertainties and
disturbances as given in [18]. As a result, microgrid is affected from the frequency
deviation or even leads to system instability. The frequency deviation is minimized
due to intermittent nature of distributed energy resources and stochastic behaviour of
loads in an isolated microgrid via intelligent bee colony-based terminal sliding mode
control [19]. However, the frequency deviation in an isolated mode of operation of
microgrid is still a formidable task due to intermittent nature of distributed energy
resources.

The greenhouse initiative taken by several countries is the main cause to develop
various community based isolated microgrids. The small signal model of an isolated
microgrid is sufficient to the analysis of frequency deviation against load deviations
and intermittent nature of distributed energy resources. Sliding mode controller is
utilized to extract maximum power from wind even in presence of wind speed uncer-
tainties [19]. The microgrid frequency is regulated even in presence of stochastic
uncertainties and disturbances using several optimizations such as two dimensional
Sine Logistic map based chaotic sine cosine algorithm (2D-SLCSCA) based PID
controller [20], grasshopper algorithmic technique based PI controller [21], fast
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frequency response optimized power point tracking method [22], h-infinity opti-
mization based PID controller [23], genetic algorithms based PI controller [24],
genetic algorithm based grid-forming droop control [25] etc. Thus, islanded micro-
grid frequency deviations against uncertainties, outage of power or load and load
disturbances in distributed generations are still required further developments.

Hence, due to uncertainty in distributed generations, the frequency regulation is
a formidable problem in islanded microgrid. Thus, a centralised linear quadratic
regulator-based controller is designed for islanded microgrid in order to get good
performance and zero deviation in terms of frequency deviation. The closed loop
control law convergence is obtained using the Lyapunov stability theorem. In pres-
ence of distributed generation uncertainties, proposed controller enhances closed
loop system performance with reduction in over/under shoots, settling time and
oscillations. In addition, also through well said controller regulates power gener-
ation from power from flywheel storage plant, fuel cell plant and battery storage
plant to sustain minimum frequency deviations effectively. Thus, a centralised linear
quadratic regulator-based controller is developed for a linearized islanded micro-
grid in order to get good responses and minimum deviation in terms of frequency
deviation.

The organization of rest section are represented as follows: small signal based
islanded microgrid model dynamic is depicted in Sect. 2. In Sect. 3, design steps
of control law and its convergence is described. The demonstration of the simulated
results is investigated in Sect. 4. Finally, based on the simulation demonstration
conclusion is drawn in Sect. 5.

2 Microgrid System Description

By proper operation and control of islanded microgrid, provides effective operation
and sustainability of electric grid with economic and high efficiency as shown in
Fig. 1a. The islanded microgrid is also used to provide isolation from larger grid that
results in microgrid to have the ability to conduct as well as parallel conduction to
make grid more competitive in future. Basically, microgrids are three types: remote
microgrid, grid-connected and network grid. The remote grids are free intelligence
and insight from industry experts and leading companies on the global energy trans-
formation. In grid connected mode, current controller is utilized to inject power to
the main grid depending on the power generation. In the network microgrid, the
operation of multiple microgrids in coordination with distribution system is allowed
to enable high penetration of locally available distributed energy resources. This
happens because of the involuntary stress on distributed generators and harmonic
produced due to such frequency deviations as discussed in [23-25]. It is important
to minimize the frequency deviation before microgrid gets connected with grid. The
synchronization conditions may fail after synchronization of the microgrid with grid
due to large frequency deviations. A simplified dynamics model of islanded micro-
grid integrated with wind plant, solar plant, flywheel energy plant, fuel cell plant,
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battery energy storage plant, small turbine plant, and diesel generation plant models
are taken and described by first order transfer function for small signal analysis as
shown in Fig. 1.

The dynamics of the given microgrid in Fig. 1b are represented as:
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. 1
APpy = —(Ppy — APpy) 2
Tpy
. 1
APyt = —(u1 — APpyr) 3)
Tur
. 1
APpc = ——(uz — APpc) 4)
Trc
. 1
APprg = (u3 — PpEc) &)
Tpec
APrpss = (Af — APrgss) (6)
TrEss
APypss = (Af — APggss) @)
TpEss
. 1
Af = M(APT — APyis — DAS) 3

Where, APT = APWTG + APPV + APHT + APFC + APDEG +APFESS+ APBESS-
All system equation dynamic terms are illustrated in Table 1.
The Eqgs. (1-8) are used to represent it in state space dynamics as:

Table 1 Microgrid system terms

Terms Description Terms Descriptions

APwrc | Wind power generation Twrc Wind plant model time constant
(puMW) (Sec)

APpy Solar power generation Tpy Solar plant model time constant
(puMW) (Sec)

APyt Small turbine plant power Tyt Small turbine model time constant
generation (puMW) (Sec)

APpc Fuel cell plant power Trc Fuel cell model time constant (Sec)
generation (puMW)

APpec | Diesel generator plant power | Tpeg Diesel generator time constant
generation (puMW) (Sec)

APrgss | Flywheel plant power TrESS Flywheel model time constant (Sec)
generation (puMW)

APpgss | Battery plant power TBESS Battery model time constant (Sec)
generation (puMW)

Af Microgrid frequency Pwrg, Ppy | Disturbances in wind and solar
deviations (Hz) (puMW)

DM Microgrid damping and APy Microgrid load disturbance

inertia constant (per sec)

(puMW)
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%(1) = Ax(t) + Bu(t) + FAP, (1)

€))

y(t) = Cx(1)
where, x(¢), u(t), y(t) and A P;(¢) are the microgrid state variables, input, output and
load disturbances respectively. The system matrices A € %", B € W, D € /™"
and C € RN"™*" are system matrix, input matrix and output matrix respectively. The
microgrid system matrices are given as:
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C = Indentity matrix (Ig),x(t) = [APWTG APPV APHT APFC APDEG APFESS
APpess Af1" u=1[uy uy us1" and APy = [ Pyrg Ppy APy
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3 Proposed Control Methodology

In controller design and performance domain, the linear quadratic regulator (LQR)
is a well-known control strategy that changes the trajectories of a nonlinear or linear
network by use of an external control signal. The LQR is an optimal control law
with cost function and does not depend on the system state controllability. The LOR
follow linear input-state output system conditions for all stabilizable states in finite
time. Thus, LQR can control effectively a weakly controllable linear or nonlinear
state space system. All things being said, it can change starting with one continuous
system and then going to the next depending on the current situation in the state space.
Subsequently, it can be optimized easily through linear matrix inequalities (LMIs)
optimization platform [20]. The weights of linear quadratic regulator controllers
are linearly optimized via a pre-defined objective quadratic criterion function with
states dynamic and control. To achieve both fast state trajectory speed and effective
control efforts simultaneously, pre-defined objective quadratic criterion function is
considered as:

Tminzf(xTQx—i—uTRu)dt (10)
0

where, positive definite matrices are defined as Q = 0T >0,R=RT > 0, and
obtained using proper optimization. The weights matrices Q and R are optimized
to improve fast responses and reduce penalty factors in control efforts. Most of the
research work in the literature, weight matrices Q and R are considered as unity values
to give a moderate response and equal penalty on each control effort respectively. In
this study, control law is selected as:

u(t) =—Kx() (11)

The state feedback gain K is optimized using LMI optimization. To obtain microgrid
asymptotic stability in the sense of Lyapunov, system trajectories always should
exactly converge to equilibrium point against initial states.

Proof Let the LQR objective Lyapunov function is considered as:

kK =xT ()P x(1) (12)

After time derivative with respect time of Egs. (10) and (12), the optimal solution
can be written below using Eq. (11).

T Of{Q+ K"RK}x(t) = —%(xT(t)Px(t)) (13)
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From microgrid state space Eq. (9) substitution in Eq. (13), it is written as:
T O{Q+K"RK}x(t) = —x"(){(A— BK)" P+ P(A— BK)}x(1)

— xT(®2PFAP;(t) (14)

x"({A"P+PA+Q—-K'RK —K"B"P— PBK}x(t) —x" (t)2PFAP; <0
15)

Using lemma given in [21], term in above Eq. (15) can be written as
—{K"RK + K"B"P + PBK} = —B" PR™' P B and substitute in above Eq. (15).

x"O{A"P+PA+Q—B"R'PB}x(t) —x"()2PFAP,(t) <0  (16)

To achieve accurate convergence ¥ < 0, the above Eq. (16) may be converted in
LMI using lemma in [21].

{A"P+PA+Q—-B"R'PB} <0 (17)
Thus, closed loop system state trajectories converge asymptotically.
The Eq. (17) is transferred into LMI using Schur complements [14] to obtain
optimized value of as:

Select positive definite matrix P and R in such way that following LMIs holds
simultaneously with a minimum of yyin

P>0
0>0
R>0

ATP+PA+Q—-B"R'PB <0 (18)

After calculation of optimized parameters from Eq. (18), now control law Eq. (11)
is obtained.

w=[u uyus] =—R'PBx(t) (19)

Proposed controller design steps are given below:

e Select all LMI variables in order as per microgrid system using ‘/mivar’ and write
LMI Eq. (18) using ‘Imiterm’ in MATLAB LMI optimization platform.
e Set objective function threshold value using ‘decnbr’ in LMI toolbox.
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¢ Find feasibility of the LMI Eq. (18) using ‘feasp’ in MATLAB LMI optimization
platform.

e For feasible LMI, obtain P and R variables using optimization ‘mincx’ command
in MATLAB.

¢ Finally, calculate state feedback gain K using Eq. (11).

Thus, this completes proof and optimization.

4 Simulations and Demonstrations

In order to facilitate the development of the microgrid control structure, an ideal
DC voltage source is considered as shown in Fig. 1b. The linearized dynamics of the
islanded microgrid is demonstrated with proposed control scheme effectiveness using
MATLAB® platform. The LMIs is optimized using ‘mincx’ function in MATLAB
LMI toolbox. The parameters of the wind plant, solar plant, flywheel energy plant,
fuel cell plant, battery energy storage plant, small turbine plant, and diesel generation
plant models are described in Table 2.

The linearized microgrid system state space system poles, undamped natural
frequency and damping ratio with and without controller are given in Table 3.
From the said table, it is seen that open loop state space system state dynamics
are unstable. The desired overall system in regular form state space time dynamics
is also mentioned in Table 3. It is evident that overall system dynamics behaves
comparably more stable.

Now, proposed control strategy is simulated in presence of random change in
input power in the wind plant (WTG), solar plant (PV) and load disturbances in
microgrid. The WTG and PV maximum power extraction from wind and solar are

Table 2 Microgrid parameters [23]

D M TgEss TrEss TpEG Trc Tur Tpy Twre
0.012 0.300 0.100 0.100 2.00 4.00 1.00 0.3643 1.50

Table 3 Time characteristics and poles

Open-loop Open-loop system Overall microgrid Overall system

system poles system pole’s

locations locations

Stable pole: Open-loop system is unstable with | Stable pole: Closed loop system is stable
—0.25, —0.50, | high oscillations —4.7097, —0.3850,

—0.6667, —1.00, —2.0171

—2.7452, — —1.1827, —9.9914,

10.00, —10.00 —10.0000

Unstable pole: —0.6667, —2.7452

5.000
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not considered in this study. Hence, random change with uncertainty in input power
is directly applied to simplified wind and solar plant models for small signal analysis
as shown in Fig. 2a, b respectively. The random change in microgrid load is also
given in the third subfigure of Fig. 2c. The simulated responses of the microgrid with
proposed control scheme are given in Figs. 2d, 3 and 4. The required control effort
for small turbine (HT) plant to sustain frequency deviation within feasible range is
shown in Fig. 2d. It is evident that the required control effort is found satisfactory.
The deviations in generated power responses from wind plant (WTG), solar plant
(PV), flywheel storage plant (FESS) and battery storage plant (BESS) are shown in
Fig. 3a, b, c and d respectively.

From said Fig. 3, the generation power from wind plant, solar plant, flywheel
storage plant and battery storage plant are regulated indirectly via proposed controller
according to microgrid frequency deviation even in presence of uncertainties in wind
plant, solar plant and random load disturbances respectively. However, the deviation
in microgrid frequency response, generated power from flywheel storage plant, fuel
cell plant and battery storage plant are controlled using proposed controller against
uncertainties in wind plant, solar plant and random load disturbances as shown in
Fig. 4a, b, c and d respectively. It is evident that the proposed controller is used to
regulate power generation from power from flywheel storage plant, fuel cell plant
and battery storage plant to sustain minimum frequency deviations effectively. Thus,
proposed controller enhances the closed loop system stability even in presence of
plant uncertainties.

Further, the proposed control scheme and state PID controller [26] responses
are compared in presence of the above uncertainties as given in Fig. 2a, b and c
in islanded microgrid system. The deviations in microgrid frequency and generated
power from flywheel storage plant, fuel cell plant and battery storage plant’s compar-
ative responses are depicted in Fig. 5a, b, ¢ and d respectively. Due to presence of
parameter uncertainties, state PID controller performance deteriorates in terms of
larger over/undershoots characteristics while proposed control scheme is completely
less sensitive against above parameters uncertainties. The proposed control scheme
has negligible oscillations in generated power from flywheel storage plant, fuel cell
plant and battery storage plants compared to state PID controller. It is observed that
proposed control scheme is capable to sustain the islanded microgrid system stability
and kept less sensitive even in presence of parameter uncertainties. Thus, proposed
control scheme is able to minimize islanded microgrid frequency issues effectively.

5 Conclusion

A centralised linear quadratic regulator-based controller was developed for a
linearized islanded microgrid in order to achieve closed loop stability with better
performance in terms of frequency deviation. The closed loop control law conver-
gence was obtained using the Lyapunov stability theorem. In presence of distributed
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Fig. 2 Wind plant and solar plant input power deviations, load disturbance and control effort for
small turbine (HT)

generation uncertainties, proposed controller performance was compared and found
to enhance closed loop system stability with reduction in over/under shoots, settling
time and oscillations. In addition, also through well said controller regulated power
generation with minimum power mismatch from the power from flywheel storage
plant, fuel cell plant and battery storage plant to sustain minimum frequency
deviations effectively. The performance, stability and ability to keep in synchronism
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Fig. 3 Deviation in generation of wind (WTG) plant, solar (PV) plant, flywheel energy storage
(FESS) plant and battery storage (BESS) plant

with the proposed control scheme are found satisfactory. In future, wind plant and
solar plant dynamics will be considered in place of the simplified model.
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Enhanced Predictive Torque Control m
of Open Winding Permanent Magnet L
Synchronous Motor Drive with Common

Mode Voltage Elimination

Ravi Eswar Kodumur Meesala®, Sivaprasad Athikkal ®),
U. Ramanjaneya Reddy @, and Narender Reddy Kedika

Abstract Nowadays, Predictive Torque Control (PTC) strategy is recognized as a
strong tool for controlling the motor drive. Intuitive and multi-objective controlling
are significant benefits of PTC. Owing to these benefits, its application is introduced
for Open Winding Permanent Magnet Synchronous Motor (OW-PMSM) drive. The
basic PTC operated OW-PMSM drive consequences high Common Mode Voltage
(CMV) and leads to early failure of motor bearings. In this paper, CMV elimination
is proposed for OW-PMSM drive using voltage vector selection in PTC operation. In
proposed PTC, the possible voltage vectors (VVs) are identified to gain zero CMV
and preselected as prediction VVs for cost-function evaluation. From cost-function
evaluation, optimal V'V is considered for controlling OW-PMSM drive. In addition,
decrease in switching frequency is achieved through proper utilization of optimal
VV’s redundant switching states. Therefore, the overall modifications in proposed
PTC of OW-PMSM drive ensure simple operational control, CMV elimination, and
switching frequency and loss reduction. The claims of proposed PTC are verified
through Matlab/Simulink platform and its proficiency is highlighted against basic
PTC operation. Thus, the enhanced operation of proposed PTC for OW-PMSM drive
with zero CMV is justified.
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1 Introduction

Permanent Magnet Synchronous Motor (PMSM) is now widely applicable in most of
the electric drive applications. High power density and torque/weight ratio, superior
efficiency, and simple construction are some of its primary characteristics. As aresult,
its use in electric vehicles (EVs) is becoming more popular [1-3]. When compared
to two-level voltage source inverter (VSI), the introduction of Multi Level Inverters
(MLISs) to supply for motor drive [4] operation provides better harmonic spectrum
with less Total Harmonic Distortion (THD) of voltage and current through increased
voltage levels in supply. Besides this, reduced CMV, lower dv/dt across the power
electronic switches, and reduced switching losses are additional benefits [5]. For MLI
fed PMSM drives, dual two-level VSI configuration is the optimum option, owing to
its special benefits [6-8]: (1). Using two distinct DC link voltages, multilevel voltage
supply across the motor drive is simply established, (2). The ability to withstand
faults, (3). No clamping diodes and no difficulty with capacitor voltage un-balance
(which exist in basic neutral-point clamp and flying capacitor MLI), (4) a simple
construction, and (5) integration of hybrid supplies such as fuel cells, batteries, or
ultra-capacitors. The dual two-level VSI is supplied to open three phase windings of
PMSM drive.

To attain superior dynamic performance of OW-PMSM drive, Field-Oriented
Control (FOC) or Direct Torque Control (DTC) or Predictive Torque Control (PTC)
technique is applied, which are part of vector control [9]. Even though FOC oper-
ated motor drive achieves good steady state behavior, it demands precise tuning of
Proportional and Integral (PI) controllers in the inner current loop, as well as rota-
tional coordinate frame transformations. DTC works in a stationary reference frame
and achieves a rapid dynamic response with a minimal setup (i.e., simple structure).
However, due to the hysteresis-based controlling [10], DTC has two key flaws: large
torque ripples and switching frequency increment with reverse voltage vectors (VVs)
selection. To address the shortcomings of DTC in motor drives, several researches
have been done including the application of Finite control Set-Model Predictive
Control (FS-MPC). FS-MPC has become a more efficient and competent technique in
motor drive applications nowadays. FS-MPC is termed as Predictive Torque Control
(PTC) when cost-function is built with torque and flux control objectives. Thus, PTC
is widely employed in high-performance motor drive applications, owing to rapid
dynamic as well as good steady state nature [11-13].

In the motor drive operation, there exist some parasitic capacitances (in the range
of picofarads). The CMV on stator windings generates shaft voltage by capacitive
coupling through the motor air gap. As a result, electro-static discharge occurs in
the bearing lubricating film. The bearings’ lifespan is reduced [14] due to parasitic
currents. In addition, the presence of CMV affects protection system by creating
failures in fault detection [15]. The stated problems are also experienced in PTC
operated OW-PMSM drive. To deal with the CMV problem, a variety of techniques
have been proposed, such as including the additional active and/or passive devices
in motor drive system. The extra hardware generates a large increase in the system’s
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volume and demands sophisticated control methods [15]. Therefore, CMV mini-
mization or elimination through control modifications is preferable. Modified PTC
of open winding induction motor drive is presented in [16, 17] to minimize CMV.
However, these techniques need a weighting factor and demand its optimal tuning
which is a cumbersome process. In [18-20], CMV mitigation is achieved through
modified space vector pulse width modulation scheme for VSI operation.

In this paper, CMV elimination is introduced for dual two-level VSI fed OW-
PMSM drive. The proposed PTC uses optimal VVs which produce zero CMV as
prediction VVs for cost-function evaluation process. From this, the final optimal VV
is applied with a suitable switching combination to gain reduced switching frequency.
Therefore, the overall modifications in proposed PTC introduce CMV elimination
and switching frequency reduction for OW-PMSM drive.

2 Mathematical Model of OW-PMSM Drive

Figure 1 depicts arrangement of dual two-level VSI fed OW-PMSM drive. It has dual
two-level VSIs with identical DC-link voltages. (Vao, Vbos Veo) ad (Vo' Vb'o's Ve'o’)
are the pole voltages of VSI-1 (1) and VSI-2 (2), respectively. The resultant pole
voltages are given by (3). The OW phase voltages are represented by (4). When the
resultant pole voltages from (4) are added together, a nonzero term called CMV is
generated as (5).

+
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Fig. 1 OW-PMSM with dual two-level VSI circuit
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Equations (6) and (7) are voltage space vector generations of VSI-1 and 2 respec-
tively. From these, the net voltage space vector is realized as (8). Equations (6)—(8)
are evaluated with possible 64 switching states of dual two-level VSI to identify
effective VVs. From this analysis, Table 1 present unique 19 three-level VVs of dual
two-level VSI operation. Using (5), calculated CMV values of 19 VVs are also listed
in Table 1.

2 Vdcl j2x 4 B

Us1 = ( s Sbl e +5e3) (6)

2V J4n
v = TS Sh + She T + 85 @)
Vg = Vg1 — Us2 (8)

The current and flux state space representations of OW-PMSM are given by (9)
and (10). Motor torque is calculated by (11). Using (12), motor-load torque relation
is framed. All these mathematical analyses are required to build PTC operation for
OW-PMSM drive.

dis Vs — Rsis - ¢rwrej9

s _ 9
dt Ly 2
do,
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T,, = (0.75P) x imag(¢, X i) (11)
d
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dt
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Table 1 Switching states and V'V representation of three-level dual two-level VSI

Switching states VVs notation | VV representation in af frame | CMV x V4./2
(Sh, S5, S5, S5, S, S5) (Vs +Jvsp) X Vac

(0,0,0,0,0,0); (1,1,1,1,1,1); Vo 0 0
(1,0,0,1,0,0); (1,1,0,1,1,0);

(0,1,0,0,1,0); (0,1,1,0,1,1);

(0,0,1,0,0,1); (1,0,1,1,0,1)

(1,1,0,0,1,0) Vi 173 0.333
(0,1,0,0,1,1) Vv, 1/6 + j sqrt (3)/6 —-0.333
(0,1,1,0,0,1) V3 —1/6 + j sqrt (3)/6 0.333
(0,0,1,1,0,1) Vy —-1/3 —0.333
(1,0,1,1,0,0) Vs —1/6 — jsqrt (3)/6 0.333
(1,0,0,1,1,0) Ve 1/6 — j sqrt (3)/6 —-0.333
(1,0,0,0,1,1) \%i 2/3 —0.333
(1,0,0,0,0,1); (1,1,0,0,1,1) Vg 172 4 j sqrt (3)/6 0
(1,1,0,0,0,1) Vo 1/3 4 j sqrt (3)/3 0.333
(1,1,0,1,0,1); (0,1,0,0,0,1) Vio jsqrt (3)/3 0
(0,1,0,1,0,1) Vi1 —1/3 + jsqrt (3)/3 —0.333
(0,1,0,1,0,0); (0,1,1,1,0,1) Viz —1/2 + jsqrt (3)/6 0
(0,1,1,1,0,0) Vi3 —2/3 0.333
(0,1,1,1,1,0); (0,0,1,1,0,0) Vi —1/2 — jsqrt (3)/6 0
(0,0,1,1,1,0) Vis —1/3 —jsqrt (3)/3 —0.333
(0,0,1,0,1,0); (1,0,1,1,1,0) Vi —j sqrt (3)/3 0
(1,0,1,0,1,0) Vi7 1/3 —jsqrt (3)/3 0.333
(1,0,0,0,1,0); (1,0,1,0,1,1) Vis 172 — j sqrt (3)/6 0

In (9)—(12), iy and vy are stator current and voltage space vectors, R, is stator
resistance, ¢, is rotor magnetic flux and ¢ is stator flux vector, 7,, and 7; are motor
and load torque respectively. P and 6 are pole number and rotor angle, w, and w are
rotor electrical and mechanical speeds. J is moment of inertia.

3 Basic PTC of OW-PMSM Drive

The stator flux and motor torque are the basic control variables in PTC. After
measuring motor speed, DC link voltage and phase currents, the stator flux estima-
tion and current one step prediction are accomplished as (13) and (14) respectively.
The stator current (15) and flux (16) two step predictions are realized using Euler’s
discretization. From them, torque prediction is derived as (17). Using effective 19
VVs of dual two-level VSI, (15)-(17) are computed to obtain prediction control
variables. In final stage, cost-function (CF) is evaluated (18), which is function of
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Fig. 2 Basic PTC function of OW-PMSM drive

reference and prediction control variables. The reference flux (&%) is set to motor

rated flux value and reference torque (7,

*
mn

) is generated through speed PI controller.

Therefore, the entire PTC working involves three key steps: estimation, prediction
of torque and flux control variables and cost-function evaluation. Its block diagram

is shown in Fig. 2.

stk +1) = (vopt - Rsis)Ts + (k) (13)

. N Is | . TR,
ls(k + 1) = (vopt - grwrej )_ + l‘v(l - ) (14)

L L
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CF formulation:

G = |T} = Tk +2),| + Wo| 2" — 18, (k +2),]| (18)
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In (13)—(18), variables at present sample instant are denoted by ‘k’ and prediction
variables at one and two steps ahead are denoted by (k + 1) and (k + 2). T’ is sample
time, subscript ‘n’ denotes prediction VV’s number, W4 is flux weighting factor,
which is to be tuned by trial-and-error base.

From (18), it is evident that basic cost-function design lags control over CMV
and switching frequency. To gain these controls, CMV and switching frequency
control objectives with proper weights can be introduced in CF. However, it leads to
a cumbersome control process due to a greater number of weighting factor tuning
parameters.

4 Proposed PTC of OW-PMSM Drive

The main intent of this paper is to design a simple PTC operation to provide CMV
elimination and switching frequency reduction. Its block diagram is presented in
Fig. 3. Proposed PTC uses basic CF (18) having flux weighting factor only. In control
operation, V' Vs are priorly selected which produces zero CMV. This can be identified
from Table 1, where 7 VVs (Vy, Vs, V1o, V12, V14, Vi, V1g) are known to be optimal
for CMV elimination. These seven VVs (as shown in Fig. 4) acts as prediction
VV sets for computing torque, flux predictions and finally CF evaluation. The VV
providing optimized minimum valued CF is chosen for basic control of torque and
flux. In addition, proposed PTC operation offers low complexity, since only 7 VVs
are involved in computational process out of 19 VVs.

Proposed PTC operation
Selection of | S, Dual VSI fed OW-PMSM
optimal VV S VSI-1
o+ L, Pl L
Q, Speed [ CF Opti <l f Ve
» QD > ptimal +
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Fig. 3 Proposed PTC function of OW-PMSM drive
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Fig. 4 Optimal prediction | 5-axis
VVs with zero CMV |
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After evaluating the final optimal V'V for control operation, switching state selec-
tion procedure is followed for the operation of dual two-level VSI fed OW-PMSM
drive. From Table 1, it is identified that each prediction VV of proposed PTC has
redundant switching states. Thus, concept of redundancy is utilized to gain minimum
switching state transitions. This can be accomplished with the evaluation of (19),
where optimal VV’s redundant switching states are compared with previous instant
switching state.

Among possible redundant switching states of optimal VYV, the switching state
which provides minimum value of ‘F’ (19) is applied for the control operation.
Therefore, gaining minimum switching state transitions consequences an overall
reduction in switching frequency of OW-PMSM drive operated with proposed PTC.

Fr = [Sope(k = 1) = S k), | (19)

In (19), S, (k — 1) is optimal switching state applied in previous sample instant
and S, (k), is present optimal VV’s redundant switching states having ‘7’ numbers.

From the entire discussion of proposed PTC for OW-PMSM drive, the notable
features are listed as: CMV elimination, low complexity in operation and switching
frequency reduction. Thus, significant advancements in proposed PTC operation are
perceptible.
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5 Results and Discussion

Matlab/Simulink simulation tests are carried out to validate the efficacy of the
proposed PTC. The OW-PMSM drive parameters are listed in Table 2. Test 1 anal-
yses the performance of proposed PTC versus basic PTC in steady state at different
speeds such as 50 rpm, 300 rpm and 800 rpm, with the load torque of 12.5 N-m. The
captured results of speed, torque, flux, switching pulses and CMV are displayed in
Figs. 5,6 and 7.

Similarly, test 2 and 3 analyses the dynamic performance obtained for proposed
PTC versus basic PTC. Test 2 in Fig. 8 indicates dynamic performance with respect
to step changes in speed from 200 to 800 rpm. From this, the observed speed transient
time is 0.33 S for both basic and proposed PTC. Test 3 in Fig. 9 indicates dynamic
performance with respect to a step change in load torque from 12 N-m to 20 N-m.
From this, the observed speed transient time is 0.8 S for both basic and proposed
PTC. Therefore, proposed PTC retains high dynamic performance of basic PTC.

In Table 3, the displayed results are quantitatively analyzed in terms of CMV (rms),
switching frequency and losses, ripple content of flux and torque. Using standard
deviation concept, ripple content of flux and torque are calculated. By measuring the

Table 2 OW-PMSM drive Parameter Value
parameters
Stator resistance- Ry 1.12 Q
Stator inductance- Lg 10.5 mH
Rotor flux 0.7 Wb
Inertia 0.0615 kg-m?
Rated power 5 HP
Combined DC-link voltage (Vgc = Vgc1 + 600 V
Vi)
Proportional and integral gains 18 and 36
Rated flux 0.705 Wb
Flux weighting factor 75
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number of state transitions per switch in a second, average switching frequency values
are provided. Considering IGBT model SKM75GB12T4, switching loss estimation
is provided. The mathematical analysis to evaluate average switching losses is given

in [21].

From the achieved quantitative values, comparative analysis between basic and
proposed PTC is performed. It is noticed that proposed PTC lags in torque and flux

response with more ripple. This is due to

utilization of reduced VVs in proposed

PTC operation. However, the key contributions of proposed PTC are complete CMV
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Table 3 Performance comparisons

Speeds (rpm) Torque ripple Flux ripple Avg. Avg. CMV (V) in
(N-m) (Wb) switching Switching rms
frequency losses
(Hz) (W)
Basic PTC
50 0.451 0.0044 1235 1.23 11.00
300 0.453 0.0041 4108 4.07 55.17
800 0.450 0.0046 4428 4.40 47.84
Proposed PTC
50 0.720 0.0063 508 0.50 0
300 0.785 0.0061 1711 1.70
800 0.782 0.0064 4096 4.06 0

elimination, switching frequency and loss reduction. Owing to zero CMV perfor-
mance, the proposed PTC operated OW-PMSM drive is ideal for industrial appli-
cations, where CMV mitigation is of prime importance to attain electrical safety.
The obtained values shown in Table 3 validates the significance of proposed PTC.
Besides this, number of computations for proposed PTC operation is reduced. This
can be evident from Table 4.

Finally, a design of proposed PTC of OW-PMSM drive with low complexity,
CMV elimination, switching frequency and loss reduction is attained. The future
scope of this research is to implement zero CMV along with improved steady state
performance such as torque and flux response of OW-PMSM drive.

Table 4 Computational

. Scheme Number of CF evaluations
comparisons

Basic PTC 19
Proposed PTC 7
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6 Conclusion

This paper presents a low complexity PTC operated OW-PMSM drive with CMV
elimination. The proposed PTC uses basic CF without additional involvement
of weighting factors. Using priorly selected optimal VVs for CMV elimination,
proposed PTC is operated. In addition, final optimal VV’s switching states redun-
dancy is utilized to gain minimum switching state transitions. Thereby, achieving
reduction in switching frequency and losses. According to Matlab/Simulink simula-
tion results, the proposed PTC of OW-PMSM drive shows zero CMYV, less switching
frequency and losses. These benefits are achieved by sacrificing steady state perfor-
mance such as torque and flux response of OW-PMSM drive. However, zero CMV
performance of proposed PTC ensures electrical safety, which is crucial in industries.
Therefore, it can be concluded that the low complexity proposed PTC operation is
ideal for CMV elimination in OW-PMSM drive along with switching frequency and
loss reduction, which is well suitable for electric traction and industrial electric drive
applications.
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Comparative Analysis of Conventional m
and Intelligent Methods for Speed L
Control of Induction Motor

Ashwani Srivastav, M. Rizwan, and Vinod Kumar Yadav

Abstract Induction motor drives are widely preferred for speed control applications
because of its simpler construction, robustness and development in power electronics.
Most of these applications need faster response and intelligent speed control logic to
achieve higher efficiency along with high dynamic performance. The primary goal
is to effectively manage the speed and flux independently in order to achieve good
dynamics performance. To decouple the torque and flux we try to make ac motor
analogous to dc motor, as the field current and armature current are independent
of one another in dc motor i.e. when torque is controlled, flux will not be altered
and quick dynamic response is assured. Because of inherent coupling problem the
response of the induction motor is sluggish. Sensor less Direct Torque Control and
Field Oriented Control drives require knowledge of stator and rotor flux and torque.
These estimations are generated by using the stator line voltage and current and
machine stator and rotor electrical parameters. The estimation of torque and flux are
also considered to model the drive. In this paper, both conventional and intelligent
methods of speed control are reviewed and then their comparative analysis is done
on the basis of performance, maintenance cost, complexity and area of applications.

Keywords Induction motor Drive + V/f method - Field oriented control + Direct
torque control + Intelligent control
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1 Introduction

The Induction motor drives are widely used in around 90% of the application in
different fields like commercial, industrial and other utility applications. It is because
of the advantages provided by induction motors which make it superior compared to
other electrical motors. Some of the benefits are listed below [1]:

e The robust construction and low manufacturing cost make it more suitable
compared to any other motor drive.
Cost of maintenance is comparably low because of its simple construction
The efficiency and reliability of it is high.

In induction motor drive, the development and advancement are more focused
on the speed control mechanism. The motor speed is controlled to perform variety
of operations. Previously, variable speed drives had several problems, such as low
efficiency, unstable speed control, poor dynamic characteristics, and so on. These
issues are gradually being resolved by the advancement of power electronics [2].

Power electronics and electrical drives controlled through power electronic are
seeing tremendous growth. As power electronic and electrical drives are used as actu-
ators or energy converters in larger engineering systems, their use often necessitates
careful engineering. To achieve the desired characteristics of the power electronic
and electrical drive systems, as well as the overall application, control systems are
required. The diversity of applications is reflected in the vast number of control
techniques available [3].

To achieve high dynamic response in any critical application, where user wants
to drive the motor strictly following the desired speed-time characteristics, we need
a control algorithm that store the speed-time relation (specified by the user) which
is strictly followed by the induction motor. Also, Induction motors have inherent
non-linear coupling because flux and torques both change on varying voltage and on
changing current speed and flux both changes. It means that torque and flux are not
decoupled due to which we get a sluggish response if we directly feed the response
in control circuit. So, we use different algorithms to decouple flux and torque which
results in faster dynamic response.

Earlier, v/f control (Scalar Control) was employed for conventional applications
due to its simplicity; however, for high dynamic response and torque retention in the
low-speed area, vector control is chosen.

FOC operation is based on managing flux and torque independently through
adjusting the Park components of the input current. DTC is based on the principle of
directly controlling the induction motor’s stator flux and torque by applying the
proper stator voltage space vector [4]. FOC method is a bit complex as compared
to the DTC method as it includes various transformations. It depends on physical
parameters, since these parameters are continuously changing on operation from no
load to full load, we cannot specify parameters to the control logic thus accuracy is
suffered so we need to continuously update the parameter during operation which
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makes the system more complex. For this reason, we go for DTC method, as in DTC
performance does not depend on the parameters.

In this paper, comparison between different algorithms is done which are used for
speed control of induction motors and then conclude which is better for the different
applications.

2 Basic Principle of Speed Control

An induction motor’s revolving magnetic field rotates at a synchronous speed deter-
mined solely by its supply frequency and the magnetic poles. Synchronous speed is
the theoretical speed of a motor when there is no friction in the bearings and no load
on the shaft. [2]. The synchronous speed is given numerically by the relationship
described in Eq. 1:

_120f

N (D

where,

p = Number of poles.

f = Frequency in Hz.

Now the rotor is trying to rotate at synchronous speed but slips back by a factor
called slip due to which the motor always rotates at a speed lower than synchronous
speed [5]. The slip of induction motor is defined as, percentage difference between
synchronous speed and shaft speed:

Ns — Ng
§ = ——

s @)

where,

N; = Rotor speed.

N = Synchronous speed.

We may deduce from Eq. (1) that synchronous speed is inversely proportional to
number of magnetic poles and directly proportional to supply frequency. Since most
of the application use squirrel cage induction motor, once the machine is manufac-
tured the number of poles become fixed hence the speed can only be controlled by
varying the frequency only [6].

3 Speed Control Methodologies

Different Speed control techniques are broadly classified as scalar control, field
oriented and direct torque control.
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3.1 Scalar Control (V/F Control)

Using scalar control method, we can change the value of frequency or voltage of
the Induction motor in order to keep motor torque closer to specified torque at given
frequency while maintaining the constant air gap flux (¢). If there is a drop in supply
frequency without a change in supply voltage, it will increase air gap flux and motor
will be saturated. This raises the magnetizing current and increases core and copper
losses, causing the system to overheat and have excess vibration. To avoid these
issues, we adjust the supply voltage and frequency of supply simultaneously [7].

The scalar control method involves adjusting the supply voltage and frequency
while maintaining the ratio (Voltage to frequency) constant. The motor will not run
at very low supply voltages, although the ratio will be the same at low voltages and
frequencies.

The voltage of induction motor is related to speed and flux:

V=kfe 3)

where:

f = frequency.

¢ = air gap flux.

k = constant.

From Egq. (1), we can say that frequency is proportional to the speed hence from
Eq. (3) we concluded that supply voltage is ‘proportional to both frequency and
stator flux. So the flux and torque can be maintained fixed for all speeds by altering
the voltage and frequency by the same ratio. As a result, the constant v/f method is
the most commonly used induction motor speed control method. [7]. Scalar control
ignores the coupling effect in machine, and have somewhat inferior performance than
vector control technique but scalar control is simple to execute, gives good running &
transient performance therefore it is favored when accuracy is not a concern (Fig. 1).

Using closed loop system with a controller can ensure better speed control. Propor-
tional integral controller is generally used for its simpler model but then requires a
detailed mathematical modeling of system. Fuzzy logic controller can also be used
in which human expertise is required. So, using a better controller can breach the
simplicity of scalar system. In [8], a method was presented that does not require
human expertise or mathematical modeling, but rather relies on a linear relation-
ship between the load torque and the slip speed of the induction motor at constant
stator-flux linkage produced under rated conditions.

3.2 Field Oriented Control

Major shortcoming of scalar control is that flux and torque are not decoupled which
creates a sluggish response leads to system instability. If torque is increase by varying
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Fig. 1 Schematic diagram of open loop scalar method

the supply frequency, the flux will decreases in transient condition. Additional voltage
is fed along with supply to compensate this decrease in flux. This delay affects the
dynamic response.

In comparison with scalar method, the Field oriented control method has a better
range of speed and good dynamic response. The Vector control method controls
the flux and torque independently similar to that in separately excited DC motor. In
FOC method we make ac motor analogous to separately excited DC motor. Also in
DC motor, operating magnetic flux is controlled with the help of excitation current
separately, whereas armature current controls the torque of motor independently. So,
the two currents are magnetically as well as electrically decoupled. Unlike DC motor,
the torque and magnetic field both are affected by armature current of the stator in
AC motor. In a rotor reference rotating frame, flux and torque are decoupled by
converting the instantaneous current into two orthogonal components: the current
associated with torque development and the field current [9].

This problem is rectified by opting the vector control method in which control is
done by the transformation of a rotating three phase system into a rotating two coor-
dinate system using Parks and Clarks transformation. These projections and trans-
formations results in a structure resembling DC motor control. In DC machine two
fluxes, field and armature, are orthogonal or decoupled with respect to one anotheri.e.,
when torque is controlled by armature flux, field flux is not affected. During transient
conditions to achieve better performance, a direct vector control technique is being
used in which decoupling between flux and torque is ensured resulting in advance-
ment of the dynamic performance of AC motor drive [10]. Various advantages of the
FOC method are:

e Torque control at lower speed and lower frequencies.
¢ Improved torque response.
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Fig. 2 Schematic diagram of FOC method

e Dynamic speed accuracy.
e Short term overloading capability.
e Decrease motor size, cost and power consumption.

This configuration is bit complex as there is a need to continuously transform the
coordinate of stationary frame to rotating frame and vice versa and PI regulators. The
process of flux measurement also increases equipment costs but still we do not get
the desired result. Due to its complexity and less accuracy, we need a better algorithm
so we go for Direct Torque Control method for speed control (Fig. 2).

In[11]suggested an adaptive mechanism-based technique for predicting induction
motor speed. The state observer provides the poles arbitrarily, even in low-speed
regions used in indirect FOC. The cons of this technique are: it is difficult to use
precise parameters, as the resistance of the rotor and stator changes as the temperature
of the motor. Speed and flux were observed close to the references. It contains
overshoots during transition response. In conventional v/f, at high speeds the motor
experience frictional torque which shifts as per the conditions of load and bearing
state. As a result the motor sometimes fails to start so the method was proposed and
used successfully implemented based on the current controlled v/f control system,
with switch mode, start mode and normal v/f control mode. Starting mode cope
with starting problems and transition mode assures smooth voltage transition to get
a smooth current profile [12]. Also it was experimentally proved in [12] that this
technique do not produce any peak current at starting and goes well at high speed
with air bearings.

Induction motor has a non-linear characteristic which makes it difficult to control.
A method was proposed to get suitable control using PID control which was based on
Indirect Field Oriented Control. Using this method, one can get an improved output
response with faster dynamic response [13]. In [14], According to the simulation
results, for operating at a reference speed of 700 rpm, it takes 0.18s to reach reference
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speed and to reach steady state speed it takes 0.95s. Then, for 800 rpm it takes 0.19s
to reach the reference speed and 0.88s for steady state speed. For 900 rpm it takes
0.2s to reach reference speed and 1s for steady state speed. This strategy gives a
good system response while requiring less time to attain the reference speed and
steady state speed conditions. In [15] it was shown that the Indirect Field Oriented
Control model with fuzzy-PID gives better dynamic performance as compared with
induction motor without control. The controller gives good dynamic performance,
less starting time and less overshoot.

3.3 Direct Torque Control (DTC)

In FOC, three phase stator currents are transformed into two orthogonal components
but it is highly sensitive to stator flux which makes it dependent on machine param-
eters. To achieve the expected performance, it is necessary to continuously track the
variation in parameters accurately, as it changes from no load to full load. This results
in making the FOC a bit complex and cumbersome method. So, the new method is
developed called Direct torque Method. Its main advantage is that in DTC, there is
no need to convert the stationary frame coordinates to the rotating frame coordinates,
voltage modulator block is absent and torque response time is minimum [16]. This
makes the method simpler, highly dynamic and robust.

The DTC controller contains two hysteresis band controls to decide the switching
voltage vector to establish torque and flux between the lower and upper extrem-
ities. A suitable estimator is used to compare torque and stator flux. The DTC
system requires torque and stator flux measurements for the hysteresis comparator,
as well as measurement of rotor speed for controlling speed of motor. The torque
and flux magnitude references are obtained using a space vector modulator. Then
hysteresis controller generates the necessary flux and torque change, following which
the switching table selects requisite state of the inverter to generate a voltage vector
that will vary the torque and flux as needed [6] (Fig. 3).

Conventional DTC method suffers few disadvantages like high flux and torque
ripples, slower speed response during lower speed, accurate estimation of torque
and flux command and variable switching frequency. Over the recent years, many
solutions are proposed to overcome these problems, most suitable of which is multi-
level inverters but it has the issue of high switching losses. Another method involves
replacement of hysteresis band with constant switching controllers.

Adaptive PI controller is proposed to reduce the shortcomings of common PID
controllers such as over-shooting, gain constants and slow response. Advances in
area of Artificial intelligence leads to advancement of controller based on fuzzy logic
concepts that are consistent, simple and that do not require a detailed mathematical
modeling of system. Design of the fuzzy logic controller is done through trial and
error approach. From various studies it was noted that fuzzy logic controller offers
better performance than standard controls. Conventional DTC also improved by
discrete space vector modulation technique but they require accurate design of flux
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and torque loop of PI controller. It results in much better transient response but
not much improvement in flux and torque ripples under steady state [17]. Reduced
computational time, less errors and fast learning, are the benefits that makes fuzzy
logic controller a better option.

In [18-20], an artificial neural network is used to control the reference torque of
an induction motor drive. It suggests that superior torque characteristics and a speed
controller can be developed using an Adaline neural network. For stator current, it also
compares the performance of PI controllers in conventional DTC and neural network
controllers. From which it can be observed that although the dynamic response is
faster, ripples also increased, due to which we do not get smoother operation.

3.4 New Intelligent Methods

The traditional PI controllers could be replaced by Fuzzy Logic Controller in Conven-
tional DTC, as this technique gives a good dynamic response with much simpler
design. Also, it is free from the high flux and torque ripple that was created due
to PI controller. The Fuzzy Logic Controller ensures precise speed tracking while
also increasing resilience against disturbance and ambiguity [21, 22]. In [23] it was
shown that by using fuzzy logic, transient response can be improved greatly main-
taining advantages of conventional DTC characteristics including low complexity,
good dynamic response, and great robustness. Another algorithm is proposed in [24],
in which not only speed is controlled but also reactive power is controlled in both
motoring and field weakening mode using fuzzy logic. Fuzzy logic can also be used
to generate the PID coefficients under most of the condition as conventional PID is
unable to change its parameter according to new conditions. Also it was seen in [25]
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that, Fractional PID is able to control the speed faster and more robustly and also it
reached the steady state rapidly when compared to conventional or fuzzy PID.

Another disadvantage of conventional DTC is that the voltage source inverter
has variable switching frequency which results in making its filtration process bit
difficult, in turn leads to a higher level of interference [26]. As a result, in [27], a
possible solution to this problem is proposed by adding a pulse width modulator into
the induction motor drive’s control structure. DTC ensures that the voltage source
inverter’s switching frequency remains consistent. However, the disadvantages of
this technology include an increase in stator currents during the excitation phase of
an induction motor. This control method ensures that torque ripple is reduced without
generating any complacency. Another method to improve this issue is synchronised
pulse width modulation (Syn-PWM) which is a successful solution for lowering
current harmonics while also lowering torque ripples by retaining voltage pulse
symmetry [28]. In this method, the period of control is adjusted online to fastly
respond to a step load.

Another technique introduced to replace PI controller is Adaptive sliding mode
controller for the outer speed loop. The space vector modulation method is used to
maintain the constant switching frequency of the inverter. Also, taking into account
the unknown load torque during the operation of the induction motor, a torque
observer is proposed. The result was verified in [29] that the designed control scheme
significantly reduces flux and torque ripple, along with strong robustness. One can
enhance the performance of drive using sliding mode adaptive fuzzy controllers.
Using adaptive fuzzy sliding mode, one may get fast reaction and good distur-
bance rejection. The superiority of adaptive fuzzy sliding mode controller over PI is
demonstrated in [30], and it was clearly deduced that using adaptive fuzzy sliding
mode controller, improved dynamic response along with minimal ripples in torque
and minimum harmonics in stator current is achieved during transient conditions as
compared to PI controller.

A new method of measuring motor speed on the basis of Model Reference Adap-
tive System was recently proposed. To measure motor speed the proposed method
uses the motor impedance angle at input side of the reference. Reference angle
is calculated by finding the angle difference between terminal current vector and
voltage terminal vector using the Double Phase Locked Loop and variable angle is
calculated instantly using the equivalent circuit of motor of each phase. This scheme
naturally decouples reference and dynamic models; this has led to the acquisition
of high performance at high speeds and low speeds. The ease of use of references
and the adaptive schemes make it easy to analyze and implement the design. The
concept of speed measurement presented is validated under a variety of operating
conditions [31, 32]. The stability of the speed observer is studied, and the parameters
of the PI controller are then determined based on the stability constraints, reducing
the complexities of the pole placement technique and the empirical approach while
also having high portability [33]. Another approach is using fuzzy logic controller
for reference speed in MRAS observer, this improves the drive characteristics and
also reduces the ripples shown in [34].
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Another simpler method of speed control is suggested in [35]. In this, author
suggested variable frequency drive in which the input supply is fed through PWM
inverter and its frequency is controlled through it. This facilitates speed control with
lesser energy consumption making it cost effective method and this is successfully
proved by the author through hardware results.

3.5 Sensorless Methods for Speed Control

The problems related to multilevel inverters rectify through some modifications in
technique as done in [36], author proposed a modified SVPWM technique in using
multilevel inverters which improves dynamic performance and switching losses
created by it can be decreased by using proposed modified circuit which uses neural
network as speed observer and predictive controller as speed controller. This reduces
the switching state from 12 to 18 thus also decreasing power losses.

For sensor less method, the speed sensors are replaced by an estimation algorithm
which depends on voltage and current values. In [37] a disturbance observer based
speed estimator is used, it works successfully for lower speed range but for higher
speed, it do not work thus not suggested for high speed application. In [38] another
predictive control method is proposed for sensor less speed control. It continuously
supplies switching signal to spontaneously make motor speed as desired speed. In
[39], sliding mode observer is suggested which motor speed, flux and angular position
are estimated through motor voltage and current without complicating the system.
In [40] a new observer is designed by combining linear super-twisting algorithm and
sliding mode observer. Then the flux compensation is added to further improve the
performance. The proposed method is also suitable for high speed range.

4 Conclusion

Advancement of various speed control methods and analysis of its performance is
compared. First the basic speed control system is explained than in the next section
various speed control methods are compared. Finally, the comparative analysis is
concluded in Tables 1 and 2. Vector control method is much more advantages than
the scalar method as it is could be used for wide range of frequencies with very low
switching loss and harmonics also the dynamic response of the system is very high.
By intelligently selecting the speed control method, according to the application, the
dynamic performance and efficiency. Recently new techniques are used for speed
control but they require more research to be used for large applications.
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Table 1 Comparison of speed control methods

Parameters Scalar control method Vector control method

Switching losses High Low

Harmonics High Low

Switching frequency | 2-15 kHz Varies widely around average frequency
Efficiency Low due to switching losses | High

Dynamic response Moderate Very high

Table 2 Comparing DTC and FOC method

Parameters DTC method FOC method
Coordinate transformation No Yes
Requirement of rotor position | No Yes
Dynamic response of torque | Faster Slower
Switching frequency Variable, depend upon Constant
operating point
Complexity and processing Lower Higher
requirement
Frame of reference stationary Synchronous rotating

Controller

Hysteresis controller for
stator flux and torque

Linear controllers for stator
currents

Implementing complexity

Medium complexity as no
coordinate transformation

High complexity as coordinate
transformation is necessary
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fractional order systems. This novel type of controller has more (seven) parameters
to tune than the conventional PID and fractional order PID controllers, resulting in a
higher degree of control freedom. However, the complexity of CFOPID is due to many
tuning parameters, making design and tuning cumbersome. Therefore, this work uses
a Genetic algorithm optimization technique with cost function as Integral Absolute
Error (IAE). The performance of the proposed CFOPID controller is compared to
that of PID and fractional order PID controllers, and then validated on an identified
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1 Introduction

The prominent tuning of controllers was introduced by Zeigler and Nicholas based
upon the ultimate period cycle, which is still being implemented today where
primitive control strategy is needed [1]. The Proportional integral derivative (PID)
controller is the most used for industrial and commercial purposes but this controller
suffers inaccuracy. This is because it is an integer-order type controller which signifies
limited degrees of freedom and restricted controller actions.

The advancement of computational sciences led to the application of fractional-
order calculus [2, 3], which structured a new controller called Fractional order
PID (FOPID) controller [4] of the form PI"D*, a PID variant controller. Podlubny
et al. devised a technique for Fractional-order controller structure formulation [5].
A novel approach was suggested to tune FOPID controller fulfilling gain and phase
margins criterion [6]. However, FOPID controllers still lag the performance quality
when compared with the novel variant of PID controller, i.e., Complex fractional-
order controller. A complex controller was designed to ensure dynamic performance
using complex fractional integrator [7]. The Commande Robuste d’Ordre Non-
Entier (CRONE) innovated a complex structure and added another level in the PID
controller hierarchy. The frequency representation of the transfer function based on
complex-order is given by Eq. (1):

e=Cy (Real[(wscg>a+ib]>_8ign(a) (1)

where Laplace frequency is represented by ‘s’, gain crossover frequency is denoted by
‘ocg’, ‘Co’ is the unity gain at ‘wcg’. The term ‘Real’ acts as the real operator for (1),
‘a’ and ‘b’ stand for real and imaginary parts respectively of the complex fractional
order given in (1). The first novel complex fractional order controller was devised
in the form ‘PI**¥* [8]. The noise attenuating capability of the former complex
fractional-order controller is enhanced by adding the derivative controller making the
structure ‘PI**YD’ also known as Complex fractional order PID (CFOPID) controller
[9]. There was limited advancement in the tuning CFOPID controller for integer order
systems [10, 11] but not for fractional order systems. The CFOPID controller has
more tuning parameters than the classical PID and FOPID, subsequently attaining
a better output of the closed-loop controlled system (faster response, accuracy, and
sensitivity). However, due to the excessive number of parameters that need to be
adjusted and the increased computational complexity, CFOPID [12] tuning is not
easy. Once properly tuned, it can control most systems better than PID and its vari-
ants. Genetic Algorithm (GA) is an evolutionary optimization algorithm that runs
on probabilistic transition rules. It takes into account the population of likely known
chromosomes and generates new values. The cost function to be optimized can
be error performance specifications. After the simulation is completed, mutation,
crossover, and reproduction begin until the best solution is obtained [13, 14]. The
GA proves to be useful than the other classical tuning algorithms [16] owing to its,
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ability to find the local optimization faster than the classical tuning methods, i.e.,
convergence rate is fast. Subsequently, the large number of controllers’ parameters
makes the classical tuning algorithm quite a complex task to tune the controllers’
parameters. Therefore, by using the GA optimization algorithm to obtain the tuning
parameters of the new driver, the mathematical complexity is reduced.

In this article, a new CFOPID controller structure in the form of PP*YD jg
proposed to improve the performance of fractional order systems. To overcome the
complexity of tuning, GA optimization technique is used with cost function as the
Integral absolute error (IAE). In addition, it compares with traditional PID and FOPID
responses (servo and regulation) by simulating different fractional order systems. To
the best of authors’ knowledge, it is the first time to introduce the design of the
CFOPID controller using GA for fractional order systems.

2 Preliminaries

2.1 Fractional Order Systems

The fractional order systems are characterized by fractional order differential
equations. A typical fractional-order differential Eq. (2) with input u(n) is:

o DEPy(m)+ . o DP'y(m)+ o9 DFy(n)=u(n) 2)

where ‘n’ is the representation of continuous-time, y is the output and D' is the
differential operator. On taking Laplace Transform the following transfer function
(3) is obtained:

Y(s) 1
U(s) o sPo+ o sBi—4..4 o, s

3)

2.2 Controllers
The PID and FOPID controllers used in the present work are defined in (4) and (5):

k;
PID: k, + — +kgs 4)
S

k;
FOPID: ky+— + kgs* )
s
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kp, ki and k, are the proportional, integral and derivative gains respectively; \ and
w are the fractional orders of the integrator and differentiator.
The structure of the CFOPID controller denoted as PI€OmPle D(complex) jg oiven in

(6)

CFOPID : K, + K; (Real/i |:sf%1g:|> + Ky (Real/i[sqﬂr]) (6)

where, Real/; denotes the real component of the expression

3 Proposed Control Approach

The proposed method uses feedback structure intended to minimize the error. The
proposed controller i.e., CFOPID and the PID/FOPID [15] controllers are tuned
through the GA optimization technique for fair comparison. In this work, the error
performance function namely IAE is employed as the cost function. The proposed
control algorithm is presented in Fig. 1 and Table 1 shows the GA properties used
while tuning the system.

4 Results and Discussion

The proposed approach is verified by a fractional order system and validated
experimentally through heat exchanger.

4.1 Example 1

Consider a fractional order system given by (7). The ranges of the parameter of
PID/FOPID/CFOPID controller gains for example 1 are given in the Table 2.

1
Gs)= ———— 7
® 39.86s'%5+0.598 D

The controllers tuned using GA are given in (8) (9) and (10).

1.003

PID: 19.3314+——+439.231s (8)
S

11.899

FOPID: 19.563+————+38.7315%436 ©)

0103
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Fig. 1 GA optimized //'_—————_____\

controlled system

{ | Initialize the population and encode to binary values |

1 Loop iteration starts

| Decode the binary codes to real number |

Evaluation of fitness function

Genetic algorithm

l Genetic operators: Crossover mutations ‘

I
I
I
I
I
Genetic operations |
I
I
I
I
|

GA gives opti lues for par Kp. K, Kq, f, g, qand
r for controller present in simulation scheme

r—-Q—-| CFOPID/ FOPID/ PID controller |/ Plant |_|_.|
(

Simulation scheme

Table 1 GA properties used

. . Parameter Types/value

in tuning the parameters
Maximum generation 100
Population size 100
Encoding Binary
Selection Uniform
Crossover fraction 0.65
Mutation fraction 0.35

Table 2 Controller tuning parameter ranges

Controller Parameter K, K; Kqg Re Im Re Im
PID Minimum 1 1 1 - - - -
Maximum 20 20 40 - - - -
FOPID Minimum 1 1 1 0.1 - 0.1 -
Maximum 20 20 40 2 - 2 -
CFOPID Minimum 1 1 1 0.1 0.1 0.1 0.1
Maximum 20 20 40 2 2 2 2
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CFOPID: 19.981 + 18.099 <Re/i|: D+34.65550-3744+i°'8°65 (10)

06213 +10.4633

The servo response for unit step signal is shown in Fig. 2 and the performance
specifications are recorded in Table 3. The regulatory response for a disturbance
applied att =2 sisin Fig. 3 and the respective metrics are in Table 3. It is evident from
Table 3 that CFOPID has a fastest rise time although FOPID shows better settling,
tacking and disturbance rejection capability than PID and CFOPID controlled plant.

It is evident from Bode plot in Fig. 4 that although all the controllers have infi-
nite GM but the PID controller is having better PM than other fractional/complex

1.2 T T T T T
1=
0.8}
%
ER
=
E 04
0.2}
b / | —PID —FOPID —— CFOPID|
02" 1 1 L | 1 - L A 1
0 2 4 6 8 10 12 14 16 18 20
Time (sec)

Fig. 2 Comparison of servo response for fractional order system

Table 3 Comparison of controllers based on servo and regulatory response

Controllers Servo response Regulatory response
tr ts IAE tr ts IAE
PID 4.03 21.45 1.64 0.070 24.8 0.85
FOPID 1.23 5.76 0.73 0.006 7.7 0.41
CFOPID 0.51 12.37 0.78 0.003 155 0.49
1.2 T

I 1 y
 ——PID —FOPID —— CFOPID|

10 12 14 16 18 20
Time (sec)

Fig. 3 Comparison of disturbance rejection for fractional order system
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Fig. 4 Bode plot of fractional order system

fractional controllers, therefore, it is relatively more stable. Hence for fractional
order transfer function, it can be stated that the FOPID controlled plant has better
servo response and regulatory responses in terms of IAE. In general, fractional order
controllers (any of the FOPID or CFOPID) are better than the integer order controller
(PID).

4.2 Example 2

A real time heat exchanger system [17] is considered for validation. The input
percentage valve opening (manipulated variable U) with the temperature maintained
in the exchanger (controlled variable Y) is recorded in Table 4 with as many as 1423
readings taken. Using input—output data the heat exchanger model is identified as a
fractional order system. The fractional order transfer function (FOTF) is identified
by FOMCON toolbox in MATLAB. The identified FOTF is denoted by Tgg and is
given in (11). The GA is acted upon the FOTF model to tune the controller parame-
ters. The boundaries of search for the parameters of three controller gains are given
in Table 5.

0.008209
30.761 x s —9.5%x107%s

11
74.739 x s116894653.13 x s1000441.2526 b

Tro(s) =

g:tl;le 4 Input-output raw S. no Y (temp. in °C) U (% of valve opening)
1 32.496 71.385
2 32.497 71.583
3 32.501 70.978
1423 ..
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Table 5 Controllers’ parameter ranges

Controller Parameter Kp Kj Kg Re Im Re Im
PID Minimum 0 0 0 - - - -
Maximum 50 50 70 - - - -
FOPID Minimum 0 0 0 0.1 - 0.1 -
Maximum 50 50 70 2 - 2 -
CFOPID Minimum 0 0 0 0.1 0.1 0.1 0.1
Maximum 50 50 70 2 2 2 2

The tuned controllers are given by (12) (13) and (14)

49.889

PID: 49.789+——+0.007s (12)
49.712

FOPID: 49.998+—575-+23.8615" % (13)

CFOPID: 49.519 + 49.997 (Re/i|: D+69.864s0~0769 +i04189 (14)

g0-326 +i0.1822

Set point tracking of the FO system for a step input is shown in Fig. 5. Similarly,
disturbance rejecting ability of the controller for a perturbation of 0.5 amplitude at a
delay of 1 s is shown in Fig. 6. The observations are tabulated in Table 6. The servo
and the regulatory responses in Figs. 5 and 6 show that CFOPID has the fastest t;, t,
and TAE followed by the FOPID controller (although in disturbance rejection case
CFOPID controller shows a slower t; than FOPID controller). A relative stability
check is performed through Bode plot with the FOTF in (11) as shown in Fig. 7. It is
observed that CFOPID controlled plant is having a better GM and PM than fractional
order PID or the classical PID controller. Hence practically CFOPID controlled plant
is relatively more stable than other PID variants.

5 Conclusion

In this work, a novel CFOPID controller is designed based on GA for fractional
order systems and compared with conventional PID and FOPID controllers in terms
of performance indices such as t;, t; and IAE. This CFOPID controller has a higher
degree of control freedom with seven tuning parameters. The performance of the
proposed controller is validated through two fractional order systems. The closed loop
performance is compared in terms of trajectory tracking, disturbance rejection and
relative stability of the system. The simulation results show that CFOPID controller is
better with low IAE followed by the FOPID controller. This shows that the CFOPID
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Table 6 Performance comparison of heat exchanger
Controllers | Servo response Regulatory response GM PM
t tg IAE t ts IAE
PID 049 |3.37 |0.61 |0.04 436 (033 |1 —1.3x107°
FOPID 043 090 |0.15 |0.02 1.69 |0.12 [0.9998 |1.0384
CFOPID 0.17 |0.84 [0.12 |48 x 107> |1.82 |0.07 |0.999 1.05

controller can be considered as a future replacement for conventional PID or FOPID
controllers.
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Optimal Power Management )
in a Grid-Connected PV System L
with an Efficient Controller: Firefly

Algorithm

Kamaraju Vechalapu and Chintapalli V. V. S. Bhaskara Reddy

Abstract Optimal power management is achieved in a grid-connected solar system
model. The system model was designed by combining an updated Series Capac-
itor high conversion ratio (USC-HCR) converter, a maximum PowerPoint tracker
(MPPT), and an efficient controller with an effective control method, which is the
Firefly algorithm (FFA). The FFA generates an accurate control signal database for
optimal performance of the system. The main objective of this work is to enhance
the utilization of power at the consumer end. The system outcomes are represented
in terms of voltage, current, and power. The power banks, such as batteries, are
connected to the system to get a constant and uninterrupted power supply to the
consumer. Under ideal conditions, different cases are studied, and among them, two
cases with changing solar irradiance at constant load and constant solar irradiance
at variable load are presented in this work. The recommended simulation was run in
MATLAB/Simulink, and the system’s efficiency was analyzed by using existing tech-
nologies. The convergence characteristics of control techniques used in this model
for system optimality.

Keywords Solar energy * PV system + Microgrid - SC-HCR - MPPT - FFA -
BSO - PSO - PI - Equality and inequality constraints

1 Introduction

Solar energy has the potential to provide limitless electricity at a low cost. These are
more powerful, reliable, and pollution-free, so they are better for the environment
[1]. As aresult of increasing demand on the electrical infrastructure, electricity usage
has risen dramatically in recent days. Renewable energy sources are the only option
to satisfy power demands. Two of the most important energy sources, for example,
are photovoltaics and wind [2]. PV systems connected to microgrids are capable
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of supplying enough power to meet load requirements [3]. Due to the intermittent
nature of the PV system, which is due to bad weather, solar power generation is
being disrupted. Matching PV power with a continuously changing load is the most
challenging, along with its intermittency [4]. The peak load occurs at night, partic-
ularly in the city’s industrial and residential districts. As a result, PV is commonly
combined with energy storage devices such as batteries. The most important thing is
to maintain power flowing to the load during times of heavy consumption, especially
at night. Batteries play an important role in maintaining an uninterrupted power
supply as power backup devices [5]. During off-peak hours, generally during the
day, they are charged with a large amount of energy and then used to produce power
during peak hours [6]. Traditional generation has become more costly, less effi-
cient, and even unavailable in recent years. As a result, non-conventional electricity
production is getting more popular [7]. The Maximum PowerPoint Tracker (MPPT)
is for sending precise signals to the PWM unit in order to maintain the duty ratio of
switches in the Integrated DC/DC converter so that the PV module may produce the
maximum amount of power [8]. I investigated the updated SC high conversion ratio
(SC-HCR) converter by its operation. In the modelling of the SC-HCR converter,
the modes of operation are examined, as well as the average DC current input and
voltage transfer gain [9]. The state-space averaging approach is used to simulate
the converter [10]. To get optimal power, the switching loss of the converter must
be reduced, which will enhance the converter’s efficiency. Because the batteries are
designed to store excess energy generated by the PV system [11]. The inspiration for
the Firefly algorithm (FFA) comes from the natural characteristics of fireflies [12—-14].
With the FFA control method, the gains of the PI controller have been fine-tuned. The
configured system is coded in the MATLAB Simulink working environment, and the
performance of the suggested system using the FA approach is compared to current
techniques. To evaluate the effectiveness of the presented approach, many scenarios
were investigated and analyzed, including irradiance fluctuation under stable load
and changing load at constant irradiance. For both scenarios, the current, voltage,
and power responses were investigated and compared to established techniques such
as BSO [14, 15], and PSO [16].

The remainder of this project is covered in the parts that follow. The architecture of
the grid-connected solar system, as well as solar power characteristics with changes
in solar irradiation and temperature, are covered in the second section. Section 3
discusses the converter’s modelling and operational modes. Section 4 discusses
the methodology of current heuristic optimization methods. Section 5 examines the
MATLAB/Simulink results. The present work concluded in Section 6.

2 The Architecture of the Grid-Connected PV System

The system architecture of the grid-connected solar system affiliated with the micro-
grid, the HCR Converter, and the selected controller is presented in Fig. 1. The
interconnection of the grid-connected PV system, battery system, is achieved by
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a novel model of HCR Converter, the designed controller by the approach of the
Firefly algorithm, DC-Microgrid, and electrical loads in the system. To begin with,
the photovoltaic cell uses a solar module to generate power from light energy, which
is then transferred to the DC microgrid via the DC-DC Converter. The traditional
MPPT device controls the converter output by altering the PWM unit’s pulse widths
using PV-Voltage and PV-Currents as reference values. A bi-directional DC/DC
converter connects the battery system to the DC-Microgrid. With the help of a DC to
AC converter, the DC-Bus is connected to the AC-Bus. If solar energy is available,
the power is drawn from the solar system, and the batteries are also charged. If the
sun doesn’t shine, especially at night, the batteries are used to keep the lights on.
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Fig. 1 The architecture of the grid-connected PV system with FFA controller
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2.1 Photovoltaic Cell Modelling

To make the best photovoltaic cell possible, a freewheeling diode is connected in
parallel with a source of light-generated electricity. In practical terms, all available
PV cells are non-ideal. So, having a resistor in parallel is known as shunt resistance,
and the other resistance that is in series is series resistance (Fig. 2).

Iy = Iy + K/(T — T,ef)] (1)
ref
- 777 qE; (1 1
Isat = Iypg ExP — (2)
Tref I’lk ref TC
izipv_id_ish (3)

. V + IR, V + IR,
I =1, —Ilg|Bxpl —— ) —1 |- | —— 4

where, 1, Ipy is the photocurrent, Im, is the cell saturation Current, Id is the current in

diode, I, is the short circuit current, I3 » 1s the current in shunt resistor, Ry, is the
shunt resistor, R; is the series resistor, G is the solar irradiance (W /m 2, G, is the
reference irradiance (W/m?), V= kT,/q is the thermal voltage.

3 Modelling and Design of an USC-HCR DC-DC Converter

The interleaved buck converter (IBC) is used in many commercial applications that
need a lot of power [9]. The interleaved technique reduces the need for input and
output filters while improving converter dynamics. All of the switches must be closed
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Fig. 2 Circuit diagram of photovoltaic cell
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when there is a need for a lot of voltage conversion. This is because the IBC has a
very low duty ratio when there is a lot of voltage to convert. A special method is also
needed to balance the two inductor currents (iL1 and iL.2) so that they are equal. The
series-capacitor buck (SCB) converter was made to fix problems with the traditional
IBC. It was made to fix problems with the IBC. The SCB converter, also known as
the double step-down buck converter, is a kind of buck converter that has two steps
[17, 18].

To limit the input voltage, the S2 voltage is necessary. The currents in the two
inductors are also balanced because C1 is good at balancing charges. Due to the pres-
ence of switch S1, at the start-up of the converter, the capacitor C1 starts charging from
zero voltage. As aresult, during this instant,