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Lyapunov Stability Analysis
of Time-Delayed Load Frequency
Control System with Electric Vehicles
and Demand Response

A. Jawahar and K. Ramakrishnan

Abstract This manuscript explores the influence of time-delays on the single-area
load frequency control (LFC) system stability with electric vehicles (EVs) inte-
gration in addition to the demand response (DR) control. The signal transmission
through communication links in the LFC systems results in inevitable non-identical
time-delays in the system feedback paths causing delay-dependent stability issues.
The existence of time-delays hinders the transmission of signals among the different
entities involved in the control task. This, in turn, invariably degrades the overall
performance and affects the system stability. If the network induced time-delays
go beyond a critical value called stable delay margin, the overall system loses
stability. In this manuscript, using Lyapunov–Krasovskii functional approach, a new
stability analysis is presented for ascertaining delay-dependent stability of networked
load frequency control systems. The stable delay margins are obtained for different
scenarios by varying the controller values of LFC controller and DR control along
with participation ratios of conventional generation, electric vehicles and demand
response control. The extensive simulation results are also provided to demonstrate
the obtained analytical delay margin results.

Keywords Load frequency control systems · Electric vehicle aggregator · Demand
response · Linear matrix inequality · Delay-dependent stability · Time-delays

1 Introduction

LFC is amechanismemployed in power systems tomaintain harmonybetween power
generation and load demand. Nowadays, open communication networks are widely
used for transmission of load frequency control signals from central controller to the
various sub-systems. Time-delays are the offspring of the usage of open communica-
tion networks in the LFC systems [1–3]. The time-delays, if neglected and not dealt
properly can drive the system to instability. Unstable system operation is the most
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Department of Electrical and Electronics Engineering, Pondicherry Engineering College,
Puducherry, India
e-mail: jawahar.a@pec.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
J. Kumar et al. (eds.), Control Applications in Modern Power Systems, Lecture Notes
in Electrical Engineering 974, https://doi.org/10.1007/978-981-19-7788-6_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-7788-6_1&domain=pdf
mailto:jawahar.a@pec.edu
https://doi.org/10.1007/978-981-19-7788-6_1


2 A. Jawahar and K. Ramakrishnan

undesirable power system characteristic feature. The time-delays can show strong
adverse impact on the closed loop system performance. Therefore, the maximum
permissible limit of these delays (also termed as delaymargin) needs to be determined
for the system [4–6, 10].

EV based energy storage devices are employed for counteracting the fluctuations
in the power due to intermittent nature of renewable energy resources. Generally,
numerous EVs are integrated to the power system and this fleet of EVs is termed
as Electric vehicle aggregator (EVA). Thus, EVA consists of thousands of EVs and
act as a co-ordination center between the central control center and individual EV.
The function of EVA is to obtain the control signals from the main control center
and transmit the individual EV status to the main control center for necessary control
action and attention. EVA can also aid in the frequency regulation apart frommeeting
the power requirements in the power system [7–9, 19–22].

DR is the heart and soul of the evolving modern power systems which can also
assist in the process of frequency regulation. The main objective of DR deployment
in the power systems happens to be optimising the electricity consumption during
the peak usage time and promote off-peak energy utilisation by providing monetary
benefit to the consumers as well as utilities [11–15]. The EV and DR control also
require communication infrastructure for signal transmission in the LFC system
thereby paving a way for delays in the LFC-EV-DR system.

This manuscript presents the determination of the delay margins of the LFC-EV-
DR systems with non-identical communication network time-delays in the EVA loop
and DR control. In the literature, the time-delays in EVA loop and DR control are
assumed to be identical and similar for assessing the delay-dependent stability of LFC
systems. In practical viewpoint, the delays in the closed loop system are unique and
dissimilar in nature. Using a novel Lyapunov–Krasovskii functional based approach,
delay-dependent stability is established for LFC-EV-DR systems.

2 LFC-EV-DR System with Time-Delays

The schematic diagram of the LFC-EV-DR system is shown in Fig. 1. In the event of
generation-power demand mismatch, the central controller on the basis of feedback
signal from the incremental frequency variable � f i and the incremental tie-line
power �Ptie,i , initiates the control action to re-establish the balance between the
generation-power demand.

The load frequency control signal is routed through communication chan-
nels along with the appropriate load sharing factors that choose the sharing of
surplus/shortage load demand by the traditional generation, EVA and DR control
methodologies correspondingly. In the practical situations, the delays in the EVA
loop and DR control loop of a particular control area are dissimilar. However, in the
existing literature, the delays in the feedback loops are considered as similar or same
while analysing the system delay-dependent stability. The notations used in Fig. 1
are given in Table 1.
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Fig. 1 LFC-EV-DR system

Table 1 Notations Notation Nomenclature

�Pg Generator power output

�Pm Mechanical power output

�PEV Power output of electric vehicle aggregator

D Damping coefficient

R Speed regulation coefficient

β Frequency bias factor

Fp Fraction of the turbine power

Tc Turbine time constant

Tr Reheat turbine time constant

Tg Governor time constant

M Inertia constant of generator

TEV Time constant of electric vehicle aggregator

KEV Gain of electric vehicle aggregator

KP Proportional gain of PI controller

KI Integral gain of PI controller

α0 Participation factor of conventional generation

α1 Participation factor of electric vehicle aggregator

α2 Participation factor of DR control

τ1 Time-delay in electric vehicle aggregator

τ2 Time-delay in DR control loop

τd Time-delay margin

The LFC system with dissimilar time-delays in the EVA and DR control loops
as shown in Fig. 1 is modeled in the following autonomous state-space analysis as
follows:

ẋ(t) = Ax(t) + A1x(t − τ1) + A2x(t − τ2) (1)



4 A. Jawahar and K. Ramakrishnan

x(t) = �(t),∀t ∈ [−max(τ1, τ2), 0] (2)

where x(t) ∈ R6×1 is the state vector, and A ∈ R6×6, A1 ∈ R6×6 and A2 ∈ R6×6 are
the system matrices associated with current state vector and delayed state vectors.
The initial condition �(t) is defined in t ∈ [−max(τ1, τ2), 0].

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

− D
M

1
M 0 0 0 1

M
0 − 1

Tc
1
Tc

0 0 0
Fpα0Kpβ

Tg
− Fp

RTg
0 − 1

Tr
− Fp

Tg
+ 1

Tr

Fpα0Ki

Tg
0

−α0Kpβ

Tg
− 1

RTg
0 0 − 1

Tg
−α0Ki

Tg
0

β 0 0 0 0 0
0 0 0 0 0 − 1

TEV

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

A1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

− KEV α1Kpβ

TEV
0 0 0 − KEV α1Ki

TEV
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

A2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

− Kpα2

M 0 0 0 0 − Kiα2
M

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

3 Stability Criterion

For deriving the stability criterion for assessing the delay-dependent-stability of
system (1) subjected to (2), following lemmas are required.

Lemma 1: Jenson Integral Inequality [16]: For any positive symmetric constant
matrix M ∈ Rn×n , scalars r1 < r2, a vector valued function ω : [r1, r2] → Rn such
that the integrations concerned are well defined, then the inequality (3) holds.

⎛
⎝

r2∫

r1

ω (s)ds

⎞
⎠

T

M

⎛
⎝

r2∫

r1

ω (s)ds

⎞
⎠ ≤ (r2 − r1)

r2∫

r1

ωT (s)M ω(s)ds (3)
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Lemma 2: Wirtinger Inequality [17]: For given symmetric positive definite matrix
R, and for any differentiable signal ω in [a, b] → Rn , then the equality (4) holds.

∫ a

b
ω̇T (u)Rω̇(u)du ≥ 1

b − a

⎡
⎢⎣

ω(b)
ω(a)

1
b−a

∫ b
aω(u)du

⎤
⎥⎦
T ⎡
⎢⎣
4R 2R −6R
∗ 4R −6R
∗ ∗ 12R

⎤
⎥⎦

⎡
⎢⎣

ω(b)
ω(a)

1
b−a

∫ b
aω(u)du

⎤
⎥⎦ (4)

The proposed stability criterion for the system in (1) is given in the form of the
following theorem:

Theorem 1 The system (1) with time-delays τ1 and τ2 is asymptotically stable
in the sense of Lyapunov, if there exists real symmetric positive definite
matrices P11, S1, S2, R1, R2 and R3; symmetric matrices P22 and P33; free matrices
P12, P13 and P23 of appropriate dimensions such that the following linear matrix
inequalities (LMIs) hold:

�0 > 0 (5)

⎡
⎢⎣

∑5
k=1�k A

T
U1 A

T
U2

∗ −U1 0
∗ ∗ −U2

⎤
⎥⎦ < 0 (6)

where
�0 = P + diag

([
0, τ−1

1 S1, τ
−1
2 S2

])
,

�1 = �T
1 P�2 + (

�T
1 P�2

)T
,

�2 = diag([S1 + S2,−S1,−S2, 0, 0]),

�3 =

⎡
⎢⎢⎢⎢⎢⎣

− 4
τ1
R1 − 2

τ1
R1 0 6

τ1
R1 0

∗ − 4
τ1
R1 0 6

τ1
R1 0

∗ ∗ 0 0 0
∗ ∗ ∗ − 12

τ1
R1 0

∗ ∗ ∗ ∗ 0

⎤
⎥⎥⎥⎥⎥⎦
,

�4 =

⎡
⎢⎢⎢⎢⎢⎣

− 4
τ2
R2 0 − 2

τ2
R2 0 6

τ2
R2

∗ 0 0 0 0
∗ ∗ − 4

τ2
R2 0 6

τ2
R2

∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ − 12

τ2
R2

⎤
⎥⎥⎥⎥⎥⎦
,

�5 = [
0 I −I 0 0

]T
(−R12)

[
0 I −I 0 0

]
.

with
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P =
⎡
⎣
P11 P12 P13
∗ P21 P22
∗ ∗ P33

⎤
⎦,

�1 =
⎡
⎣
I 0 0 0 0
0 0 0 τ1 0
0 0 0 0 τ2

⎤
⎦

T

,

�2 =
⎡
⎣
A A1 A2 0 0
I −I 0 0 0
I 0 −I 0 0

⎤
⎦,

A = [
A A1 A2 0 0

]
,

U1 = τ1R1 + τ2R2,
U2 = (τ2 − τ1)

2R12.

Proof The LK functional V (x(t)) = ∑4
i=1 Vi (x(t)) with

V1(x(t)) = 	T (t)P	(t) (7)

V2(x(t)) =
2∑

i=1

t∫

t−τi

x T (s)Si x(s)ds (8)

V3(x(t)) =
2∑

i=1

0∫

−τi

t∫

t+θ

ẋ T (s)Ri ẋ(s)dsdθ (9)

V4(x(t)) = (τ2 − τ1)

−τ1∫

−τ2

t∫

t+θ

ẋ T (s)R3 ẋ(s)dsdθ (10)

with 	(t) =
[
xT (t)

∫ t
t−τ1

xT (s)ds
∫ t
t−τ2

xT (s)ds
]T

.

The following conditions hold, by (3):

t∫

t−τ1

xT (s)S1x(s)ds ≥
⎡
⎣

t∫

t−τ1

x(s)ds

⎤
⎦

T(
S1
τ1

)⎡
⎣

t∫

t−τ1

x(s)ds

⎤
⎦ (11)

t∫

t−τ2

xT (s)S2x(s)ds ≥
⎡
⎣

t∫

t−τ2

x(s)ds

⎤
⎦

T(
S2
τ2

)⎡
⎣

t∫

t−τ2

x(s)ds

⎤
⎦ (12)

By using the above Eqs. (11) and (12), one can readily obtain a lower bound for
V (x(t)) as follows:
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V (x(t)) ≥ 	(t)T�0	(t) + V3(x(t)) + V4(x(t) (13)

The positive definiteness of Si , R j ; and �0 > 0 implies positive definiteness of
V (x(t)).

The time-derivative of V1(x(t)) is given by

V̇1(x(t)) = 2	T(t)P	̇(t) (14)

which can be rewritten as

V̇1(x(t)) = δT (t)�1δ(t) (15)

where δ(t) =
[
xT (t) xT (t − τ1) xT (t − τ2)

1
τ1

∫ t
t−τ1

xT (s)ds 1
τ2

∫ t
t−τ2

xT (s)ds
]T

is

an augmented state vector.
The time-derivative of V2(x(t)) is given by

V̇2(x(t)) = xT (t)(S1 + S2)x(t) −
2∑

i=1

xT (t − τi )Si x(t − τi ) (16)

The Eq. (16), in terms of δ(t), is expressed as follows:

V̇2(x(t)) = δT (t)�2δ(t) (17)

The time-derivative of the V3(x(t)) is given by

V̇3(x(t)) = ẋ T (t)U1 ẋ(t) −
t∫

t−τ1

ẋ T (s)R1 ẋ(s)ds −
t∫

t−τ2

ẋ T (s)R2 ẋ(s)ds (18)

Now, by using Wirtinger inequality, the Eq. (18) is expressed as follows:

V̇3(x(t)) ≤ δT (t)
(
A
T
U1A

)
δ(t) + δT (t)�3δ(t) + δT (t)�4δ(t) (19)

The time-derivative of V4(x(t)) is given by

V̇4(x(t)) = ẋ T (t)U2 ẋ(t) − (τ2 − τ1)

t−τ1∫

t−τ2

ẋ T (s)R12 ẋ(s)ds (20)

Now, (20) is expressed as an inequality using (3) as:
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V̇4(x(t)) ≤ δT (t)
(
A
T
U2A

)
δ(t) + δT (t)�5δ(t) (21)

By combining the V̇ (x(t)), i = 1 to 4, the following condition was obtained:

V̇ (x(t)) =
4∑

i=1

V̇i (x(t)) ≤ δT (t)

[
5∑

k=1

�k + A
T
(U1 +U2)A

]
δ(t). (22)

Now, by Schur Complement, if the inequality conditions (3) and (4) hold simul-
taneously, then there exists a sufficiently small scalar α > 0 such that V̇ (x(t)) ≤
−α||x(t)||2, which, in turn, implies that the LFC systems described by (1) are asymp-
totically stable in the sense of Lyapunov [18]. By solving the stability criterion, the
delay margin values for the LFC-EV-DR systems are obtained.

4 Results

The system parameters are given in Table 2. The controllers in secondary frequency
loop and DR loop are of PI type with same controller gains (KP and KI ). The stable
delay margin values obtained using the Lyapunov stability criterion are listed in
Tables 3, 4, 5, 6 and 7 for different KP , KI values. The time-delays are given as

τd =
√

τ21 + τ22 and θ = tan−1
(

τ2
τ1

)
.

For the stable delay margin computation, the KP is varied from 0.4 to 1.0 in
steps of 0.2, and the KI is set as 0.6 and 0.8. The Tables 3 and 4 present the delay
margin values provided by the proposed stability criterion for various values of Kp

and KI of LFC controller with participation factor α0 = 0.8, α1 = 0.1 and α2 = 0.1.
The Tables 5 and 6 show the delay margin values for different controller gains with
participation factor α0 = 0.7, α1 = 0.2 and α2 = 0.1. The Tables 7 and 8 present

Table 2 Parameters under
study

Notation Value

M 8.8

D 1

Fp 1/6

R 1/11

β 21

Tg 0.2

Tc 0.3

Tr 12

TEV 0.1

KEV 1
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Table 3 Delay margin results for KI = 0.6, α0 = 0.8, α1 = 0.1 and α2 = 0.1

θ Kp = 0.4 Kp = 0.6 Kp = 0.8 Kp = 1

5 1.520 2.154 2.708 3.293

10 1.546 2.187 2.742 3.310

20 1.633 2.295 2.843 3.344

30 1.781 2.470 3.007 3.438

40 2.015 2.747 3.278 3.659

45 2.185 2.953 3.490 3.847

50 2.366 3.183 3.737 4.093

60 2.937 3.880 4.526 5.021

70 4.051 5.388 6.538 7.340

80 7.562 10.612 12.877 14.458

85 15.068 21.144 25.657 28.806

the delay margin values for different controller gains with participation factor α0 =
0.7,α1 = 0.1 and α2 = 0.2. The results illustrate that the LFC-EV-DR system stability
is enhanced when a DR control loop is added while the delay margin is decreased
with the higher EV participation.

For the purpose of validation of the analytical results, simulation studies are
conducted, where the system is subjected to a unit step load perturbation of �PD =
0.1pu at t = 0, and the incremental frequency variable � f (t) response is observed
for t > 0. For KP= 0.6 and KI= 0.8, with α0 = 0.7, α1 = 0.2 and α2 = 0.1, from
Table 5, the stable delay margin obtained is τd = 2.339 for θ = 500. The LFC-EV-
DR system is stable upto τd = 2.339 as per the presented stability criterion. The
incremental frequency variable exhibits an asymptotically stable response for τd =

Table 4 Delay margin results for KI = 0.8, α0= 0.8, α1 = 0.1 and α2 = 0.1

θ Kp = 0.4 Kp = 0.6 Kp = 0.8 Kp = 1

5 0.864 1.353 1.756 2.081

10 0.881 1.378 1.786 2.112

20 0.938 1.460 1.879 2.202

30 1.034 1.595 2.026 2.341

40 1.188 1.805 2.255 2.564

45 1.298 1.957 2.426 2.736

50 1.415 2.109 2.607 2.927

60 1.799 2.592 3.152 3.515

70 2.507 3.529 4.278 4.948

80 4.256 6.504 8.397 9.746

85 8.052 12.959 16.732 19.418
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Table 5 Delay margin results for KI = 0.6, α0 = 0.7, α1 = 0.2 and α2 = 0.1

θ Kp = 0.4 Kp = 0.6 Kp = 0.8 Kp = 1

5 1.128 1.437 1.609 1.665

10 1.147 1.460 1.633 1.688

20 1.213 1.540 1.716 1.767

30 1.327 1.674 1.853 1.897

40 1.510 1.888 2.071 2.104

45 1.642 2.042 2.231 2.257

50 1.781 2.212 2.412 2.435

60 2.241 2.735 2.960 2.975

70 3.118 3.774 4.111 4.212

80 5.663 7.267 8.098 8.297

85 11.284 14.48 16.136 16.532

Table 6 Delay margin results for KI = 0.8, α0 = 0.7, α1 = 0.2 and α2 = 0.1

θ Kp=0.4 Kp=0.6 Kp=0.8 Kp=1

5 0.743 1.020 1.209 1.313

10 0.758 1.039 1.230 1.335

20 0.806 1.102 1.301 1.407

30 0.889 1.209 1.417 1.522

40 1.021 1.376 1.598 1.701

45 1.116 1.497 1.729 1.832

50 1.218 1.616 1.865 1.973

60 1.552 2.013 2.285 2.398

70 2.168 2.762 3.114 3.265

80 3.695 4.955 5.909 6.391

85 6.976 9.873 11.773 12.735

2.3, marginally stable response for τd = 2.339 and unstable response for τd = 2.4
as illustrated in Fig. 2. Therefore, the effectiveness of the analytical delay bounds is
validated through the simulation results.

5 Conclusions

This study presents the comprehensive delay-dependent stability analysis of a class
of networked single-area LFC systems with communication delays. The electric
vehicles and demand response are integrated to the LFC systems. This network
architecture introduces two non-identical time-delays in the system feedback paths.
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Table 7 Delay margin results for KI = 0.6, α0 = 0.7, α1 = 0.1 and α2 = 0.2

θ Kp=0.4 Kp=0.6 Kp=0.8 Kp=1

5 1.721 2.393 3.019 3.830

10 1.760 2.438 3.054 3.772

20 1.872 2.551 3.109 3.598

30 2.041 2.704 3.190 3.527

40 2.294 2.944 3.367 3.612

45 2.479 3.136 3.536 3.739

50 2.639 3.322 3.718 3.906

60 3.156 3.889 4.324 4.571

70 4.156 5.122 6.055 6.624

80 7.356 10.051 11.926 13.047

85 14.656 20.026 23.761 25.996

Table 8 Delay margin results for KI = 0.8, α0 = 0.7, α1 = 0.1 and α2 = 0.2

θ Kp=0.4 Kp=0.6 Kp=0.8 Kp=1

5 1.018 1.531 1.971 2.349

10 1.047 1.572 2.016 2.388

20 1.133 1.681 2.119 2.456

30 1.268 1.834 2.249 2.536

40 1.470 2.055 2.446 2.688

45 1.612 2.217 2.604 2.828

50 1.715 2.339 2.743 2.967

60 2.115 2.752 3.171 3.411

70 2.791 3.558 4.077 4.540

80 4.300 6.072 7.776 8.942

85 7.603 12.099 15.494 17.817

Fig. 2 Evolution of � f (t) for various values of delay
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Such time-delays in the feedback loop affect the systemdynamic performance. Stable
delay margins are computed for different subsets of control parameters and load
sharing factors. The proposed stability criterion will be used for assessing the LFC-
EV-DR system delay-dependent stability with time-varying delays will be explored
in future.
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and DEGs for Frequency Control of Two
Area Hybrid Microgrid: An Effective
Utilization of PID Controller
for Renewable Applications
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Abstract Present Microgrid (MG) faces uncertainty from Renewable Energy
Sources (RES) and loads which cause hefty frequency deviations. Apart from the
control strategies for Diesel Engine Generators (DEGs) and Energy Storage Systems
(ESSs), MG requires an effective and intelligent coordinate strategy between DEG
and ESSs for MG frequency control. In response to this, present paper addresses a
coordinated control strategy between Plug-in Hybrid Electric Vehicles (PHEVs) and
DEGs for MG frequency control under different operating scenarios. The proposed
strategy is based on Cascade PD-PI controller whose gains are tuned using Sparrow
Search Optimization (SSO) algorithm. Proposed controller is tested on Two-Area
MG Simulink model. MG dynamic responses are obtained by considering load
and RES changes. A comparative assessment of the proposed approach with SSO
and BES optimized PID controller was performed. Simulation results confirm that
the proposed controller enhances frequency dynamics of MG significantly. More-
over, the proposed Cascade PD-PI approach is robust to MG and PHEV parametric
uncertainties as compared to PID controller.
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1 Introduction

Production of electricity by using fossil fuels caused a serious threat to environment
due to emission of toxic gases that led to global warming. Fossil fuels reserve has
reached the edge of depletion and could not meet the continuously increasing energy
demand. Despite today’s technological advancements electrical energy is still inac-
cessible for low populated areas rural regions and islands due to geographical and
monetary constraints. A need to address all these issues arose which necessitated lot
of research and development.Microgrid (MG) is associated with an integrated opera-
tion of multiple renewable energy resources and energy storage systems (ESSs). MG
provides an efficient solution for aforementioned problems of rural electrification
and extinction of fossil fuels [1].

A method for Load frequency control (LFC) involves employing a traditional
controller to introduce a restorative signal at the governor summing point [2, 3].
Factors such as low system inertia and non-linear behavior of source and load affect
the performance of controller thus resulting in frequency deviations beyond admis-
sible limits. The conventional controller fails to exhibit adequate performance in all
possible operating scenarios [4]. To overcome this problem several authors proposed
Artificial Intelligent (AI) technique based PID controllers for LFC problem of hybrid
MG[5–9]. PI/PIDcontrollerswhose gainswere determined usingGAwere employed
for compensating load frequency deviations in anMG[5]. Social SpiderOptimization
(SSO) was adopted for tuning of PID controller to achieve coordinated control in the
event of sudden disturbances occurring inMG [6]. A novel algorithm by name quasi-
oppositional harmony search algorithm (QOHSA) was introduced for optimization
of controller gains when frequency deviations occur at generation side and load side
[7]. Another method for LFC was presented using Grass Hopper Optimizer (GOA)
based PID controller operating in coordination with Redox Flow Batteries [8]. A
load frequency controller tuned by Grey Wolf Optimizer (GWO) was introduced for
a standalone Two-Area hybrid MG system [9].

ThoughAI based PID controllers are providing an acceptable performance inwide
range of operating conditions, the main drawback with these controllers is improper
arbitrates betweenderivative and integral partswhich leads to under performance than
its capability. To overcome this problem, in literature, authors recommended various
multi-stage PID controllers [10–12]. In [10] authors proposed hybrid optimization
based multi-stage PID controller. In [11] authors suggested Slap Swarm Algorithm
(SSA) based Cascade PI-PD controller, in [12] authors proposed a Chaotic Crow
Search algorithm based PD-tilt PI controller. From the detailed study of these papers,
the aforementioned controllers provided a guaranteed improved performance than
PID controllers. In continuation to this, in present paper PD controller in primary
control and PI controller in secondary control were proposed. Gains of Cascade PD-
PI controller are optimized using Sparrow Search Optimization (SSO) algorithm.
According to No Free Lunch theorem, no single meta-heuristic technique is suitable
to optimize all engineering problems and improvement always persists. For this test
system and operating conditions, SSO gave optimal performance than several recent
algorithms. The key contributions of this paper are listed as follows.



CoordinatedControl of PHEVs andDEGs for FrequencyControl of Two… 17

2 Two-Area MGModeling

Figure 1 illustrates themathematicalmodel of Two-AreaMG. It depicts the linearized
model of autonomous Two-Area hybrid MGwhich consists of Diesel Engine Gener-
ator (DEG), Wind Turbine Generator (WTG), Photo Voltaic (PV) array and Plug-
in Hybrid Electric Vehicles (PHEVs) [4, 13]. Modeling of these components is
presented in subsequent sections. Parameters required for simulation are available
in [8, 13].

2.1 Modeling of DEG

Simulink model of DEG is shown in Fig. 2. Taking RES output into consideration
DEG will supply the power that is deficit to the load. Depending on the command
signal (Uc) obtained from the controller; speed governor will adjust the position of
the valve. Change in the valve position is denoted as �X.
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Fig. 1 Mathematical model of Two-Area Microgrid
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Fig. 3 Mathematical model for wind velocity pattern generation

2.2 Modeling of WTG

Output power of WTG is a function of speed of the wind. Due to the inconsistent
nature of the wind, its speed keeps varying randomly. Mechanical power output of
the windmill (Pwp) is expressed as [4]:

Pwp = 0.5ρAV 3
wC p(β,λ) (1)

Linear model of WTG can be expressed as [4]:

T FWTG = �PWTG

PW P_output
= KWTG

1 + STWTG
(2)

Mathematical modeling for generating wind output power fluctuations is given in
Fig. 3.

2.3 Modeling of PV Array

A PV array is a collection of many PV modules connected together in both series
and parallel combinations. Voltage and current ratings of the PV array is determined
by the number of PV modules arranged in series–parallel combinational circuits.
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Changes in load current and solar radiation are the factors that regulate the output
power of PV array. In this research work in order to study frequency regulation it is
assumed that PV output power varies only with solar radiation.

First-order model of the PV system can be expressed as [4]:

T F PV = �PPV

�ϕ
= KPV

1 + sTPV
(3)

WTG data and PV power data used in this work are available in [4].

2.4 Mathematical Model of PHEVs

DEG usually delivers the electrical energy that is deficit to the demand side thus
causing a balance between generation and the load. However DEG exhibits a
very slow response in the event of frequency oscillations due to its large time
constants. This makes it less effective when sudden frequency variations occur
in RES output power and load [14]. To withstand these deviations in frequency
regulation of MG with DEG and suitable distributed storage systems have been
proposed. Recent studies revealed the significance and suitability of PHEVs in RES
integrated systems. As compared to other existing technologies PHEVs have simple
modular structure, slow discharge rate, fast-acting capability and distributed avail-
ability. Figure 4 illustrates the mathematical model of PHEV aggregator for LFC
studies [14]. Instantaneous change in PHEV power can be expressed as follows [14]:
(Fig. 5)

�PPHEV,i =
⎧
⎨

⎩

KEV,i� f ; ∣
∣KEV,i� f

∣
∣ ≤ Pmax

Pmax ; KEV,i� f > Pmax

−Pmax ; KEV,i� f < −Pmax

(4)

�PPHEV,AG = NEV∗�PPHEV,i (5)
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Fig. 4 PHEV aggregator model for frequency control studies
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Fig. 5 KEV,i versus SOC a discharge mode, b idle mode

where KEV,i denotes the participation gain of each EV. The value of KEV,i depends on
the state of charge (SOC) of battery and Fig. 5 depicts the variation of KEV,i versus
SOC of PHEV [14].

3 Sparrow Search Optimization Algorithm Based Cascade
PD-PI Controller

Superior LFC response inmodern power systems can be achieved by precise tuning of
control parameters. In this regard, several intelligent techniques such as cat swarm
optimization (CSO), Harmony Search Algorithm (HSO), Grasshopper Optimiza-
tion Algorithm (GOA), Genetic Algorithm (GA), and Particle Swarm Optimization
(PSO) were introduced in the literature for fine tuning of PI/ PID controllers. Ability
to operate independently to plant model and exclusion of derivative term are the
attributes that made these algorithms to stand out as compared to other techniques.
As articulated in no free lunch (NFL) algorithm all engineering optimization prob-
lems cannot be resolved by a single swarm of intelligent algorithms which drives the
need for advanced algorithms. SparrowSearchOptimization algorithmwas proposed
for tuning of Cascade controller more accurately. SSO algorithm is developed based
on the foraging behavior of sparrows. SSO algorithm has few control parameters
hence it is simple to implement as compared to other intelligent techniques. SSO
exhibits faster convergence and its structural simplicity makes it possible to provide
efficient solutions for complicated engineering problems. SSO algorithm has outper-
formed other optimization techniques and hence is used as a benchmark for standard
test problems [15].
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i=1

Fig. 6 SSO flowchart for optimization of cascade PD-PI controller

3.1 Procedure to Tune Proposed Cascade PD-PI Controller
with SSO Algorithm

Step 1: Initialization: In this stage, generate a random population by using Eq. (6).
As there are 10 controller parameters (KPP , KD, N , K P,KI,) related to the proposed
controller in two-areas, the population size is considered as 50 × 10. In this 50
represents number of sparrows and 10 represents dimension of search space.

X (i, :) = 1b + (ub − 1b)∗· rand(1, d) (6)
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where lb = lower bound and ub = upper bound.

Step 2: Fitness Evaluation: Evaluate the fitness value of each sparrow using the
following equation.

I T AE =
tsim∫

0

t ∗ |� f |dt (7)

Subjected to the optimization of 0.1 ≤ KP,KPP , KI , KD≤5 and 10 ≤ N ≤ 400
where ‘tsim’ denotes the total simulation time.

Step 3: Identification of Producers: Based on fitness function identify the best and
worst sparrows. Best sparrows in the population are considered as producers and
these producers are responsible for searching food and guiding other sparrows.

Xk+1
i, j =

{
Xk
i, j .exp

(
−i

αi termax

)
i f R2 < ST

Xk
i, j + Q.Li f R2 ≥ ST

(8)

where k denotes the current iteration and i denotes current population. Xi, j denotes
population of ith sparrow in jth dimension. R2 represents a random number between
[0–1]. ST represents the safe threshold which acts like an alarm for sparrows
against predators. R2 value less than 0.5 represents absence of predators around
the producers, hence they can start search process. R2 value greater than or equal to
0.5 denotes that predators are present around producers, hence they can migrate to a
safe place.

Step 4: Updating Scroungers: Scroungers are intended to often monitor the
producers. If producers identify any food, then scroungers update their position to
compete with food. If the scroungers win, they get food from producers immediately
or else go with Eq. (10)

Xk+1
i, j =

⎧
⎨

⎩

exp
(

Xk
worst−Xk

i, j .

i2

)
∗ Q i f i > n/2

Xk+1
p +

∣
∣
∣Xk

i, j − Xk+1
p

∣
∣
∣ ∗ A+ ∗ L or Else

(9)

where Xp denotes the optimal position occupied by the producers, and A+ can be
expressed as:

A+ = AT (AAT )
−1
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Step 5: Update the Population: Update the population of sparrows by using the
following equation:

Xk+1
i, j =

⎧
⎪⎨

⎪⎩

Xk
best + β ∗

(
|Xk

i, j − Xk+1
p |i f fi > fg

)

Xk
i, j + K ∗

(∣
∣
∣Xk

i, j−Xk
worst

∣
∣
∣

ε+( fi− fw)

) (10)

Detailed explanation of Eq. (10) is available in [15]. Update the total population
based on Eqs. (8–10).

Step 6: Termination criteria: If number of iterations reaches the maximum value
(iter ≥ itermax), then display optimal gains of proposed Cascade PD-PI controller.
Flow chart for SSO algorithm for tuning the proposed controller is illustrated in
Fig. 6.

4 Results and Discussion

This section deals with the time-domain simulation analysis on the frequency
dynamics of Two-Area MG under different operating scenarios. Two-Area MG with
various RES and PHEVs are modeled in Simulink. Necessary data for simulation has
been taken from following papers [8–13]. Simulation for allmodels have been carried
out on a personal computer system having, 8 GB RAM, Intel core i3 processor in
the MATLAB 2019a environment. Frequency dynamics of MG are analysed under
the presence of load (�PL ), solar (�Pϕ), wind power (�PWTG) disturbances and
PHEV, MG parameter uncertainties. Performance of proposed coordinated strategy
and proposed Cascade PD-PI controller are tested under following disturbances.

Scenario 1: Only Load Disturbances in MG

In this scenario, various levels of load disturbances (both raise and fall in step
loads) are considered at different time intervals. Figure 7a, b, c and d represent
load disturbances and corresponding frequency deviations in MG respectively. Opti-
mized gains of various controllers are given in Table1. From Fig. 7, it is evident that
proposed Cascade PD-PI controller provides better dynamic response in terms of
fast settling time, less overshoots and low ITAE value. Proposed controller structure
attained at least 30% minimized overshoot compared to PID controller. This type of
controller structure is more suitable for renewable applications where overshoot is
more concerned.

Scenario 2: Only wind Disturbances in MG

In this scenario, wind power disturbances alone are considered in MG. Figure 8a, b,
c and d represent the wind disturbances and corresponding frequency deviations in
MG respectively. From Fig. 8, it is evident that proposed Cascade PD-PI controller
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Fig. 7 a Load disturbances in MG, b Corresponding MG frequency deviations in area1, c Corre-
sponding MG frequency deviations in area2 d Tie-line power deviations in between area1 and
area2
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Fig. 7 (continued)

Table 1 Optimized gains of various controllers

Controller parameters BES-PID SSO-PID SSO cascade PD-PI

KPP1 – – 5

K D1 0.1 0.5545 0.1

N1 83.604 82.6428 146.685

K P1 1.3179 4.5212 4.9021

K I1 3.0327 5 5

KPP2 – – 0.5636

K D2 1 4.0210 1.9259

N2 42.1145 133.1926 80.5638

K P2 0.1402 3.6366 5

provides better dynamic response in less overshoots and low ITAE value. Proposed
controller structure attained at least 50% minimized overshoot compared to PID
controller. This type of controller structure ismore suitable for renewable applications
where overshoot is more concerned.
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(b) 

(a) 

(c)

Fig. 8 a Wind power disturbances in MG, b Corresponding MG frequency deviations in area1, c
CorrespondingMG frequency deviations in area2 d Tie-line power deviations in between area1 and
area2
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(d) 

Fig. 8 (continued)

Scenario 3: Multiple Disturbances in MG simultaneously

In this scenario, concurrent disturbances (load, wind and solar power disturbances)
are considered in MG. Figure 9a, b, c and d represent the concurrent disturbances
and corresponding frequency deviations in MG respectively. From this scenario, it is
evident that proposed controller is more robust to uncertainties caused by RES and
load and experiences less swings compared to PID controller.

Scenario 4: Comparison of Proposed Coordinated versus Non-coordinated
Approach with multiple Disturbances as mentioned in scenario 4 with para-
metric uncertainties (50% uncertainty in M&D)

In this scenario, the PHEVs are placed in primary frequency loop (non-coordinated
approach) and PHEVs are placed in secondary frequency loop (coordinated
approach) and frequency deviations in MG were observed. Figure 10a, b and c
depict the frequency deviations in MG. From scenario 6 operating conditions, the
participation of PHEV aggregator in SFC loop (coordination between DEGs and
PHEVs with CPID controller) improves the frequency response of MG over PHEV
aggregator in PFC loop.
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Fig. 9 a Multiple disturbances in MG, b Corresponding MG frequency deviations in area1, c
CorrespondingMG frequency deviations in area2 d Tie-line power deviations in between area1 and
area2
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(d) 

Fig. 9 (continued)

5 Conclusion

This paper proposed a coordinated control between DEGs and PHEVs for frequency
control of hybrid MG under renewable environment. Proposed coordinated strategy
minimized the frequency deviations significantly than non-coordinated strategy
under all possible operating scenarios. Besides that, an effective utilization of PID
controller in different loops is proposed which established an optimal tradeoff
between Integral and Derivative controllers. With proposed controller, the dynamic
response of MG (in particular overshoot) is significantly reduced compared to opti-
mized PID controller. Particularly in critical operating scenario, the overall error and
overshoots are reduced by nearly 50% as compared to PID controller. Moreover,
the proposed controller is more stringent to parametric uncertainties as compared
to several existing controllers in literature. From the results and analysis it can
be concluded that proposed coordinated strategy and proposed controller are more
suitable to present microgrid operating scenarios.
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(a)
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Fig. 10 a Corresponding MG frequency deviations in area1, b Corresponding MG frequency
deviations in area2 c Tie-line power deviations in between area1 and area2 for scenario 4 conditions
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Frequency Regulation in a Small
Microgrid Using Robust Controller

Samrat Vishnu Hari, Anshul Yadav, Sheetla Prasad, and Yogesh Kumar

Abstract The microgrid is located at distribution network side and generates power
according to power demand in a specific region using several distributed genera-
tions such as wind, solar, fuel cell etc. Due to uncertainty in distributed generations,
the frequency regulation is a formidable problem in islanded microgrid. Thus, a
centralised linear quadratic regulator-based controller is designed for islandedmicro-
grid in order to get good performance and zero deviation in terms of frequency devi-
ation. The closed loop control law convergence is obtained using the Lyapunov
stability theorem. In presence of distributed generation uncertainties, proposed
controller performance is compared and it enhances closed loop system stability
with reduction in over/under shoots, settling time and oscillations. In addition, also
through well said controller regulates power generation from power from flywheel
storage plant, fuel cell plant and battery storage plant to sustain minimum frequency
deviations effectively. The performance, stability and ability to keep in synchronism
with the proposed control scheme are validated on several distributed generations
through MATLAB© simulations.

Keywords Linear quadratic regulator-based controller · Frequency deviation ·
Linear matrix equality and islanded microgrid

1 Introduction

The continuous localised increased power demand can be managed by a community
Microgrid. In India, there aremany villages those haven’t proper energy due to higher
demand of power in the remote society [1, 2]. Microgrid is a reliable option to create
a link between villages or any remote location to the society. In order to get maximum
use of sustainable power or energy, a very new methodology is developed named
microgrid. It is a localised grid and interconnected several loads as well as other
distributed generations (DGs). Hence, microgrid system should be smart in terms of
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control, efficiency, reliability and power backup. Thus, in a microgrid, a robust load
frequency controller is highly recommended to maintain constant frequency [3].

In a distribution type system, if high renewable penetration is considered then it
faces toomany technical and operational problems just like quality of power, stability
and voltage of network as well as frequency deviation. In order to solve this issue
using the concept of microgrid was developed by researchers [4, 5]. In [6], several
functional and technical problems such as ownership, coordinated equipment control,
frequency control etc. are highlighted effectively. With the help of two methodolo-
gies of microgrid named as grid connected mode, which is connected to utility grid
by a static stitch, while another one named as islandingmode, which is not giving any
power to microgrid [7]. Very basic parameters of distinct type microgrid described as
a single controllable entity from grid and generate frequency and reference voltage
in an islanded operation mode [8–10]. The microgrid possesses AC and DC distri-
bution network. The grid connected mode DC microgrid, the power is converted by
an inverter and supplied it in DC network. With the help of long and short term,
parameters of a supervisory controller are designed to get power demand informa-
tion as constant power load as reported in [9]. In [10], model predictive controller
is developed to achieve desirable frequency regulation. Therefore, it could be said
that if designers do a proper design of the system for filters and controllers then
power quality is to be done in better manner that is influenced by harmonics [11,
12]. However, to improve power quality issues, inner loop current control and outer
voltage control loop were designed as reported in [13, 14].

In the islanded mode of microgrid, distributed generation is responsible to ensure
the reference voltage and frequency deviation [15]. The deviations in voltage and
frequency are regulated via proper balance of power between generation and demand
[16]. The islanded microgrid is prevented frequent power or load outages because
the utility grid is not available to provide power backup [17, 18]. Due to randomness
and intermittency in distributed energy resources, the distributed energy resources
penetration level in islanded microgrid is enhanced by several uncertainties and
disturbances as given in [18]. As a result, microgrid is affected from the frequency
deviation or even leads to system instability. The frequency deviation is minimized
due to intermittent nature of distributed energy resources and stochastic behaviour of
loads in an isolated microgrid via intelligent bee colony-based terminal sliding mode
control [19]. However, the frequency deviation in an isolated mode of operation of
microgrid is still a formidable task due to intermittent nature of distributed energy
resources.

The greenhouse initiative taken by several countries is the main cause to develop
various community based isolated microgrids. The small signal model of an isolated
microgrid is sufficient to the analysis of frequency deviation against load deviations
and intermittent nature of distributed energy resources. Sliding mode controller is
utilized to extract maximum power fromwind even in presence of wind speed uncer-
tainties [19]. The microgrid frequency is regulated even in presence of stochastic
uncertainties and disturbances using several optimizations such as two dimensional
Sine Logistic map based chaotic sine cosine algorithm (2D-SLCSCA) based PID
controller [20], grasshopper algorithmic technique based PI controller [21], fast
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frequency response optimized power point tracking method [22], h-infinity opti-
mization based PID controller [23], genetic algorithms based PI controller [24],
genetic algorithm based grid-forming droop control [25] etc. Thus, islanded micro-
grid frequency deviations against uncertainties, outage of power or load and load
disturbances in distributed generations are still required further developments.

Hence, due to uncertainty in distributed generations, the frequency regulation is
a formidable problem in islanded microgrid. Thus, a centralised linear quadratic
regulator-based controller is designed for islanded microgrid in order to get good
performance and zero deviation in terms of frequency deviation. The closed loop
control law convergence is obtained using the Lyapunov stability theorem. In pres-
ence of distributed generation uncertainties, proposed controller enhances closed
loop system performance with reduction in over/under shoots, settling time and
oscillations. In addition, also through well said controller regulates power gener-
ation from power from flywheel storage plant, fuel cell plant and battery storage
plant to sustain minimum frequency deviations effectively. Thus, a centralised linear
quadratic regulator-based controller is developed for a linearized islanded micro-
grid in order to get good responses and minimum deviation in terms of frequency
deviation.

The organization of rest section are represented as follows: small signal based
islanded microgrid model dynamic is depicted in Sect. 2. In Sect. 3, design steps
of control law and its convergence is described. The demonstration of the simulated
results is investigated in Sect. 4. Finally, based on the simulation demonstration
conclusion is drawn in Sect. 5.

2 Microgrid System Description

By proper operation and control of islanded microgrid, provides effective operation
and sustainability of electric grid with economic and high efficiency as shown in
Fig. 1a. The islanded microgrid is also used to provide isolation from larger grid that
results in microgrid to have the ability to conduct as well as parallel conduction to
make grid more competitive in future. Basically, microgrids are three types: remote
microgrid, grid-connected and network grid. The remote grids are free intelligence
and insight from industry experts and leading companies on the global energy trans-
formation. In grid connected mode, current controller is utilized to inject power to
the main grid depending on the power generation. In the network microgrid, the
operation of multiple microgrids in coordination with distribution system is allowed
to enable high penetration of locally available distributed energy resources. This
happens because of the involuntary stress on distributed generators and harmonic
produced due to such frequency deviations as discussed in [23–25]. It is important
to minimize the frequency deviation before microgrid gets connected with grid. The
synchronization conditions may fail after synchronization of the microgrid with grid
due to large frequency deviations. A simplified dynamics model of islanded micro-
grid integrated with wind plant, solar plant, flywheel energy plant, fuel cell plant,
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battery energy storage plant, small turbine plant, and diesel generation plant models
are taken and described by first order transfer function for small signal analysis as
shown in Fig. 1.

The dynamics of the given microgrid in Fig. 1b are represented as:

�ṖWTG = 1

TWTG
(PWTG − �PWTG) (1)
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Fig. 1 Representation of a microgrid and its dynamics
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�ṖPV = 1

TPV
(PPV − �PPV ) (2)

�ṖHT = 1

THT
(u1 − �PHT ) (3)

�ṖFC = 1

TFC
(u2 − �PFC) (4)

�ṖDEG = 1

TDEG
(u3 − PDEG) (5)

�ṖFESS = 1

TFESS
(� f − �PFESS) (6)

�ṖBESS = 1

TBESS
(� f − �PBESS) (7)

� ḟ = 1

M
(�PT − �Pdis − D� f ) (8)

where,�PT = �PWTG +�PPV +�PHT +�PFC +�PDEG +�PFESS +�PBESS .
All system equation dynamic terms are illustrated in Table 1.

The Eqs. (1–8) are used to represent it in state space dynamics as:

Table 1 Microgrid system terms

Terms Description Terms Descriptions

�PWTG Wind power generation
(puMW)

TWTG Wind plant model time constant
(Sec)

�PPV Solar power generation
(puMW)

TPV Solar plant model time constant
(Sec)

�PHT Small turbine plant power
generation (puMW)

THT Small turbine model time constant
(Sec)

�PFC Fuel cell plant power
generation (puMW)

TFC Fuel cell model time constant (Sec)

�PDEG Diesel generator plant power
generation (puMW)

TDEG Diesel generator time constant
(Sec)

�PFESS Flywheel plant power
generation (puMW)

TFESS Flywheel model time constant (Sec)

�PBESS Battery plant power
generation (puMW)

TBESS Battery model time constant (Sec)

� f Microgrid frequency
deviations (Hz)

PWTG , PPV Disturbances in wind and solar
(puMW)

D, M Microgrid damping and
inertia constant (per sec)

�Pdis Microgrid load disturbance
(puMW)
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ẋ(t) = Ax(t) + Bu(t) + F�Pd(t)

y(t) = Cx(t)
(9)

where, x(t), u(t), y(t) and�Pd(t) are themicrogrid state variables, input, output and
load disturbances respectively. The system matrices A ∈ �n , B ∈ �n×k , D ∈ �n×r

and C ∈ �m×n are system matrix, input matrix and output matrix respectively. The
microgrid system matrices are given as:

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− 1
TWTG

0 0 0 0 0 0 0

0 − 1
TPV

0 0 0 0 0 0

0 0 − 1
THT

0 0 0 0 0

0 0 0 − 1
TFC

0 0 0 0

0 0 0 0 − 1
TDEG

0 0 0

0 0 0 0 0 − 1
TFESS

0 0

0 0 0 0 0 0 − 1
TBESS

0
1
M

1
M

1
M

1
M

1
M

1
M

1
M − D

M

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
0 0 0
1

THT
0 0

0 1
TFC

0

0 0 1
TDEG

0 0 0
0 0 0
0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

F =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1
TWTG

0

0 0 1
TPV

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

− 1
M 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

C = Indentity matrix (I8), x(t) = [�PWTG �PPV �PHT �PFC �PDEG �PFESS

�PBESS � f ]T , u = [ u1 u2 u3 ]T and �Pd = [ PWTG PPV �Pdis ]T .
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3 Proposed Control Methodology

In controller design and performance domain, the linear quadratic regulator (LQR)
is a well-known control strategy that changes the trajectories of a nonlinear or linear
network by use of an external control signal. The LQR is an optimal control law
with cost function and does not depend on the system state controllability. The LOR
follow linear input-state output system conditions for all stabilizable states in finite
time. Thus, LQR can control effectively a weakly controllable linear or nonlinear
state space system. All things being said, it can change starting with one continuous
system and then going to the next depending on the current situation in the state space.
Subsequently, it can be optimized easily through linear matrix inequalities (LMIs)
optimization platform [20]. The weights of linear quadratic regulator controllers
are linearly optimized via a pre-defined objective quadratic criterion function with
states dynamic and control. To achieve both fast state trajectory speed and effective
control efforts simultaneously, pre-defined objective quadratic criterion function is
considered as:

ϒmin =
∞∫

0

(
xT Q x + uT R u

)
dt (10)

where, positive definite matrices are defined as Q = QT > 0, R = RT > 0, and
obtained using proper optimization. The weights matrices Q and R are optimized
to improve fast responses and reduce penalty factors in control efforts. Most of the
researchwork in the literature,weightmatricesQ andR are considered as unity values
to give a moderate response and equal penalty on each control effort respectively. In
this study, control law is selected as:

u(t) = −K x(t) (11)

The state feedback gain K is optimized using LMI optimization. To obtain microgrid
asymptotic stability in the sense of Lyapunov, system trajectories always should
exactly converge to equilibrium point against initial states.

Proof Let the LQR objective Lyapunov function is considered as:

κ = xT (t)P x(t) (12)

After time derivative with respect time of Eqs. (10) and (12), the optimal solution
can be written below using Eq. (11).

xT (t)
{
Q + KT RK

}
x(t) = − d

dt

(
xT (t)P x(t)

)
(13)
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From microgrid state space Eq. (9) substitution in Eq. (13), it is written as:

xT (t)
{
Q + KT RK

}
x(t) = −xT (t)

{
(A − BK )T P + P(A − BK )

}
x(t)

− xT (t)2PF�Pd(t) (14)

xT (t)
{
AT P + PA + Q − KT RK − KT BT P − PBK

}
x(t) − xT (t)2PF�Pd < 0

(15)

Using lemma given in [21], term in above Eq. (15) can be written as
−{

KT RK + KT BT P + PBK
} ∼= −BT PR−1PB and substitute in above Eq. (15).

xT (t)
{
AT P + PA + Q − BT R−1PB

}
x(t) − xT (t)2PF�Pd(t) < 0 (16)

To achieve accurate convergence κ̇ < 0, the above Eq. (16) may be converted in
LMI using lemma in [21].

{
AT P + PA + Q − BT R−1PB

}
< 0 (17)

Thus, closed loop system state trajectories converge asymptotically.
The Eq. (17) is transferred into LMI using Schur complements [14] to obtain

optimized value of as:
Select positive definite matrix P and R in such way that following LMIs holds

simultaneously with a minimum of γmin

P > 0

Q > 0

R > 0

AT P + PA + Q − BT R−1PB < 0 (18)

After calculation of optimized parameters fromEq. (18), now control law Eq. (11)
is obtained.

u = [
u1 u2 u3

]T = −R−1PB x(t) (19)

Proposed controller design steps are given below:

• Select all LMI variables in order as per microgrid system using ‘lmivar’ and write
LMI Eq. (18) using ‘lmiterm’ in MATLAB LMI optimization platform.

• Set objective function threshold value using ‘decnbr’ in LMI toolbox.
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• Find feasibility of the LMI Eq. (18) using ‘feasp’ in MATLAB LMI optimization
platform.

• For feasible LMI, obtain P and R variables using optimization ‘mincx’ command
in MATLAB.

• Finally, calculate state feedback gain K using Eq. (11).

Thus, this completes proof and optimization.

4 Simulations and Demonstrations

In order to facilitate the development of the microgrid control structure, an ideal
DC voltage source is considered as shown in Fig. 1b. The linearized dynamics of the
islandedmicrogrid is demonstratedwith proposed control scheme effectiveness using
MATLAB© platform. The LMIs is optimized using ‘mincx’ function in MATLAB
LMI toolbox. The parameters of the wind plant, solar plant, flywheel energy plant,
fuel cell plant, battery energy storage plant, small turbine plant, and diesel generation
plant models are described in Table 2.

The linearized microgrid system state space system poles, undamped natural
frequency and damping ratio with and without controller are given in Table 3.
From the said table, it is seen that open loop state space system state dynamics
are unstable. The desired overall system in regular form state space time dynamics
is also mentioned in Table 3. It is evident that overall system dynamics behaves
comparably more stable.

Now, proposed control strategy is simulated in presence of random change in
input power in the wind plant (WTG), solar plant (PV) and load disturbances in
microgrid. The WTG and PV maximum power extraction from wind and solar are

Table 2 Microgrid parameters [23]

D M TBESS TFESS TDEG TFC THT TPV TWTG

0.012 0.300 0.100 0.100 2.00 4.00 1.00 0.3643 1.50

Table 3 Time characteristics and poles

Open-loop
system poles
locations

Open-loop system Overall microgrid
system pole’s
locations

Overall system

Stable pole:
−0.25, −0.50,
−0.6667, −1.00,
−2.7452, −
10.00, −10.00
Unstable pole:
5.000

Open-loop system is unstable with
high oscillations

Stable pole:
−4.7097, −0.3850,
−2.0171
−1.1827, −9.9914,
−10.0000
−0.6667, −2.7452

Closed loop system is stable
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not considered in this study. Hence, random change with uncertainty in input power
is directly applied to simplified wind and solar plant models for small signal analysis
as shown in Fig. 2a, b respectively. The random change in microgrid load is also
given in the third subfigure of Fig. 2c. The simulated responses of the microgrid with
proposed control scheme are given in Figs. 2d, 3 and 4. The required control effort
for small turbine (HT) plant to sustain frequency deviation within feasible range is
shown in Fig. 2d. It is evident that the required control effort is found satisfactory.
The deviations in generated power responses from wind plant (WTG), solar plant
(PV), flywheel storage plant (FESS) and battery storage plant (BESS) are shown in
Fig. 3a, b, c and d respectively.

From said Fig. 3, the generation power from wind plant, solar plant, flywheel
storage plant and battery storage plant are regulated indirectly via proposed controller
according to microgrid frequency deviation even in presence of uncertainties in wind
plant, solar plant and random load disturbances respectively. However, the deviation
in microgrid frequency response, generated power from flywheel storage plant, fuel
cell plant and battery storage plant are controlled using proposed controller against
uncertainties in wind plant, solar plant and random load disturbances as shown in
Fig. 4a, b, c and d respectively. It is evident that the proposed controller is used to
regulate power generation from power from flywheel storage plant, fuel cell plant
and battery storage plant to sustain minimum frequency deviations effectively. Thus,
proposed controller enhances the closed loop system stability even in presence of
plant uncertainties.

Further, the proposed control scheme and state PID controller [26] responses
are compared in presence of the above uncertainties as given in Fig. 2a, b and c
in islanded microgrid system. The deviations in microgrid frequency and generated
power from flywheel storage plant, fuel cell plant and battery storage plant’s compar-
ative responses are depicted in Fig. 5a, b, c and d respectively. Due to presence of
parameter uncertainties, state PID controller performance deteriorates in terms of
larger over/undershoots characteristics while proposed control scheme is completely
less sensitive against above parameters uncertainties. The proposed control scheme
has negligible oscillations in generated power from flywheel storage plant, fuel cell
plant and battery storage plants compared to state PID controller. It is observed that
proposed control scheme is capable to sustain the islandedmicrogrid system stability
and kept less sensitive even in presence of parameter uncertainties. Thus, proposed
control scheme is able to minimize islanded microgrid frequency issues effectively.

5 Conclusion

A centralised linear quadratic regulator-based controller was developed for a
linearized islanded microgrid in order to achieve closed loop stability with better
performance in terms of frequency deviation. The closed loop control law conver-
gence was obtained using the Lyapunov stability theorem. In presence of distributed
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a) Random change uncertainty in input power in the wind plant 

b) Random change uncertainty in input power in the solar plant 

c) Random change uncertainty in microgrid load disturbance 

d) Control effort  
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Fig. 2 Wind plant and solar plant input power deviations, load disturbance and control effort for
small turbine (HT)

generation uncertainties, proposed controller performance was compared and found
to enhance closed loop system stability with reduction in over/under shoots, settling
time and oscillations. In addition, also through well said controller regulated power
generation with minimum power mismatch from the power from flywheel storage
plant, fuel cell plant and battery storage plant to sustain minimum frequency
deviations effectively. The performance, stability and ability to keep in synchronism
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a) Deviation in generation of wind power plant with proposed controller 

b) Deviation in generation of solar plant with proposed controller 

c) Deviation in generation of flywheel energy storage plant with proposed controller 

d) Deviation in generation of battery storage plant with proposed controller 
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Fig. 3 Deviation in generation of wind (WTG) plant, solar (PV) plant, flywheel energy storage
(FESS) plant and battery storage (BESS) plant

with the proposed control scheme are found satisfactory. In future, wind plant and
solar plant dynamics will be considered in place of the simplified model.



Frequency Regulation in a Small Microgrid Using Robust Controller 45

a) Frequency deviation response with proposed controller 

b) Deviation in generation of small turbine plant with proposed controller 

c) Deviation in generation of fuel cell plant with proposed controller 

d) Deviation in generation of diesel generation plant with proposed controller 
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Fig. 4 Deviations in microgrid frequency, deviations in generation of small turbine (HT) plant,
fuel cell (FC) plant and diesel generation (DEG) plant
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a) Comparative response in terms of microgrid frequency deviation 
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b) Comparative response in terms of deviations in generation of small turbine plant 

c) Comparative response in terms of deviations in generation of fuel cell plant 

d) Comparative response in terms of deviations in generation of diesel generation plant 
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Fig. 5 Comparative analysis
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Enhanced Predictive Torque Control
of Open Winding Permanent Magnet
Synchronous Motor Drive with Common
Mode Voltage Elimination

Ravi Eswar Kodumur Meesala , Sivaprasad Athikkal ,
U. Ramanjaneya Reddy , and Narender Reddy Kedika

Abstract Nowadays, Predictive Torque Control (PTC) strategy is recognized as a
strong tool for controlling the motor drive. Intuitive and multi-objective controlling
are significant benefits of PTC. Owing to these benefits, its application is introduced
for Open Winding Permanent Magnet Synchronous Motor (OW-PMSM) drive. The
basic PTC operated OW-PMSM drive consequences high Common Mode Voltage
(CMV) and leads to early failure of motor bearings. In this paper, CMV elimination
is proposed for OW-PMSM drive using voltage vector selection in PTC operation. In
proposed PTC, the possible voltage vectors (VVs) are identified to gain zero CMV
and preselected as prediction VVs for cost-function evaluation. From cost-function
evaluation, optimal VV is considered for controlling OW-PMSM drive. In addition,
decrease in switching frequency is achieved through proper utilization of optimal
VV’s redundant switching states. Therefore, the overall modifications in proposed
PTC of OW-PMSM drive ensure simple operational control, CMV elimination, and
switching frequency and loss reduction. The claims of proposed PTC are verified
through Matlab/Simulink platform and its proficiency is highlighted against basic
PTC operation. Thus, the enhanced operation of proposed PTC for OW-PMSM drive
with zero CMV is justified.

Keywords Common Mode Voltage (CMV) · Open Winding Permanent Magnet
Synchronous Motor (OW-PMSM) drive · Predictive Torque Control (PTC)

R. E. K. Meesala (B) · S. Athikkal
SRM Institute of Science and Technology, Chennai, Tamil Nadu, India
e-mail: ravieswm@srmist.edu.in

S. Athikkal
e-mail: sivanuday@gmail.com

U. Ramanjaneya Reddy
SRM University, Andhra Pradesh, India
e-mail: ramanjaneya.r@srmap.edu.in

N. R. Kedika
Institute of Aeronautical Engineering, Dhundigal, Hyderabad, Telangana, India
e-mail: kdk.reddy@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
J. Kumar et al. (eds.), Control Applications in Modern Power Systems, Lecture Notes
in Electrical Engineering 974, https://doi.org/10.1007/978-981-19-7788-6_4

49

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-7788-6_4&domain=pdf
https://orcid.org/0000-0002-6724-008X
https://orcid.org/0000-0002-4167-6547
https://orcid.org/0000-0002-9176-2558
https://orcid.org/0000-0001-7193-655X
mailto:ravieswm@srmist.edu.in
mailto:sivanuday@gmail.com
mailto:ramanjaneya.r@srmap.edu.in
mailto:kdk.reddy@gmail.com
https://doi.org/10.1007/978-981-19-7788-6_4


50 R. E. K. Meesala et al.

1 Introduction

PermanentMagnet SynchronousMotor (PMSM) is nowwidely applicable inmost of
the electric drive applications. High power density and torque/weight ratio, superior
efficiency, and simple construction are some of its primary characteristics. As a result,
its use in electric vehicles (EVs) is becoming more popular [1–3]. When compared
to two-level voltage source inverter (VSI), the introduction of Multi Level Inverters
(MLIs) to supply for motor drive [4] operation provides better harmonic spectrum
with less Total Harmonic Distortion (THD) of voltage and current through increased
voltage levels in supply. Besides this, reduced CMV, lower dv/dt across the power
electronic switches, and reduced switching losses are additional benefits [5]. ForMLI
fed PMSM drives, dual two-level VSI configuration is the optimum option, owing to
its special benefits [6–8]: (1). Using two distinct DC link voltages, multilevel voltage
supply across the motor drive is simply established, (2). The ability to withstand
faults, (3). No clamping diodes and no difficulty with capacitor voltage un-balance
(which exist in basic neutral-point clamp and flying capacitor MLI), (4) a simple
construction, and (5) integration of hybrid supplies such as fuel cells, batteries, or
ultra-capacitors. The dual two-level VSI is supplied to open three phase windings of
PMSM drive.

To attain superior dynamic performance of OW-PMSM drive, Field-Oriented
Control (FOC) or Direct Torque Control (DTC) or Predictive Torque Control (PTC)
technique is applied, which are part of vector control [9]. Even though FOC oper-
ated motor drive achieves good steady state behavior, it demands precise tuning of
Proportional and Integral (PI) controllers in the inner current loop, as well as rota-
tional coordinate frame transformations. DTC works in a stationary reference frame
and achieves a rapid dynamic response with a minimal setup (i.e., simple structure).
However, due to the hysteresis-based controlling [10], DTC has two key flaws: large
torque ripples and switching frequency increment with reverse voltage vectors (VVs)
selection. To address the shortcomings of DTC in motor drives, several researches
have been done including the application of Finite control Set-Model Predictive
Control (FS-MPC). FS-MPChas become amore efficient and competent technique in
motor drive applications nowadays. FS-MPC is termed as Predictive Torque Control
(PTC) when cost-function is built with torque and flux control objectives. Thus, PTC
is widely employed in high-performance motor drive applications, owing to rapid
dynamic as well as good steady state nature [11–13].

In the motor drive operation, there exist some parasitic capacitances (in the range
of picofarads). The CMV on stator windings generates shaft voltage by capacitive
coupling through the motor air gap. As a result, electro-static discharge occurs in
the bearing lubricating film. The bearings’ lifespan is reduced [14] due to parasitic
currents. In addition, the presence of CMV affects protection system by creating
failures in fault detection [15]. The stated problems are also experienced in PTC
operated OW-PMSM drive. To deal with the CMV problem, a variety of techniques
have been proposed, such as including the additional active and/or passive devices
in motor drive system. The extra hardware generates a large increase in the system’s
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volume and demands sophisticated control methods [15]. Therefore, CMV mini-
mization or elimination through control modifications is preferable. Modified PTC
of open winding induction motor drive is presented in [16, 17] to minimize CMV.
However, these techniques need a weighting factor and demand its optimal tuning
which is a cumbersome process. In [18–20], CMV mitigation is achieved through
modified space vector pulse width modulation scheme for VSI operation.

In this paper, CMV elimination is introduced for dual two-level VSI fed OW-
PMSM drive. The proposed PTC uses optimal VVs which produce zero CMV as
prediction VVs for cost-function evaluation process. From this, the final optimal VV
is appliedwith a suitable switching combination to gain reduced switching frequency.
Therefore, the overall modifications in proposed PTC introduce CMV elimination
and switching frequency reduction for OW-PMSM drive.

2 Mathematical Model of OW-PMSM Drive

Figure 1 depicts arrangement of dual two-level VSI fed OW-PMSM drive. It has dual
two-level VSIs with identical DC-link voltages. (vao, vbo, vco) and (va’o’, vb’o’, vc’o’)
are the pole voltages of VSI-1 (1) and VSI-2 (2), respectively. The resultant pole
voltages are given by (3). The OW phase voltages are represented by (4). When the
resultant pole voltages from (4) are added together, a nonzero term called CMV is
generated as (5).
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Fig. 1 OW-PMSM with dual two-level VSI circuit
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Equations (6) and (7) are voltage space vector generations of VSI-1 and 2 respec-
tively. From these, the net voltage space vector is realized as (8). Equations (6)–(8)
are evaluated with possible 64 switching states of dual two-level VSI to identify
effective VVs. From this analysis, Table 1 present unique 19 three-level VVs of dual
two-level VSI operation. Using (5), calculated CMV values of 19 VVs are also listed
in Table 1.

vs1 = 2Vdc1

3
(S+

a1 + S+
b1e

j2π
3 + S+

c1e
j4π
3 ) (6)

vs2 = 2Vdc2

3
(S+

a2 + S+
b2e

j2π
3 + S+

c2e
j4π
3 ) (7)

vs = vs1 − vs2 (8)

The current and flux state space representations of OW-PMSM are given by (9)
and (10). Motor torque is calculated by (11). Using (12), motor-load torque relation
is framed. All these mathematical analyses are required to build PTC operation for
OW-PMSM drive.

dis
dt

= vs − Rsis − φrωr e jθ

Ls
(9)

d∅s

dt
= vs − Rsis (10)

Tm = (0.75P) × imag(φs × is) (11)

Tm = Tl + J
dω

dt
(12)
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Table 1 Switching states and VV representation of three-level dual two-level VSI

Switching states

(S+
a1, S

+
b1, S

+
c1, S

+
a2, S

+
b2, S

+
c2)

VVs notation VV representation in αβ frame
(vsα + j vsβ ) × Vdc

CMV × Vdc/2

(0,0,0,0,0,0); (1,1,1,1,1,1);
(1,0,0,1,0,0); (1,1,0,1,1,0);
(0,1,0,0,1,0); (0,1,1,0,1,1);
(0,0,1,0,0,1); (1,0,1,1,0,1)

V0 0 0

(1,1,0,0,1,0) V1 1/3 0.333

(0,1,0,0,1,1) V2 1/6 + j sqrt (3)/6 −0.333

(0,1,1,0,0,1) V3 −1/6 + j sqrt (3)/6 0.333

(0,0,1,1,0,1) V4 −1/3 −0.333

(1,0,1,1,0,0) V5 −1/6 − j sqrt (3)/6 0.333

(1,0,0,1,1,0) V6 1/6 − j sqrt (3)/6 −0.333

(1,0,0,0,1,1) V7 2/3 −0.333

(1,0,0,0,0,1); (1,1,0,0,1,1) V8 1/2 + j sqrt (3)/6 0

(1,1,0,0,0,1) V9 1/3 + j sqrt (3)/3 0.333

(1,1,0,1,0,1); (0,1,0,0,0,1) V10 j sqrt (3)/3 0

(0,1,0,1,0,1) V11 −1/3 + j sqrt (3)/3 −0.333

(0,1,0,1,0,0); (0,1,1,1,0,1) V12 −1/2 + j sqrt (3)/6 0

(0,1,1,1,0,0) V13 −2/3 0.333

(0,1,1,1,1,0); (0,0,1,1,0,0) V14 −1/2 − j sqrt (3)/6 0

(0,0,1,1,1,0) V15 −1/3 − j sqrt (3)/3 −0.333

(0,0,1,0,1,0); (1,0,1,1,1,0) V16 −j sqrt (3)/3 0

(1,0,1,0,1,0) V17 1/3 − j sqrt (3)/3 0.333

(1,0,0,0,1,0); (1,0,1,0,1,1) V18 1/2 − j sqrt (3)/6 0

In (9)–(12), is and vs are stator current and voltage space vectors, Rs is stator
resistance, φr is rotor magnetic flux and φs is stator flux vector, Tm and Tl are motor
and load torque respectively. P and θ are pole number and rotor angle, ωr and ω are
rotor electrical and mechanical speeds. J is moment of inertia.

3 Basic PTC of OW-PMSM Drive

The stator flux and motor torque are the basic control variables in PTC. After
measuring motor speed, DC link voltage and phase currents, the stator flux estima-
tion and current one step prediction are accomplished as (13) and (14) respectively.
The stator current (15) and flux (16) two step predictions are realized using Euler’s
discretization. From them, torque prediction is derived as (17). Using effective 19
VVs of dual two-level VSI, (15)–(17) are computed to obtain prediction control
variables. In final stage, cost-function (CF) is evaluated (18), which is function of
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Fig. 2 Basic PTC function of OW-PMSM drive

reference and prediction control variables. The reference flux (∅∗
s ) is set to motor

rated flux value and reference torque (T ∗
m) is generated through speed PI controller.

Therefore, the entire PTC working involves three key steps: estimation, prediction
of torque and flux control variables and cost-function evaluation. Its block diagram
is shown in Fig. 2.

∅s(k + 1) = (
vopt − Rsis

)
Ts + ∅s(k) (13)

is(k + 1) = (
vopt − ∅rωr e

jθ
) Ts
Ls

+ is(1 − Ts Rs

Ls
) (14)

is(k + 2)n = (
(vs)n − ∅rωr e

jθ
) Ts
Ls

+ is(k + 1)(1 − Ts Rs

Ls
) (15)

∅s(k + 2)n = ((vs)n − Rsis(k + 1))Ts + ∅s(k + 1) (16)

Tm(k + 2)n = (0.75P) × imag(φs(k + 2)n × is(k + 2)n) (17)

CF formulation:

Gn = ∣∣T ∗
m − Tm(k + 2)n

∣∣ + W∅

∣∣∅∗
s − |∅s(k + 2)n|

∣∣ (18)
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In (13)–(18), variables at present sample instant are denoted by ‘k’ and prediction
variables at one and two steps ahead are denoted by (k + 1) and (k + 2). Ts is sample
time, subscript ‘n’ denotes prediction VV’s number, W∅ is flux weighting factor,
which is to be tuned by trial-and-error base.

From (18), it is evident that basic cost-function design lags control over CMV
and switching frequency. To gain these controls, CMV and switching frequency
control objectives with proper weights can be introduced in CF. However, it leads to
a cumbersome control process due to a greater number of weighting factor tuning
parameters.

4 Proposed PTC of OW-PMSM Drive

The main intent of this paper is to design a simple PTC operation to provide CMV
elimination and switching frequency reduction. Its block diagram is presented in
Fig. 3. Proposed PTC uses basic CF (18) having fluxweighting factor only. In control
operation, VVs are priorly selected which produces zero CMV. This can be identified
from Table 1, where 7 VVs (V0, V8, V10, V12, V14, V16, V18) are known to be optimal
for CMV elimination. These seven VVs (as shown in Fig. 4) acts as prediction
VV sets for computing torque, flux predictions and finally CF evaluation. The VV
providing optimized minimum valued CF is chosen for basic control of torque and
flux. In addition, proposed PTC operation offers low complexity, since only 7 VVs
are involved in computational process out of 19 VVs.

Speed
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optimal VV

+
1aS

+
1bS
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Flux estimation & 
delay compensation

Inc. Encoder
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Fig. 3 Proposed PTC function of OW-PMSM drive
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Fig. 4 Optimal prediction
VVs with zero CMV

V8

V10

V12

V14

V16

V18

α-axis

ß-axis

V0

After evaluating the final optimal VV for control operation, switching state selec-
tion procedure is followed for the operation of dual two-level VSI fed OW-PMSM
drive. From Table 1, it is identified that each prediction VV of proposed PTC has
redundant switching states. Thus, concept of redundancy is utilized to gain minimum
switching state transitions. This can be accomplished with the evaluation of (19),
where optimal VV’s redundant switching states are compared with previous instant
switching state.

Among possible redundant switching states of optimal VV, the switching state
which provides minimum value of ‘F’ (19) is applied for the control operation.
Therefore, gaining minimum switching state transitions consequences an overall
reduction in switching frequency of OW-PMSM drive operated with proposed PTC.

Fr = ∣∣Sopt (k − 1) − S(k)r
∣∣ (19)

In (19), Sopt (k − 1) is optimal switching state applied in previous sample instant
and Sopt (k)r is present optimal VV’s redundant switching states having ‘r’ numbers.

From the entire discussion of proposed PTC for OW-PMSM drive, the notable
features are listed as: CMV elimination, low complexity in operation and switching
frequency reduction. Thus, significant advancements in proposed PTC operation are
perceptible.



Enhanced Predictive Torque Control of Open Winding Permanent … 57

5 Results and Discussion

Matlab/Simulink simulation tests are carried out to validate the efficacy of the
proposed PTC. The OW-PMSM drive parameters are listed in Table 2. Test 1 anal-
yses the performance of proposed PTC versus basic PTC in steady state at different
speeds such as 50 rpm, 300 rpm and 800 rpm, with the load torque of 12.5 N-m. The
captured results of speed, torque, flux, switching pulses and CMV are displayed in
Figs. 5, 6 and 7.

Similarly, test 2 and 3 analyses the dynamic performance obtained for proposed
PTC versus basic PTC. Test 2 in Fig. 8 indicates dynamic performance with respect
to step changes in speed from 200 to 800 rpm. From this, the observed speed transient
time is 0.33 S for both basic and proposed PTC. Test 3 in Fig. 9 indicates dynamic
performance with respect to a step change in load torque from 12 N-m to 20 N-m.
From this, the observed speed transient time is 0.8 S for both basic and proposed
PTC. Therefore, proposed PTC retains high dynamic performance of basic PTC.

InTable 3, the displayed results are quantitatively analyzed in termsofCMV(rms),
switching frequency and losses, ripple content of flux and torque. Using standard
deviation concept, ripple content of flux and torque are calculated. By measuring the

Table 2 OW-PMSM drive
parameters

Parameter Value

Stator resistance- Rs 1.12 	

Stator inductance- Ls 10.5 mH

Rotor flux 0.7 Wb

Inertia 0.0615 kg-m2

Rated power 5 HP

Combined DC-link voltage (Vdc = Vdc1 +
Vdc2)

600 V

Proportional and integral gains 18 and 36

Rated flux 0.705 Wb

Flux weighting factor 75
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Fig. 5 Test 1 analysis at 50 rpm. a basic PTC and b proposed PTC (X-axis: Time (S))
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Fig. 6 Test 1 analysis at 300 rpm. a basic PTC and b proposed PTC (X-axis: Time (S))
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Fig. 7 Test 1 analysis at 800 rpm. a basic PTC and b proposed PTC (X-axis: Time (S))
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Fig. 8 Test 2 analysis with speed dynamics. a basic PTC and b proposed PTC (X-axis: Time (S))

number of state transitions per switch in a second, average switching frequency values
are provided. Considering IGBT model SKM75GB12T4, switching loss estimation
is provided. The mathematical analysis to evaluate average switching losses is given
in [21].

From the achieved quantitative values, comparative analysis between basic and
proposed PTC is performed. It is noticed that proposed PTC lags in torque and flux
response with more ripple. This is due to utilization of reduced VVs in proposed
PTC operation. However, the key contributions of proposed PTC are complete CMV
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Fig. 9 Test 3 analysis with load dynamics. a basic PTC and b proposed PTC (X-axis: Time (S))

Table 3 Performance comparisons

Speeds (rpm) Torque ripple
(N-m)

Flux ripple
(Wb)

Avg.
switching
frequency
(Hz)

Avg.
Switching
losses
(W)

CMV (V) in
rms

Basic PTC

50 0.451 0.0044 1235 1.23 11.00

300 0.453 0.0041 4108 4.07 55.17

800 0.450 0.0046 4428 4.40 47.84

Proposed PTC

50 0.720 0.0063 508 0.50 0

300 0.785 0.0061 1711 1.70 0

800 0.782 0.0064 4096 4.06 0

elimination, switching frequency and loss reduction. Owing to zero CMV perfor-
mance, the proposed PTC operated OW-PMSM drive is ideal for industrial appli-
cations, where CMV mitigation is of prime importance to attain electrical safety.
The obtained values shown in Table 3 validates the significance of proposed PTC.
Besides this, number of computations for proposed PTC operation is reduced. This
can be evident from Table 4.

Finally, a design of proposed PTC of OW-PMSM drive with low complexity,
CMV elimination, switching frequency and loss reduction is attained. The future
scope of this research is to implement zero CMV along with improved steady state
performance such as torque and flux response of OW-PMSM drive.

Table 4 Computational
comparisons

Scheme Number of CF evaluations

Basic PTC 19

Proposed PTC 7
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6 Conclusion

This paper presents a low complexity PTC operated OW-PMSM drive with CMV
elimination. The proposed PTC uses basic CF without additional involvement
of weighting factors. Using priorly selected optimal VVs for CMV elimination,
proposed PTC is operated. In addition, final optimal VV’s switching states redun-
dancy is utilized to gain minimum switching state transitions. Thereby, achieving
reduction in switching frequency and losses. According to Matlab/Simulink simula-
tion results, the proposed PTC of OW-PMSM drive shows zero CMV, less switching
frequency and losses. These benefits are achieved by sacrificing steady state perfor-
mance such as torque and flux response of OW-PMSM drive. However, zero CMV
performance of proposed PTC ensures electrical safety, which is crucial in industries.
Therefore, it can be concluded that the low complexity proposed PTC operation is
ideal for CMV elimination in OW-PMSM drive along with switching frequency and
loss reduction, which is well suitable for electric traction and industrial electric drive
applications.
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Comparative Analysis of Conventional
and Intelligent Methods for Speed
Control of Induction Motor

Ashwani Srivastav, M. Rizwan, and Vinod Kumar Yadav

Abstract Inductionmotor drives are widely preferred for speed control applications
because of its simpler construction, robustness and development in power electronics.
Most of these applications need faster response and intelligent speed control logic to
achieve higher efficiency along with high dynamic performance. The primary goal
is to effectively manage the speed and flux independently in order to achieve good
dynamics performance. To decouple the torque and flux we try to make ac motor
analogous to dc motor, as the field current and armature current are independent
of one another in dc motor i.e. when torque is controlled, flux will not be altered
and quick dynamic response is assured. Because of inherent coupling problem the
response of the induction motor is sluggish. Sensor less Direct Torque Control and
Field Oriented Control drives require knowledge of stator and rotor flux and torque.
These estimations are generated by using the stator line voltage and current and
machine stator and rotor electrical parameters. The estimation of torque and flux are
also considered to model the drive. In this paper, both conventional and intelligent
methods of speed control are reviewed and then their comparative analysis is done
on the basis of performance, maintenance cost, complexity and area of applications.

Keywords Induction motor Drive · V/f method · Field oriented control · Direct
torque control · Intelligent control
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1 Introduction

The Induction motor drives are widely used in around 90% of the application in
different fields like commercial, industrial and other utility applications. It is because
of the advantages provided by induction motors which make it superior compared to
other electrical motors. Some of the benefits are listed below [1]:

• The robust construction and low manufacturing cost make it more suitable
compared to any other motor drive.

• Cost of maintenance is comparably low because of its simple construction
• The efficiency and reliability of it is high.

In induction motor drive, the development and advancement are more focused
on the speed control mechanism. The motor speed is controlled to perform variety
of operations. Previously, variable speed drives had several problems, such as low
efficiency, unstable speed control, poor dynamic characteristics, and so on. These
issues are gradually being resolved by the advancement of power electronics [2].

Power electronics and electrical drives controlled through power electronic are
seeing tremendous growth. As power electronic and electrical drives are used as actu-
ators or energy converters in larger engineering systems, their use often necessitates
careful engineering. To achieve the desired characteristics of the power electronic
and electrical drive systems, as well as the overall application, control systems are
required. The diversity of applications is reflected in the vast number of control
techniques available [3].

To achieve high dynamic response in any critical application, where user wants
to drive the motor strictly following the desired speed-time characteristics, we need
a control algorithm that store the speed-time relation (specified by the user) which
is strictly followed by the induction motor. Also, Induction motors have inherent
non-linear coupling because flux and torques both change on varying voltage and on
changing current speed and flux both changes. It means that torque and flux are not
decoupled due to which we get a sluggish response if we directly feed the response
in control circuit. So, we use different algorithms to decouple flux and torque which
results in faster dynamic response.

Earlier, v/f control (Scalar Control) was employed for conventional applications
due to its simplicity; however, for high dynamic response and torque retention in the
low-speed area, vector control is chosen.

FOC operation is based on managing flux and torque independently through
adjusting the Park components of the input current. DTC is based on the principle of
directly controlling the induction motor’s stator flux and torque by applying the
proper stator voltage space vector [4]. FOC method is a bit complex as compared
to the DTC method as it includes various transformations. It depends on physical
parameters, since these parameters are continuously changing on operation from no
load to full load, we cannot specify parameters to the control logic thus accuracy is
suffered so we need to continuously update the parameter during operation which
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makes the system more complex. For this reason, we go for DTCmethod, as in DTC
performance does not depend on the parameters.

In this paper, comparison between different algorithms is done which are used for
speed control of induction motors and then conclude which is better for the different
applications.

2 Basic Principle of Speed Control

An induction motor’s revolving magnetic field rotates at a synchronous speed deter-
mined solely by its supply frequency and the magnetic poles. Synchronous speed is
the theoretical speed of a motor when there is no friction in the bearings and no load
on the shaft. [2]. The synchronous speed is given numerically by the relationship
described in Eq. 1:

Ns = 120f

p
(1)

where,
p = Number of poles.
f = Frequency in Hz.
Now the rotor is trying to rotate at synchronous speed but slips back by a factor

called slip due to which the motor always rotates at a speed lower than synchronous
speed [5]. The slip of induction motor is defined as, percentage difference between
synchronous speed and shaft speed:

s = NS − NR

NS
(2)

where,
Nr = Rotor speed.
Ns = Synchronous speed.
We may deduce from Eq. (1) that synchronous speed is inversely proportional to

number of magnetic poles and directly proportional to supply frequency. Since most
of the application use squirrel cage induction motor, once the machine is manufac-
tured the number of poles become fixed hence the speed can only be controlled by
varying the frequency only [6].

3 Speed Control Methodologies

Different Speed control techniques are broadly classified as scalar control, field
oriented and direct torque control.
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3.1 Scalar Control (V/F Control)

Using scalar control method, we can change the value of frequency or voltage of
the Induction motor in order to keep motor torque closer to specified torque at given
frequency while maintaining the constant air gap flux (ϕ). If there is a drop in supply
frequency without a change in supply voltage, it will increase air gap flux and motor
will be saturated. This raises the magnetizing current and increases core and copper
losses, causing the system to overheat and have excess vibration. To avoid these
issues, we adjust the supply voltage and frequency of supply simultaneously [7].

The scalar control method involves adjusting the supply voltage and frequency
while maintaining the ratio (Voltage to frequency) constant. The motor will not run
at very low supply voltages, although the ratio will be the same at low voltages and
frequencies.

The voltage of induction motor is related to speed and flux:

V = k f ϕ (3)

where:
f = frequency.
ϕ = air gap flux.
k = constant.
From Eq. (1), we can say that frequency is proportional to the speed hence from

Eq. (3) we concluded that supply voltage is ‘proportional to both frequency and
stator flux. So the flux and torque can be maintained fixed for all speeds by altering
the voltage and frequency by the same ratio. As a result, the constant v/f method is
the most commonly used induction motor speed control method. [7]. Scalar control
ignores the coupling effect inmachine, and have somewhat inferior performance than
vector control technique but scalar control is simple to execute, gives good running&
transient performance therefore it is favored when accuracy is not a concern (Fig. 1).

Using closed loop systemwith a controller can ensure better speed control. Propor-
tional integral controller is generally used for its simpler model but then requires a
detailed mathematical modeling of system. Fuzzy logic controller can also be used
in which human expertise is required. So, using a better controller can breach the
simplicity of scalar system. In [8], a method was presented that does not require
human expertise or mathematical modeling, but rather relies on a linear relation-
ship between the load torque and the slip speed of the induction motor at constant
stator-flux linkage produced under rated conditions.

3.2 Field Oriented Control

Major shortcoming of scalar control is that flux and torque are not decoupled which
creates a sluggish response leads to system instability. If torque is increase by varying
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the supply frequency, thefluxwill decreases in transient condition.Additional voltage
is fed along with supply to compensate this decrease in flux. This delay affects the
dynamic response.

In comparison with scalar method, the Field oriented control method has a better
range of speed and good dynamic response. The Vector control method controls
the flux and torque independently similar to that in separately excited DC motor. In
FOC method we make ac motor analogous to separately excited DC motor. Also in
DC motor, operating magnetic flux is controlled with the help of excitation current
separately, whereas armature current controls the torque of motor independently. So,
the two currents aremagnetically as well as electrically decoupled. Unlike DCmotor,
the torque and magnetic field both are affected by armature current of the stator in
AC motor. In a rotor reference rotating frame, flux and torque are decoupled by
converting the instantaneous current into two orthogonal components: the current
associated with torque development and the field current [9].

This problem is rectified by opting the vector control method in which control is
done by the transformation of a rotating three phase system into a rotating two coor-
dinate system using Parks and Clarks transformation. These projections and trans-
formations results in a structure resembling DC motor control. In DC machine two
fluxes, field and armature, are orthogonal or decoupledwith respect to one another i.e.,
when torque is controlled by armature flux, field flux is not affected. During transient
conditions to achieve better performance, a direct vector control technique is being
used in which decoupling between flux and torque is ensured resulting in advance-
ment of the dynamic performance of ACmotor drive [10]. Various advantages of the
FOC method are:

• Torque control at lower speed and lower frequencies.
• Improved torque response.
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• Dynamic speed accuracy.
• Short term overloading capability.
• Decrease motor size, cost and power consumption.

This configuration is bit complex as there is a need to continuously transform the
coordinate of stationary frame to rotating frame and vice versa and PI regulators. The
process of flux measurement also increases equipment costs but still we do not get
the desired result. Due to its complexity and less accuracy, we need a better algorithm
so we go for Direct Torque Control method for speed control (Fig. 2).

In [11] suggested an adaptivemechanism-based technique for predicting induction
motor speed. The state observer provides the poles arbitrarily, even in low-speed
regions used in indirect FOC. The cons of this technique are: it is difficult to use
precise parameters, as the resistance of the rotor and stator changes as the temperature
of the motor. Speed and flux were observed close to the references. It contains
overshoots during transition response. In conventional v/f, at high speeds the motor
experience frictional torque which shifts as per the conditions of load and bearing
state. As a result the motor sometimes fails to start so the method was proposed and
used successfully implemented based on the current controlled v/f control system,
with switch mode, start mode and normal v/f control mode. Starting mode cope
with starting problems and transition mode assures smooth voltage transition to get
a smooth current profile [12]. Also it was experimentally proved in [12] that this
technique do not produce any peak current at starting and goes well at high speed
with air bearings.

Induction motor has a non-linear characteristic which makes it difficult to control.
Amethod was proposed to get suitable control using PID control which was based on
Indirect Field Oriented Control. Using this method, one can get an improved output
response with faster dynamic response [13]. In [14], According to the simulation
results, for operating at a reference speed of 700 rpm, it takes 0.18s to reach reference
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speed and to reach steady state speed it takes 0.95s. Then, for 800 rpm it takes 0.19s
to reach the reference speed and 0.88s for steady state speed. For 900 rpm it takes
0.2s to reach reference speed and 1s for steady state speed. This strategy gives a
good system response while requiring less time to attain the reference speed and
steady state speed conditions. In [15] it was shown that the Indirect Field Oriented
Control model with fuzzy-PID gives better dynamic performance as compared with
induction motor without control. The controller gives good dynamic performance,
less starting time and less overshoot.

3.3 Direct Torque Control (DTC)

In FOC, three phase stator currents are transformed into two orthogonal components
but it is highly sensitive to stator flux which makes it dependent on machine param-
eters. To achieve the expected performance, it is necessary to continuously track the
variation in parameters accurately, as it changes from no load to full load. This results
in making the FOC a bit complex and cumbersome method. So, the new method is
developed called Direct torque Method. Its main advantage is that in DTC, there is
no need to convert the stationary frame coordinates to the rotating frame coordinates,
voltage modulator block is absent and torque response time is minimum [16]. This
makes the method simpler, highly dynamic and robust.

The DTC controller contains two hysteresis band controls to decide the switching
voltage vector to establish torque and flux between the lower and upper extrem-
ities. A suitable estimator is used to compare torque and stator flux. The DTC
system requires torque and stator flux measurements for the hysteresis comparator,
as well as measurement of rotor speed for controlling speed of motor. The torque
and flux magnitude references are obtained using a space vector modulator. Then
hysteresis controller generates the necessary flux and torque change, followingwhich
the switching table selects requisite state of the inverter to generate a voltage vector
that will vary the torque and flux as needed [6] (Fig. 3).

Conventional DTC method suffers few disadvantages like high flux and torque
ripples, slower speed response during lower speed, accurate estimation of torque
and flux command and variable switching frequency. Over the recent years, many
solutions are proposed to overcome these problems, most suitable of which is multi-
level inverters but it has the issue of high switching losses. Another method involves
replacement of hysteresis band with constant switching controllers.

Adaptive PI controller is proposed to reduce the shortcomings of common PID
controllers such as over-shooting, gain constants and slow response. Advances in
area of Artificial intelligence leads to advancement of controller based on fuzzy logic
concepts that are consistent, simple and that do not require a detailed mathematical
modeling of system. Design of the fuzzy logic controller is done through trial and
error approach. From various studies it was noted that fuzzy logic controller offers
better performance than standard controls. Conventional DTC also improved by
discrete space vector modulation technique but they require accurate design of flux
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and torque loop of PI controller. It results in much better transient response but
not much improvement in flux and torque ripples under steady state [17]. Reduced
computational time, less errors and fast learning, are the benefits that makes fuzzy
logic controller a better option.

In [18–20], an artificial neural network is used to control the reference torque of
an induction motor drive. It suggests that superior torque characteristics and a speed
controller canbedevelopedusing anAdaline neural network. For stator current, it also
compares the performance of PI controllers in conventional DTC and neural network
controllers. From which it can be observed that although the dynamic response is
faster, ripples also increased, due to which we do not get smoother operation.

3.4 New Intelligent Methods

The traditional PI controllers could be replaced byFuzzyLogicController inConven-
tional DTC, as this technique gives a good dynamic response with much simpler
design. Also, it is free from the high flux and torque ripple that was created due
to PI controller. The Fuzzy Logic Controller ensures precise speed tracking while
also increasing resilience against disturbance and ambiguity [21, 22]. In [23] it was
shown that by using fuzzy logic, transient response can be improved greatly main-
taining advantages of conventional DTC characteristics including low complexity,
good dynamic response, and great robustness. Another algorithm is proposed in [24],
in which not only speed is controlled but also reactive power is controlled in both
motoring and field weakening mode using fuzzy logic. Fuzzy logic can also be used
to generate the PID coefficients under most of the condition as conventional PID is
unable to change its parameter according to new conditions. Also it was seen in [25]
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that, Fractional PID is able to control the speed faster and more robustly and also it
reached the steady state rapidly when compared to conventional or fuzzy PID.

Another disadvantage of conventional DTC is that the voltage source inverter
has variable switching frequency which results in making its filtration process bit
difficult, in turn leads to a higher level of interference [26]. As a result, in [27], a
possible solution to this problem is proposed by adding a pulse width modulator into
the induction motor drive’s control structure. DTC ensures that the voltage source
inverter’s switching frequency remains consistent. However, the disadvantages of
this technology include an increase in stator currents during the excitation phase of
an inductionmotor. This control method ensures that torque ripple is reducedwithout
generating any complacency. Another method to improve this issue is synchronised
pulse width modulation (Syn-PWM) which is a successful solution for lowering
current harmonics while also lowering torque ripples by retaining voltage pulse
symmetry [28]. In this method, the period of control is adjusted online to fastly
respond to a step load.

Another technique introduced to replace PI controller is Adaptive sliding mode
controller for the outer speed loop. The space vector modulation method is used to
maintain the constant switching frequency of the inverter. Also, taking into account
the unknown load torque during the operation of the induction motor, a torque
observer is proposed. The result was verified in [29] that the designed control scheme
significantly reduces flux and torque ripple, along with strong robustness. One can
enhance the performance of drive using sliding mode adaptive fuzzy controllers.
Using adaptive fuzzy sliding mode, one may get fast reaction and good distur-
bance rejection. The superiority of adaptive fuzzy sliding mode controller over PI is
demonstrated in [30], and it was clearly deduced that using adaptive fuzzy sliding
mode controller, improved dynamic response along with minimal ripples in torque
and minimum harmonics in stator current is achieved during transient conditions as
compared to PI controller.

A new method of measuring motor speed on the basis of Model Reference Adap-
tive System was recently proposed. To measure motor speed the proposed method
uses the motor impedance angle at input side of the reference. Reference angle
is calculated by finding the angle difference between terminal current vector and
voltage terminal vector using the Double Phase Locked Loop and variable angle is
calculated instantly using the equivalent circuit of motor of each phase. This scheme
naturally decouples reference and dynamic models; this has led to the acquisition
of high performance at high speeds and low speeds. The ease of use of references
and the adaptive schemes make it easy to analyze and implement the design. The
concept of speed measurement presented is validated under a variety of operating
conditions [31, 32]. The stability of the speed observer is studied, and the parameters
of the PI controller are then determined based on the stability constraints, reducing
the complexities of the pole placement technique and the empirical approach while
also having high portability [33]. Another approach is using fuzzy logic controller
for reference speed in MRAS observer, this improves the drive characteristics and
also reduces the ripples shown in [34].
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Another simpler method of speed control is suggested in [35]. In this, author
suggested variable frequency drive in which the input supply is fed through PWM
inverter and its frequency is controlled through it. This facilitates speed control with
lesser energy consumption making it cost effective method and this is successfully
proved by the author through hardware results.

3.5 Sensorless Methods for Speed Control

The problems related to multilevel inverters rectify through some modifications in
technique as done in [36], author proposed a modified SVPWM technique in using
multilevel inverters which improves dynamic performance and switching losses
created by it can be decreased by using proposed modified circuit which uses neural
network as speed observer and predictive controller as speed controller. This reduces
the switching state from 12 to 18 thus also decreasing power losses.

For sensor less method, the speed sensors are replaced by an estimation algorithm
which depends on voltage and current values. In [37] a disturbance observer based
speed estimator is used, it works successfully for lower speed range but for higher
speed, it do not work thus not suggested for high speed application. In [38] another
predictive control method is proposed for sensor less speed control. It continuously
supplies switching signal to spontaneously make motor speed as desired speed. In
[39], slidingmode observer is suggestedwhichmotor speed, flux and angular position
are estimated through motor voltage and current without complicating the system.
In [40] a new observer is designed by combining linear super-twisting algorithm and
sliding mode observer. Then the flux compensation is added to further improve the
performance. The proposed method is also suitable for high speed range.

4 Conclusion

Advancement of various speed control methods and analysis of its performance is
compared. First the basic speed control system is explained than in the next section
various speed control methods are compared. Finally, the comparative analysis is
concluded in Tables 1 and 2. Vector control method is much more advantages than
the scalar method as it is could be used for wide range of frequencies with very low
switching loss and harmonics also the dynamic response of the system is very high.
By intelligently selecting the speed control method, according to the application, the
dynamic performance and efficiency. Recently new techniques are used for speed
control but they require more research to be used for large applications.
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Table 1 Comparison of speed control methods

Parameters Scalar control method Vector control method

Switching losses High Low

Harmonics High Low

Switching frequency 2–15 kHz Varies widely around average frequency

Efficiency Low due to switching losses High

Dynamic response Moderate Very high

Table 2 Comparing DTC and FOC method

Parameters DTC method FOC method

Coordinate transformation No Yes

Requirement of rotor position No Yes

Dynamic response of torque Faster Slower

Switching frequency Variable, depend upon
operating point

Constant

Complexity and processing
requirement

Lower Higher

Frame of reference stationary Synchronous rotating

Controller Hysteresis controller for
stator flux and torque

Linear controllers for stator
currents

Implementing complexity Medium complexity as no
coordinate transformation

High complexity as coordinate
transformation is necessary
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Abstract In this paper, a Novel Complex Fractional Order Proportional Integral
Derivative (CFOPID) controller structure is developed of the form PIx+iyDa+ib for
fractional order systems. This novel type of controller has more (seven) parameters
to tune than the conventional PID and fractional order PID controllers, resulting in a
higher degree of control freedom.However, the complexity ofCFOPID is due tomany
tuning parameters, making design and tuning cumbersome. Therefore, this work uses
a Genetic algorithm optimization technique with cost function as Integral Absolute
Error (IAE). The performance of the proposed CFOPID controller is compared to
that of PID and fractional order PID controllers, and then validated on an identified
real heat exchanger system. In terms of performance measures such as rise time,
settling time, and IAE, the results reveal that the CFOPID controller outperforms
integer and fractional order PID controllers for set point and disturbance rejection.
Also, the stability is investigated through frequency response using Bode plot.
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1 Introduction

The prominent tuning of controllers was introduced by Zeigler and Nicholas based
upon the ultimate period cycle, which is still being implemented today where
primitive control strategy is needed [1]. The Proportional integral derivative (PID)
controller is the most used for industrial and commercial purposes but this controller
suffers inaccuracy. This is because it is an integer-order type controllerwhich signifies
limited degrees of freedom and restricted controller actions.

The advancement of computational sciences led to the application of fractional-
order calculus [2, 3], which structured a new controller called Fractional order
PID (FOPID) controller [4] of the form PIλDμ, a PID variant controller. Podlubny
et al. devised a technique for Fractional-order controller structure formulation [5].
A novel approach was suggested to tune FOPID controller fulfilling gain and phase
margins criterion [6]. However, FOPID controllers still lag the performance quality
when compared with the novel variant of PID controller, i.e., Complex fractional-
order controller. A complex controller was designed to ensure dynamic performance
using complex fractional integrator [7]. The Commande Robuste d’Ordre Non-
Entier (CRONE) innovated a complex structure and added another level in the PID
controller hierarchy. The frequency representation of the transfer function based on
complex-order is given by Eq. (1):

ε = C0

(
Real

[(ωcg

s

)a + ib
])−sign(a)

(1)

whereLaplace frequency is represented by ‘s’, gain crossover frequency is denoted by
‘ωcg’, ‘C0’ is the unity gain at ‘ωcg’. The term ‘Real’ acts as the real operator for (1),
‘a’ and ‘b’ stand for real and imaginary parts respectively of the complex fractional
order given in (1). The first novel complex fractional order controller was devised
in the form ‘PIx+iy’ [8]. The noise attenuating capability of the former complex
fractional-order controller is enhanced by adding the derivative controller making the
structure ‘PIx+iyD’ also known as Complex fractional order PID (CFOPID) controller
[9]. Therewas limited advancement in the tuningCFOPID controller for integer order
systems [10, 11] but not for fractional order systems. The CFOPID controller has
more tuning parameters than the classical PID and FOPID, subsequently attaining
a better output of the closed-loop controlled system (faster response, accuracy, and
sensitivity). However, due to the excessive number of parameters that need to be
adjusted and the increased computational complexity, CFOPID [12] tuning is not
easy. Once properly tuned, it can control most systems better than PID and its vari-
ants. Genetic Algorithm (GA) is an evolutionary optimization algorithm that runs
on probabilistic transition rules. It takes into account the population of likely known
chromosomes and generates new values. The cost function to be optimized can
be error performance specifications. After the simulation is completed, mutation,
crossover, and reproduction begin until the best solution is obtained [13, 14]. The
GA proves to be useful than the other classical tuning algorithms [16] owing to its,
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ability to find the local optimization faster than the classical tuning methods, i.e.,
convergence rate is fast. Subsequently, the large number of controllers’ parameters
makes the classical tuning algorithm quite a complex task to tune the controllers’
parameters. Therefore, by using the GA optimization algorithm to obtain the tuning
parameters of the new driver, the mathematical complexity is reduced.

In this article, a new CFOPID controller structure in the form of PIx+iyDa+ib is
proposed to improve the performance of fractional order systems. To overcome the
complexity of tuning, GA optimization technique is used with cost function as the
Integral absolute error (IAE). In addition, it compareswith traditional PIDandFOPID
responses (servo and regulation) by simulating different fractional order systems. To
the best of authors’ knowledge, it is the first time to introduce the design of the
CFOPID controller using GA for fractional order systems.

2 Preliminaries

2.1 Fractional Order Systems

The fractional order systems are characterized by fractional order differential
equations. A typical fractional-order differential Eq. (2) with input u(n) is:

∝n D
βn
t y(n)+ . . . . . . . . . . . . . . . ∝1 D

β1
t y(n)+ ∝0 D

β0
t y(n)= u(n) (2)

where ‘n’ is the representation of continuous-time, y is the output and Dt
i is the

differential operator. On taking Laplace Transform the following transfer function
(3) is obtained:

Y(s)

U(s)
= 1

∝0 sβ0+ ∝1 sβ1+..+ ∝n sβn
(3)

2.2 Controllers

The PID and FOPID controllers used in the present work are defined in (4) and (5):

PID: kp +
ki
s
+ kds (4)

FOPID: kp+ ki
sλ

+ kds
μ (5)
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kp, ki and kd are the proportional, integral and derivative gains respectively; λ and
μ are the fractional orders of the integrator and differentiator.

The structure of the CFOPID controller denoted as PI(complex)D(complex) is given in
(6)

CFOPID : Kp + Ki

(
Real/i

[
1

sf + ig

])
+ Kd

(
Real/i

[
sq + ir

])
(6)

where, Real/ i denotes the real component of the expression

3 Proposed Control Approach

The proposed method uses feedback structure intended to minimize the error. The
proposed controller i.e., CFOPID and the PID/FOPID [15] controllers are tuned
through the GA optimization technique for fair comparison. In this work, the error
performance function namely IAE is employed as the cost function. The proposed
control algorithm is presented in Fig. 1 and Table 1 shows the GA properties used
while tuning the system.

4 Results and Discussion

The proposed approach is verified by a fractional order system and validated
experimentally through heat exchanger.

4.1 Example 1

Consider a fractional order system given by (7). The ranges of the parameter of
PID/FOPID/CFOPID controller gains for example 1 are given in the Table 2.

G(s) = 1

39.86s1.25+0.598
(7)

The controllers tuned using GA are given in (8) (9) and (10).

PID: 19.331+1.003

s
+39.231s (8)

FOPID: 19.563+11.899

s0.103
+38.731s0.4365 (9)
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Fig. 1 GA optimized
controlled system

Table 1 GA properties used
in tuning the parameters

Parameter Types/value

Maximum generation 100

Population size 100

Encoding Binary

Selection Uniform

Crossover fraction 0.65

Mutation fraction 0.35

Table 2 Controller tuning parameter ranges

Controller Parameter Kp Ki Kd Re Im Re Im

PID Minimum 1 1 1 – – – –

Maximum 20 20 40 – – – –

FOPID Minimum 1 1 1 0.1 – 0.1 –

Maximum 20 20 40 2 – 2 –

CFOPID Minimum 1 1 1 0.1 0.1 0.1 0.1

Maximum 20 20 40 2 2 2 2
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CFOPID: 19.981 + 18.099

(
Re/i

[
1

s0.6213 + i0.4633

])
+34.655s0.3744 + i0.8065 (10)

The servo response for unit step signal is shown in Fig. 2 and the performance
specifications are recorded in Table 3. The regulatory response for a disturbance
applied at t= 2 s is in Fig. 3 and the respectivemetrics are in Table 3. It is evident from
Table 3 that CFOPID has a fastest rise time although FOPID shows better settling,
tacking and disturbance rejection capability than PID and CFOPID controlled plant.

It is evident from Bode plot in Fig. 4 that although all the controllers have infi-
nite GM but the PID controller is having better PM than other fractional/complex

Fig. 2 Comparison of servo response for fractional order system

Table 3 Comparison of controllers based on servo and regulatory response

Controllers Servo response Regulatory response

tr ts IAE tr ts IAE

PID 4.03 21.45 1.64 0.070 24.8 0.85

FOPID 1.23 5.76 0.73 0.006 7.7 0.41

CFOPID 0.51 12.37 0.78 0.003 15.5 0.49

Fig. 3 Comparison of disturbance rejection for fractional order system
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Fig. 4 Bode plot of fractional order system

fractional controllers, therefore, it is relatively more stable. Hence for fractional
order transfer function, it can be stated that the FOPID controlled plant has better
servo response and regulatory responses in terms of IAE. In general, fractional order
controllers (any of the FOPID or CFOPID) are better than the integer order controller
(PID).

4.2 Example 2

A real time heat exchanger system [17] is considered for validation. The input
percentage valve opening (manipulated variable U) with the temperature maintained
in the exchanger (controlled variable Y) is recorded in Table 4 with as many as 1423
readings taken. Using input–output data the heat exchanger model is identified as a
fractional order system. The fractional order transfer function (FOTF) is identified
by FOMCON toolbox in MATLAB. The identified FOTF is denoted by TFO and is
given in (11). The GA is acted upon the FOTF model to tune the controller parame-
ters. The boundaries of search for the parameters of three controller gains are given
in Table 5.

TFO(s) =
30.761 × s0.008209

74.739 × s1.1689+653.13 × s1.0004+1.2526
e−9.5×10−3s (11)

Table 4 Input–output raw
data

S. no Y (temp. in oC) U (% of valve opening)

1 32.496 71.385

2 32.497 71.583

3 32.501 70.978

1423 ……… ………
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Table 5 Controllers’ parameter ranges

Controller Parameter Kp Ki Kd Re Im Re Im

PID Minimum 0 0 0 – – – –

Maximum 50 50 70 – – – –

FOPID Minimum 0 0 0 0.1 – 0.1 –

Maximum 50 50 70 2 – 2 –

CFOPID Minimum 0 0 0 0.1 0.1 0.1 0.1

Maximum 50 50 70 2 2 2 2

The tuned controllers are given by (12) (13) and (14)

PID: 49.789+49.889

s
+0.007s (12)

FOPID: 49.998+49.712

s0.0579
+23.861s0.2267 (13)

CFOPID: 49.519 + 49.997

(
Re/i

[
1

s0.326 + i0.1822

])
+69.864s0.0769 + i0.4189 (14)

Set point tracking of the FO system for a step input is shown in Fig. 5. Similarly,
disturbance rejecting ability of the controller for a perturbation of 0.5 amplitude at a
delay of 1 s is shown in Fig. 6. The observations are tabulated in Table 6. The servo
and the regulatory responses in Figs. 5 and 6 show that CFOPID has the fastest tr, ts
and IAE followed by the FOPID controller (although in disturbance rejection case
CFOPID controller shows a slower ts than FOPID controller). A relative stability
check is performed through Bode plot with the FOTF in (11) as shown in Fig. 7. It is
observed that CFOPID controlled plant is having a better GM and PM than fractional
order PID or the classical PID controller. Hence practically CFOPID controlled plant
is relatively more stable than other PID variants.

5 Conclusion

In this work, a novel CFOPID controller is designed based on GA for fractional
order systems and compared with conventional PID and FOPID controllers in terms
of performance indices such as tr, ts and IAE. This CFOPID controller has a higher
degree of control freedom with seven tuning parameters. The performance of the
proposed controller is validated through two fractional order systems.The closed loop
performance is compared in terms of trajectory tracking, disturbance rejection and
relative stability of the system. The simulation results show that CFOPID controller is
better with low IAE followed by the FOPID controller. This shows that the CFOPID



Design of Novel Complex Fractional Order Controller Using Genetic … 85

Fig. 5 Comparison of servo response for heat exchanger

Fig. 6 Comparison of regulatory response for heat exchanger

Table 6 Performance comparison of heat exchanger

Controllers Servo response Regulatory response GM PM

tr ts IAE tr ts IAE

PID 0.49 3.37 0.61 0.04 4.36 0.33 1 −1.3 × 10−5

FOPID 0.43 0.90 0.15 0.02 1.69 0.12 0.9998 1.0384

CFOPID 0.17 0.84 0.12 4.8 × 10−5 1.82 0.07 0.999 1.05

controller can be considered as a future replacement for conventional PID or FOPID
controllers.
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Fig. 7 Bode plot for heat exchanger
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Optimal Power Management
in a Grid-Connected PV System
with an Efficient Controller: Firefly
Algorithm

Kamaraju Vechalapu and Chintapalli V. V. S. Bhaskara Reddy

Abstract Optimal power management is achieved in a grid-connected solar system
model. The system model was designed by combining an updated Series Capac-
itor high conversion ratio (USC-HCR) converter, a maximum PowerPoint tracker
(MPPT), and an efficient controller with an effective control method, which is the
Firefly algorithm (FFA). The FFA generates an accurate control signal database for
optimal performance of the system. The main objective of this work is to enhance
the utilization of power at the consumer end. The system outcomes are represented
in terms of voltage, current, and power. The power banks, such as batteries, are
connected to the system to get a constant and uninterrupted power supply to the
consumer. Under ideal conditions, different cases are studied, and among them, two
cases with changing solar irradiance at constant load and constant solar irradiance
at variable load are presented in this work. The recommended simulation was run in
MATLAB/Simulink, and the system’s efficiencywas analyzed by using existing tech-
nologies. The convergence characteristics of control techniques used in this model
for system optimality.

Keywords Solar energy · PV system · Microgrid · SC-HCR · MPPT · FFA ·
BSO · PSO · PI · Equality and inequality constraints

1 Introduction

Solar energy has the potential to provide limitless electricity at a low cost. These are
more powerful, reliable, and pollution-free, so they are better for the environment
[1]. As a result of increasing demand on the electrical infrastructure, electricity usage
has risen dramatically in recent days. Renewable energy sources are the only option
to satisfy power demands. Two of the most important energy sources, for example,
are photovoltaics and wind [2]. PV systems connected to microgrids are capable
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of supplying enough power to meet load requirements [3]. Due to the intermittent
nature of the PV system, which is due to bad weather, solar power generation is
being disrupted. Matching PV power with a continuously changing load is the most
challenging, along with its intermittency [4]. The peak load occurs at night, partic-
ularly in the city’s industrial and residential districts. As a result, PV is commonly
combined with energy storage devices such as batteries. The most important thing is
to maintain power flowing to the load during times of heavy consumption, especially
at night. Batteries play an important role in maintaining an uninterrupted power
supply as power backup devices [5]. During off-peak hours, generally during the
day, they are charged with a large amount of energy and then used to produce power
during peak hours [6]. Traditional generation has become more costly, less effi-
cient, and even unavailable in recent years. As a result, non-conventional electricity
production is getting more popular [7]. The Maximum PowerPoint Tracker (MPPT)
is for sending precise signals to the PWM unit in order to maintain the duty ratio of
switches in the Integrated DC/DC converter so that the PV module may produce the
maximum amount of power [8]. I investigated the updated SC high conversion ratio
(SC-HCR) converter by its operation. In the modelling of the SC-HCR converter,
the modes of operation are examined, as well as the average DC current input and
voltage transfer gain [9]. The state-space averaging approach is used to simulate
the converter [10]. To get optimal power, the switching loss of the converter must
be reduced, which will enhance the converter’s efficiency. Because the batteries are
designed to store excess energy generated by the PV system [11]. The inspiration for
theFirefly algorithm (FFA) comes from the natural characteristics of fireflies [12–14].
With the FFA control method, the gains of the PI controller have been fine-tuned. The
configured system is coded in theMATLAB Simulink working environment, and the
performance of the suggested system using the FA approach is compared to current
techniques. To evaluate the effectiveness of the presented approach, many scenarios
were investigated and analyzed, including irradiance fluctuation under stable load
and changing load at constant irradiance. For both scenarios, the current, voltage,
and power responses were investigated and compared to established techniques such
as BSO [14, 15], and PSO [16].

The remainder of this project is covered in the parts that follow. The architecture of
the grid-connected solar system, as well as solar power characteristics with changes
in solar irradiation and temperature, are covered in the second section. Section 3
discusses the converter’s modelling and operational modes. Section 4 discusses
the methodology of current heuristic optimization methods. Section 5 examines the
MATLAB/Simulink results. The present work concluded in Section 6.

2 The Architecture of the Grid-Connected PV System

The system architecture of the grid-connected solar system affiliated with the micro-
grid, the HCR Converter, and the selected controller is presented in Fig. 1. The
interconnection of the grid-connected PV system, battery system, is achieved by
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a novel model of HCR Converter, the designed controller by the approach of the
Firefly algorithm, DC-Microgrid, and electrical loads in the system. To begin with,
the photovoltaic cell uses a solar module to generate power from light energy, which
is then transferred to the DC microgrid via the DC-DC Converter. The traditional
MPPT device controls the converter output by altering the PWM unit’s pulse widths
using PV-Voltage and PV-Currents as reference values. A bi-directional DC/DC
converter connects the battery system to the DC-Microgrid. With the help of a DC to
AC converter, the DC-Bus is connected to the AC-Bus. If solar energy is available,
the power is drawn from the solar system, and the batteries are also charged. If the
sun doesn’t shine, especially at night, the batteries are used to keep the lights on.

Fig. 1 The architecture of the grid-connected PV system with FFA controller
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2.1 Photovoltaic Cell Modelling

To make the best photovoltaic cell possible, a freewheeling diode is connected in
parallel with a source of light-generated electricity. In practical terms, all available
PV cells are non-ideal. So, having a resistor in parallel is known as shunt resistance,
and the other resistance that is in series is series resistance (Fig. 2).

Ĩ pv = [ Ĩ sc + KI (T − Tre f )] G

Gref
(1)

Ĩsat = Ĩrs

[
Tc
Tre f

]3

Exp

[
qEg

nk

(
1

Tre f
− 1

Tc

)]
(2)

Ĩ = Ĩ pv − Ĩd − Ĩsh (3)

Ĩ = Ĩ pv − Ĩsat

[
Exp

(
V + Ĩ Rs

nVT

)
− 1

]
−

[
V + Ĩ Rs

Rsh

]
(4)

where, Ĩ pv is the photocurrent, Ĩsat is the cell saturation Current, Ĩd is the current in
diode, Ĩsc is the short circuit current, Ĩsh is the current in shunt resistor, Rsh is the
shunt resistor, Rs is the series resistor, G is the solar irradiance (W/m2), Gref is the
reference irradiance (W/m2), VT= kTc/q is the thermal voltage.

3 Modelling and Design of an USC-HCR DC-DC Converter

The interleaved buck converter (IBC) is used in many commercial applications that
need a lot of power [9]. The interleaved technique reduces the need for input and
output filters while improving converter dynamics. All of the switchesmust be closed

Fig. 2 Circuit diagram of photovoltaic cell
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Fig. 3 Circuit diagram of an updated SC-HCR converter

when there is a need for a lot of voltage conversion. This is because the IBC has a
very low duty ratio when there is a lot of voltage to convert. A special method is also
needed to balance the two inductor currents (iL1 and iL2) so that they are equal. The
series-capacitor buck (SCB) converter was made to fix problems with the traditional
IBC. It was made to fix problems with the IBC. The SCB converter, also known as
the double step-down buck converter, is a kind of buck converter that has two steps
[17, 18].

To limit the input voltage, the S2 voltage is necessary. The currents in the two
inductors are also balanced because C1 is good at balancing charges. Due to the pres-
enceof switchS1, at the start-upof the converter, the capacitorC1 starts charging from
zero voltage. As a result, during this instant, all switches must block the input voltage
Vin. As a result, the aforementioned factor determines the switch’s voltage rating.
To address the issue of voltage stress at start-up, this study presents an upgraded
SC-HCR dc-dc converter.

Figure 3 depicts the recommended converter. When the switches are open, capac-
itors C1 and C2 are connected in series and parallel to the input voltage, then Vc1
+ Vc2 = Vin and Vc2 becomes (Vin-Vc1). Later, the capacitors are drained to keep
the switch voltages constant. It’s easier to just think of the capacitance values of the
two capacitors as being equal, so they’re both called C1 and C2. The voltage across
each is also the same Vc1 = Vc2 = Vin/2. The operation of the upgraded converter
was investigated using its four operation modes. The functioning of the improved
converter is identical to that of the SC buck converter.

3.1 Operational Modes of an Updated SC-HCR Converter

The operational modes are described briefly below with the help of Fig. 3.
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Mode I: The switch S1 is switched on and the switch S2 is switched off, with
diode D1 not conducting and diode D2 conducting. The inductor L1 is charged
through switch S1, while the inductor current iL2 passes through the diode D2. The
capacitors C1 and C2 are correspondingly charged and discharged. In this mode, the
input voltage "Vin" is equal to the sum of VC1 and Vc2, so Vc1 + Vc2 = Vin.

Mode II: Both S1 and S2 are switched off, whereas both the diodes D1 and D2
are in conduction. The two inductor currents (iL1, iL2) passing through the body
diodes D1 and D2, and the current flowing through the capacitors C1 and C2 are
almost zero.

Mode III: In this mode, the switch S2 is switched on, whereas S1 is switched
off, whereas diode D1 is conducting, but diode D2 is not in a conduction state. The
capacitor "C1" is charging and the capacitor "C2" is discharging. The diode D1
continues to freewheel the inductor current IL1, while the inductor L2 is charged
through S2. In this, the diode "D1" receives the total of the currents in the inductors
(id1 = iL1 + iL2), which is nothing but output current (io = iL1 + iL2).

Mode IV: This mode of operation is same as the operation of mode II.

3.2 Voltage Transfer Gain

From thevoltages of the inductors, the voltage transfer gain for the proposed converter
can be found:

(0.5Vin − Vout )dTs = Vout (1 − d)Ts (5)

VTg = Vout

Vin
= d

2
(6)

The duty ratio here ranges from zero to one hundred percent. As a result, at high
conversion ratios, the aforementioned converter acts as a buck converter. The output
voltage of the recommended converter is half that of the input voltage. Thismeans the
suggested converter converts at its maximum conversion level. This type of converter
is mainly used for high current and high-power applications.

4 Firefly Algorithm

The Firefly Technique (FFA) is a nature-inspired metaheuristic optimization algo-
rithm. The FireflyAlgorithmwas created byDr. Xin-SheYang of CambridgeUniver-
sity in 2007 and is based on the social flashing behavior of fireflies, or lighting bugs, in
the summer sky in tropical temperature zones [12–14]. Although it sharesmany char-
acteristics with other swarm intelligence algorithms, such as the well-known Particle
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Fig. 4 The attractiveness and movement of Firefly

Swarm Optimization (PSO), Artificial Bee Colony Optimization (ABC), and Bacte-
rial Foraging (BFA) algorithms, the firefly algorithm is far more straightforward in
terms of concept and execution.According to recent research, the approach is exceed-
ingly efficient and can outperform other algorithms, such as genetic algorithms, in
tackling specific optimization issues (Fig. 4).

The Firefly Algorithm (FFA) approach is distinguished by three characteristics:
1. Each firefly attracts other fireflies regardless of gender since it is unisex. 2. The
brightness of a firefly affects its attractiveness; the brighter the firefly, the more
attracted it is to the less brightness. The attraction between two fireflies reduces
as the distance between them expands. 3. A firefly’s brightness is influenced by
or determined by the geography of the target function. The value of the objective
function of a problem determines the brightness or light intensity of a firefly. The
light intensity in maximization problems is proportional to the value of the objective
function.

4.1 Implementation of FFA for Getting Optimal Control
Signal

Step 1: Initialization

During the initialization procedure, the input proportional and integral gain param-
eters, such as Kp and Ki , are created at random. Here it is two-dimensional since it
has two gain parameters.

Step 2: Random Generation

The random behavior of gain parameters is generated based on the start-up step.
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Step 3: Fitness Function

The fitness of the function is determined by the location of the firefly. The needed
objective function is in terms of error signal and is given in the following equation:

U = min{e(t)} (7)

where “U” is the objective function, “e” error signal, “t” time period of signal

Step-4: Attractiveness

The Attraction between any two fireflies may be expressed as follows,

β(d) = β0e
−γ dm

, (m ≥ 1) (8)

here β0 is the attractiveness at d = 0, It varies monotonically with ‘d’, for a fixed
coefficient of absorption ‘γ’, the characteristic length λ is expressed as:

λ = γ −1/m → 1, m → ∞ (9)

Step-5: Distance

The distance ‘d’ between two fireflies i and j are yi and y j computed as follows:

di j = ‖y j − yi‖ =
√√√√ n∑

k=1

(y jk − yik)
2 (10)

The letters ‘i’ and ‘j’ are supposed to be twofireflies, and ‘n’ represents dimension;
The kth element of the vector yi is denoted by the symbol y jk . If the firefly ‘j’ is
brighter than the firefly ‘i’, then as a result of its attraction, firefly ‘i’ has migrated to
wards firefly ‘j’:

Step-6: Movement

The movement of a firefly i which is attracted by a more attractive (i.e., brighter)
firefly j is given by the following equation:

yti = β0 ∗ e−γ d2
i j
(
ytj − yti

)
(11)

Step-7: Upgraded position

The best optimum solution is updated based on the value of the Objective function
after each individual’s fitness calculation.

yt+1
i = yti + α ∗ εi (12)
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The third term contains the random variable εi which may be substituted by
rand-1/2, and is the randomization parameter ‘α’.

Step 8: Obtain best output

The low bright firefly reached brighter by travelling an optimal distance and obtained
an optimal function value (Figs. 5 and 6).

Fig. 5 Flow chart of the FFA algorithm
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Fig. 6 MATLAB-simulation diagram grid connected system with FFA controller

5 System Outcomes and Its Analysis in MATLAB/Simulink
Environment

This part evaluated the efficacy of several optimization methods on grid-connected
solar systems and demonstrated the efficiency of the system and HCR converter
by measuring the output. The FFA control system model is implemented in the
MATLAB/Simulink environment. In this application FFA framed a precise control
signal for optimal utilization power. The efficiency of the FFA-affiliated grid-
connected solar system is assessed based on the photovoltaic output, and variation
of load demand. The system is examined in a variety of operating modes and events.

Case 1: Changing of solar irradiance under Steady Load

In terms of voltage, current, and power, Case 1 represents a grid-connected solar
system with a proposed HCR converter. This will be examined when the solar irra-
diance is changed while the load remains constant. Figure 7a shows that the PV
irradiance of 1000 W/m2 at time interval 0 that is maintained for the next 0.2 s.
Following that, it will decrease linearly to 800 W/m2 at 0.2 s maintained at the same
amplitude up to 0.4 s, following that, it will decrease linearly to 600 W/m2 at 0.4 s
maintained at the same amplitude up to 0.6 s, later it increased again to 800 W/m2
at 0.6 maintained at the same amplitude up to 0.8 s, and finally it reaches up to
1000 W/m2 as same as the initial amplitude.

Figure 8 demonstrates the analysis of power outcomes of the grid connected solar
system with a proposed SC-HCR converter and FFA controller. The PV is illustrated
in subplot 8(a) shows that photovoltaic power and it flows from 0 W to 1.5 KW at
0.01 s time interval and decreases up to 0.7 KW at 0.5 s. The PV converter power
is illustrated in subplot 8(b) shows that PV converter power and flows from 0 W to
0.95 KW at 0.01 s time interval and decreases up to 0.5 KW at 0.5 s. The battery
power illustrated in subplot 8(c) shows the battery power and it flows from 0 W to
3.25 KW at 0.01 s and increases up to 3.3 KW at 0.5 s. The load power is illustrated
in subplot 8(d) shows the Battery converter power and it flows from 0 W to 3.1 KW
at 0.01 s and increases up to 3.2KW at 0.5 s. 8(e) shows the grid power and it flows
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Fig. 7 a Changing of PV irradiance, b Steady PV irradiance with respect to time

from 0 W to 3.2 KW at 0.01 s and decreases up to 3 KW at 0.5 s. 8(f) shows the
load power and it flows from 0W to 10 KW at 0.01 s and is maintained at a constant
value.

Figure 9 demonstrates the comparison of the converter and load power using
a proposed controller designed by approaching the FFA technique with the other
existing techniques like BSO, PSO under case1. Figure 9a represents the comparison
of PV Converter power. The system with PSO approach has produced the maximum
power of 713 W at 0.8 s time. The system with BSO approach has produced the
maximumpower of 715Wat 0.8 s time. The systemwith the proposed FFA technique
has produced the maximum power of 721 W at 0.8 s time. In this observation, the
output power of the proposed converter with the FFA approach is high, with low
switching loss. Figure 9b represents a comparison of load power with existing and

Fig. 8 Under Case.1, The power outcomes of the system using BSO controller a PV source, b PV
Converter, c Battery, d Battery converter, e Grid, f load
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Fig. 9 Comparison of powers a PV Converter power b load power

proposed approaches. The systemwith the PSOapproach has produced themaximum
power of 10,371 W at 0.8 s time. The system with the BSO approach has produced
the maximum power of 10,374 W at 0.8 s time. The system with the proposed FFA
technique has produced the maximum power 10,379 W at 0.8 s time. The utilizing
power with the proposed approach is high compared with other existing approaches.
It is observed that when the power is available at load, the utilization of power in a
system with the proposed FFA approach is higher than the other existing methods.

Case 2: Changing Load under Steady PV irradiance

In Case 2, we analyzed the power outcomes of the PV source, PV converter, Battery,
BatteryConverter,Grid and load of a solar systemwith a proposedSC-HCRconverter
and FFA controller at changing load with respect to time under constant solar irra-
diance of 1000 W/m2. Figure 7b depicts the variation in system load as the power
demand varies over time under a constant irradiance of 1000 W/m2. In this case, the
battery will go into charging mode if the power demand is lower than the generation.
If the power demand is higher than the generation, then it will go into the discharging
mode and supply power to the load.

Figure 10 demonstrates the analysis of power outcomes of the PV source, PV
converter, battery, and load of a solar system with a proposed SC-HCR converter and
FFA controller. The PV power is illustrated in subplot 10(a) shows the photovoltaic
power and flows from 0 W to 1.5 KW at 0. 1 s time interval and is decreased up
to 1.48 KW at 0.8 s. The PV converter power is illustrated in subplot 10(b) shows
the PV converter power and flows from 0 W to 0.95 KW at 0. 1 s time interval and
is decreased up to 0.93 KW at 0.8 s. The battery power illustrated in subplot 10(c)
shows the battery power and it flows from 0 W to 3.3 KW at 0. 1 s and is increased
up to 3.5 KW at 0.8 s. The battery converter power is illustrated in subplot 10(d)
shows the battery converter power and it flows from 0 W to 3 KW at 0. 1 s and is
increased up to 3.2 KW at 0.8 s. The grid power is illustrated in subplot 10(e) shows
the grid power and it flows from 0 W to 3.1 KW at 0.1 s and is increased up to 3.2
KW at 0.8 s time interval. The load power is illustrated in subplot 10(f) shows the
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Fig. 10 Under Case.2 The power outcomes of the system using FFA controller a PV source, b PV
Converter, c Battery, d Battery converter, e Grid, f load

load power and it flows from 0 W to 10.2 KW at 0.1 s and is increased up to 10.5
KW at 0.8 s time interval.

Figure 11 demonstrates the comparison of the SC-HCR converter output power
and load power using a proposed controller designed by approaching the FFA tech-
nique with the other existing techniques like BSO, PSO under case2. Figure 11a
represents the comparison of PV Converter power under case 2. The system with
PSO approach has produced the maximum power of 922W at 0.8 s time. The system
with BSO approach has produced the maximum power of 924 W at 0.8 s time.
The system with the proposed FFA technique has produced the maximum power
of 928 W at 0.8 s time. In this observation, the output power of the proposed SC-
HCR converter with the FFA approach is high, with low switching loss. Figure 11b
represents a comparison of load power with existing and proposed approaches. The
system with the PSO approach has produced the maximum power of 10.54 KW at
0.8 s time. The system with the BSO approach has produced the maximum power of
10.542 KW at 0.8 s time. The system with the proposed FFA technique has produced
the maximum power 10.55 KW at 0.8 s time. Compared to the existing approach,
the load power of proposed approach is high. In this observed that power available
at load, utilization of power in a system with the proposed FFA approach is higher
than other existing methods.

Figure 12 demonstrates the convergence characteristics of control techniques used
in this model for system optimality. Subplot 12(a) depicts the FFA control technique
conversed after 30 iterations. The fitness value of this technique is 0.792 when used
to minimize the system fitness function. Subplot 12 (b) represents the comparisons
of effectiveness and convergence characteristics of the FFA control technique along
with BSO and PSO. From this subplot, we observed that the FFA control technique is
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Fig. 11 Comparison of powers under case-2 a PV Converter power b load power

Fig. 12 Convergence characteristics active power using proposed and the existing techniques a
Fitness of GWO control technique, b Fitness comparison of proposed and the existing techniques

more effective and converged earlier than the other two techniques. The FFA, BSO,
and PSO have fitness values of 0.792, 0.828, and 0.873, respectively.

6 Conclusion

This work modelled and constructed a unique controller for a grid-connected solar
system using the novel control strategy Firefly Algorithm (FFA) to achieve optimal
power management in the system. The grid-connected system is associated with an
updated SC-HCR dc-dc converter, which leads to reduced switching losses and also
improved converter efficiency. The MATLAB/Simulink work site is used to investi-
gate the system’s performance. The proposed system’s performance is assessed by
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comparing it to existing control strategies such as BSO and PSO. The FFA demon-
strated that it is a very competitive and promising control strategy in addressing
optimization of the suggested power system model in terms of both accuracy and
execution time, whereas the BSO control strategy is competitive but its execution
time is high. BSO control strategy’s accuracy scores in some of the test functions
were not especially good. This system model was tested in two scenarios: variation
of PV irradiance at constant load and variation of load at a constant PV irradiance.
In both situations, the FFA control technique improved the system model’s respon-
siveness in terms of current, voltage, and power during load. The simulation results
of the recommended model demonstrate that the system efficiency increased. As a
result, the proposed method is effective and efficient for power management.
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Constant Voltage Controlled MPPT
for PV Fed Water Pumping System

Aditya Nath Jha, Bhavnesh Kumar, and Arjun Tyagi

Abstract This paper presents a study about a constant voltage-controlled photo-
voltaic (PV) water pumping system and compares it with a directly controlled PV
water pumping system.The voltage-controlledPVsystememploys a constant voltage
maximumpower point tracking algorithmbecause of its easy implementation for both
digital and analog circuits whereas a directly connected PV system, directly connects
the PV array to the DC motor through a DC-DC converter. To study the advantages
and disadvantages of each system, this paper analyzes the system performance for
different irradiance and energy associated with it. Simulation results were obtained
using a solar panel (4.2 kW, 8× 3 A10 green technology A10J-S72-175) connected
to 3.7 kW of separately excited DC motor. To compensate the losses of the DC-DC
converter and separately excited the DCmotor provides excess power from PV array.

Keywords DC-DC converter · Direct current (DC) separately excited motor ·
Photovoltaic (PV) array · Proportional–Integral (PI) controller

1 Introduction

In today’s scenario, the cost of conventional energy is increasing day by day, along
with the demand for electrical energy. To meet this increasing demand economically,
the utilization of renewable energy sources such as PV(Photovoltaic), wind, tidal,
geothermal, etc. must be increased [1]. In all of these renewable energy sources,
for countries like India where a considerable amount of solar radiance is present,
PV systems are the most suitable renewable energy source [2]. One of the major
applications of PV standalone systems is in the agriculture sector for water pumping.
PV systems can be utilized to drive electric motors with different types of loads [3].
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Electric machines consume more power as compared to other industries’ equip-
ment (about 40% of total power) [4–6]. In electric machine, DC motor is one of the
most used equipment in industries due to its advantages like cheaper in cost than
other available motors, simpler design, speed control of DC motor is very easy, full
torque available at zero speed, free from harmonics, etc., [7]. The applications of the
DC motor are in most of the industries, agriculture sector for water pumping, rolling
mill, paper mill, conveyor belt, etc. [8]. These motors are also best for application
where a very low-speed variation and high accuracy are required. The DCmotor also
performs very well at dynamic braking and reversing application [9].

DCMotors when directly connected to a PV systemmay not be able to function at
the maximum power point (MPP). They work at the meeting of the current–voltage
(I–V) curve of PV system and load line of a separately excited DC motor [10].
Because of a mismatch between the load line and I–V curve, it loses a substantial
part of accessible solar power. In this work, to overcome this problem, maximum
power point tracking (MPPT) technique is utilized to control the duty ratio of DC-DC
converter. By this, the voltage of the motor and speed of the motor can be controlled
[11].

In this paper, Constant Voltage Controlled MPPT technique applied because of
its simplicity among various MPPT algorithm available and low cost [12]. A stan-
dalone system, like the water pumping system, needs to be simple and cost effective
because it has application in agriculture industries where cost is one of the important
factors. Constant Voltage controlled MPPT technique is the most suitable MPPT in
Standalone PV systems because of its simple and low cost implementation. It can
easily be designed in both Digital and Analog Systems.

In this paper, a constant voltage control PV pumping system is compared with a
directly connected PV pumping system.

2 System Modelling

An appropriate selection of the DC motor, PV array and DC-DC converter is needed
for getting the desired result. The selection of components in the system is such that
it does not get affected by any external disturbances.

2.1 Design of PV Array

Solar modules are reconfigured together to form PV Array to convert solar energy
into electrical energy to serve the electrical demand. These cells are reconfigured in
series, parallel grouping to compensate the energy, voltage, and current demand of
the system [13].

The PV array A10 Green technology A10J-S72-175 is chosen for the research.
It has 8 series and 3 parallel strings. Voltage (V) versus current (I) and voltage (V)
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Fig. 1 V–I and V–W of 8 ×3 A10 Green technology A10J-S72-175 for 1000–800–00600 W/m2

Table 1 Details parameters
of module A10 green
technology A10J-S72-175

S. no Parameters Value

1 Maximum power 175 W

2 Cells per module 72

3 Open circuit voltage Voc 44

4 Short circuit current Isc 5.17

5 Voltage at maximum power point Vmp 37

6 Current at maximum power point Imp 4.78

versus power (W) responses of the selected PV array for insolation of 600, 800,
1000 W/m2 at 25 ºC are shown in Fig. 1. Maximum power obtained for 1000 W/m2

is 4.2 kW and using a technique the gate pulse of the step-down converter is adjusted
to acquire maximum power. Table 1 shows the data of module A10Green technology
A10J-S72-175 which is selected for the study. The 4.2 kW PV array is designed for
the 3.7 kWDCMotor due to compensating losses of theDC-DC converter andmotor.

2.2 Constant Voltage MPPT Algorithm

In the Constant voltage-controlledMPPT algorithm [14] a reference voltage forMPP
voltage is assumed.Value of reference voltage is calculated at standard test conditions
(STC). This standard voltage value is used as a reference for the PI controller which
controls the duty ratio of theDC-DC converter [15] as shown in Fig. 2. This algorithm
only measures the array voltage and can easily be implemented in both digital and
analog circuits.
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Fig. 2 Block diagram of constant control voltage MPPT for PV fed water pumping system

2.3 Separately Excited DC Motor

The circuit diagram of a separately excited DC motor is shown in Fig. 3, where V
is armature voltage, R is resistance of the armature, L is inductance of the armature,
Eb is the back emf of the motor and ia is the current flown through the armature [16].

The mathematical model of a separately excited DC motor is given by Eqs. (1),
(2), (3), (4) and (5).

V - E = Ria + L
dia

dt
(1)

E = αw (2)

Ia = V

L
− α

L
− w − R

L
ia (3)

Resistor, R

Inductor, L

M

DC Motor

V

+

-

Eia Field 
Winding

Voltage 
Source

Fig. 3 Circuit diagram of separately excited DC motor
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Table 2 Ratings of Selected Separately Excited DC Motor

Separately
Excited DC
Motor Ratings

Rated
armature
voltage

Rated field
voltage

Rated speed
(rad/s)

Rated power
(W)

Armature
resistance

240 V 300 V 182.2 3730 W or 5HP 2.581�

T = T1 +M
dw

dt
+ Bw (4)

T = βi a (5)

where, w represents the speed of the DC motor in rad/sec. T represents the torque
of the separately excited DC motor in N-m. Tl represents the load torque in N-m
applied to the separately excited DC motor. B represents friction of the DC Motor.
M represents inertia of separately excited DC motor in kg-m2/s2. β represents the
coefficient of torque in N-m/A and α represents the coefficient of back emf in Vs/rad.

The separately excited motor DC motor was selected and implemented using
MATLAB. The motor ratings are given in Table 2.

3 Simulation Result

3.1 Direct Connected PV Pumping System

In a directly connected PV system, the duty cycle of the DC-DC converter is
controlled through a pulse generator as shown in Fig. 4. The Load torque of the
DC Motor is directly proportional to the square of the speed of the DC motor in
case of the water pumping system. In this system, firstly the transient analysis of the
directly connected PV fed water pumping system at constant irradiance and constant
cell temperature (1000W/m2 and 25 °C respectively) is studied. It has been observed
that PV array voltage and current settle at 0.7 s. as shown in Fig. 5.

In a directly connected PV system at constant irradiance and constant cell temper-
ature (1000 W/m2 and 25 °C) results of the DC Motor parameter were observed as
shown in Fig. 6. It is observed that the motor draws high current from the link capac-
itor initially, however, as the current decreases in the motor the voltage across the
link capacitor decreases. Motors generally possess higher mechanical time constant,
due to this the motor speed takes more time to settle. The ripple in high frequency
can easily be damped by the inertia of the motor and it does not affect the speed of
the motor.

In order to observe the behavior of the DC motor and PV array characteristics
with different irradiance, in directly connected PV systems, solar irradiance varies
from 400 to 1000 W/m2 to again 400 W/m2 with constant cell temperature of 25 °C
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Fig. 4 Block diagram of directly connected PV fed water pumping

                                           (a)                                                                                 (b) 

Fig. 5 Simulation result showing a PV array voltage, b PV array current waveform for the directly
connected PV system

as shown in Fig. 7. The simulation result of PV array current and voltage, and the
DC motor armature voltage, armature current, speed, and load torque for variations
of solar irradiance with time are shown in Fig. 8 and in Table 3.

The energy utilization of directly connected the PV fedWater Pumping System is
calculated. The lowest energy utilization of PVArray is 60.40% at 400W/m2 and the
lowest energy utilization of Separately Excited DC Motor is 23.10% at same solar
irradiance. The Calculation of energy utilization of PV Array is done by Eq. (6) and
calculation of energy utilization of Separately Excited DC motor is done by Eq. (7)

Energy Utili zation of PV Array = Actual Power of PV Array

T heori tical Power of PV Array
(6)

Energy Utili zation of DC Motor = V .Ia − I 2a R

Rated Power
(7)
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(a) (b)

(c) (d)

Fig. 6 a Motor current, bMotor speed, c Armature voltage and dM load torque simulation result
of PV pumping for directly connected PV system

Fig.7 Variation of solar irradiance with time
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(a) PV array Voltage and current for irradiance 400, 750, 1000 W/m2

(b) DC Motor Voltage and Speed for irradiance 400, 750, 1000 W/m2

(c) DC Motor Current and Torque for irradiance 400, 750, 1000 W/m2

Fig. 8 a, b and c show the simulation result of the PV system for the the directly connected PV
water pumping system when solar irradiance varies

Table 3 Measured values of motor current & speed, load torque, PV array voltage & current for
directly connected PV system at different solar irradiances

Solar
irradiance
(W/m2)

Measured
armature
voltage (V)

Measured
armature
current Ia
(A)

Motor
speed
w(rad/s)

Load torque
Tl (N.m)

PV array
Vmpp
voltage (V)

PV array
Impp
current (A)

400 135.5 7.40 113.9 6.5 163.8 6.11

750 198.1 13.76 160.8 12.92 241.0 11.35

1000 232.4 17.84 184.3 16.7 282.8 14.71
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where V is the armature voltage, Ia is the armature current and R is the armature
resistance.

3.2 Constant Voltage Controlled PV Pumping System

The system with a constant voltage-controlled MPPT algorithm consists of a step-
down converter, PV array, Proportional and Integral controller, and a separately
excited DC motor as shown in Fig. 9. Step down converter’s duty cycle is controlled
by the PI controller to maintain PV array voltage fixed at the STC voltage using
constant voltage controlled MPPT Technique.

Firstly, the transient analysis of the PV array at specific solar irradiance and cell
temperature (1000W/m2 and 25 °C) is shown in Fig. 10, are carried out. At the point
when PV array begin their operation, it has been seen that the reaction of the PV
system is its open circuit that moves towards reference voltage in less than 0.01 s.

Diode Capacitor

MOSFET

Inductor

Constant 
Voltage MPPTVpv

Vref

-

+ +

-
PV 

Array

DC 
Motor

Fig. 9 Block diagram of constant controlled MPPT PV fed water pumping

(a)                                                                              (b) 

Fig. 10 Simulation result showing a PV array current, b PV array voltage waveform for constant
voltage-controlled system at constant solar irradiance and constant cell temperature
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(a)                                                                           (b) 

(c) (d)

Fig. 11 a Motor current, b Speed c Voltage d Load torque waveform of PV pumping for constant
voltage-controlled control at constant solar irradiance and constant cell temperature

At constant solar irradiance and specific cell temperature (1000W/m2 and 25 °C)
the simulation result of the parameters of the DCMotor is shown in Fig. 11. Initially,
the separately excited DC motor draws large amount of current from the link capac-
itor, as voltage in the capacitor started to decrease as the current in the motor also
started to decrease.Motors, generally, have a highermechanical time constant. There-
fore, the motor speed takes a longer time to settle. The ripple in high frequency can
easily be damped by the inertia of the motor and it does not affect the speed of the
motor. The square of motor speed is directly proportional to the load torque.

For a constant voltage-controlled set, the reference voltage is 293 V (solar irradi-
ance of 1000 W/m2 and cell temperature is at 25 °C) and is compared with voltage
at different solar irradiances. In order to observe the behavior and efficiency of the
DC Motor and PV Array, the solar irradiance varies from 400 to 1000 W/m2 again
to 400 W/m2 as shown in Fig. 7. Then the PV array voltage, PV array Current and
different Parameters of theDCMotor aremeasured and comparedwith the calculated
value and the energy efficiency is determined as shown in Fig. 12 and Table 4.

With a Constant Voltage PV System, we simulate the system with different irra-
diances for the minimum energy utilization we achieved is 98% at 400 W/m2. PI
controller has a very fast response change as compared to the speed of irradiance
change and because of this reason energy utilization does not affect greatly with
irradiance or temperature transient.

On simulation with a constant voltage PV system, the PV array achieves 98%
energy utilization at 400 W/m2 whereas energy utilization for solar irradiance is
38.37% using Eqs. (6) and (7).This can be additionally improved by choosing the
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(a) PV array Voltage and current for irradiance 400, 750, 1000 W/m2

(b) DC Motor Voltage and Speed for irradiance 400, 750, 1000 W/m2

(c) DC Motor Current and Torque for irradiance 400, 750, 1000 W/m2

Fig. 12 a, b and c shows simulation result of PV system for constant voltage-controlled PV water
pumping system for different solar irradiances

Table 4 Measured values of motor current & speed, load torque, PV array voltage & current for
constant controlled voltage at different solar irradiance

Solar
irradiance
(W/m2)

Measured
armature
voltage (V)

Measured
armature
current Ia
(A)

Motor
speed
w(rad/s)

Load torque
Tl (N.m)

PV array
Vmpp
voltage (V)

PV array
Impp
current (A)

400 163.4 10.5 136.0 9.243 293.3 5.7

750 208.9 15.0 168.3 14.16 293.3 10.73

1000 233.3 17.95 184.9 17.09 293.3 14.33
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Table 5 Comparison between constant controlled voltage PV pumping system and directly
connected PV pumping system

Energy utilization of
PV array at 400 W/m2

and 25 °C

Energy utilization of
separately excited DC
motor at 400 W/m2

and 25 °C

Settling time at
1000 W/m2 and 25 °C

Constant controlled
voltage PV pumping
system

98% 38.37% <0.01 s

Directly connected
PV pumping system

61% 23.10% <0.7 s

reference voltage as per local temperature and normal irradiance as opposed to
selecting Standard Test Condition for MPPT Voltage.

In a constant controlled voltage PV pumping system, energy utilization of the PV
array and separately excited DCMotor achieved is 98 and 38.37%, respectively, and
the settling time of the PV array is less than 0.01 s, whereas in a directly connected
PV pumping system energy utilization of PV array and separately excited DCMotor
is 61 and 23.10% respectively and the settling time of the PV array is 0.7 s. as shown
in Table 5.

4 Conclusion

This research paper presents an investigation of a Constant Voltage controlled PV
fed water pumping system, and it is compared with a directly connected PV fed
water pumping system. On variation of solar irradiance with time, effects on PV
Array and DC motor for both types of systems are examined. The transient analysis
of both the systems are compared, in a constant voltage-controlled system with a
settling time of less than 0.01 s for the PV array, whereas in a directly connected
system the PV array settling time is 0.7 s. The Directly connected PV System has
low energy utilization as compared to a constant controlled voltage PV system. A
directly connected PV system produces 61% of energy utilization while a constant
voltage connected PV system produces 98% at 400 W/m2 and 25 °C. In case of
energy utilization of the Separately Excited DC Motor it gives 38.37% and 23.10%
for constant Control Voltage PV fed water pumping system and directly connected
PV fed water pumping system, respectively, at 400 W/m2 and 25 °C. Moreover, the
efficiency of the system can be further improved by selecting the reference voltage
in accordance with the local temperature or using a more sophisticated algorithm
which is present in the market or literature. But if a standalone PV system is applied
with a sophisticated algorithm it will lose its advantage which is, it is very simple to
apply in both digital and analog circuits.
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Enhancement of Oscillatory Stability
of a Grid Integrated Microgrid
by Optimized Governor Damping Action
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Samarjeet Satapathy, and Akshaya Kumar Patra

Abstract An optimizedmechanical damping torque is proposed in the present work
provided by the synchronous generator governor to improve oscillatory stability for
a grid integrated micro grid. Small signal modelling of micro grid with grid has
been considered here with uncertain variations in solar and wind power generations.
The gains of the governor are optimized by the Random Walk Grey wolf optimizer
(RWGO) in contrast to PSO and GWO algorithms. Pertained to uncertain variations
in solar and wind variations, time and frequency analysis have been conducted to
observe effective damping by governor action. It has been found that intermittency
in solar and wind generation variations create a challenge for oscillatory instability
and the governor can impart adequate damping torque if its gains are properly set
by an efficient control law. The excitation system of the generator is kept fixed
at an initial operating condition by RWGO. The ITAE criterion is selected for the
minimization problem for which a step change of 10percent of input mechanical
power is executed. The aggravation of oscillations due to variations in renewable
penetration can be damped and compensated by the phase lead provided by tuned
governor action.
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1 Introduction

Microgrid (MG) plays a vital role for reliable and economic operation of a power
system. The reliability includes stabilising voltage and frequency. When a MG is
connected to a grid, there are several challenges for a system operator out of which an
important issue is the dynamical interaction of low inertia MGwith the conventional
grid. The MG may be of AC, DC or hybrid type and may include synchronous
generation, induction generation or generation based on different power electronics
converters. For the dynamic stability study of MG a linearized model of MG along
with other power system components is needed. The linear modelling of various
power systems has been reported by different researchers [1–3]. The low frequency
Heffron Phillips modelling of the power system has been employed in many research
studies for linear modelling [4–7]. In [8], a generalised modelling of MG has been
reported and in [9] KVL and KCL have been employed for MG modelling. But
estimating theMGand control action parameters are reported [10, 11]. The equivalent
model of MG has been reported in many research studies including black box theory
as in [12–14] or using mathematical modelling as in [15]. A linear equivalent model
of MG connected to the grid has been presented in [16] which has been considered
in this work with optimal tuning of the governor parameters for the synchronous
generator of MG. An important issue is selection of proper gains for creating an
effective damping torque and for which a suitable algorithm can be applied. In [5]
a modification of the GWO algorithm called random walk GWO is proposed as a
challenging technique in contrast to prevailing algorithms. This algorithm is proposed
here to tune governor gains and has been compared with PSO and GWO algorithms
for justification of tuning efficacy.

2 Low Frequency Model of Micro Grid

2.1 Synchronous Generator-Based MG Modelling

The low frequency MG model considered here is based on modification of the small
signal Heffron Phillips model [5] including the governor and excitation system.
Figure 1 represents the single line diagram of MG connected to an infinite bus.
Figure 2 shows the IEEE ST6B excitation system considered in this work and Fig. 3
depicts the equivalent turbine governor model. Equations describing the MG are
presented by [16]

dw

dt
= 1

2H
(Tm − Te − TD)
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dδ

dt
= ωb(ω − 1)

de′
q

dt
= 1

T ′
d0

[
E f d − e′

q − (
Xd − X ′

d

)
id

]
(1)

i = id + j iq

vt = vd + jvq

Vpcc = vpcc(sin δ + j cos δ)

Z = R + j X Y = G + j B

C1 + jC2 = 1 + ZY

R1 = R − C2X
′
d , R2 = R − C2Xq

X1 = X + C1Xq , R2 = R − C2Xq

X1 = X + C1Xq , X2 = X − C1X
′
d

Z2
e = R1R2 + X1X2

Yd = (C1X1 − C2R2)/Z
2
e

Yq = (C1R1 − C2X2)/Z
2
e (2)

vdo = Povt0
[
P2
0 + (

Q2
0 + v2t0/Xq

)2]−1/2

Vq0 = (
V 2
t0 − V 2

d

)1/2

iq0 = vd0

Xq
id0 = (

P0 − iq0vq0
)
/vd0

e′
q0 = vq0 + X ′

d id0
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vpccd0 = C1vd0 − C2vq0 − Rid0 + Xiq0

vpccq0 = C2vd0 + C1vq0 − Xid0 − Riq0

δ0 = tan−1

(
vpccd0
vpccq0

)

iLd0 = Gvd0 − Bvq0 iLq0 = Gvq0 + Bvd0

iLined0 = id0 − iLd0iLineq0 = iq0 − iLq0 (3)

By Kirchoff’s voltage law the parameters are presented as:

Zi = (1 + ZY )vt − vpcc

[
R −X
X R

][
id
iq

]
=

[
C1 −C2

C2 C1

][
vd
vq

]
− vpcc

[
sin δ

cos δ

]
(4)

SG
R+jX

iL

PG iLine

DC
AC

PWG

Wind power genera�on

AC

AC

PV

G+jB

SPV Generation

VPCC

Fig. 1 SG with SPV and wind source connected to infinite bus

Fig. 2 IEEE-ST6B excitation system
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(1+st3g)/(1+st2g) (Kpg)/s(1+st1g)+
-
∆t

∆t ref ∆t m

Fig. 3 Equivalent turbine governor modelling

As per the voltage and currents in d and q axis are stated as:

[
vd
vq

]
=

[
0
1

]
e′
q −

[
0 −Xq

X ′
d 0

][
id
iq

]
(5)

By combining Eqs. (4) and (5) the equations are presented as

[
id
iq

]
=

[
Yd
Yq

]
e′
q − vpcc

Z2
e

[
R2 X1

−X2 R1

][
sin δ

cos δ

]
(6)

And which can be linearized as

[
�id
�iq

]
=

[
Yd
Yq

]
�e′

q +
[
Fd

Fq

]
�δ (7)

For which

[
Fd

Fq

]
= vpcc

Z2
e

[−R2 X1

X2 R1

][
cos δ0

sin δ0

]
�e′

q (8)

In the Heffron–Phillips model, the input signals have relations with the variables
by the K-constants. So the torque and real powers are presented as:

Te = p = idvd + iqvq

�Te = K1�δ + K2�e′
q

[
K1

K2

]
=

[
0
iq0

]
+

[
Fd Fq
Yd Yq

][ (
Xq − Xd

)
iq0

e′
qo + (

Xq − X ′
d

)
id0

]
(9)

The equation of internal voltage in Eq. (1) is linearized as

(
1 + sT ′

d0

)
�e′

q = �E f d − (
Xd − X ′

d

)
�id (10)

And using Eq. (7) we can write Eq. (11) as:
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(
1 + sT ′

d0

)
�e′

q = K3
[
�E f d − K4�δ
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K3 = 1/
[
1 + (

Xd − X ′
d
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Yd

]
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d

)
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The state variables can be linked with output reactive power as Eq. (12).

Q = idvq − iqvd

�Q = K5�δZ + K6�e′
q

[
K5

K6

]
=

[
0
id0

]
+

[
Fd Fq
Yd Yq

][
e′
q0 − 2Xdid0
−2Xqiq0

]
(12)

K1 to K5 are constants for small signal model of the generator. The equivalent model
of grid integrated MG can be formed by Eqs. (9), (11) and (12). The small signal
model of MG is presented in Fig. 4 where the governor parameters are to be set
optimally to provide adequate damping torque. Here the SPV and wind sources are
integrated. Kv, Tv are gain and time constants for the SPV system, Kwg, Twg are gain
and time constants for the wind energy conversion system.

The active and reactive powers at PCC are given by Eqs. (13) and (14):

Ppcc = vpcciLined + vpccq iLineq

Q pcc = vpcciLined − vpccd iLineq (13)

2V V
4

3

3

p i

d d

5

eg eg

6

fd

m

q

Fig. 4 Small signal MG modelling
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�Ppcc = �vpcciLined0 + vpccd0�iLined + �vpccq iLined + vpccq0�iLineq

�Qpcc = �vpccq iLined0 + vpccq0�iLined − �vpccd iLineq0 − vpccd0�iLineq (14)

3 Governor Control Action and Objective Function

In the small signal model of Fig. 4, the governor parameters are Kg, t1g, t2g, t3g and
t4g that represent the governor control action and these parameters are to be tuned by
the RWGO algorithm. The flow chart of the proposed control scheme is presented
in Fig. 5. The objective of the present work is to damp out the electromechanical
oscillations followed by disturbances. So, an ITAE based objective function is chosen
here.

J =
tsim∫

0

t |�ω|dt (15)

Subject to constraint

Kmin
pg ≤ Kpg ≤ Kmax

pg ,

tmin
1g ≤ t1g ≤ tmax

1g , tmin
2g ≤ t2g ≤ tmax

2g

tmin
3g ≤ t3g ≤ tmax

3g

Speed deviation 
error(∆ωe)

Reference 
power  (∆Pref)

Objective function 

Governor 
control action

RGWO Algorithm
Optimal governor

gains

Fig. 5 Flow chart of proposed control scheme
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4 Random Grey Wolf Optimiser Algorithm

GWO has been implemented by many researchers in different areas of applications
which involve around 5–11 wolves in a group which are divided as per their partic-
ipation in the hunting process. There are certain merits and demerits of GWO. The
demerit is that the decision regarding the group which will guide the positions of
the alpha group because this group dominates the wolf pack and also the problem
is whether the alpha group takes the guidance of the guidance of the lower group or
not. Due to this, for each iteration in the GWO, the position of different individual
wolf packs needs updation, hence premature convergence may occur in GWO. To
avoid this, certain changes may be implemented in the leader pack of GWO. Also,
to avoid stagnation in local optimum, in [5] the leaders explore the searching space
by random walk known as Random path GreyWolf Optimisation (RGWO) followed
by finally omega wolves being presented as:

WN =
N∑

i=1

Si (16)

Si being a random step can be obtained by random distributions.
Two consecutive random wolves are related as

WN =
N∑

i=1

Si =
N−1∑

i=1

Si + XN = WN−1 + SN (17)

Initiation point of wolf denoted as x0 & final as xN, so the random wolves are
represented as: -

xn = x0 + α1S1 + α2S2 + · · · + αN SN = x0 +
N∑

i=1

αi Si (18)

where αi > 0 is a condition controlling step size Si.
The algorithm RW-GWO step size is taken from Cauchy distribution. As the

variance of Cauchy distribution is infinity, it might take longer jump sometimes
which is very effective at the time of stagnation and very useful from the leader
wolves exploring the search space for getting the prey and guiding other wolves.
Pseudcode for RGWO is given in Table 1.

5 Result and Analysis

Different case studies have been conducted in the present work to justify the optimal
governor actions for power oscillation damping. These case studies include sudden
and discrete variations in solar and wind generations. RWGO has been implemented
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Table 1 Pseudo code of
RGWO

Initializing Populations of grey wolf xi(i = 1,2,3……., n)
Initializing c, b &μ

Initializing l = 1, the ITER number
Evaluating separate wolves fitness
Selecting α = fit wolf pack
β = best second wolf
δ = best third wolf
While l < ITER of maximum number
Evaluating each wolf fitness
For individual wolf leader
To find new position of yi of leader xi by randomising wolf
if f(xi) > f(yi)
leaders updatation
end
for individual wolf ω

updation of position & apply greedy move in present and
updated position
end

to set the governor parameters optimally. The initial stage of synchronous generators
is set at 0.8 pu and 0.17 pu for real and reactive power generations, respectively.
In case 1, solar generation is a step raised by 0.3 pu and the system response is
presented in Fig. 6. Bode plot is presented in Fig. 7 with the RGWO algorithm.
Also, in case-1 wind source is varied suddenly by 0.4 pu and eigen values depicted
in Table 2. Table 3 depicts optimal governor parameters with fixed PID excitation
gains. The performance of RWGO has been compared with PSO, GWO techniques.
In case 2, the solar and wind powers are varied discretely as per the pattern shown in
Fig. 8. The system response has been represented in Figs. 9 and 10. From the results
obtained in discrete variations of solar and wind penetrations, it has been observed
that the parameters of the governor when tuned by RGWO provide better damping
efficacy as compared to PSO, and GWO. Also the capability of the governor can be
significantly improved by properly tuning of its parameters.

6 Conclusion

In a micro-grid, the oscillations brought by uncertain solar and wind penetrations
create challenge for maintaining oscillatory stability, which has been presented in
this work. The variations in solar and wind sources are executed with step and
random pattern for a micro-grid integrated with grid, and subject to this the governor
gains are set optimally by the RWGO algorithm in contrast with PSO and GWO
algorithms. A random walk being incorporated with GWO makes it more robust for
the optimization problem and the additional lead compensation brought by governor
action can provide a better damping torque to enhance oscillatory stability of the
micro-grid system. System eigen analysis and frequency response plots are obtained
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for sudden variations in solar and wind generations. It has been concluded that
synchronous generator’s governor can improve oscillatory stability if its parameters
are efficiently tuned by a suitable algorithm. This work was further extended with
more renewable penetrations using the 33-bus micro-grid system.
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Table 3 Optimized
parameters

Gains Excitation parameters fixed at Kp = 26.4988,
Kd = 2.5221, Ki = 87.8001

PSO GWO RGWO

Kpg 1.8778 4.1277 7.2980

t1g 0.9987 0.6142 0.1581

t2g 0.1704 0.2788 0.6311

t3g 0.4099 0.6788 0.8278
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Fig. 8 SPV/wind power random variations
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Classical PID Based Speed Control of DC
Machines with Voltage Controlled
DC/DC Converter

A. Jaswanth, D. S. V. Saravana, V. Bharath Kumar, Y. V. Pavan Kumar,
D. John Pradeep, and Ch. Pradeep Reddy

Abstract A DC-DC converter usually converts fixed DC voltage to variable DC
output voltage. In a chopper-based control, the motor can be also used as a generator
in the absence of mechanical energy. To achieve better results for mechanical works,
speed control plays a crucial role owing to the fact that it provides a range of speeds
that can reduce the maintenance and servicing costs consequently saving time and
finances. Classical PID controllers are used to controlling the speed of the DC-DC
converter as they are more feasible and easy to use. In this paper, to obtain precise
gain parameters, PID tuningmethods likeOLTR, EPI, overshoot, and closed-loop are
implemented to control the speed of the DCmotor. The model design and the control
methods are done in MATLAB/Simulink software. The results depict the optimum
method to be used for tuning the controller to achieve the best stable response of the
DC machine.

Keywords DC-DC converter · Two quadrant chopper drive · Speed control · PID
controller
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1 Introduction

DC-DC converters are used to get a variable voltage from a fixed voltage and are
used in many industrial applications. Analogous to a transformer, the voltage can be
stepped up or stepped down depending on the application. The advantage of DC-
DC converters is high efficiency with control over acceleration and quick dynamic
response. In the dc-to-dc converter which is also known as a chopper, the motor can
also be used as a generator. In the absence of any mechanical energy as input, the DC
machine can be used as a generator with the help of a chopper device. The application
of these converters can be seen in electric vehicles because of regenerative braking,
which results in saving energy. Furthermore, these converters are used in cellular
phones, laptops, automobiles, tram cars, and fork trucks.

In the context of their applications, these converters are used because of their
flexibility, low cost, and high reliability, where position and speed control of a motor
is required.Due to the disturbances that occur in a converter, the loadmay not result in
a desired constant output. Therefore, to attain a constant gain, a controller is needed.
Different types of controllers are used to improve stability aswell as efficiency. Speed
control is a productive and profitable alternative with regard to energy consumption
and it provides many options to operate the machines with almost no heat losses.
PID controllers are used traditionally to control the DC machine. The best results
obtained for a controller cannot be generalized to other models. Moreover, PID is an
offline controller which neglects real-time disturbances. To resolve this limitation,
online controllers which are based on AI are used. Using these intelligent speed
control methods, the servicing costs and maintenance of the system are reduced
favourably which eventually leads to saving energy, time, and cost. In this paper, a
PID controller is used to achieve the required speed from a two-quadrant chopper
device. To find a suitable method that provides a fast and stable response along with
accuracy, different PID methods mentioned in Fig. 1 are used. The acronyms used
in the paper are mentioned in Table 1.

A chopper works at very high speeds and it attaches and detaches the load from
the source to provide a chopped DC output. A chopper is a semiconductor device.
The chopper devices are classified into 5 types namely Class A, B, C, D, and E based
on the V-I plane characteristics. These types of choppers are reported in [1].

There are different types of regulations and each has its pros/cons. Different types
of topologies are reported in [2]. However, to find the effectiveness of any topology,
all the critical factors should be considered with qualitative and quantitative analysis,
and this analysis is reported in [3]. In [4], a study of DC-DC converters is reported
where the advantages, classification, simulation, filters, limitations, and topologies
are given. In order to select the best filter for a converter, different analyses are done
as reported in [5]. As stated earlier about the usage of a chopper in automobiles, the
use of a chopper in an electric vehicle is reported in [6]. In this paper, a two-quadrant
chopper device is used and the operation of a two-quadrant chopper is reported in
[7]. The speed control of the chopper device without using a PID controller has been
reported in [8]. In [9], the speed regulation of the DC motor is obtained without
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PID 
METHODS

OLTR
• ZN-1 

• WJC 

• CHR 

• CC 

• SK 

EPI
• ISE 

• ISTSE 

• ISTE

• ITAE

UC
• ZN-2

• ZNM 

• PO 

• PNO 

• TL

OU
• GG 

• DO 

• SPO 

Fig. 1 Methods for tuning (designing) PID gains

Table 1 Methods applied to
compute PID parameters

OLTR = Open loop transient
response

WJC =Wang-Jang-Chan

ZN-1 = Ziegler–Nichols Method 1 CHR = Chien Hrones
Reswick

EPI = Error performance index CC = Cohen Coon

ISTE = Integral of squared time
multiplied by square error

SK = Skogestad

ITAE = Integral time absolute
error

ISE = Integral square
error

UC = Ultimate gain/cycle method ZNM = Pessen overshoot

ZN-2 = Ziegler Nichols method 2 TL = Tyreus Luyben

ZN3 = Ziegler Nichols modified GG = Good gain

PNO = Pessen no overshoot DO = Damped
oscillations

OU = Overshoot/undershoot
method

SPO = Set point
overshoot

considering all the PID tuning methods. In order to achieve the best results, all the
PID tuning methods need to be tested. In designing the controller only Tyreus–
Luyben, Modified Ziegler-Nichols, and Ziegler-Nichols are used in a closed-loop
and Cohen-Coon, Chien, Hrones, and Reswick, Ziegler-Nichols are used in open-
loop tuning ignoring other methods as given in [10]. In this paper, all methods viz.,
OLTR, Closed-loop, EPI, and Overshoot are implemented. By considering the time
response and the stability analysis, the best method is reported. In order to address
the limitations of the PID controllers, ANNmethods can be realized as given in [11].
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2 System Modelling

The two quadrant chopper consists of two controllable semiconductors with two
diodes as shown in Fig. 2. If two switches are fired together, the supply voltage
becomes short-circuited. It consists of 2 modes, motoring mode and regenerative
braking mode. A pair of transistor and diode (T1 & D1) operate to provide control
for motoring operation and another pair of Transistor and Diode (T2 & D2) operate
to provide control for regenerative braking operation. Initially, when T1 is ‘on’, the
motor operation is initiated, duringwhich, the inductor gets charged.When switching
takes place from T1 to T2, the inductor discharges, and EMF is established at the
armature. When T2 is ‘on’, the inductor charges and while switching from T2 to T1
the established EMF and the inductor voltage are greater than the source voltage, so,
it acts as a generator. The source voltage, generally a battery is discharged in motor
operation and it gets charged during generator operation. Shifting of control from
T1 to T2 shifts operation from motoring to regenerative braking and vice versa. A
2-quadrant chopper’s operation is given in [7].

When the voltage given to the armature circuit of the dc/dc converter is controlled
through the duty cycle(k), it is called a voltage-controlled dc/dc converter. Due to
the usage of a permanent magnet, the field equation is removed and Laf *I f (where
‘Laf ’ is mutual inductance and ‘I f ’ is field current) is replaced with a constant term
kv. The block illustration for controlling the speed with a voltage-controlled chopper
is referred to in Fig. 3. Here wr* is the reference speed, and the error value is fed to
the PID controller. The output of the PID controller is the duty cycle ‘k’. This signal
is multiplied by the source voltage and fed to the summer block. The output signal
of the summer is passed to another block which gives the armature current as output
Ia. When this current signal is passed through a gain block with gain kv, we get
the output Te. This signal is passed to the summer block along with load torque Tl.
The output is passed through a gain block which gives the speed wr which is taken
as output and also feedback to the system. The procedure of OLTR, UC, and OU
methods in order to find the gain parameters is reported in [12] and for EPI methods
the procedure is reported in [13]. The system parameters [14] are considered as

D1

D2

T1

T2

ra LAA

+

-

+

-

Vs

kvwr

+

-

va

Fig. 2 Two-quadrant chopper drive system
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ŵrkv

k 1

0

va
^ 1/ra

τap + 1
kv

1
Jp+Bm

Te

TL

ia
^ ^

Fig. 3 Block diagram of machine speed regulation with DC/DC converter

Tl = 5 Nm, BM = 0.002953 N/m(rad/sec), J = 0.0607 kgm2, kv = 1.25, Ra = 0.65
�, Laa = 0.008 H, vs = 10 V, wr* = 1500 rpm.

3 Results and Discussion

ThePIDmethods are classified into 4 categories that contain these gain computational
methods. There are 17methods in total and the gain results of Proportional Gain (Kp),
Derivative Gain (Kd), and Integral Gain (Ki), obtained will be different for each
method. To reduce the cost of implementation, we need to keep the gain parameters
as low as possible. From Table 2 we can see that ITAE has low Kp, Ki and SK has
low Kd values, thus these are the superior methods among all the PID methods.

3.1 Transient Analysis with Time Domain Parameters

Various methods give different transient responses in their time-domain analysis.
To find the superior method, several factors considered are rise time, delay time,
peak time, settling time, and peak over-shoot (%). The method with low values is
considered to be superior. Figure 4 depicts the time response of the ZN1 method and
the system enters the steady-state around 0.25 s. Figure 5 depicts the time response
of the WJC method and the system enters the steady-state around 0.6 s. Figure 6
illustrates that the system response of the CCmethod reaches the steady-state around
0.9 s. The system response of the SK method enters into a steady state around 1.25 s
and it is shown in Fig. 7. Figure 8 illustrates that the system reaches the steady-state
around 5 s for the CHR method. Figure 9 depicts the unstable time response of the
PNO method. Figure 10 illustrates that the system response of the ZNM method
reaches the steady-state at 0.2 s. Figure 11 depicts the unstable time response of the
ZN2 method.
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Table 2 Calculated PID gain values with various methods

Methods KP KI KD TI TD

OLTR methods 1.ZN-1 7.48 576.09365 0.0242 0.01298 0.00324

2.WJC 540 6086.15200 3.4565 0.08873 0.00640

3.CHR 0.005 0.12398 0.0000162 0.04033 0.00324

4.CC 0.0113 0.71538 0.0000269 0.01584 0.00237

5.SK 0.1781 0.95119 0.0000000 0.18720 0.00000

EPI methods 1.ISTSE 0.0044828 0.10546510 0.0000133 0.042505 0.002958

2.ITAE 0.0038094 0.07296764 0.0000086 0.052207 0.002269

3.ISTE 0.0042182 0.09794073 0.00001051 0.043069 0.002491

4.ISE 0.0045087 0.12699406 0.0000176 0.035503 0.003883

OU methods 1.GG 0.28 6.00214 0.003266 0.0467 0.011663

2.DO 0.26 0.17978 0.093870 1.4452 0.361301

3.SPO 0.22 4.69835 0.001853 0.0470 0.008397

UC methods 1.ZN-2 120 22,748.82 0.1583 0.00528 0.0013188

2.ZNM 90 3877.64 0.1507 0.02321 0.0016746

3.PO 66 12,511.85 0.2321 0.00528 0.0035167

4.PNO 40 11,374.41 0.2110 0.00352 0.0052750

5.TL 90 3877.64 0.1507 0.01055 0.0016746

Fig. 4 Time response of the system for the ZN1 method

The system response of the TL method enters into a steady state around 0.2 s
and it is shown in Fig. 12. Figure 13 depicts the unstable time response of the PO
method. Figure 14 illustrates that the system reaches the steady-state around 8.5 s for
the ITAEmethod. Figure 15 illustrates that the system response of the ISTSEmethod
reaches the steady-state around 0.5 s. The system response of the ISTEmethod enters
into steady-state around 0.5 s and it is shown in Fig. 16. Figure 17 depicts the time
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Fig. 5 Time response of the system for the WJC method

Fig. 6 Time response of the system for the CC method

Fig. 7 Time response of the system for the SK method
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Fig. 8 Time response of the system for the CHR method

Fig. 9 Time response of the system for the PNO method

Fig. 10 Time response of the system for the ZNM method
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Fig. 11 Time response of the system for the ZN2 method

response of the ISE method and the system enters the steady-state around 4.5 s.
Figure 18 illustrates that the system response of the DO method reaches the steady-
state around 7 s. The system response of the SPO method enters into steady-state
at around 0.225 s and it is shown in Fig. 19. Figure 20 illustrates that the system
response of the GG method reaches the steady-state around 0.175 s. From Table 3
we can find that WJC gives an improved response in terms of peak time, rise time,
delay time, and settling time. And, the DO method shows an improved response in
terms of Peak Overshoot (%).

Fig. 12 Time response of the system for the TL method
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Fig. 13 Time response of the system for the PO method

Fig. 14 Time response of the system for the ITAE method

Fig. 15 Time response of the system for the ISTSE method
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Fig. 16 Time response of the system for the ISTE method

Fig. 17 Time response of the system for the ISE method

Fig. 18 Time response of the system for the DO method
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Fig. 19 Time response of the system for the SPO method

Fig. 20 Time response of the system for the GG method

3.2 Stability Analysis

To check the stability of the system, several types of analysis can be performed [15–
17]. In this paper, the analysis is performed using Pole Zero Plot. For the classification
of the system as stable, all poles should lie on the left of the s-plane, in this way all
the requirements are reported in [15, 16]. In Table 4, the values of poles and zeroes
of all methods are obtained after performing the stability analysis. Figure 21 shows
that all poles lie on the left part of the s-plane indicating the CC method is a stable
system. Figure 22 illustrates that the system using the CHRmethod is stable as all the
poles lying on the left part of the s-plane. The stability response for ITAE provides
that the system is stable with the fact that all the poles are located on the left half of
the s-plane and this is depicted in Fig. 23. Figure 24 shows all poles lying on the left
part of the s-plane indicating the ISTE method as a stable system.
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Fig. 21 System response with CC method for the stability study
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Fig. 22 System response with CHR method for the stability study
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Fig. 23 System response with ITAE method for the stability study
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Fig. 24 System response with the ISTE method for the stability study

Figure 25 illustrates that the system using the TL method is stable as all the poles
lie on the left part of the s-plane. The stability response for ZNM provides that the
system is stable with the fact that all the poles lie on the left part of the s-plane and
this is depicted in Fig. 26. Figure 27 illustrates that the system using the DO method
is stable as all the poles lie on the left part of the s-plane. Figure 28 shows all poles lie
on the left part of the s-plane indicating the GGmethod as a stable system. However,
the poles lie on the right part of the s-plane in the stability response of ZN2 depicted
in Fig. 29. From Table 4, it can be observed that the superior method is ITAE which
indicates that ITAE is the most stable among all other methods because the pole lies
far away from the origin on the left part of the s-plane.
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Fig. 25 System response with TL method for the stability study
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Fig. 26 System response with ZNM method for the stability study
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Fig. 27 System response with DO method for the stability study
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Fig. 28 System response with GG method for the stability study
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Fig. 29 System response with ZN2 method for the stability study

4 Conclusions

Thus, in this work, all the key classical methods of finding PID controller parameters
for speed control of voltage-controlled DC-DC converter model are presented. To
find the best method, the time domain analysis and stability analysis have been
performed. From the time domain analysis, WJC is the best method among all the
methods and GG gives the best peak time and peak overshoot as it does not have any
peaks in the response. In the stability analysis, ITAE gives the best stability compared
to all other methods.
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Design of Automatic Load Frequency
Control Loop Using Classical PID
Control Methods

A. Sree Vidya, V. Bharath Kumar, Y. V. Pavan Kumar, D. John Pradeep,
and Ch. Pradeep Reddy

Abstract Regulation of voltage and frequency is essential in power plants, which
further affects reactive and active power generation. These parameters are normally
affected by load variations. Thus, an automatic load frequency controller (ALFC) is
one such controller which is used to uphold the frequency of the power system at
the desired level. This ALFC is a PID-based control loop, thus, the design of PID
parameters plays a crucial role in ALFC operation. There are many design methods
evolved in literature which are used in many industrial applications. However, the
selection of a suitable designmethod for a particular application is not direct. Besides,
one method may not be suitable for all operating conditions of the system. Thus, a
detailed investigation is needed for the design of the PID controller according to the
considered application. In this view, this paper implements several prominent PID
tuning methods for the considered ALFC application. A comprehensive compar-
ison is provided by computing transient time-domain index as well as frequency
domain stability analysis to identify the most suitable design method. The entire
simulation work has been carried out with the help of MATLAB/Simulink software.
From the results, it is found that the “Wang Jang Chan” method is providing better
responses under all conditionswhen compared to other key designmethods forALFC
application.
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Keywords Automatic load frequency controller · Power system control · PID
controller · PID tuning · MATLAB/Simulink

Nomenclature

ALFC Automatic load frequency controller
ZNM-1 Ziegler Nichols Method—(1)
ZNM-2 Ziegler–Nichols Method—(2)
MZNM Modified-Ziegler–Nichols Method
WJCM Wang Jang Chan Method
CHRM Chien Hrones Reswick Method
CCM Cohen coon Method
POM Pessen’s Overshoot Method
PIM Pessen’s Integral Method
TLM Tyreus-Luyben Method
GGM Good Gain Method
DCM Damped cycling Method
ITAE Integral-Time-Absolute-Error Method
ISEM Integral-Square-error Method
ISTEM Integral-Square-Time-error Method
ISTSEM Integral-Square-Time-Square-error Method

1 Introduction

The main intention of the traditional power plant system operation and control is to
dispense the power continuously to the consumers. The amount of power required
at the consumer side must be equal to the amount of power that is generated. For
maintaining a quality power factor, both real and reactive power should be balanced
under any circumstances. Conventional power plants use fuels such as coal in order
to produce energy in the form of steam. This steam will act as a driving force for the
turbine movement. In the power system control, the Automatic Generation Control
unit (AGC) plays a key factor in balancing the system. This AGC consists of two sub-
control units, Automatic Voltage Regulator (AVR) and Automatic Load Frequency
Control (ALFC). When there are any fluctuations in the voltage, then AVR is used
in order to maintain a constant voltage. Similarly, in order to stabilize the frequency
fluctuations, ALFC will be used.

In order to compose an efficient ALFC system, the design of the PID controller
will be a crucial part. So, one needs to take prior attention while designing the PID
gain parameters. There are various tuning methods available in the literature. The
cuckoo search optimization (CS) algorithm is used to get optimized PID gain values
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for the ALFC system. Further, the comparative analysis was done between CS and
EPI methods [1]. Firefly algorithm was implemented to design gain values for the
ALFC system. In addition to several loads, the disturbances were verified to check
their performance [2]. To control the frequency deviations in hybrid power systems, a
genetic and lightning search algorithm (LSA) was used. The response obtained from
these algorithms is compared with traditional PID tuning methods [3]. ZN method
was implemented to fabricate the tuning parameters of the controller for a multi-
area power system and the results are compared with the NARMA-L2 controller [4].
Particle-Swarm-Optimization (PSO) algorithm was employed to enhance the gain
values of the typical integral controller for Hydro-Thermal System application [5].
The trial and error based design of the controller is executed for single, two, and
three-area interconnected power systems.

The output responses obtained from these interconnected systems are illustrated
by considering performance parameters like settling time, peak overshoots etc. [6].
Several types of conventional PID tuning techniques were implemented in the liquid
level control system. Further, the time domain analysis has been carried out to check
the quality of the obtained system response [7]. In this work ZN, PL, PO, and TL
methods are illustrated for the transfer function model of the heating furnace system.
Further, the system responses were extensively analyzed by using performance
metrics [8]. Thermal control of the Aircraft fuselage system was carried out by using
various PID tuning methods. The effectiveness of the controller is estimated with the
help of time-domain performance indices [9]. The flight attitude control system was
implemented with the help of standard PID tuning methods by statistical analysis.
Besides, the controller was practically implemented with the help of hardware in the
loop technique and the efficiency is checked by Monte-Carlo analysis [10]. PI-based
controller is implemented for the AVR system and its responses are compared with
a fuzzy load frequency controller to control the frequency of the power system [11].
ANFIS based intelligent controller is used to control the frequency when there is a
change in a load of a four area Hydro-thermal Interconnected power system and a
comparison between the ANFIS, PI and PID-based control techniques was demon-
strated in [12]. A tilted integral derivative (TID) controller is employed to stabilize
the frequency of the ALFC system. Further, a comparative analysis has been done on
the results of the PI controller, PID controller and TID controller [13]. Atom search
Optimization algorithmwas implemented for tuning the parameters of FOPID for the
control of frequency in the Hybrid Power system. The results are compared with the
different methods that are implemented in the literature earlier [14]. This paper tells
the automatic frequency control of a two-area multisource Hybrid Power system. An
attempt of implementing a cascade of PI-PD controllers has been carried out. Addi-
tionally, the results are compared with the AI-based methods [15]. To control the
frequency of the two-area non-reheat thermal power system Fuzzy-PID and SMES
controllers are implemented along with a chemical reaction Optimization Technique
(CRO) [16]. In this paper, there is an implementation of the classical PID controller
tuned by the ZN method to an interconnected microgrid to control the frequency of
the system [17].
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Even though there are many methods implemented for designing PID controllers
in various applications, one particular method will not be suitable for all applications
as well as under various operating conditions of the system. So, there is a need to do
a detailed analysis of several important tuning methods to achieve a stable response
for the considered system. With this motivation, this paper implements different
key categories of PID tuning techniques for the ALFC system. Further, a suitable
method will be suggested based on the time-domain and frequency-domain profiles.
Thus, the identification of the most suitable PID controller design method for ALFC
application is the major contribution of this paper.

2 Modelling of the ALFC System

ALFC system is mainly categorized into 3 main subunits, namely, governor, turbine,
and generator. The total power in any electrical system will be constant as per the
energy conservation theorem. However, it can transform from one form of energy to
another form. Similarly, in the power system, the energy conversion takes place in
different forms during the power generation as shown in (1).

Pfuel = Psteam = Pmechanical = Pelectrical (1)

where the electrical form of power can be represented by (2).

Pelectrical = P = √
3 ∗ V I cos θ (2)

The mechanical form of power is represented by (3).

Pmechanical = P = 2πNτ

60
= τ ∗ ω (3)

According to the equationmentioned in (2), the electrical power is directly propor-
tional to voltage and current. When there is any change in load demand, the amount
of current flow will vary accordingly. So due to this change in the current flow, the
electrical power of the power system will get affected by assuming that constant
voltage has been maintained in the system with the help of an automatic voltage
regulator unit. As there is a change in the electrical power, the mechanical power (at
the turbine) will get changed due to the energy conservation theorem.

Mechanical power is directly proportional to torque (τ ) and no of rotations (N) of
the turbine according to the relation shown in (3). Further, the number of rotations
will directly depend on the amount of steam supplied to the turbine unit. If the steam
input to the turbine is not regulated, then the torque of the system will get changed,
such that there will be a change in the frequency of the system as mentioned in (4).
So, the aim is to maintain the frequency constant by regulating the steam input to the
turbine. This is the main idea behind the operation of the ALFC system. The transfer
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Table 1 Output to input
relation functions of each
subunit in the ALFC system

S. No Name of sub-block Transfer function

1 Speed governor G(s) = 1
1+Tgs

2 Turbine G(s) = 1
1+Tt s

3 Rotation mass & load G(s) = 1
2Hs+D

4 Speed sensor G(s) = 1
R

Governor Turbine
Rotation 
Mass and 

Load

Load

Speed Sensor

Reference 
Speed

Output of
Generator

-
+

Fig. 1 Schematic diagram of ALFC system

functions of the speed governor, turbine, rotational mass and load, and speed sensor
are represented in Table 1 [6].

τ = J ∗ dω

dt
(4)

The process flow of the ALFC system is represented in Fig. 1. The ALFC system
is abide by desired turbine speed as an input, speed governor, turbine, rotation mass
and load and feedback path which includes a speed sensor. The process of the ALFC
system starts by setting up reference turbine speed, then this speed is supplied to
the speed governor unit. This governor unit will adjust the steam which is given as
input to the turbine. The mechanical output from the turbine is further supplied to
the generator for getting the required electrical output.

3 Implementation of PID Controller for ALFC System

PID controller is a crucial controller, which is extensively used in many industrial
applications. Designing a suitable tuning method for the PID controller is a crucial
task. In a PID controller Kp, Ki, and Kd are the gain parameters of proportional (P),
Integral (I), and Derivative (D) respectively. The proportional controller i.e., the P
controller is used to raise the gain (Kp) of the system to the desired level, so that
the system response reaches the setpoint value. To some extent increasing the Kp

value of the P controller is acceptable until there are no oscillations in the system
response. Sometimes the system may not reach the desired setpoint value even if
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PID Tuning Methods

ZNM-1

WJCM

CHRM

CCM

ZNM-2

MZNM

POM

PIM

TLM

ISEM

ISTEM

ISTSEM

ITAEM

DOM

GGM

OLTR Methods EPI MethodsUC Methods OS/US Methods

Fig. 2 Different categories of PID tuning methods

there is a drastic increase in the value of Kp, which results in a steady-state error. As
the proportional constant Kp is limited to some extent, an integral constant can be
added to the system i.e., the PI controller which increases the gain of the system to
compensate for the error formed in steady-state. In the process of setting up the gain,
some undesired oscillations and peak overshoots will occur in the system response.
So, to get rid of those oscillations and peak overshoots, a derivative constant can be
implemented in the system i.e., PID controller, which reduces the oscillations and
further improves the settling time of the response. The output-input relation of PID
is denoted by (5).

G(s) = Kp + Ki

s
+ Kds (5)

The important step in the process of PID controller design is to set up the gain
values (Kp,Ki,Kd). There are different methods available to tune the PID gain value.
There are different categories of the PID tuning methods implemented for the ALFC
System as listed in Fig. 2. The detailed representation of each gain parameter that is
designed for various tuning methods has been tabulated in Table 2.

3.1 Implementation of OLTR Methods

For implementing the OLTR methods the system should behave like an undamped
system. To make the system operate in the undamped mode, there is a certain proce-
dure that needs to be followed. Step-1: Remove all feedback loops of the system
such that no control operation can happen in the system. Step-2: Provide a step input
to that open-loop system and record the response by connecting the output terminal
to an oscilloscope. Step-3: Observe the system output in the oscilloscope, if the
response of the system is stable continue the next steps, else the system can’t be
controlled using OLTR methods. Step-4: Make a tangent to the curve such that the



Design of Automatic Load Frequency Control Loop Using Classical … 159

Table 2 Gain parameters for numerous PID tuning techniques

Category Method name Kp Ki Kd

OLTR ZNM1 2.6901798 0.450390055 –

WJCM 4.30942 0.2431266 –

CHRM 2.621 1.20672 –

CCM 0.17899 –0.08055 –

UCM ZNM2 44.3856 46.7216 10.54158

MZNM 14.7952 7.78694 9.36980016

POM 24.6586667 25.9538 15.6171556

PIM 51.7832 68.1357 14.758212

TLM 33.2892 7.96392 10.0393

EPIM ISEM 6.13066 0.3501 –

ISTEM 6.157755 0.35207 –

ISTSEM 5.80997435 0.328071055 –

ITAEM 5.53485 0.25666965 –

OS/US GGM 7.76 1.916 7.857

DOM 8.28 4.805 3.567

tangent will completely align with that output waveform as shown in Fig. 3. Step-5:
Note the parameters dead time (Td), the slope of the tangent (M), saturation value
(Ks) and time constant (Tc). Using these parameters, find the values of PID gains,
Kp and Ki using the formulas in [18].

For implementing EPIM to the proposed ALFC system, initially, the system
response should be critically damped, similar to that of OLTRM. The procedure
to find the PID gain parameters is the same as finding gain parameters for OLTR
methods. The only difference in the usage of EPIM & OLTRM is when there exists

Fig. 3 Control free response
of ALFC system
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Time Constant

Steady value

Slope

Time

M
ag

ni
tu

de
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a steady-state error in the initial system response (open loop system response) then
EPIM is a suitable method to be used for the control purpose of the system. By using
the same procedure of OLTR methods the values of PI gains are calculated by using
the formulae [19].

3.2 Implementation of UC Methods

To implement UC methods, the system response should get sustained oscillations.
The Simulinkmodel of theALFC system to bring sustained oscillations in the system
is shown in Fig. 4. To get sustained oscillations in the response, certain steps need to
be followed. Step-1: Place a gain valueKp before the transfer function block. Step-2:
Increase the gain value Kp until the system response gets the sustained oscillations.
Step-3: Record the gain value (Kc) at which system response gets sustained oscilla-
tions. Step-4: Record the period (Tc) of the sustained oscillatory wave. Step-5: By
using the values of Kc and Tc, find the value of Kp, Ki & Kd by substituting them
into formulae. The output of the MATLAB/Simulink model obtained at a gain (Kc)
of 73.976 is as shown in Fig. 5 with undamped oscillations. The time period (Tc) for
these oscillations is 1.9.

Fig. 4 Simulink model for obtaining sustained oscillations

Fig. 5 Sustained oscillations
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Fig. 6 Simulink model for getting underdamped oscillations

3.3 Implementation of the OS/USM

To implement the OS/US methods, the system should accomplish an underdamped
system. In order to get the underdamped response in the system, there are certain
steps to be followed. Step-1: Place a P controller before the transfer function block
and unity gain feedback loop as shown in Fig. 6. Step-2: Increase the gain value (Kp)
of the P controller until the system response will have its first peak overshoot and
undershoot. Step-3: Record the gain value of the P controller at which the system
behaves as an underdamped system. Step-4: From the response wave, find the time
difference (T out) between the first peak overshoot and the first undershoot. Step-5:
Further, find the decay ratio P (ratio of first overshoot by second overshoot) and
substitute these values into formulae [20, 21].

3.4 MATLAB/Simulink Model

TheMATLAB/Simulinkmodel of theALFC system implementing all four categories
of PID tuning methods is represented in Fig. 7. A step input of unity is given as an
input to the Simulink model. Besides, the model consists of the transfer function
blocks of governor, turbine, rotating mass and load. It also comprises of a feedback
loop from the output end of the rotating mass and load block. The feedback loop and
the step inputs are provided to the error comparator which measures the deviation
in the frequency. The output of the error comparator is given as the input to the PID
controller block. Further, PID gain parameters are tuned with different categories of
the conventional methods. The controlled output from the PID controller is given to
the transfer function block of the system. An oscilloscope is employed to view the
response of the system.

4 Simulation Results

To achieve the objective of suggesting an apt tuning technique for the ALFC system,
several tuning methods have been implemented in MATLAB/Simulink. Further, the
responses obtained by these tuningmethods are analyzed in transient and steady-state
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Fig. 7 MATLAB/Simulink model with different PID tuning methods

intervals. Various performance metrics are taken into contemplation for judging the
stability of the ALFC system.

4.1 Time-Domain Analysis of the Proposed ALFC System

In this type of analysis, the x-axis represents simulation time and the y-axis represents
the desired setpoint value of the ALFC system. There are various quality factors such
as overshoot percentage, error in the steady-state interval, and settling time to judge
the accurate conduct of the system response. All these quality factors are calculated
and mentioned in Table 3. Among the open-loop response methods implemented
for the ALFC system, ZN-1 and CHR method have attained overshoot in response
compared to setpoint as shown in Figs. 8 and 9 respectively. Any system response
which does not settle as per the setpoint level is treated as an undesirable response.
So, here the ALFC system implemented with the CC method shows an undesirable
response as shown in Fig. 10. The system response obtained with the WJC method
doesn’t have any peak overshoot. Besides, the settling time of the response obtained
with theWJCmethod is maintained at acceptable limits as shown in Fig. 11. Further,
all these OLTR responses are represented in one single frame for better comparative
analysis as shown in Fig. 12.

Among UC methods that are implemented for the ALFC system, all methods
are showing some peak overshoot in the transient space of the system response.
But ZN-2 and PI methods are having high peak overshoot values when compared
with others as shown in Figs. 13 and 14 respectively. The ALFC system responses
obtained byMZN and POmethods have slight oscillations and peak overshoot in the
transient state has been depicted in Figs. 15 and 16 subsequently. The only method
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Table 3 Performance metrics for various tuning methods executed on the proposed system

Category Method
name

Rise time %peak
overshoot

Settling
time

Delay
time

Transient
behavior

OLTRM ZN1 4.37 11.23 28.5 3.7 Non-oscillatory

WJC 4.15 No
overshoot

50 3.05 Non-oscillatory

CHR 2.8 38 40 3.3 Oscillatory

CC – No
overshoot

– –

UCM ZN2 0.405 60 10 1.375 Oscillatory

MZN 0.908 17.555 12 1.52 Non-oscillatory

PO 0.367 58.1 12.5 1.322 Oscillatory

PI 0.49 23 7.5 1.365 Oscillatory

TL 0.518 23.21 11.2 1.42 Oscillatory

EPIM ISE 2.368 No
overshoot

53 2.6 Non oscillatory

ISTE 2.368 No
overshoot

53.5 2.6 Non oscillatory

ISTSE 2.65 No
overshoot

56 2.65 Non oscillatory

ITAE 2.745 No
overshoot

75.5 2.72 Non oscillatory

OS/USM GG 2.1515 9.4 24 1.72 Non-oscillatory

DO 1.365 32.1 16.5 1.91 Oscillatory

Superior
method

WJC PO WJC, EPI PI PO All
Non-oscillatory
methods

Fig. 8 Time versus setpoint response of ALFC system implemented with ZN tuning method
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Fig. 9 Time versus setpoint response of ALFC system with CHR tuning method

Fig. 10 Time versus setpoint response of ALFC system with CC tuning method

among all UC methods which has less settling and falls under optimum limits of
quality factors is the TL method, where its response is shown in Fig. 17. Further,
ZN-2 and PI tuning methods have oscillations in the transient state, the rest of the
UC methods will not have any oscillations, which can be comparatively analyzed
as shown in Fig. 18. All EPI tuning methods that are implemented for the proposed
system will depict the same behavior in terms of transient and steady-state space.
Figures 19, 20, 21 and 22 represents the system responses obtained by ISE, ISTE,
ISTSE and ITAE respectively. But someminor deviations can be observed among the
EPI responses in terms of percentage peak overshoot and system settling time which
can be observed by the comparative visualization of responses shown in Fig. 23.
Among all EPI methods, the ISE tuning method shows less settling time compared
with others.
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Fig. 11 Time versus setpoint response of ALFC system with WJC tuning method

Fig. 12 Comparative responses of the system implemented with several OLTR tuning methods

The simulation responses for DO and GGmethods are represented in Figs. 24 and
25 proportionately. The transient state of both these responses has a peak overshoot.
When these two tuning method responses are visualized in a single frame, it can be
concluded that the DO response shows some oscillatory behavior at the initial state of
the system response as shown in Fig. 26.
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Fig. 13 Time versus setpoint response of ALFC system with ZN-2 tuning method

Fig. 14 Time versus setpoint response of ALFC system with PI tuning method

4.2 Frequency Domain Analysis for the Proposed ALFC
System

In frequency domain analysis, the system responses will be analyzed in the s-domain.
About time-domain analysis, here there are several quality factors like polar plot, bode
plot and Nyquist plot which are useful for addressing the stability of any system.
In this work, bode plots are chosen and analyzed for finding out the stability of



Design of Automatic Load Frequency Control Loop Using Classical … 167

Fig. 15 Time versus setpoint response of ALFC system with MZN tuning method

Fig. 16 Time versus set point response of ALFC system with PO tuning method

the system. Generally, the bode plot response which is having high gain and phase
margins is considered a satisfactory response.

The responses which are declared as satisfactory based on time-domain quality
factors are considered to be analyzed here with the help of bode plots. In the
OLTR category, the system implemented with the WJC method has been chosen
and observed the bode plot response is shown in Fig. 27. The gain margin for the
WJC method was obtained as 23.8. In the UC category, the system implemented
with the MZN method is chosen and observed the bode plot response as shown in
Fig. 28. The gain margin and phase margin for the MZN method are 15.8 and 129,
respectively. Under the EPI category, the ISE method is chosen for implementing
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Fig. 17 Time versus set point response of ALFC system with TL tuning method

Fig. 18 Comparative responses of the system implemented with several UC tuning methods

bode plot analysis. The gain margin for the ISE method is 20.5 obtained by the
response shown in Fig. 29. In OS/US category, the GG method was taken for imple-
menting bode plot analysis. The gain and phase margin for the GG method are 19.5
and 149, respectively, which are obtained from the response shown in Fig. 30. The
detailed frequency domain performance metrics for different tuning techniques were
tabulated in Table 4.
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Fig. 19 Time versus setpoint response of ALFC system with ISE tuning method

Fig. 20 Time versus set point response of ALFC system with ISTE tuning method

5 Conclusion

Thus, in this paper, a comprehensive analysis has been carried out in finding the
best PID tuning method for controlling the frequency of a single area power system.
Further, it also contains a detailed analysis of time and frequency domain specifica-
tions concerning simulation results obtained. The method which shows the smooth
response in transient space and has less settling time and peak overshoot is considered
to be the stable method that can make the ALFC system frequency constant.
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Fig. 21 Time versus setpoint response of ALFC system with ISTSE tuning method

Fig. 22 Time versus setpoint response of ALFC system with ITAE tuning method

• Among OLTR methods, the WJC method is considered the best method because
of having non-oscillatory behavior and less rise time and peak overshoot.

• Among UC methods, the MZN method is chosen as the superior method as it has
less rise time, delay time and percentage peak overshoot.

• Among EPI methods, the ISE method is considered a suitable method because of
having less settling time and no peak overshoot.

• Among OS/US methods, the GG method is chosen as the best method as it has
fewer oscillations in transient space as well as less peak overshoot.

• In terms of frequency-domain WJC method will be chosen as stable as it has a
high gain margin value.
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Fig. 23 Comparative responses of the system implemented with several EPI tuning methods

Fig. 24 Time versus setpoint response of ALFC system with DO tuning method

So, after doing an overall constructive analysis in both time domain and frequency
domain profiles, theWJCmethod is chosen as the bestmethod for the proposedALFC
system, as the quality factors of this method fall under standard limits.
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Fig. 25 Time versus setpoint response of ALFC system with GG tuning method

Fig. 26 Comparative responses of system implemented with several OS/US tuning methods
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Fig. 27 Frequency domain response implemented with WJC tuning method

Fig. 28 Frequency domain response implemented with MZN tuning method
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Fig. 29 Frequency domain response implemented with ISE tuning method

Fig. 30 Frequency domain response implemented with GG tuning method

Table 4 Frequency domain
performance metrics for
different tuning methods

Category Method name Gain margin Phase margin

OLTRM WJC 23.8 –

UCM MZN 15.8 129

EPIM ISE 20.5 –

OS/USM GG 19.5 149

Superior methods – WJC GG
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Design of Automatic Voltage Regulator
Loop Using Classical PID Control
Methods

Lella Purna Sri Sai Pallavi, V. Bharath Kumar, Y. V. Pavan Kumar,
D. John Pradeep, and Ch. Pradeep Reddy

Abstract The voltage regulator finds importance across a wide range of applica-
tions such as computer power supplies, automotive alternators and power station
generators. All these applications require regulation of the voltage to the desired
level without any transients or deviations. Besides, the regulated voltage has to be
attainedwithin a short amount of time. The overall effectiveness of a voltage regulator
depends on how well it is controlled. So, the design of a suitable controller provides
better output from the regulator withminimum transients. Usually, PID (proportional
plus integral plus derivative) controller has been used for implementing voltage regu-
lator control operations. However, the PID controller performance depends on the
design of the gain specifications/parameters precisely. There aremanymethods avail-
able in the literature to tune the PID gain parameters. However, choosing a unique
method for different operating conditions of the voltage regulator system can’t be
fixed. So, the selection of a suitable method for the given application is a complex
task. By keeping this issue in view, this paper executes a comprehensive quantitative
analysis of all the important PID tuning methods and recommends a suitable method
for voltage regulator control application. The analysis is supported by computing
all time-domain performance specifications as well as frequency domain stability
specifications. The analysis is carried out using MATLAB/Simulink software.
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Keywords Automatic Voltage Regulator (AVR) · Conventional power plant · PID
control · Performance metrics

1 Introduction

Most of the electrical and electronic equipment requires a constant voltage supply
without any disturbances to function efficiently. Therefore, providing a regulated
supply to the equipment is necessary and a complex task to achieve. Voltage regula-
tors are used to providing regulated voltage to the desired levels. A voltage regulator
is an electrical device that regulates the source voltage to provide a constant output
voltage regardless of load changes, faults, input voltage changes, any disturbances,
etc. In the world of electronic components, the voltage regulator is one of the most
used components due to the requirement of multi-variety voltage levels. These days,
electronic devices are getting more tightly packed than ever before with sensitive
components like microcontrollers and integrated circuits (ICs). All such kinds of
electronic devices will suffer due to unstable input voltage, which has to be addressed
with the proper regulation facility. Therefore, voltage regulators became an impor-
tant and necessary component for all these devices. However, the effectiveness of the
voltage regulator depends on its control mechanism. Therefore, a suitable controller
needs to be designed. Conventionally, PID Controllers are used for the control oper-
ations of the voltage regulators. The controller design will entirely depend on proper
tuning up of PID gain parameters. There are many methods available to tune the
gain parameters and there is no one particular method which can be applied to all the
operating conditions of the voltage regulator. Therefore, deciding which method will
best suit to voltage regulator is a tedious task. So, this paper focuses on implementing
several important methods to tune the gain parameters usingMATLAB/Simulink and
suggests the best method for voltage regulator application by considering several
performance metrics.

To get an optimum constant voltage output for the AVR system, tuning the PID
controller is a very important task and there are various tuning methods available in
the literature. Many Artificial Intelligence techniques, such as neural network tech-
nique, fuzzy logic and neuro-fuzzy system are available for tuning the PID controller
but the problem with these techniques is that they are iterative processes. In addi-
tion to that, it requires a lot of time for their training process and execution. For
example, Particle Swarm Optimization (PSO) is used in [1] where it is initialized
with a group of random particles (or solutions). This technique is not recommendable
because searching for the optimal values is much more difficult and also requires
a lot of time when compared with other simpler methods. A manual method [2]
can be used where it initially uses the values of Kp, Ki and Kd given by the soft
computing techniques genetic algorithm and particle swarm optimization and then
perform various experiments to obtain optimized gain values for the AVR system.
Then there exists a TLBO method (Teaching Learning Based Optimization) for the
AVR system in [3], which has a teaching phase and a learning phase. This TLBO
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method will consume a lot of time as it is an iterative method. In [4], Haalman and
Lambda-Tuning methods are used to tune the PID for the AVR system. According to
the Ziegler-Nichols method, the reduction and validation of PID controller parame-
ters with the help of MATLAB are discussed in [5] for the AVR system. In [6], pole
placement and pole-zero cancellation methods are used to tune the analog type AVR
system which is used to maintain the terminal voltage of the synchronous generator.
Further, it concludes that the method of cancelling zeroes by poles is the best method
to tune the PID controller of an excitation system.

A genetic algorithm (GA) is used to tune the PID controller for AVR in [7],
where tuning is done using different population sizes and generation numbers to
find the optimal values of the PID controller. Besides the simulation results of the
PID controller based on GA has faster speed and stronger adaptability. A compar-
ison between optimally tuned PID and self-tuned PID is done in [8], where both
the methods produce a satisfactory response, but the IAE index shows that the self-
tuned PID was better in comparison with the optimally tuned PID controller. In
[9] a comparison between conventional PID and PI controllers is done for the AVR
system.AFractionalOrder PID controller is used to controlAVR in [10]where Simu-
lated Annealing (SA) algorithm is used to tune the FOPID. The algorithm is based
on testing and examining different weighting factors to achieve optimum system
response. Three optimization methods GA, PSO and HGAPSO are implemented and
compared in [11] where it is found that the GA method is the most beneficial but the
PSO is faster thanGA.Fractional-orderPIDcontroller (FOPID) is implementedusing
Salp Swarm Algorithm (SSA) [12] where it is found that the FOPID outperformed
the integer-order PID controller. By using the FOPID controller an improvement in
settling time, rise time, peak overshoot and steady-state error is observed. The tuning
of the FOPID controller for the AVR system using SFL, HS, PSO and GA techniques
has been done in [13] where the SFL technique is found to be the best among all the
techniques as it is less sensitive to disturbances from load disturbance analysis and
also it is the most robust among the considered controllers. Particle Swarm Opti-
mization Algorithm is used in [14] to get a novel fitness function that determines the
most favorable PID controller parameters for an AVR system. An improved fitness
function can let the PSO algorithm predict the best PID control variables with higher
computational efficiency. Error Performance Index (EPI) methods are implemented
to tune the PID controller for Temperature Control of Heat Exchanger System in [15]
where it is concluded that the ITAE method is the superior method after comparative
analysis. An automatic voltage regulatorwith a power system stabilizer systemwhich
is implemented for the power system is discussed. Further, the work proposed in the
paper [16] will analyze the impact of damping circuits on the transient response of
synchronous generators. In [17], a sin cosine based FOPID controller was designed
for the automatic voltage regulator and obtained the step response. But, it was not
analyzed for dynamic disturbances that occur in the system.
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2 Modelling of AVR System

An Automatic Voltage Regulator (AVR) is used to maintain the terminal voltage
of a generator in power systems. A typical AVR model consists of an amplifier,
exciter and a generator. In order to maintain a constant output voltage, a sensor
is used which senses the output terminal voltage of the generator. The difference
between the voltage sensed by the sensor and the setpoint voltage gives the error
signal. This error signal is then given to the controller. The controller generates an
actuating signal which is amplified by the amplifier and then given to the exciter
[18]. The parameters range of different components of AVR and also the values of
these parameters used in this paper are depicted in Table 1 [19]. With the use of a
PID controller, the output of the AVR system is enhanced by improving its transient
and steady-state responses. A simple Automatic Voltage Regulator (AVR) system
comprises four main blocks an amplifier, an exciter, a generator and a sensor. The
typical AVR system can be represented using simplified block diagrams as shown in
Fig. 1. Each of the blocks has been mathematically modelled to a simple first-order
transfer function by linearizing each component and taking the major time constant
into account and ignoring other non-linearity.

Table 1 AVR parameters
and their limits

Block Ranges Values considered in this
paper

Amplifier 10 ≤ Kamp ≤ 40 Kamp = 25

0.02 ≤ Tamp ≤ 0.1 Tamp = 0.06

Exciter 1 ≤ Kex ≤ 10 Kex = 5.5

0.4 ≤ Tex ≤ 1 Tex = 0.7

Generator 0.7 ≤ Kgen ≤ 1 Kgen = 0.85

1 ≤ Tgen ≤ 2 Tgen = 1.5

Sensor Ksen = 1 Ksen = 1

0.001 ≤ Tsen ≤ 0.06 Tsen = 0.003

Fig. 1 Block diagram of AVR system
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The amplifier block is represented by a first-degree Transfer function shown by
(1) where Kamp is the gain of the amplifier and Tamp is the time constant. The output
of the exciter block is a function of field voltage and it is non-linear due to the
saturation effects in the magnetic circuit. The amplifier block after modelling and
considering the major time constant and ignoring saturation or other non-linearity is
represented by a first-degree Transfer function shown in (2) where Kex is the gain
of the exciter and Tex is the time constant. The linearized generator model relating
generator terminal voltage and its field voltage are given by the transfer function by
(3) where Kgen is the gain of the generator block and Tgen is the time constant. The
sensor block is represented by a first-degree Transfer function shown in (4) where
Ksen is the gain of the amplifier and Tsen is the time constant. The general transfer
function for a closed-loop system is represented as shown in (5).

T Fampli f ier = Kamp

1 + sTamp
(1)

T Fexicter = Kex

1 + s Tex
(2)

T Fgenerator = Kgen

1 + sTgen
(3)

T Fsensor = Ksen

1 + sTsen
(4)

Transfer Function T F = Vt

Vin
= 1 + G(s)

1 + H(s)G(s)
(5)

where G(s) and H(s) are represented as,

G(s) = KampKex Kgen(
1 + sTamp

)
(1 + sTex )

(
1 + sTgen

) and H(s) = Ksen

1 + sTsen

On substituting the above parameter values, the final TF of the AVR system is
represented by (6) and (7). The final block diagram, which was used for the control
analysis of the AVR system is shown in Fig. 2.

G(s) = 116.875

0.063s3 + 1.182s2 + 2.26s + 1
(6)

H(S) = 1

1 + S 0.03
(7)
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Fig. 2 Block diagram after substituting all values

3 PID Control Design for AVR System

The first-ever PID controller was developed by Elmer Sperry in 1911. But the first
pneumatic controller with the fully tunable proportional controller was developed in
1933 byTaylor Instrumental Company. Then to eliminate the steady-state error found
in the proportional controllers, they developed Proportional-Integral (P-I) controller.
Then to reduce the overshooting issues, the first Proportional-Integral-Derivative
(PID) controller was developed by TIC in 1940. It was not until 1942 when Ziegler
and Nichols have come up with the tuning rules that the engineers were able to
find and set appropriate control parameters for PID controllers. The automatic PID
controllers were introduced in 1950s which are widely used in Industries to control
various parameters.

A PID controller stands for Proportional-Integral-Derivative controller. It is a
three-term controller with P, I and D control coefficients. PID controllers are used to
regulating parameters like temperature, flow, pressure, speed etc. in various industrial
control applications. For this, a feedback control loop is used to control the process
variables. PID controllers use the closed-loop feedback control to get the actual
output value as close as possible to the setpoint output or target output.

Tuning the PID controller is nothing but finding out the corresponding PID param-
eters (Kp, Ki, Kd) to achieve optimum performance from the process and this is a
crucial part in all of the closed-loop control systems. There are a number of tuning
methods which have been developed by different scientists over the years. But a
single method can’t be justified for all the operating conditions of the system, hence
finding out the most appropriate method which gives an optimum result has become
an important task. The PID Tuning methods can be broadly classified into Heuristic
tuning, Rule-based tuning andmodel-based tuning.Heuristic tuning iswherewe used
general rules to obtain approximate results, for example, the trial-and-error method.
Model-based tuning iswhere a structured tuning process is usedwhich considers both
your process behavior and your control needs. Rule-based tuning methods assume
a certain process response to obtain mathematical formulas that enable the tuning
of a PID controller. But in this paper, rule-based PID tuning methods are used to
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PID Tuning 
Methods

UC Methods EPI Methods
OS/US 

Methods
OLTR 

Methods

Ziegler-Nichols 
(ZN-1) 

Wang-Jang-Chan 
(WJC) 

Chien Hrones-
Reswick (CHR) 

Cohen-Coon (CC) 

Ziegler-Nichols 
(ZN-2) 

Modified Ziegler 
Nichols  (MZN)

Tyreus-Luyben
(TL)

Pessen Overshoot 
(PO) 

Pessen Integral 
(PI)

Integral square error 
method (ISE)

Integral square time 
error method (ISTE)

Integral square time 
square error method 

(ISTSE)

Integral time 
absolute error 

method (ITAE)

Damped cycling 
method

Finn Haugen 
(Good Gain) 

Fig. 3 PID tuning methods

find out the most optimal tuning method for the AVR system. The following are the
categories of PID Tuning methods used in this paper to tune the AVR system as
shown in Fig. 3.

3.1 Implementing OLTR Methods

In order to implement the OLTR methods the system needs to be undamped and for
that all the feedback loops are removed; this makes the system act as a control free
operation. Then the open loop system is given a step input and the output is observed
by connecting the system to an oscilloscope. Then draw a tangent to the response
curve at the inflection point. From this, the values of dead time (Td = 1.25), time
constant (Tc = 3), stationary gain (Ks = 119) and slope of the tangent (M = 36.36)
as seen in Fig. 4. Using these values PI gain parameters are calculated as per the
formulas mentioned in Table 2.
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Fig. 4 Open loop response of the AVR system

Table 2 Formula for designing PI gain values of OLTR methods

Method Kp Ki = Kp/Ti

Formula Value Formula (Ti) Value

ZN-1 0.9/M Td 0.0198 3.3 Td 0.0048

WJC
(
0.73 + 0.531Tc

Td

)
(Tc+0.5Td )
Ks (Tc+Td )

0.0043 Tc + 0.5 Td 0.0012

CHR 0.35/M Td 0.0077 1.2 Td 0.0051

CC 0.9
M Td

(
1 + 0.92Tc

1−Tc

)
−0.0075 3.3+3 Tc

1+1.2 Tc
Td 0.0049

3.2 Implementation of Ultimate Cycles Methods

To implement the UC methods, the system needs to behave as a sustainable oscilla-
tory system and to achieve it the gain of the system is increased until a sustainable
oscillatory response is obtained. The gain at which the desired oscillatory response
is obtained is represented with Kc and the time period is represented with Tc. These
gain and time period values are substituted into the formulas [20] to get Kp, KI and
Kd values. The Simulation model for getting sustained oscillations is represented as
shown in Fig. 5. The sustained oscillations are obtained at a gain of 0.2304 and the
time period is 1.3 as shown in Fig. 6. Using these gain and time periods, the values of
PID controller parameters are calculated as per the formulas mentioned in Table 3.
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Fig. 5 MATLAB simulation model to obtain sustained oscillations

Fig. 6 MATLAB/SIMULINK model for obtaining the sustained oscillations for AVR system

Table 3 Formulas for designing PID gain values of UC methods

Parameters Ziegler-Nichols PID
controller tuning formula

Modified Ziegler-Nichols
PID controller tuning
formula

Tyreus-Luyben PID
controller tuning formula

Ti Tc/2 = 0.65 Tc = 1.3 2.2Tc = 2.86

Td Tc/8 = 0.15 Tc/3 = 0.433 Tc/6.3 = 0.206

Kp 0.6 Kc = 0.138 0.2 Kc = 0.046 0.45 Kc = 0.103

Ki K p/Ti = 0.212 Kp/Ti = 0.035 Kp/Ti = 0.036

Kd Kp × Td = 0.020 Kp × Td = 0.019 Kp × Td = 0.021

3.3 Implementation of EPI Methods

OLTR methods are limited with respect to the adjustment of steady-state error. For
systems which are sensitive to transients, even a minor error can deviate the behavior
of the system. In such systems, Error Performance Index methods provide a better
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Table 4 Specifications used to calculate EPI methods

Method a1 a2 b1 b2

ISE 1.048 1.195 −0.897 −0.368

ISTSE 0.968 0.977 −0.904 −0.253

ISTE 1.042 0.987 −0.897 −0.238

ITAE 0.965 0.796 −0.85 −0.1465

system response by effectively nullifying the steady-state errors [13]. ThePIDparam-
eters are calculated using (8) and (9) and the values of a1, a2, b1 and b2 are given in
Table 4.

Kp = a 1

Ks

(
Td
Tc

)b 1

(8)

Ki = Tc

(
a2 + b2

(
Td
Tc

))−1

(9)

3.4 Implementation of Overshoot/Undershoot Methods

In order to implement the OS/US methods, an underdamped system is required. To
get an underdamped response of the AVR system, the PID controller is replaced with
a P-Controller and the feedback loop is replaced with unity gain feedback. The gain
value of the P-controller is recorded as Kp when the system attains an undamped
response and the time difference between the first overshoot and undershoot is termed
as Tout . The delay ratio is calculated by dividing the first overshoot by the second
overshoot and all these three values are substituted in to get the gain parameters of
OS/US methods. The MATLAB model implementing different categories of tuning
techniques is shown in Fig. 7. The detailed representation of each gain value of the
PID controller obtained by various tuning methods is tabulated in Table 5.

4 Simulation Results

As the main objective of this paper is to find the most optimum tuning method for
the AVR system, various parameters of all the obtained responses are compared to
find the most appropriate method. Among the open-loop response methods, CHR
and CCmethods responses have a slight overshoot compared to the setpoint value as
shown in Figs. 8 and 9 respectively.Whereas in the ZN-1method, we observe a small
peak before settling at the set value but the settling time in this method is smaller as
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Fig. 7 MATLAB/Simulink model for OLTR methods

Table 5 PID gain parameters for all the methods

Category Method name Kp Ki Kd

OLTR ZN-1 0.0198 0.0048 –

WJC 0.0043 0.0012 –

CHR 0.0077 0.0051 –

CC −0.0075 0.0049 –

UCM ZN-2 0.13824 0.21267 0.020736

MZN 0.04608 0.03544 0.01996

TL 0.10368 0.03625 0.02138

PO 0.0768 0.118035 0.03328

PI 0.16128 0.310153 0.031449

EPIM ISE 0.0199 0.0069 –

ISTSE 0.018 0.0053 –

ISTE 0.019 0.0058 –

ITAE 0.017 0.0068 –

OS/US DCM 0.15125 0.121124 0.047217

GGM 0.028 0.01166 0.0168
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Fig. 8 AVR system response implemented with CHR method

compared to the settling time in the WJC method where there are no peaks observed
by taking longer to settle as shown in Figs. 10 and 11 respectively. The time-domain
response parameters comparison is done in Table 6. Also, all the OLTR method
responses are represented in a single frame which gives a better understanding for
comparison and analysis as shown in Fig. 12. All the UC methods have shown some
peak overshoot in the transient state. But the highest peak overshoot is observed in
the ZN-2 method as shown in Fig. 13 and the lowest is seen in the MZN method
as shown in Fig. 14. A slight oscillatory response in the transient state is observed
in both the ZN-2 method and PI method as shown in Fig. 15. Among all the UC
methods, the TL method takes the least time to settle to the set value as shown in
Fig. 16. The system response implemented with the PO method is shown in Fig. 17.
Also, all the UC method results are shown in a single frame which gives a better
understanding for comparison/analysis as shown in Fig. 18.

The responses of all the EPI tuning methods are almost equal except for some
minute differences. The time-domain responses of ISE, ISTE, ISTSE AND ITAE
methods are shown in Figs. 19, 20, 21 and 22. Among all the EPI methods, the ITAE
method can be considered as an optimum method as it reaches the setpoint value
exactly, whereas all the other three methods settle down to a value slightly less than
the setpoint and all their settling times are almost the same. This can be observed in
Fig. 23 where all the responses of EPI methods are cumulatively represented in one
frame.

A peak overshoot is observed in the Damped Cycles method whose response is
shown in Fig. 24. Whereas the Good gain method doesn’t have any overshoot in its
response and settles down to the setpoint value smoothly as shown in Fig. 25. But
when it comes to settling time DCM method settles down much faster as compared
to the GG method which can be observed in Fig. 26.
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Fig. 9 AVR system response implemented with CC method

Fig. 10 AVR system response implemented with ZN-1 method

5 Conclusion

In this paper, a comprehensive analysis has been carried out in order to find the most
optimum PID tuning method for the Automatic Voltage Regulator (AVR) system.
The paper contains a detailed time-domain specifications analysis along with all the
simulation results obtained. A method is considered optimum or stable when it has
a smooth response with less peak overshoot and settling time. Such methods are
suitable to tune the PID controller for the AVR system to maintain a constant voltage
value.

In comparing all the OLTR methods, the CC method is considered the best as
it has a non-oscillatory response, very less peak overshoot and less settling time.
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Fig. 11 AVR system response implemented with WJC method

Table 6 Performance metrics for various tuning methods implanted for the AVR system

Category Method Rise time Peak
Overshoot

Settling
time

Delay
time

Transient
behavior

OLTRM ZN1 2.765 No overshoot 18.112 1.98 Oscillatory

WJC 18.968 No overshoot 42 4.728 Non-oscillatory

CHR 4.009 3.4 9.735 2.601 Non-oscillatory

CC 4.172 2.2 9.44 2.667 Non-oscillatory

UCM ZN2 1.345 61.8 7.594 1.224 Oscillatory

MZN 1.706 9 5 1.320 Non-oscillatory

TL 1.423 21.6 3.873 1.248 Oscillatory

PO 1.456 19.7 7.5 1.214 Oscillatory

PI 1.319 64.7 6.306 1.188 Oscillatory

EPIM ISE 2.636 4.3 7.5 1.955 Non-oscillatory

ISTE 2.871 No overshoot 8.556 2.015 Non-oscillatory

ISTSE 2.767 No overshoot 8.818 2.005 Non-oscillatory

IAE 2.818 3.4 7.916 2.058 Non-oscillatory

OS/USM DCM 1.261 22.7 3.994 1.156 Oscillatory

GGM 2.682 No overshoot 6.087 1.418 Non-oscillatory

Superior
Method

GGM DCM ZN-1, WJC,
ISTE, ISTSE,
GGM

TL GGM WJC, CHR, CC,
MZN, ISE,
ISTE, ISISE,
IAE, GGM
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Fig. 12 Cumulative responses of AVR system implemented with OLTR methods

Fig. 13 AVR system response implemented with ZN-2 method

Similarly, the MZN method is considered the best among the UC methods because
of less overshoot and settling time. Among EPI methods, the ITAE method can be
considered as an optimum method as it reaches the setpoint value exactly whereas
all the other three methods settle down to a value slightly less than the set point.

So, after doing an overall constructive time-domain analysis, Good Gain Method
from Overshoot/Undershoot methods is chosen as the best method for the proposed
AVR system as it gives a non-oscillatory response, has the least delay time of all
the methods, has less settling time and no peak overshoot in the response. Hence, it
is concluded that the Finn Haugen (Good Gain) method is the most optimal tuning
method for the considered Automatic Voltage Regulator (AVR) system.
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Fig. 14 AVR system response implemented with MZN method

Fig. 15 AVR system response implemented with PI method
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Fig. 16 AVR system response implemented with TL method

Fig. 17 AVR system response implemented with PO method
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Fig. 18 Cumulative responses of AVR system implemented with UC methods

Fig. 19 AVR system response implemented with ISE method
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Fig. 20 AVR system response implemented with ISTE method

Fig. 21 AVR system response implemented with ISTSE method
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Fig. 22 AVR system response implemented with ITAE method

Fig. 23 Cumulative responses of AVR system implemented with EPI methods
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Fig. 24 AVR system response implemented with DCM method

Fig. 25 AVR system response implemented with Finn Haugen (GG) method
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Fig. 26 Cumulative responses of AVR system implemented with US/OS methods
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Tie-Line Bias Control for Frequency
Deviation in the Presence of System
Uncertainties with WTG and BESS:
A Robust Control Approach

Shailendra Singh and M. K. Verma

Abstract In stand-alone mode, an AC power system such as microgrid can expe-
rience large frequency deviations arising due to RES (Renewable Energy Sources)
power fluctuations. In this paper, a robust Proportional-Integral-Derivative (PID)
tuner-based controller is proposed for mitigating the frequency transients arising
from the variation in load and renewable energy resources power output. Conven-
tional PID controllers are incapable of handling the system uncertainties. This work
tries to develop robust control strategies for both the battery and conventional gener-
ation systems, with controllers designed to significantly reduce frequency variation,
despite variable loads in the microgrid and the incorporation of a Wind Turbine
Generator (WTG) source. Controllers are designed to cope with load transients,
WTG output fluctuations and model uncertainties.

Keywords Load Frequency Control (LFC) · Tie-line bias control (TBC) · System
uncertainties · Robust control

1 Introduction

Microgrids have gained wide attention in the past due to their benefits of higher
system reliability, diverse generation possibility and reduced investment cost [1].
These systems are distinguished from traditional power systems wherein power is
transmitted over a long distance. The penetration of renewable energy resources
has reduced the dependency on combustible fuel. These renewables include Photo-
voltaics, wind energy systems, hydro energy systems etc. The higher cost-effective
wind energy systems are being integrated into the conventional power systemnetwork
at a higher pace [2]. The power output of the WTG system is in proportion with the
cube of wind speed and hence can possibly cause large deviations in the system
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frequency. In this work, control over active power is deployed in order to achieve a
reduction in frequency deviations [3]. Battery Energy Storage Systems (BESS) have
been widely used for mitigating frequency deviation due to their capability of fast
power injection. Due to the higher costs involved, the battery sizing poses a chal-
lenge while selecting the optimal capacity. For such a system configuration, existing
control approaches are incapable of handling the frequency transients in the presence
of system uncertainties. Various classical integral (I), proportional-integral (PI), and
proportional-integral-derivative (PID) controllers are utilized for LFC problems in
power systems [4]. Further, a robust output feedback based linear quadratic regulator
(LQR) controller is proposed in [5] for LFC in the system. Recently, meta-heuristic
approaches have been applied for tuning the controller [6–8]. Various research works
have adopted fuzzy logic for controller tuning [9–11].Different layered control strate-
gies for BESS to damp out wind transients are proposed in [12, 13]. However, devel-
oping an accurate fuzzy logic model to deliver satisfactory performance is difficult.
In this work, a robust tuned PID controller is developed that delivers satisfactory
performance over the control parameters, thus ensuring system reliability. Large-
scale integration of intermittent RES injects high-frequency transients taken care of
by the BESS. Further, consideration of BESS size is also crucial due to the higher
costs involved. Thus, different battery sizes are considered for obtaining the smallest
size of the battery and being able to mitigate high-frequency transients.

The remaining paper is framed as follows. Section 2 discusses the test system
modelling. Control design with various weighing parameters has been inked in
Sect. 3. In Sect. 4, simulation results are presented, and the work is concluded in
Sect. 5.

2 Test System Modelling

The typical setup of the test system is modelled using SIMULINK in MATLAB
as shown in Fig. 1 with the parameters specified in Tables 1 and 2. The detailed
model of the power system network was created consisting of generation units,
loads and electricity grid while taking characteristics of generation unit and their
response to drops in frequency into consideration. In the system, both types of energy
sources, i.e., conventional and renewable Wind-Turbine-Generator (WTG) sources,
are present. The green block over the component represents that the individual
element is controllable. Low-frequency transients are taken care of by conventional
sources. In contrast, Battery Energy Storage System (BESS), having the capability
to quickly inject/absorb active power, takes care of the high-frequency transients
often produced by RES. A mathematical model is utilized for analyzing the system
and controller design for minimizing the frequency deviation (� f ). The developed
model comprises the conventional generator system, WTG system and BESS, as
shown in Figs. 2, 3 and 4.
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Fig. 1 Setup of microgrid with RES and BESS

Table 1 Parameters of
conventional generator

Parameter Value

Governor time constant Tg 0.1 s

Diesel engine time constant Td 5.0 s

Inertia Constant M 0.15 pu MWs/Hz

Damping constant D 0.008 pu MW/Hz

Speed Droop R 3.0 Hz/pu

Table 2 Parameters of wind
turbine generator (WTG)

Parameter Value

Blade radius Rw 14 m

Inertia coefficient J 62.993 kgm2

Air density ρ 1.225 kg/m3

Rated output Pwg 350 kW

Phase Voltage V 692.82 V

Stator resistance R1 0.00397 �

Stator reactance X1 0.0376 �

Rotor resistance R2 0.00443 �

Rotor reactance X2 0.534 �

The power imbalance between load and generation causes the frequency devia-
tion in the system, and hence it is normalized to per-unit (p.u.). The commanding
power output of conventional generator and BESS are the error signals. The satu-
ration block in the BESS model prevents overcharging and deepdischarging of the
battery. The mechanical power output of the WTG (Pwind ) is normalized to p.u.
by generated power (Pwg). The output of the WTG system is uncontrolled by the
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Fig. 2 Typical test system with WTG and BESS

Fig. 3 Wind turbine generator (WTG) model

Fig. 4 Battery energy storage system model

proposed controller and hence, considered as a disturbance for the system. The power
produced by the WTG is given as follows with the values of the parameters listed in
Table 2:

λ = wRw

Vwind
(1)



Tie-Line Bias Control for Frequency Deviation … 205

Cp = f (λ, β) (2)

Pwm = CpV 3
windρA

2
(3)

Ss = w0 − w

w0
(4)

Pwg = −3V 2ss(1+ ss)R2

(R2 − ss R1)
2 + s2s (X1 + X2)

2 (5)

2.1 Conventional Generator with WTG and BESS Modelling

See Fig. 2 and Table 1.

2.2 Wind Turbine Generator Modelling

See Fig. 3 and Table 2.

2.3 Battery Energy Storage System (BESS) Modelling

The mathematical model of BESS is shown in Fig. 4. The commanded power output,
u_batt is in accordance with the battery capacity. A first-order lag system is utilized
to incorporate the response of power electronic (P.E.) converter with Tb = 0.1s. .
The State of Charge (SoC) of the battery is obtained by integrating the power output
of BESS.

3 Controller Design with Uncertainties

3.1 Uncertainty in the System

Model uncertainty is the error between the actual physical system and its mathe-
matical model developed for simulation. These modelling errors in the system are
introduced in the form of multiplicative uncertainties. These can be lumped together
to form an uncertainty parameter �, as shown in Fig. 5. The robustness of a system
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Fig. 5 Configuration of the robust control approach

can be quantified by the smallest � that yields singular I − M�, where M is the
linear fractional transform (LFT) of P and K .

3.2 Disturbance Signals on the System

In this system, two disturbance signals have been considered, i.e., changing load
profile and uncertain WTG output. It is easily understood that load consumes power
while WTG injects. Since WTG output is uncontrolled, which depends upon the
wind speed profile, it acts as a disturbance in our system. Hence, both the signals are
combined at the summer junction.

3.3 Performance Weights Selection

The net load profile in the system is a combination of the load drawing power from
the system and WTG power output. This load consists of both high-frequency and
low-frequency transients that are balanced by the conventional generator and BESS.
Due to the fast power injection/absorption capability of BESS, the weight on the
error control signal of BESS (We

b ) is applied so that it primarily takes care of high-
frequency transients. On the contrary, the error control signal of the generator (We

g ) is
weighted to deal with low-frequency transients. Weight is also applied to the battery
SoC error control signal (We

SoC ) to avoid overcharging and deep discharging of the
battery.

We
g = 20

s + 0.0001
(6)
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Fig. 6 Bode Plot (magnitude) of performance weight parameters

We
b = 20s + 1

s + 0.001
(7)

We
SoC = 50s + 0.001

0.5s + 0.1
(8)

The bode plot in Fig. 6 shows the control error signals magnitude over the
frequency range 10−6−101rad/s. The generator signal has a largemagnitude for the
low-frequency region, while the battery signal magnitude is sufficiently high for the
high-frequency range. The SoC signal magnitude is very low in the lower frequency
range, where the battery is mostly inactive.

Two controllable inputs, i.e., conventional generator (Wc
g ) and battery (Wc

b )
weights have been assigned as:

Wc
g = s + 0.1

5s + 1
(9)

Wc
b = 0.2s + 0.1

100s + 0.1
(10)

The bode plot in Fig. 7 shows that the generator control signal is heavily penalized
in the lower frequency range and, hence, remains inactive for the load variation in
the lower frequency range. The battery control signal weight amplitude is higher in
this frequency range as the battery takes care of the fast transients in load change.
Similarly, weights are adjusted such that, in the higher frequency range, the generator
remains active and the battery is nearly inactive (Figs. 8 and 9).
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Fig. 7 Bode Plot (magnitude) of control signal weight

Fig. 8 Closed-loop step plot for reference tracking and input disturbance rejection

4 Simulation Results

4.1 With Model Uncertainties

This section presents simulation results under the developed control for frequency
deviation for 24 h. The variation in load and wind power output is considered as
disturbances in the system. The corresponding results with conventional PID control
in the presence of system uncertainties have been presented in Fig. 10 wherein the
frequency transients shoot near to 0.5 p.u. (i.e., 2.5 Hz) which is unacceptable.
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Fig. 9 Controller parameters for the closed-loop plant

It can be seen in Fig. 11; the maximum frequency deviation is 0.605% at 49200 s,
which is much lesser than the security limits of 1%. It is conveniently observed that
the tuned PID controller is able to sufficiently mitigate the frequency deviations in
the presence of system uncertainties.

Frequency deviation with different battery sizes is presented in Fig. 12. Without
battery, it can be seen that the frequency deviation reaches 1.4%, which violates the
security constraint. In the absence of a battery, the conventional generator is forced
to cope with the load change.

5 Conclusion

In this work, PID tuned robust controller is proposed to mitigate the frequency devi-
ations in the system. It is shown that with small size of battery considered, robust
control results in a significant reduction of frequency deviation(i.e., from 2.5Hz devi-
ation with conventional PID to 0.24 Hz with robust tuned PID controller). Various
uncertainties arising due to mathematical modelling errors and unmodeled system
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Fig. 10 Frequency variation with load change in the presence of system uncertainties with
conventional PID

dynamics have also been considered. The proposed closed-loop controller simultane-
ously employs a conventional generator to cope up with slow transients while BESS
model dampens out fast transients occurring due to renewable energy resources.
Since the battery cost is size-dependent, it is a crucial factor while employing the
BESS in the system. Further, different battery sizes were employed to assess the
capability to suppress high-frequency transients.
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Fig. 11 Frequency variation with load change in the presence of system uncertainties with tuned
PID

Fig. 12 Frequency deviation with varying battery size
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Fractional Calculus Based PI-FOPID
Controller for Frequency Deviation
Control in Integrated Power System

Jyoti Ranjan Padhi, Moayad Ali Deeb, Sabita Tripathy,
and Manoj Kumar Debnath

Abstract In this research analysis, we projected a new structure of controller config-
uration by hybridizing conventional PID and FOPID controllers. By using hybrid
cascaded PI-FOPID controller we can double the benefit as it has the properties of
two controllers. This will help to retain the frequency within acceptable limits during
the faults or demand variations in an interconnected power system that contains
various plants and a SMES (Superconducting magnetic energy storage) unit. The
controller is tuned by the Sine–Cosine Optimization (SCO) algorithm considering
ITAE as an objective function. Firstly, the outcome of the system is witnessed during
Step Load Perturbation (SLP) of 1% in area 1 and it is compared with pre-published
outcomes in terms of negative undershoots, settling time and positive overshoots. In
the second case, the system response is analyzed in the presence of a SMES unit
and the outcomes are monitored by comparing the performance of FOPID and PI-
FOPID controllers tuned by sine cosine algorithm. The supremacy of the PI-FOPID
controller is established over other mentioned controllers.

Keywords Multi-area power system · Fractional order controller · Automatic
generation control · Hybrid cascaded controller · Sine–cosine optimization

1 Introduction

To make the systems more dependable and reliable, electric power networks are
interconnected. In a unified multi-generations system, loads and generations are
synchronized via the tie lines that connect the regions [1, 2]. The overall power
demand of an electrical power system changes during the day and the balance is
required between power producing units and loads. LFC acts on the load variations
in order to retain frequency at the planned value known as frequency control. With
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the neighboring control areas, the power flows at preferred values is known as tie-line
control [3, 4].

According to a literature review, high voltage AC interlines are mostly utilized
for the interconnection of multiple control areas in the power systems whereas AC-
DC parallel tie lines received less attention [5, 5]. HVDC transmission has gained
popularity due to its numerous technological and economic benefits. Operating a
DC connection in parallel with an AC link joining two control regions to improve
the system’s dynamic performance with higher stability margins under tiny distur-
bances [7, 8]. The LFC of linked power systems model coupled by high voltage
DC connection in tandem with AC link has received little attention [9]. A SMES
was considered in several pieces of literature during the study of Frequency Devia-
tion Control. SMES unit that can simultaneously control active and reactive power
is utilized for effective stabilization of frequency fluctuation in article [10]. In the
following research, the effect of TCPS and SMES on the stability of unified power
systems is analyzed, considering governor nonlinear responses. Then in the dual-
area power systems, SMES and TCPS are modeled, where at the end, simulation
results are presented [11]. The impact of a superconducting magnetic energy storage
(SMES) unit on the performance of an automated generation control (AGC) system
is explored in this study [12]. The SCO algorithm has been used in many models of
power systems to adjust the frequency changes. In the paper [13], the SCO algorithm
is employed to adjust the PD + PI dual-loop controller’s gains. These articles [14,
15], presented Sine Cosine Optimized (SCO) technique for LFC controller design to
adjust the fractional-order PID (FOPID) controller coefficients. Frequency regulation
with nonlinearity(GDB) and 2DOF-PID controller was analysed in article [16]. (1
+ PD)-PID controller [17] was successfully employed for frequency regulation in
diverse electric unified power system. Naladi Ram Babu [18] implemented CAOpti-
mized PI-TID Cascade Controller for LFC investigation in a unified system with
AC-DC link. Several integrated controllers were used and their effect on the power
system was studied in relation to load frequency control with many algorithms.
One of the efficient algorithm SCO was introduced by Mirjalili [19]. SMES and
UPFC [20] can also be associated with the unified system for examining LFC. PID
controller adjusted by Artificial neural network [21] was used for frequency devia-
tions control in power systemswith distributed energy resources. Adaptive dualmode
PID controller adjusted by IMO algorithm is described in article [22]. PID-Fuzzy-
PID hybrid controller [23] was introduced for successful frequency regulations. To
eliminate unwanted signals PID controller with derivative filter was used in article
[24]. Multi-staged PID controller is described in article [25] for frequency deviation
control in interconnected multi-area systems.

According to the literature review, the majority of research effort focuses on PID
controllers that limit control action. In order to extract best outcomes our present
research work focuses on an optimum PI-FOPID controller which was optimized
using the new optimization approach called SCO.
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2 System Explored

In the presence of a PI-FOPID controller, an examination is conducted on a dual-area
model. The simulation model for this proposed network is shown in Fig. 1. Each area
of the implementedmodel contains several units such as Hydro unit, thermal unit and
gas turbine unit with an HVDC link in both areas. The SMES is available in the first
area. However, every unit has its own PI-FOPID controller to keep frequency within
permissible limits. The system is experimented to observe its performance under two
conditions: sudden load changes equal to 1% in area 1 only, secondly experimented
in the presence of SMES unit in first area with SLP of 1% in area 1. These suggested
system parameters’ nominal values are derived from studies [6]. The ACE signal,
which contains information on the frequency error for both area and tie-line power
error of the relevant control area, is used as an input to the implemented PI-FOPID
controller.
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Fig. 1 Thermal-hydro-Gas based dual-area power system [6]
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3 Controller Arrangement

Cascaded Controller

Alternative feedback compensation methods, such as the cascade control system, are
well-known for enhancing disturbance rejection. The cascade control concept, on the
other hand, is derived based on the sequential regulation of two methods, where the
output of inner control actions provides the input to the outer control actions. Both
the inner process output and the variable of the external process may be measured.
The major goals of cascade or series control [11] are as follows: (i) The inner control
actions are designed to reduce the impact of a supply outage or any kind of unwanted
signal on the sequence’s external processes, and (ii) The outside or exterior process
measurement is used to regulate the ultimate outcomes of the process. Two control
loops make up the simplest cascade control system as demonstrated in Fig. 2.

The outer loop

The exterior loop is basically treated as primary loop or master loop. It comprises the
process output y(s), which is the main focus of control. G1(s) represent the exterior
process and the entire process is subjected to load disturbance d1(s). The exterior
loop equation is given:

y(s) = G1(s)U1(s) + d1(s) (1)

the equation above describes the operation of the outer process [11].

The inner/secondary loop

The interior loop is also treated as secondary loop and its role is like a slave. The said
loop comprises the inside or supply process G2(s). The following equation describes
the interior loop.

y2(s) = G2(s)U2(s) (2)

Fig. 2 Structure of cascaded controller
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Fig. 3 Structure of FOPID
controller

The equation above describes the operation of the interior process. The inner
loop’s main aim is to restrict the influence of changes in the internal gain of inner
blocks upon the performance of the control system.

PI-FOPID Controller

The model is constructed using one loop control system with a fractional control
system with a FOPID controller as demonstrated in Fig. 3. In several cases as refer-
ence tracking as well as disturbance rejection, the outcomes of both the control loops
are matched. Two controllers are chosen and referred to as F1(s) and F2(s), respec-
tively, as the primary and secondary controllers. Here, the PI controller is made as
the primary controller and FOPID controller as the secondary controller and are
expressed by the below equation.

FP I D(s) = KP + KI

S
(3)

FFOP I D(s) = KP + KI s
−λ + KDs

δ (4)

KP, I, Dmin and KP, I, Dmax are the min and max values of the controller’s parameters
(PI-FOPID/FOPID), respectively and λmin, δmin λmax , δmax are the min and max
values of fractional integral and derivative coefficients, respectively. For both bounds
(min and max) in controllers’ gains are chosen as 1 and 5 and that of the FOPID
coefficients are 0.1 and 1.

Objective Function

The ITAE was chosen as an objective function in all the cases that were studied, as it
is characterized by several characteristics like high sensitivity and the best selection
than the other functions and producing smaller overshoots and oscillations over the
other functions like (IAE), (ISE), (ITSE).

I T E A =
t∫

0

{(|� f1|) + (|� f2|) + (|�Ptie|)}. tdt (5)
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4 Overview of Sine–Cosine Optimization Algorithm

Mirjalili created the SCO algorithm [19]. The sine cosine algorithm (SCO) with the
aid of a mathematical model based on sine and cosine functions, starts its search by
randomly generating solutions and making them seek to and fro in the direction of
the best solution. The different solutions are updated in response to sine and cosine
functions in order to discover a new one. The algorithm’s optimization procedure
is completed after a maximum number of iterations has been satisfied. A fitness
function evaluates each candidate solution, and their locations are updated using the
following Eq. (6):

Xg+1
i =

{
Xg
i + r1 × sin(r2) × ∣∣r3Pg

i − Xg
i

∣∣i f r4 < 0.5
Xg
i + r1 × cos(r2) × ∣∣r3Pg

i − Xg
i

∣∣i f r4 ≥ 0.5
(6)

wherePi denotes the position of intended points andXit= present position of solution
at tth iteration. r1 governs the updated position, the amount of movement towards
destination is governed by r2, r3 provides random numbers so as to stochastically
underline the effect of updation. At the end the random number r4 correspondingly
changes between the sine and cosine parts. Sine cosine range in (6) is altered by (7)

r1 = a − a
t

T
(7)

where t is the latest iteration, T (constant value) is max number of iterations. More
information on the algorithm is found in [19].

5 Result and Discussion

Application of 1% SLP in control area 1

In the first case, an abrupt demand variation of 1% is applied in control area 1,
the PI-FOPID controller was tuned through the SCO algorithm and the results were
compared to previously published outcomes [6],which involves tuning of the conven-
tional PID controller through the SCO and TLBO algorithms. This experiment was
performed with sudden load changes of 1% in area 1 and without the SMES unit.
Table 1 displays the tuned gains of the controllers after using the proposed algo-
rithm. In terms of negative undershoots, settling time and positive overshoots, the
controllers’ performance was compared and thus the outcomes showed the superi-
ority of the proposed controller PI-FOPID tuned by algorithm SCO. Table 2 shows
the results of the performance of the controllers.

The following Figs. 4 and 5 show the performance of the controllers clearly. These
justifies the ascendency of the recommended PI-FOPID controller.
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Fig. 6 Oscillations of frequency in control area 2 with SMES

Performance analysis in presence of SMES

In this case, both PI-FOPID controller and FOPID controller were tuned through the
SCO algorithm, taking into account the presence of load changes of 1% in area 1 and
also with the existence of the SMES unit in the first area. The outcomes show the
superiority of the proposed controller in terms of negative undershoots, settling time
and positive overshoots. The parameters of the PI-FOPID and FOPID controllers
have been optimized by the SCO algorithm. The behavior of the controllers PI-
FOPID and PID were viewed through the Figs. 6 and 7. As per the values of negative
undershoots, settling time and positive overshoots, it can be judged the dominant
nature of projected PI-FOPID controller over PID controller.

6 Conclusion

The above results proved the supremacy of the recommended PI-FOPID controller
tuned by the SCO technique with ITAE as objective function. The designed PI-
FOPIDcontroller resulted from the hybridization of two cascaded controllers namely,
PI controller and FOPID controller. The supremacy of recommended PI-FOPID
controller tuned by SCO is confirmed in terms of negative undershoots, settling time
and positive overshoots over FOPID and PID controllers optimized by the SCO and
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TLBO algorithms. The scrutinized interconnected power system contains various
power generating units, an HVDC links in both areas and a SMES unit in the first
area. The analysis was done taking into account several procedures such as changing
the load by about 1% SLP with the absence of a SMES unit and as well as with
the presence of the SMES unit. By doing multiple analyses, the robustness of the
proposed PI-FOPID controller tuned by the SCO algorithm was confirmed.
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Steady State Analysis of Three Phase
Transmission System for Balanced
and Unbalanced Case

Insha Jehangir, Ravi Bhushan, and Neeraj Gupta

Abstract With the various unbalances in the modern power system the steady state
analysis needs to be conducted for three phase power system. This paper discusses the
various reasons for unbalance in transmission systems along with the consequences
that unbalance causes in our power system. A detailed discussion is done on the
load flow method adopted i.e. the Newton-Raphson load flow method along with the
mathematics involved and salient points. IEEE 5 and 118 bus systems are used to
implement load flow analysis using Newton-Raphson load flow method.

Keywords Three-phase systems · Three phase load flow analysis · Newton
Raphson algorithm · Transmission systems

1 Introduction

The system unbalance is neglected in steady state analysis for many studies and in
such cases single phase analysis of such systems suffices. However in actual world
it is practically impossible to attain that level of balance in our systems. For example
the non-uniform distribution of single phase loads on a three-phase 4 wire system
is a significant reason for unbalance as equal distribution of single-phase loads on
a three-phase system is highly unlikely to achieve. Current can only be balanced in
the system if load is equally distributed in all the three phases of the system. It is
mainly the industrial loads that have the ability to cause such unbalance in our three
phase systems. Domestic loads do not have the ability to cause major unbalances in
our power system. Flow of unbalanced currents leads to unbalanced voltage supply
and when unbalanced voltage is applied to our AC motors negative sequence current
flows in our rotor which in-turn causes heating in our AC motors and to control
this heating we have to resort to derating of our motors. Derating of motor leads to
reduced efficiency [1]. Another cause of unbalance in three phase systems is single
phasing [2]. In a three phase induction machine if one of the phases gets blown
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out, machine gets fed from only two phases as one phase goes out of service. This
is called single phasing and leads to unbalance in the system. Another cause for
unbalance is that for power factor improvement we connect shunt capacitor banks
across our loads.It supplies reactive power demanded by the load and improves
voltage profile of our system. These capacitor banks are connected via fuses [3]. If
any fuse blows then capacitor of a phase will go out and voltage of that phase will
dip as it wont receive reactive power support. Hence the phases receiving reactive
power support will have a better voltage profile than the phase which didn’t receive
reactive power support rendering to an unbalanced system.Another example of cause
of unbalance is that it is highly impractical to think that a transmission system will
have perfectly balanced impedance when untransposed as the middle conductor will
have maximum flux linking it which leads to maximum amount of power loss in the
middle conductor. Hence the voltage of upper and lower conductors will be more
than the middle conductor rendering to unbalance in the system.

In practice it is uneconomical to balance the load completely or to achieveperfectly
balanced transmission system impedance. A few effects of power system unbalance
are flow of negative sequence currents in the rotor of ac machine causing machine
rotor overheating [4], zero sequence currents causing relay mal-operations [5] and
if we have a three-phase rectifier bridge connected huge current will be drawn by it
due to unbalanced voltage supplied to it which causes burning of power electronic
devices [6].Mechanical stresses inmotors due to lower thannormal torqueoutput also
causes unbalance. The use of long-distance transmission motivated the development
of analytical techniques for the assessment of power system unbalance [7].

The paper is organised as: in Sect. 1 causes and consequences of unbalance
have been discussed. In Sect. 2 three-phase load flow analysis has been discussed
which includes the admittance matrix and the power flow equations. In Sect. 3
Newton-Raphson algorithm for three phase load flow has been discussed along
with its mathematical formulation which includes the vector terms and formation of
jacobian matrices. In Sect. 4 results have been discussed. In Sect. 5 conclusion has
been discussed.

2 Three-Phase Load Flow Analysis

The various power flow equations for injected active and reactive power for buses y
and z for Fig. 1 are given in this section [8].

For evaluation of unbalance in a practical [9], interconnected power system it is
essential to have a robust and reliable three-phase load flow algorithm [8].

Three-phase load flow is conducted in a system to obtain information of the
condition of the three-phase power system under the specified conditions of load,
generation and system configuration [10].
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Fig. 1 Reference
three-phase transmission
system

Equation (1) gives relationship between three-phase currents and voltages which
are related by transfer admittance matrix:

[
I abcy

I abcz

]
=

[
Y abc
yy Y abc

yz

Y abc
zy Y abc

zz

] [
V abc
y

V abc
z

]
. (1)

2.1 Formation of Admittance Matrix

The Y-bus matrix is given as:

Y abc
yy =

⎡
⎢⎢⎣
Raa−g
yz + jωLaa−g

yz Rab−g
yz + jωLab−g

yz Rac−g
yz + jωLac−g

yz

Rba−g
yz + jωLba−g

yz Rbb−g
yz + jωLbb−g

yz Rbc−g
yz + jωLbc−g

yz

Rca−g
yz + jωLca−g

yz Rcb−g
yz + jωLcb−g

yz Rcc−g
yz + jωLcc−g

yz

⎤
⎥⎥⎦

−1

, (2)

Y abc
yy = Y abc

zz = −Y abc
yz = −Y abc

zy , (3)

V abc
y = [

V a
y V b

y V c
y

]T =
[
V a
y e

θa
y V b

y e
θb
y V c

y e
θ c
y

]T
, (4)

V abc
z = [

V a
z V b

z V c
z

]T = [
V a
z e

θa
z V b

z e
θb
z V c

z e
θ c
z
]T

, (5)

I abcy = [
I ay I by I cy

]T
, (6)

I abcz = [
I az I bz I cz

]T
, (7)

Here ‘T’ refers to transpose of a matrix.
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The complex power expression, Eq. (8) gives us the various expressions for the
active and reactive power injected at bus y and z respectively in Fig. 1:

[
Sabcy

Sabcz

]
=

[
Pabc
y + j Qabc

y

Pabc
z + j Qabc

z

] [
V abc
y I abc∗y

V abc
z I abc∗z

]
. (8)

2.2 Power Flow Equations

Expression for active and reactive power injected in bus y for all the three phases is
given below in Eqs. (9) and (10) respectively [11]:

Pδ
y = V δ

y

{ ∑
i=y,z

∑
j=a,b,c

V j
i [Gδ j

yi cos(θ
δ
y − θ

j
i ) + Bδ j

yi sin(θ
δ
y − θ

j
i )]

}
, (9)
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y = V δ

y
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V j
i [Gδ j

yi sin(θ
δ
y − θ

j
i ) − Bδ j

yi cos(θ
δ
y − θ

j
i )]

}
, (10)

Expression for active and reactive power injected in bus z for all the three phases
is given below in Eqs. (11) and (12) respectively:

Pδ
z = V δ

z

{ ∑
i=z,y

∑
j=a,b,c

V j
i [Gδ j

zi cos(θ
δ
z − θ

j
i ) + Bδ j

zi sin(θ
δ
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j
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}
, (11)

Qδ
z = V δ

z
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V j
i [Gδ j

zi sin(θ
δ
z − θ

j
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zi cos(θ
δ
z − θ

j
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}
. (12)

3 Newton-Raphson Algorithm for Three-Phase Load Flow

We have various conventional methods to conduct the three-phase load flow analysis
like the fast-decoupled load flowmethod, Newton-Raphson load flowmethod, Gauss
Seidelmethod etc.Here the adoptedmethod is theNewton-Raphson loadflowmethod
due to its two advantages [12]:

(I) Convergence Characteristic is Fast.
(II) Strong Reliability towards Convergence.

The equation for iterative solution is given below [13]:
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[
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Here d = y, z and (i) refers to the iteration number.

3.1 Vector Terms
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3.2 Formation of Jacobian Matrices

The Jacobian terms are given as [14]:
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For dth element connected between buses y and z, the self and mutual terms are
given below [15]:
y = z, δ1 = δ2
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yy sin(θδ1

y − θδ2
y ) − Bδ1δ2

yy cos(θδ1
y − θδ2

y )], (26)

∂Pδ1
y,d

∂V δ2
y,d

(V δ2
y,d) = V δ1

y V δ2
y [Gδ1δ2

yy cos(θδ1
y − θδ2

y ) + Bδ1δ2
yy sin(θδ1

y − θδ2
y )], (27)

∂Qδ1
y,d

∂θδ2
y,d

= −V δ1
y V δ2

y [Gδ1δ2
yy cos(θδ1

y − θδ2
y ) + Bδ1δ2

yy sin(θδ1
y − θδ2

y )], (28)

∂Qδ1
y,d

∂V δ2
y,d

(V δ2
y,d) = V δ1

y V δ2
y [Gδ1δ2

yy sin(θδ1
y − θδ2

y ) − Bδ1δ2
yy cos(θδ1

y − θδ2
y )]. (29)

y �= z
∂Pδ1

y,d

∂θδ2
z,d

= V δ1
y V δ2

z [Gδ1δ2
yz sin(θδ1

y − θδ2
z ) − Bδ1δ2

yz cos(θδ1
y − θδ2

z )], (30)

∂Pδ1
y,d

∂V δ2
z,d

(V δ2
z,d) = V δ1

y V δ2
z [Gδ1δ2

yz cos(θδ1
y − θδ2

z ) + Bδ1δ2
yz sin(θδ1

y − θδ2
z )], (31)
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∂Qδ1
y,d

∂θδ2
z,d

= −V δ1
y V δ2

z [Gδ1δ2
yz cos(θδ1

y − θδ2
z ) + Bδ1δ2

yz sin(θδ1
y − θδ2

z )], (32)

∂Qδ1
y,d

∂V δ2
z,d

(V δ2
z,d) = V δ1

y V δ2
z [Gδ1δ2

yz sin(θδ1
y − θδ2

z ) − Bδ1δ2
yz cos(θδ1

y − θδ2
z )]. (33)

The basic algorithm of Newton Raphson remains same for single phase systems
and three-phase systems [16].When assuming flat start the three phases are initialised
at 0,−2π/3 and 2π/3 respectively for phase sequence a, b, c. The storage and com-
putational requirements of a three-phase load flow program are higher than single
phase program as the mismatch matrix and correction matrix will have each value of
order 3 × 1 and individual jacobian term will be of order 3 × 3 [17]. Equation (13)
applies to only one three-phase transmission line connected between buses y and z
but the discussion can be further extended to a more practical case with nd transmis-
sion lines connected between nb generic buses d and j where d = 1 . . . nb − 1 and
j = 1 . . . nb − 1. We take nb − 1 buses as we are not showing contribution of slack
bus in linearized system of equations [18].

4 Results and Discussion

Load flow analysis has been conducted for IEEE 5 bus and IEEE 118 bus systems
both for balanced and unbalanced case. In case of balanced case the magnitudes of
voltages of all the 3 phases come out as equal and the phases of voltages are 120◦
apart. In case of unbalanced system the magnitude of voltage of the 3 phases come
out to be unequal and the phases of voltages are not 120◦ apart [19].

4.1 IEEE 5-Bus System

(a) Balanced System
First the analysis has been conducted for IEEE 5 bus system for balanced case and
resulting voltage magnitudes for all the buses are shown in Table1 [20].

Now the analysis has been conducted to obtain voltage angles for all the buses
and are given in Table2.

In Fig. 2 the graph depicts voltage magnitude of all the load buses and it can be
seen that all the voltage magnitude values lie between the range of nominal values.

In Fig. 3 the graph depicts the voltage angles for all load buses and it can be
seen that system is balanced as we have phase difference of 120◦ between the phase
values.
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Table 1 Voltage magnitude of 5 bus system for balanced case

Bus No. a b c

1 1.0600 1.0600 1.0600

2 1.0000 1.0000 1.0000

3 0.9895 0.9895 0.9895

4 0.9864 0.9864 0.9864

5 0.9745 0.9745 0.9745

Table 2 Voltage angle of 5 bus system for unbalanced case

Bus No. a b c

1 0 4.1888 2.0944

2 −0.0341 4.1581 2.0543

3 −0.0793 4.1077 2.0156

4 −0.0821 4.1026 2.0073

5 −0.1003 4.1078 1.9807

Fig. 2 Voltage magnitude of 5 bus system for balanced case

Fig. 3 Voltage angle of 5 bus system for balanced case
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(b) Unbalanced System
Now the analysis has been conducted for IEEE 5 bus system for unbalanced case
and resulting voltage magnitudes for all the buses are shown in Table3.

Now the analysis has been conducted to obtain voltage angles for all the buses
and are shown in Table4.

In Fig. 4 the graph depicts that the voltage magnitude values of the load buses
lies between the range of nominal values but are not equal for all the three phases as
system is unbalanced.

In Fig. 5 the graph depicts the voltage angles of all the phases. The voltage angles
are not 120◦ apart as system is unbalanced.

Table 3 Voltage magnitude of 5 bus system for unbalanced case

Bus No. a b c

1 1.0600 1.0600 1.0600

2 1.0000 1.0000 1.0000

3 0.9843 0.9900 0.9935

4 0.9834 0.9850 0.9900

5 0.9813 0.9766 0.9649

Table 4 Voltage angle of 5 bus system for balanced case

Bus No. a b c

1 0 4.1888 2.0944

2 −0.0345 4.1543 2.0599

3 −0.0790 4.1098 2.0154

4 −0.0844 4.1044 2.0100

5 −0.0975 4.0913 1.9969

Fig. 4 Voltage magnitude of 5 bus system for unbalanced case
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Fig. 5 Voltage angle of 5 bus system for unbalanced case

4.2 IEEE 118-Bus System

(a) Balanced System
In Fig. 6 the graph depicts the voltage magnitude of all the load buses and it can be
seen that all the values lies between the range of nominal values.

In Fig. 7 the zoomed in view of Fig. 5 for voltage magnitude for balanced case is
given.

In Fig. 8 the graph depicts the voltage angles for all load buses. Since the system
is balanced each phase has a phase difference of 120◦.

(b) Unbalanced System
In Fig. 9 the graph depicts that the voltage magnitude of the load buses lies between
the range of nominal values but are not equal for all the three phases as system is
unbalanced.

Fig. 6 Voltage magnitude of 118 bus system for balanced case
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Fig. 7 Zoomed in view of Fig. 5 for voltage magnitude for balanced case

Fig. 8 Voltage angle of 118 bus system for balanced case

Fig. 9 Voltage magnitude of 118 bus system for unbalanced case

In Fig. 10 the zoomed in view of Fig. 8 for voltage magnitude for unbalanced case
is given.

In Fig. 11 the graph depicts that voltage angles of all the phases. The voltage
angles are not 120◦ apart the system is unbalanced.
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Fig. 10 Zoomed in view of Fig. 8 for voltage magnitude for unbalanced case

Fig. 11 Voltage angle of 118 bus system for unbalanced case

5 Conclusion

The proposed three phase Newton-Raphson load flow method has been successfully
implemented on IEEE 5 and IEEE 118 bus systems under both balanced as well as
unbalanced conditions. The obtained results validate the robustness and accuracy of
the proposed method as the resulting magnitudes and angles of all the buses have
been obtained well within the standard ranges of voltage magnitudes and voltage
angles.
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Some Approaches to Model Order
Reduction of Linear Interval System
and Its Application

Raj Anand and Amarnath Jha

Abstract This paper represents the mixed approach for model order minimization
of a large-scale linear interval system. The desired order of numerator coefficient is
determined by applying Cauer’s second form, and the desired order of denominator
coefficient is determined by using the extension of the differentiation method. Some
typical numerical examples are considered for testing the accuracy and computational
simplicity of the proposed approach in which various step output parameters of the
original model and the minimized model along with integral square error have been
compared. The calculation of PID parameters along with model order reduction by
the proposed approach for an interval transfer function of oblique wing aircraft has
also been done. Kharitonov’s theorem verifies the system’s stability.

Keywords Large scale linear interval models · Model order reduction · Cauer
second form · Kharitonov’s theorem · Extension of differentiation method ·
Modified Routh approximation · PID controller and Integral square error

1 Introduction

The implementation and controller design for a large-scale complex linear interval
system is always a critical challenge because the presence of uncertain variables
increases the system’s complexity. The analysis and synthesis of such a large-scale
real-time system become very tedious and costly. Therefore it is essential to use
minimized modeling techniques for the basic insight of the characteristics for the
original system and to make it easier for analysis. The model order reduction is a
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branch of control theory that efficiently reduces the complex system by preserving
its output and input behavior. The main advantage of the reduced model is that
it provides a greater understanding of the large-order system, trouble-free design,
and quick solutions. The enhancement of model order reduction fundamentals was
begins in the early 1980s, and the reduction approaches are available for both the
time and frequency domains. Some recently obtained model reduction techniques
like Model reduction of linear hybrid systems [1] which is based on the balanced
truncationmethod,minimization of large-order continuous systems using sine cosine
algorithm [2] and conventionalmethodbasedonPade [3] all are limited to reducenon-
interval continuous system. So later, research on interval system got huge attention
after initialization of work on Kharitonov’s theorem for the study of the stability of
interval systemwhichgenerates four interval polynomials and the stability is tested by
using Routh’s criterion. Some popular model reduction techniques for linear interval
systems are Routh-Pade approximation for interval systems and Gamma-delta Routh
approximation [4–7] But, the limitation of the above methods was that obtained
reduced models are unstable even if original systems are stable, so to improve the
effectiveness of the reduced model, some soft computing methods [8, 8] and the
number of mixed methods [10–15] but the drawback of some of these methods was
that they were unable to generate full interval array [16–19] and inefficient to retain
reduced model stability.

The proposed approach is efficient in retaining the stability and reliability of the
minimized order model only if the original models are stable. In this paper, the order
of the linear interval system is reduced by using a mixed approach. The extended
differentiation approach is applied to obtain desired order denominator coefficients,
and the numerator coefficients are obtained by applying Cauer’s second form. The
verification of the proposed approach is done by considering two typical examples
along with the demonstration of comparative study and model reduction of oblique
wing aircraft by proposed method along with PID tuning also have been presented.
The entire paper is sub-divided as follows: the preliminaries are explained in Sect. 2,
Sect. 3 defines the problem methodology for the proposed approach, in Sect. 4,
typical numerical testing is done with a comparative study and Sect. 5 reports the
conclusion.

2 Preliminaries

In interval arithmetic, numeric is lying in bounds. Let us consider that R =[
R−,R+] ≡ {

R|R ∈ [
R−,R+]}

, T = [
T−,T+]{

T|T ∈ [
T−,T+]}

is the real inter-
vals, A represents the Division, multiplication, addition, and subtraction of numbers
in bounds, i.e. A ∈ {÷, ×, +, −}. The operations between intervals R and T i.e.[
R−,R+]

A
[
T−,T+]

are defined as follows:
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Addition:

R + T = [
R− + T−,R+ + T+]

Subtraction:

R − T = [
R− + T+,R+ + T−]

Multiplication:

R × T

[
min

(
R−T−,R−T+,R+T−,R+T+)

,

max
(
R−T−,R−T+,R+T−,R+T+)

]

Division:

R

T
= R ·

(
1

T

)
,Where,

1

T
=

{
1

(T|T)
∈ T

}
,

Provided, T �= 0.

It must be noted that the above arithmetic rules are limited for only four operations
that are Division, multiplication, subtraction, and addition.

2.1 Kharitonov’s Theorem

Suppose real interval polynomial family (s) of degree n in the form of β(s) :=
{β(s) = Xnsn + · · · + X0: Xi ∈ [X−

i , X+
i ], i = 0, 1, 2, …, n.

The whole family’s Hurwitz stability is set up by using Kharitonov’s theorem
which is astonishingly simple, required, and appropriate.

Kharitonov’s theorem states that every polynomial in the family β(s) is Hurwitz
if and only if the following four extreme polynomials are Hurwitz.

β1(s) = x_0 + x_1s + x+
2 s

2 + x+
3 s

3 + x_4s
4 + · · · · · ·

β2(s) = x_0 + x+
1 s + x+

2 s
2 + x_3s

3 + x_4s
4 + · · · · · ·

β3(s) = x+
0 + x_1s + x_2s

2 + x+
3 s

3 + x+
4 s

4 + · · · · · ·
β4(s) = x+

0 + x+
1 s + x_2s

2 + x_3s
3 + x+

4 s
4 + · · · · · ·
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2.2 Integral Square Error

The significance of the integral square error (ISE) is that it verifies the preciseness of
the proposed. The calculation of ISE is done from the transient part of the original
and minimized model. It is defined as

ISE =
∝∫

0

[F(t) − C(t)]2dt

Here, F(t) represents the step output of the original model, and C(t) is the step output
for the reduced model.

3 Problem Methodology

Consider a stable linear interval system of order n, denoted by

Fn(s) =
[
y−
21, y

+
21

] + [
y−
22, y

+
22

]
s + · · · · · · + [

y−
2n,y

+
2n

]
sn−1

[
y−
11, y

+
11

] + [
y−
12, y

+
12

]
s + · · · · · · + [

y−
1,n+1, y

+
1,n+1

]
sn

= N(s)

D(s)
(1)

where, [y−
2j, y

+
2j] for 1 ≤ j ≤ n and

[
y−
1j,y

+
1j

]
for 1 ≤ j ≤ n + 1 represents lower

and upper bounds of N(s) and D(s) of the original model. Let, Cr(s) represents the
minimized order model of the original interval system Fn(s).

Cr(s) =
[
p−
21, p

+
21

] + [
p−
22, p

+
22

]
s + · · · · · · + [

p−
2r,p

+
2r

]
sr−1

[
p−
11, p

+
11

] + [
p−
12, p

+
12

]
s + · · · + [

p−
1,r+1, p

+
1,r+1

]
sr

= Nr(s)

Dr(s)
(2)

where,
[
p−
2j, p

+
2j

]
for i = 1, 2, 3 . . . . . . .r and

[
p−
1j, p

+
1j

]
for j = 1, 2, 3 . . . r + 1 and

piandqj are lower and upper bounds of Nr(s)andDr(s), obtained order of the reduced
model system is r < n.

4 Procedure to Get Desired Order Reduced Denominator
Polynomials Dr(s) from the Denominator of Original
Interval Transfer Function Model D(S) by Extension
of Differentiation Method

(i) The denominator coefficients of Fn(s) are considered in first row of Table 1.
(ii) Differentiation of the first row gives the second row.
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Table 1 Table of denominators for linear intervals

(iii) The third row has been found by modified Routh approximation, which
provides minimized denominator order of n − 1 by using following relation[
y−
ij , y

+
ij

]
=

[
y−
i−2,j+1, y

+
i−2,j+1

]
− yi−2,1

yi−1,1

[
y−
i−1,j+1, y

+
i−1,j+1

]
, here i = 3,5,7….

and j = 1,2,3,….n − 1.

yi−2,1 = y−
i−2,1+y+

i−2,1

2 ; yi−1,1 = y−
i−1,1+y+

i−1,1

2 , are the middle values of the
coefficients.

(iv) Differentiation of 3rd-row results from row 4 and minimized denominator of
n − 2 order are derived by applying modified Routh approximation d rows.

(v) Minimized denominator order of D(s) given by

[
y−
n−1, y

+
n−1

]
sn−1 + [

y−
n−2, y

+
n−2

]
sn−2 + · · · · · · + [

y−
0 , y+

0

]
(3)

4.1 Procedure to Obtain Reduced-Order of the Numerator
PolynomialNr(s) from Numerator of Original Model N(s)

The minimized order of numerator is derived by the Cauer’s second form.

(i) The calculation of coefficient value from the Cauer’s second form [f−p , f+p ] p
= 1, 2, 3…n are obtained by making Routh array represented in step II.
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(ii)

[
f−1 , f+1

] =
[
y−
11, y

+
11

]

[
y−
21, y

+
21

]
{ [

y−
11, y

+
11

][
y−
12, y

+
12

]
. . . ...[

y−
21, y

+
21

][
y−
22, y

+
22

]
. . . . . .

[
f−2 , f+2

] =
[
y−
21, y

+
21

]

[
y−
31, y

+
31

]
{ [

y−
21, y

+
21

][
y−
22, y

+
22

]
. . . . . .[

y−
31, y

+
31

][
y−
32, y

+
32

]
. . . . . .

[
f−3 , f+3

] =
[
y−
31, y

+
31

]

[
y−
41, y

+
41

]
{ [

y−
31, y

+
31

][
y−
32, y

+
32

]
. . . . . .[

y−
41, y

+
41

][
y−
42, y

+
42

]
. . . . . .

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

(iii) Denominator and numerator of the original model are the first two rows of the
Routh array and the Routh algorithm calculates the rest rows.

[
y−
ij , y

+
ij

]
=

[
y−

(i−2,j+1), y
+
(i−2,j+1)

]
− [

f−i−2, f
+
i−2

][
y−

(i−1,j+1), y
+
(i−2,j+1)

]

where i = 3, 4 ….. and j = 1, 2 ….

[
f−i , f+i

] =
[
y−

(i,1), y
+
(i,1)

]

[
y−

(i+1,1), y
+
(i+1,1)

] fori = 1, 2, 3, . . . ..r

To obtain numerator of cr(s)

[
p−

(i+1,1), p
+
(i+1,1)

]
=

[
p−
i,1, p

+
i,1

]

[
f−i , f+i

] , here, i = 1, 2, 3 . . . r and r ≤ n

[
p−

(i+1,j+1), p
+
(i+1,j+1)

]
=

[
p−

(i,j+1), p
+
(i,j+1)

]
−

[
p−

(i+2,j), p
+
(i+2,j)

]

[
f−i , f+i

]

where i = 1, 2……(r−j) and j = 1, 2…..(r−1).
The reduced-order numerator represented as

Nr(s) = [
p−
21, p

+
21

] + [
p−
22, p

+
22

]
s + · · · + [

p−
2r, p

+
2r

]
sr−1. (4)

5 Results and Discussion

Example 1 Suppose a third order interval system model [4] is reduced in second
order by proposed method.
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F(s) = [2, 3]s2 + [17.8, 18.5]s + [15, 16]

[2, 3]s3 + [17, 18]s2 + [35, 36]s + [20.5, 21.5]

Step 1. Reduce the denominator by extension of the differentiation method by using
Table 1.

So, obtained second order reduced denominator polynomial is

D2(s) = [5, 6.67]s2 + [23, 24.34]s + [20.5, 21.5]

Step 2. Minimized order of numerator is calculated by Cauer’s second form.

[
f−1 , f+1

] = [1.281, 1.433]
[
f−2 , f+2

] = [1.262, 1.599]
[
p−
21, p

+
21

] = [12.820, 17.03]
[
p−
22, p

+
22

] = [10.458, 8.4660]

So, first order reduced numerator is represented as

N2 = [10.458, 8.4660]s + [12.820, 17.03]

So, obtained second order reduced model is

R2(s)| proposed
method

= [10.458, 8.4660]s + [12.820, 17.03]
[5, 6.67]s2 + [23, 24.34]s + [20.5, 21.5]

The reduced second order models by some other techniques (Gamma-delta approx-
imation, Impulse-energy method, and Mihalov-Cauer) are given below for compar-
ison purposes.
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R2(s)| γ − δ

method
.

= [1.0091, 1.2554]s + [0.8109, 1.1166]
s2 + [2.0181, 2.4429]s + [1.492, 1.5051]

R2(s)| impulse
energy
method

= [1.172, 1.3682]s + [1.0269, 1.1097]
s2 + [2.344, 2.6234]s + [1.4033, 1.5164]

R2(s)|mihalov-cauer
method

= [11.195, 20.370s + [14.168, 16.942]
[17.001, 18]s2 + [31.38, 33.61]s + [20.306, 21.706]

Figures 1 and 2 represent the comparison of step output for upper and lower bounds of
the original system with the minimized model by the proposed method and the mini-
mized model derived by methods like Gamma-delta, Impulse-Energy, and Mihalov-
Cauer for the same problem. The comparison of other performance parameters like
Overshoot, Rise time, settling time, and ISE are presented in Tables 2 and 3.

Example 2 Consider an interval system transfer function model of sixth order F(s)
whose numerator and denominator are N(s) and D(s) are to be reduced in second
order by proposed method.

N(s) = [3.1, 3.6]s5 + [104.1, 104.7]s4 + [310.1, 312.6]s3 + [230, 240.6]s2

+ [28, 29.2]s + [9, 9.9]

D(s) = [2.1, 2.6]s6 + [76.1, 76.7]s5 + [119.1, 119.6]s4 + [111, 111.6]s3+
[71.8, 72.3]s2 + [31, 31.7]s + [9, 9.9]

Step 1.Byusing theTable 1, the obtained secondorder polynomial of the denominator
is represented as

D2(s) = [3.920, 5.670]s2 + [9.636, 11.264]s + [9, 9.9]

Step 2. Reduction of numerator by Cauer second form (Fig. 3 and Tables 4, 5)

[
f−1 , f+1

] = [0.9090, 1.1]
[
f−2 , f+2

] = [3.2727, 3.6397]
[
p−
21, p

+
21

] = [2.4727, 10.8910]
[
p−
31, p

+
31

] = [0.6793, 3.3278]



Some Approaches to Model Order Reduction of Linear Interval System… 247

Fig. 1 Comparison of lower bound step outputs of original model reduced model (Proposed) and
reduced model of other methods

[
p−
22, p

+
22

] = [7.21325, 9.8529]

So obtained first order numerator given as

N2 = [7.21325, 9.8529] s + [2.4727, 10.8910]

R2(s)| proposed
method.

= N2(s)

D2(s)
= [7.21325, 9.8529]s + [2.4727, 10.8910]

[3.920, 5.670]s2 + [9.636, 11.264]s + [9, 9.9]

Example 3 Consider an interval transfer function of oblique wing aircraft H(s).
The objective of the problem is to derive the second order minimized model by the
proposedmethod and calculate the PID controller’s parameters, which stabilize H(s).

H(s) = [2, 3]s2 + [17.8, 18.5]s + [15, 16]
[1, 1]s3 + [9.245, 10.749]s2 + [5.8, 9]s + [4, 4]
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Fig. 2 Comparison of upper bound step outputs of original model reduced model (Proposed) and
reduced model of other methods

Table 2 Upper bound parameters

Parameters Original Proposed Gamma-delta Impulse-energy Mihalov-Cauer

Overshoot 0.0191 0 10.4950 2.3821 8.4053

Settling time 1.9052 2.5877 4.0884 3.1868 4.6888

Rise time 1.113 1.3332 0.8281 1.0482 1.0547

Peak time 4.0561 7.2268 1.9953 2.6220 2.4312

ISE – 2.62790838 ×e−7 1.93886305 ×e−7 1.34488219 ×e−7 3.7612084 ×e−7

Table 3 Lower bound parameters

Parameters Original Proposed Gamma-delta Impulse-energy Mihalov-Cauer

Overshoot 0.0150 0 3.1103 1.7475 1.5388

Settling time 2.0245 1.9232 3.3565 1.4351 2.2448

Rise time 1.1431 0.9116 0.9483 0.9461 1.5357

Peak time 4.6591 8.8507 2.3424 2.4651 3.5376

ISE – 2.0747211 ×e−7 0.816533143 ×e−7 3.04124522 ×e−7 5.02828226 ×e−7
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Fig. 3 Comparison of lower and upper bounds step responses for the original andminimizedmodel

Table 4 Upper bound parameters

Parameters Original model Proposed model

Overshoot 656.9067 176.9834

Settling time 7.2439 e4 6.1859

Rise time 0.1439 0.1439

Peak time 1.0839 1.0839

ISE – 1.60742032 ×e−6

Table 5 Lower bound parameters

Parameters Original model Proposed model

Overshoot 571.4491 115.9256

Settling time 7.0702 e4 3.8035

Rise time 0.4347 0.1334

Peak time 32.2125 0.8334

ISE – 0.837782488 ×e−6
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Obtained reduced model by proposed method represented as

R(s) = Nr(s)

Dr(s)
= [10.458, 8.4660]s + [12.820, 17.03]

[2.0647, 3.5687]s2 + [−1.216, 2.153]s + [4, 4]

Kharitonov’s polynomials of R(s) are represented as

Numerator Kharitonov’s polynomial Nr(s)

N1(s) = 10.458s + 12.820

N2(s) = 8.4660s + 12.820

N3(s) = 10.458s + 17.03

N4(s) = 8.4660s + 17.03

Denominator Kharitonov’s polynomial Dr(s)

D1(s) = 3.5687s2 − 1.216s + 4

D2(s) = 3.5687s2 + 1.216s + 4

D3(s) = 2.0647s2 − 1.216s + 4

D4(s) = 2.0647s2 + 1.216s + 4

Therefore, 16 transfer functions (k1, k2…K16) of R2(s) obtained fromKharitonov’s
polynomials of reduced model. The PID parameters and obtained PID tuned step
response are represented in Table 6 and Fig. 5 for all transfer function models
respectively and Fig. 4 represents the step response of R2(s) (Table 6).

6 Conclusion

The paper presents the model order reduction of the linear interval system based
on two methods. For the minimization of numerator order, Cauer’s second form
is used, and the denominator of the model is reduced by using the extension of
the differentiation method (i.e. differentiation method based on Routh array). The
comparison of the reduced model’s upper and lower bounds step responses with the
actual model results most precise approximation as testing is done in the examples
and real-time PID design application for the interval plant. The proposed method is
highly efficient in providing minimum ISE, the most accurate approximated model,
and guarantees the overall stability of the minimized model.
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Table 6 Parameters of PID

Transfer function Kp Ki Kd

k1 1.3063 71.9481 0.027113

k2 0.5139 0.4910 0.0354

k3 7.496 52.327 0.0158

k4 0.013812 0.17506 0.0002724

k5 15.8232 92.358 0.03457

k6 0.041449 0.11024 0.003896

k7 137.9063 1761.5214 0.0188123

k8 0.67947 0.90057 0.014974

k9 13.0696 97.4857 0.02705

k10 0.016601 0.073543 0.0009368

K11 13.5074 187.249 0.015553

K12 6.4336 35.0978 0.016015

K13 99.1335 5547.7752 0.032176

K14 15.7344 150.308 0.02677

K15 7453.2463 66,045,869.67 0.015115

K16 0.03499 0.16056 0.0019063
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Stabilizing Voltage and Frequency
of Multi-area Interconnected Power
System with Time Delays

Ch. Naga Sai Kalyan and Chintalapudi V. Suresh

Abstract This paper focuses on regulating both terminal voltage and frequency
of a multi-area interconnected power system (MAIPS) simultaneously under the
regulation of the Three-Degree-of-Freedom (DOF)-PID (3DOFPID) controller. For
this, combined load frequency control (LFC) and automatic voltage regulation
(AVR) of MAIPS are investigated by subjugating area-1 with a 10% step load.
However, 3DOFPID is fine-tuned optimally using a seagull optimization algorithm
(SOA) and the supremacy of 3DOFPID is demonstrated with the performances of
2DOFPID/PID. Communication time delays (CTDs) are conceived in the loops
of AVR and LFC to conduct research work close to a more realistic approach.
The dynamical behaviour of MAIPS is compared under SOA optimized 3DOFPID
without and with considering CTDs to reveal its impact on performance. Simulation
results reveal the predominant effect of CTDs on performance regulation of both
terminal voltage and system frequency.

Keywords MAIPS · 3DOFPID · SOA · CTDs · 10% step load

1 Introduction

Voltage and frequency are powerful indicators especially when it comes to the opera-
tion and control of modern power systems (MPS). MPS is becoming complex day by
day with the integration of diverse source generation plants with a focus on meeting
the load demand comfortably. Handling the complex interconnected system is a
hustle and should be addressed conscientiously. Variation of demand in any control
area leads to fluctuations in the frequency of other areas as the control areas are
connected via tie-lines. Tie-line facilitates the power flow exchange among deficit
and surplus generation areas. Hence, it is necessary to develop a robust controller to
hold the deviations in frequency and power flow in the tie-line and not vary beyond
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the limits. Such kind of automatic regulator is exist and is termed a load frequency
controller [1].

In addition to the above, holding voltage within specified limits is also one of the
considerable parameterswhile assessing the stability ofMAIPS.However, this can be
addressed with AVR by varying field excitation of the alternator [2]. The literature
review showcased that rigorous controller approaches are listed in LFC and AVR
domains separately and researchers are hardly focused on proposing controllers
for LFC-AVR combined study. Numerous control approaches like conventional
PI/PID are fine-tuned using ant colony optimizer (ACO) [3], moth flame optimization
(MFO), Multiverse optimization (MVO) [4], and harmony search algorithm (HSA)
[5]. Fractional order (FO) type classical FOPI, FOPID optimized with volleyball
algorithm (VBA) [6], Elephant herd optimizer (EHO), dragonfly algorithm (DFA),
symbiotic-organism-search-algorithm (SOSA), Sine–cosine algorithm (SCA) [7],
Bat algorithm (BA). Various fuzzy (F) FPI, FPID and FO based fuzzy regulators
like FFOPID and cascade controllers optimized with water cycle algorithm (WCA),
teaching–learning optimization (TLO), and Marine predator algorithm (MPA) [8],
Constrained Population Extremal (CPE) [9], cuckoo search algorithm (CSA).

However, the above-mentioned controllers are proposed for the power system for
the LFC study and the coupling ofAVR is not deliberated. Few controlling techniques
are reported in LFC-AVR combined study such as particle swarm optimization based
PI [10], PID rendered optimally using differential evolution (DE) [11] and simulated
annealing (SA) [12] strategy, PID plus double derivative (PIDD) [13] tuned using
grey wolf optimizer (GWO), FOPID based on lightening search algorithm [14].
But none of them adopted the realistic non-linearity parameters of CTDs with the
system. In [15, 16], considered the CTDs with MAIPS but limited the analysis to the
classical controller. The literature survey discloses that the implementation of DOF
controllers for the LFC-AVR study is not reported. This enlightens the authors in
this paper to propose a 3DOFPID controller as a regulator for the LFC-AVR system
and is a maiden attempt. DOF controllers fine-tuned with DFA,WCA [17], SOA and
bacteria-foraging approach (BFA) techniques are reported in the literature. SOA is
one of the finest searching strategies that researchers are currently focusing on as a
solution to non-linear constraint problems. Thus, SOA is preferred in this paper to
render 3DOFPID gains optimally in the LFC-AVR study.

Considering the above literature, contributions of this work:

(a) LFC-AVR of MAIPS is developed in MATLAB/SIMULINK.
(b) 3DOFPID optimizedwith SOA is proposed as a secondary regulator in the loops

of LFC-AVR.
(c) Efficacy of 3DOFPID is revealed with PID/2DOFPID.
(d) Finally, the impact of CTDs on the LFC-AVR model of MAIPS performance is

showcased and justified.
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2 Power System Under Investigation

Nuclear-Hydro-Thermal units are considered as generation utilities in both the areas
of MAIPS with equal generation capacity. Each area has a capacity of 2000 MW
of which nuclear unit is having a rating of 1000 MW and thermal and hydro is
750 MW and 250 MW respectively. In both the areas, LFC with AVR link up is
enacted via K1, K2, K3 and K4 coupling parameters. Figure 1 depicts the LFC-AVR
system transfer function model and AVR is shown in Fig. 2. Researchers all around
the world focused on only LFC and neglected the AVR coupling owing to its least
impact on LFC performance. Besides that, the changes in the LFC loop hardly affect
the AVR performance whereas the alterations in AVR loops greatly affect the LFC
performance and are explained using Eq. (1).

Pe = |V||E|
XS

Sin(δ) (1)

Fig. 1 LFC-AVR combined model of MAIPS with CTDs
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Fig. 2 AVR with coupling parameters

where Pe, V and E represent real power, terminal voltage and E.M.F. induced in
alternator winding respectively. XS indicates the reactance and ‘δ’ is the load angle.
The variations in V and δ alter the real power generation and thus AVR is having a
significant impact on the LFC loop. The detailed mathematical modeling involved
in the coupling of LFC-AVR is discussed in Kalyan and Sambasiva Rao [18].

3 Communication Time Delays

Communication between devices and sensors housing in different distant locations
will only be possible through communication channels. Modern IPS are wide and
complex and employ communication channels to get signals from remote terminal
units (RTUs). Data from RTUs is transmitted to the command control room for
generating an error signal. The error signal is transmitted to the regulator in the plant
location and based on that error the regulator changes the operating point of the
power system. Real power mismatch is a powerful indicator in LFC which greatly
influences the deviations in system frequency. Transmitting and receiving signals
via communication channels won’t be done instantly, because the channels inherit
the property of time delays. Transport type delay is considered in this paper and is
modeled as given in Eq. (2).

e−sτd = 1 − τd
2 s

1 + τd
2 s

. (2)
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Fig. 3 Architecture of 3DOFPID

4 3DOFPID Controller

3DOFPID controller as a secondary regulator in the LFC-AVR model is a maiden
attempt and achieved the control action using multiple control loops. DOF repre-
sents the number of independent control loops that regulate the system individu-
ally. Initially, analysis is carried out with PID and 2DOFPID and later extended to
3DOFPID.

Figure 3 represents the architecture of 3DOFPID implemented in this paper. The
three individual loops in 3DOFPID account for stability improvement, disturbance
elimination and response shaping. However, the efficacy of 3DOFPID depends on its
parametric values that needed to be optimized using some optimization algorithms.
In this paper, SOA is utilized to find 3DOFPID controller gains optimally subjected
to the time-domain performance index of integral square error (ISE) given in Eq. (3).

JISE =
T∫

0

(� f21 + �P2tie,12 + �f22)dt (3)

5 Seagull Optimization Algorithm

Seagulls technically termed Laridae are smart and intelligent birds that are usually
found, especially on seashores. The intelligent behaviour of seagulls inspires the
researchers Dhiman and Kumar [19] to propose an SOA algorithm in 2019. Seagulls
feed on amphibians, earthworms, fish and other insects that comes into omnivores
family. The species of seagulls are usually differentiated using length and weight.
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They can drink both fresh and salt water. Seagulls are very intelligent, especially in
search of prey; they can trap the fish by spraying bread crumbs into the water and
can make a special sound like rain to attract earthworms that are hidden in the soil.
SOA can handle the balance between exploitation and exploration phenomena.

A special parameter ‘B’ is introduced in the algorithm to avoid the chances of
collision among the birds during the migration phase. These are very smart in finding
new locationswith abundant sources of food andwater duringmigration. The position
of the search agent �PS is initialized upon incorporating the special parameter ‘B’ as
given in Eq. (4).

�PS = Bχ �KS(x) (4)

‘ �KS(x)’ indicates the current position in the current iteration. The special
parameter that dominates the other particle movement can be modelled as

B = Fc − (x*(Fc/Max.Iter)) (5)

The frequency of special parameter ‘B’ will be regulated by the parameter ‘FC’
considered to be 2 in this paper and can be decayed from 2 to 0 linearly. Later, the
particles move towards best �Pbs(x) is given as

�NS = Aχ( �Pbs(x) − �KS(x)) (6)

where, ‘A’ is the randomized parameter which can be calculated as

A = 2*B2*rand() (7)

At the time of migration also, seagulls attack the birds to feed above the sea water
in three dimensional spaces and that spiral movement can be modeled as

T
′ = d*Cos(z) (8)

D
′ = d*Sin(z) (9)

P
′ = d*z (10)

‘z’ represents the random number from [0–2�] and ‘d’ is the radius of spiral
movement. Finally, upon saving the best solution the other particle positions are
updated as

�KS(x) = ( �NS∗T′
*D

′
*P

′
) + �Pbs(x) (11)
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6 Simulation Results

6.1 Case-1: Analysis of Combined LFC-AVR Model
of MAIPS Without Considering CTDs

The Combined LFC-AVR model of MAIPS is analyzed in this subsection without
considering CTDs. Carried out the analysis upon laying the perturbation of 10% step
load (10%SLP) on area-1.Different controllers such as 3DOFPID/2DOFPID/PID are
enacted as secondary regulators in LFC-AVR loops one by one and their parameters
are rendered optimally using the SOA algorithm. Dynamical responses under various
controllers under the same disturbing conditions are compared in Fig. 4, to reveal the
best control strategy. Responses are analyzed in terms of the deviation of frequency
in area-1 (�f1), area-2 (�f2), tie-line power (�Ptie12) and voltage at area-1 (V1) and
area-2 (V2). Analyzing the responses shown in Fig. 4, concluded that 3DOFPID
shows its superiority in regulating MAIPS dynamical behaviour. Further, the under-
shoot (Us) of responses are greatly enhanced with 3DOFPID (�f1 = 0.2490 Hz,
�f2 = 0.252 Hz, �Ptie12 = 0.0047 Pu.MW) compared to that of (�f1 = 0.5462 Hz,
�f2 = 0.4908 Hz, �Ptie12 = 0.02108 Pu.MW) 2DOFPID and (�f1 = 0.5731 Hz,
�f2 = 0.638 Hz, �Ptie12 = 0.02468 Pu.MW) PID. Moreover, the 3DOFPID index
is enhanced by 80.66%with PID and 66.05%with 2DOFPID. Responses to settling
time along with optimal control gains are noted in Tables 1 and 2.

6.2 Case-2: Analysis of Combined LFC-AVR Model
of MAIPS with Considering CTDs.

In this subsection, MAIPS of the LFC-AVR model is perceived with CTDs and
carried the analysis for 10%SLP on area-1. Dynamical responses of the system
with SOA optimized 3DOFPID/2DOFPID/PID controllers as secondary regulators
in LFC-AVR loops are shown in Fig. 5. Noticing the dynamical behaviour shown
in Fig. 5, concluded that 3DOFPID shows its superiority even though MAIPS is
perceived with CTDs in controlling dynamical behaviour. Further, the undershoot
(Us) of responses are greatly enhanced with 3DOFPID (�f1 = 0.6076 Hz, �f2 =
0.5735 Hz, �Ptie12 = 0.01415 Pu.MW) compared to that of (�f1 = 0.690 Hz, �f2
= 0.6218 Hz, �Ptie12 = 0.01958 Pu.MW) 2DOFPID and (�f1 = 0.6334 Hz, �f2 =
0.6568Hz,�Ptie12 = 0.06844 Pu.MW) PID. Finally, the controller objective function
values are evaluated for this case and concluded that the ISE of 3DOFPID is improved
by 84.97%with PID and 75.39%with 2DOFPID.
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Fig. 4 Responses for case-1

Table 1 Responses settling time (in Sec)

Settling time Case-1 Case-2

3DOFPID 2DOFPID PID 3DOFPID 2DOFPID PID

�f1 3.31 6.89 8.14 6.83 7.98 8.949

�Ptie12 8.76 13.89 17.77 12.89 15.13 19.78

�f2 4.28 7.54 11.25 6.98 8.46 11.64

V1 5.46 6.38 12.61 5.89 6.06 9.861

V2 5.74 7.25 9.68 6.66 7.53 9.98

ISE*10–4 8.36 24.65 43.27 14.59 59.32 97.15
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Table 2 Controller optimal gains

Parameters LFC AVR

3DOFPID 2DOFPID PID 3DOFPID 2DOFPID PID

KP 0.6036 0.5710 0.6727 0.7801 0.8934 0.9876

KI 0.1679 0.9012 0.8932 0.4897 0.1782 0.7645

KD 0.8007 0.3212 0.7932 0.5510 0.5003 0.6932

K1 0.0871 0.0671 – 0.0685 0.0268 –

K2 0.0273 0.1091 – 0.0312 0.0672 –

Kff 0.3277 – – 0.4321 – –

6.3 Case-3: Demonstrating the Predominance of CTDs
on LFC-AVR System Performance

Responses of the LFC-AVR model of MAIPS under SOA based 3DOFPID regula-
tion are compared in Fig. 6, to reveal the impact of CTDs on LFC-AVR performance.
Noticing the responses in Fig. 6, it is clear that the responses are a little bit more devi-
ated with considering CTDs. Considering CTDs, the peak undershoots/overshoots of
the system are slightly high with CTDs compared to the situation of not deliberating
CTDs with the MAIPS. This is due to the delay in control signal generation results
in a variation of power system operating points leading to a mismatch in real power
generation. If the controller is designed without taking CTDs with MAIPS, that may
not be robust in handling system dynamical behaviour during large perturbation and
parametric uncertainties. Further, the designed controller couldn’t safeguard system
stability in case of unpredictable delays emerges with the system. A realistic time
delay of 0.12 s is taken and recommends consideringCTDswith IPSwhile developing
a secondary regulator.

7 Conclusion

3DOFPID rendered optimally using nature-inspired SOA is implemented as a regu-
lator in both LFC and AVR loops successfully. Efficacy of 3DOFPID is showcased
upon comparing with 2DOFPID/PID performances under the same load disturbing
conditions. Earlier, the realistic non-linearity constraint of CTDs is considered with
MAIPS to furnish work close to real nature. Comparative analysis reveals the signifi-
cance ofCTDsonboth the performances ofLFCandAVR in regulating frequency and
terminal voltage. The delay in receiving the error signals received by the secondary
regulators leads to the delay in altering the power system operating point thereby
more fluctuations in system dynamical behaviour. This paper supports considering
CTDswithMAIPSwhile furnishing a secondary regulator to avoid system instability
in case of unintended time delays arise within the system.
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Position Control of DC Servo System
Using Fractional Order PID Controller
Based on Particle Swarm Optimization

Rama Koteswara Rao Alla, Ganjerupalli Sai Sumanth,
and Kandipati Rajani

Abstract Increasing demand of robotics in industrial sector results in usage of DC
servo motors because of its high efficiency, high torque to weight ratio, accuracy and
resolution. Due to these advantages, the DC servo motor has numerous applications
like positioning of dish antennas, balancing the position of aircraft and being used at
joints of robots etc. So, for positioning the DC servo motor at desired and accurate
position a controller is needed to control it. Fractional-Order Proportional Integral-
Derivative (FOPID) controller has been used in this work for the position control,
which is advanced than Proportional Integral Derivative (PID) controller. The PID
controller consists of only three control parameters but FOPID consists of five control
parameters which results in more accurate positioning compared to PID controller.
To tune the FOPID controller parameters, particle swarm optimization (PSO) has
been used to achieve accurate and desired positioning. To make position control
automatic the closed loop operation is performed, there by adjusting the position of
DC servomotor to its desired position. This paper analyzes the position control of
DC servo system performance with FOPID controller tuned by PSO optimization
algorithm.

Keywords DC servo motor · FOPID and PSO

1 Introduction

The most common controller in industrial sector is PID controller because of its
simple structure, safety and reliability [1]. Despite the PID controller’s advantages,
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it requires ongoing development to achieve high performance results. So, the FOPID
controller is the alternative to achieve best results. The FOPID controller consists of
total of five control parameters which are to be tuned to achieve best results. As a
result, the system performance can be improved with the FOPID [2].

Toget an optimal control, itmust be found the optimal set of values ofKp,Ki,Kd,λ,
μ [3]. There aremany-methods to-find the optimal-values.One of themethods is PSO
which is a computation technique. This method blends social psychology concepts
in human agents’ socio-cognition with evolutionary computations. It depends on
behaviors of things-such as bird-flocking and fish-schooling. It has a basic-concept,
is easy to appliance, has a computationally effective method, is a flexible and well-
proportioned tool and is highly efficient compared to GA [4].

Finding the best values for Kp, Ki, Kd, λ, μ [5] and-to match-the user’s require-
ment for a particular process-plant necessitates optimization of parameters in five-
dimensional hyperspace [6]. This paper gives a brief framework about FOPID, PSO
and control of DC servo motor and their results.

2 Fractional Order PID Controller

Igor Podlubny investigated-the fractional-order PID controller, abbreviated as
FOPID, in 1997 [7]. The FOPID controller is an evolution for traditional PID
controller, it consists of two more additional parameters compared to PID controller
[8]. Those parameters are λ, μ which may be non-integer values. The block diagram
of FOPID is depicted in Fig. 1.

The integro-differential equation for a FOPID controller’s control action is
specified by:

u(t) = Kpe(t) + Ki D
−λe(t) + KdD

μe(t) (1)

and the resulting controller transfer function becomes

GFOID(S) = Kp + Ki/S
λ + Kd · Sμ (2)

Fig. 1 Block diagram for
FOPID Kd

Kp

Ki

Sμ

1/Sλ

e(t) u(t)
+

+

+
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where, λ and μ are an arbitrary non-real values. A classic PID controller is obtained
by taking λ = 1 and μ = 1 [9].

However, the optimization challenge connected with the system becomes more
complicated as the number of parameters to be tuned increases [10]. So, for achieving
the required optimized performance the PSO optimization algorithm has been
used [11]. The fractional PID has its fundamental basis embedded in the theory
of fractional Calculus [12]. Order by fractions Calculus is a branch of mathe-
matics that extends a function’s derivative or integral to non-integer (fractional)
order. (dny/dtn) n-fold integrals are evaluated in fractional calculus, where-n is
complex,-irrational-or- fractional [13].

3 DC Servo Motor Modeling

By using the control systems, a mechanical equivalent of DC servo motor can be
modeled, which is known as inertia model [14]. The inertia model has the same
properties as that of real servo motor. To develop the inertia model of servo motor
the electrical and mechanical components are to be considered [15]. The electrical
components are resistance (R) and inductance (L), whereas the mechanical compo-
nents are inertia constants (Kt, Ke, Kn) and load inertia (J) and damping (b) and
angular position (θ). The saturation effect for output speed is another key non-linear
feature in servomotors [16]. Backlash is also one of the types of nonlinearity that
effects the servomotor gear system [17].

θ(S)

V (S)
= Kt

S[(J S + b)(LS + R) + Kt Ke]+ KnKt
(3)

The above equation is the generalized DC servo-motor transfer function. The
DC servo system transfer function after considering the required parameters in the
generalized transfer function is given as

θ(S)

V (S)
= 10

5S3 + 60S2 + 100.1S + 0.1
. (4)

4 Particle Swarm Optimization

Evolutionary method, Particle Swarm-Optimization (PSO) approach-has been
proposed by Kennedy-and Eberhart in 1995 [18]. A-population-of random-solutions
are-used to start-the swarm. Each element in the swarm represents a fresh set of
unknown parameters that must be improved, and each particle represents a sample
in the search space that strives to adapt its path toward a prospective area based on
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its own flying experience and trades social information with other particles [19]. To-
accurately-identify the solution space, the-goal is-to flock the-particles toward-the
optimal fitting-solution obtained in last-iterations [20]. The movement of bird from
one place to another is equal to development of the solution in PSO [21]. The flow
chart below illustrates in what way the PSO algorithm is used to optimize the FOPID
controller parameters for the considered system [22] (Fig. 2).

Start

Assign -particles with random velocity and position 

DC-motor-speed control Block Execution

Find-Tp, Mp, Ts of the model’s step -response for dvarious 
values of λ and μ

Evaluate fitness -function

Evaluate-and compare the-pbest of each particle and -gbest
of -swarm

Update the position and velocity of 
particles

Max.-iteration no. 
reached -?

Stop
Yes

No

Fig. 2 PSO algorithm flow chart
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5 Simulation Results and Discussions

MATLAB SIMULINK is used to do the simulation. The analysis shows the best
results for the positioning of DC servo motor by FOPID controller tuned using
particle swarm optimization. Here, the input given is step input there by obtaining
the step response of DC servomotor. The optimal or best control parameters obtained
are given below.

5.1 Without Using PSO

By considering some values of control parameters in FOPID controller using trial
and error method: KP = 5.4115, Ki = 2.0841, Kd = 5.2487, λ = 0.15918, μ =
0.67146. The closed loop system transfer function including the POPID controller
can be derived as below:

θ(S)

V (S)
= 5.4115S0.15918 + 52.487S0.83064 + 20.841

5S3.15918 + 60S2.15918 + 100.1S1.15918 + 0.1S0.15918
(5)

Figure 3 gives the step response of closed loop DC servo system. To show the
performance of the system the time domain specifications are tabulated in Table 1.

Fig. 3 Step response of DC servo system without using PSO
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Table 1 Time domain
specifications without PSO

S. no Specification Value

1 Delay time 1.908

2 Rise time 2.804

3 Peak time 3.481

4 Peak overshoot 9%

5 Settling time 4.460

5.2 With Using PSO

Case-1: For tuning FOPID parameters using PSO, iteration count and run count are
taken as 10 and 5 respectively. After completion of iterations, the best values for
Kp, Ki, Kd, λ, μ are Kp = 1.0000, Ki = 19.6941, Kd = 9.6602, λ = 0.0100, μ =
0.9501. The closed loop system transfer function including the POPID controller can
be derived as below:

θ(S)

V (S)
= 10S0.01 + 196.94+ 96.6S0.96

5S3.01 + 60S2.01 + 100.1S1.01 + 0.1S0.01
(6)

The graph between parameters variation and number of iterations is shown in
Fig. 4. The step response of closed loop DC servo system is shown in Fig. 5. To show
the effectiveness of the system the time domain specifications are given in Table 2.

Case-2: For tuning FOPID parameters using PSO, iteration count and run count
are 5 and 2 respectively. After completion of iterations, the best values for Kp, Ki,
Kd, λ, μ are Kp = 20.8829 Ki = 0.0100 Kd = 5.7627 λ = 0.0968 μ = 0.9748.

Fig. 4 Variation of parameters with respect to iterations
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Fig. 5 Step response of DC servo system for 10 iterations

Table 2 Time domain
specifications with FOPID
tuned by PSO

S. no Specification With 10 iterations With 5 iterations

1 Delay time 1.423 s 1.515 s

2 Rise time 2.405 s 2.215 s

3 Peak time 2.805 s 2.706 s

4 Peak overshoot 0.7% 6.6%

5 Settling time 2.805 s 3.8 s

The graph between parameters variation and number of iterations is shown in Fig. 6.
The step response of closed loop DC servo system is shown in Fig. 7. To show the
effectiveness of the system the time domain specifications are given in Table 2.

The iteration count does not make any large variation in the output step response
but there is a slight variation. The variation is due to the reduced number of iterations
producing less accurate best variables/parameters. The difference can be observed
from Fig. 8.

6 Conclusion

The positioning of dish antennas, balancing the position of aircraft, and using DC
servo motors at robot joints are some of the applications for DC servo motors.
A controller is required to regulate the DC servo motor in order to position it at
the desired and exact position. Fractional Order Proportional Integral Derivative
(FOPID) controller has been used in this work for the position control, which is
advanced than Proportional Integral Derivative (PID) controller. The PID controller
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Fig. 6 Variation of parameters with respect to iterations

Fig.7 Step response of DC servo system for 5 iterations

consists of only three control parameters but FOPID consists of five control param-
eters which results in more accurate positioning compared to PID controller. DC
servo system position control with fractional-order PID controller tuned by the PSO
algorithm has been done in this paper. Based on the simulation results, it can be
inferred that the required position of a DC servo system may be obtained smoothly
utilizing a FOPID controller tuned by PSO. The time domain specifications of the
system with and without PSO tuned FOPID are also tabulated. In terms of settling
time, overshoot, peak time, rising time, and delay time, the FOPID tuned by PSO
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Fig. 8 Comparison of step response for different iteration counts

outperforms the FOPID without PSO, which can be observed from the time domain
parameters in terms of overshoot, settling time, etc.
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Modular Dual Active Bridge Converter
Phase Control to Charge EV

Reena Singh, Suresh Kumar Gawre, and Dyanamina Giribabu

Abstract This paper presents a control scheme for a bidirectional Dual Active
Bridge converter to charge an electric vehicle battery. Providing constant power in a
higher range with higher efficiency, the DAB DC-DC converter plays an important
role in minimizing the number of passive components. The high-frequency trans-
former isolates eight semiconductor switches with a transformer of high frequency.
The high Dc link capacitor has been minimized for stable output voltage using
single-phase shifting (SPS). This control scheme has one control degree of freedom
under this control scheme the converter can achieve low current stress, zero-
voltage switching (ZVS), and high dynamics. Multiple DAB converter modules are
connected parallelly to increase the charging current which results in lower charging
time. A 600 W power converter is developed and simulated in MATLAB to charge
the vehicle battery and its performance has been analyzed.

Keywords Electric vehicle · Dual Active Bridge · Battery charging

1 Introduction

Electric vehicles are becoming popular in the Indian market due to increasing fossil
fuel prices and environmental pollution issues. Also, the Indian government is
providing subsidies for buying personal and commercial electric vehicles. The devel-
opment of EVs largely depends on the development of suitable chargers, capable of
quickly charging the vehicle’s battery that complies with grid standards.

The EV charger is broadly classified into the on-board charger (typically slow
charger) and off-board charger (fast charger). Theworking scheme of an EV charging
system with on-board and off-board charging with different power levels (levels
1, 2 & 3) is depicted in Fig. 1. In each type of charger, the converter topologies
differ significantly in power ratings. Many converter topologies have been proposed,
analyzed, and compared on charging time, power levels, and other factors [1]. These
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Fig. 1 Ev charging system

days, researchers are working on on-board charging to further reduce the charging
time. For faster adoption of EVs fast charging is necessary. However, fast charging
requires high-power densitywith a lower voltage range of batterywhichmakes power
electronics converter unique and unfeasible for on-board charger implementation.
Off-board chargers with rated power greater than or equal to 50 kW are characterized
as fast chargers [2].

Level 3 DC chargers usually accommodate a very high-power level of 120–
240 kW. There are two power conversion stages in each DC charging station. AC to
DC and DC to DC conversion stages are built into these standalone units. To increase
power levels and enable fast charging, power conversion modules are stacked inside
a charging station. A DC fast charging station delivers an electric vehicle’s battery
with a high-power DC current directly, without passing through an on-board AC/DC
converter. Most electric vehicles on the road cannot handle more than 50 kW. In the
coming years, new carswill be able to charge at higher rates of power. As EVbatteries
grow and have a greater range, DC charging stations that deliver up to 120 kW are
being developed to assist long-range EV batteries [3].

The DC-link between the charger and the battery management system (BMS) is
interconnected using one or more DC/DC power converters in various configurations
of EV charging systems. Bidirectional Dual Active Bridge converters are among the
most widely used DC/DC converters in charging stations because they offer an array
of advantages, such as high-power density, bidirectional power transfer capability,
zero-voltage switching (ZVS), and symmetrical structure [4].

As shown in Fig. 2 a charging station, the DC/DC converter must be capable
of connecting to a rectified 3-phase Vienna rectifier bus voltage (700–800 V) at its
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input and the battery of an electric vehicle at its output, ensuring that rated power
is delivered. DC/DC converters find applications in a variety of equipment. and
illustrates its use in electric vehicle charging stations, solar photovoltaics, and energy
storage systems [5].

A DC/DC converter must be able to handle high levels of power. Furthermore, the
converter must be able to parallel the output power throughput of a single power stage
converter so that it can be scaled upwards as needed by DC charger station standards.
As technology develops, charging stations are moving toward converters that can
handle bidirectional power flow. V2G, for example, is a new practice that involves
connecting the batteries of an electric vehicle to the AC grid. DC/DC converters
with bidirectional capabilities allow for forward and reverse charging of batteries,
allowing the grid to stabilize during peak load periods by supplying power from the
batteries back to the grid.

+

+
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Fig. 2 Electric vehicle power system architecture
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2 Dab Converter Working and Modelling

DAB is becoming the favoured topology among designers for applications that
require bidirectional power flow and galvanic separation due to its many advantages,
including its symmetric construction, zero-voltage switching (ZVS), bidirectional
power transfer capability, and high-power density. The bridge can act as an inverter
or rectifier depending on the direction of power flow. Inductor current IL is to be
found out to know how much power is transferred and its direction [6]. First, find
out the VL across leakage inductance and then by using it draw the current flowing
through inductor and then figure out Iin and Iout.

Assuming that the primary bridge has no phase shift and 50% duty ratio, it will
produce square wave. The second bridge also operates with 50% duty ratio with
phase shift. This phase shift controls power flow.

Ioutavg = �Q

Ts/2
= Vo

RL
(1)

where,
Ioutavg is average output current
Ts is time period
Vo is output voltage
RL is load resistance

I2 = t1
(Vg + Vo/n)

L
(2)

where,
Vg is input voltage
Vo is output voltage

S4

S3S1

S2 S8

S7S5

S6

L

V1
V2

1:n

C

Fig. 3 Bidirectional isolated DAB converter
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Fig. 4 Input–Output voltagewaveform,Voltage across inductor waveform, Current across inductor
and Output current [7]

n is number of turns
L is inductor

I1 = t2
(Vg + V/n)

L
(3)

I1 + I2 = ϕ
(Vg + Vo/n)

L
(4)

I2 − I1 = (
Ts
2

− ϕ)(
Vg − Vo/n

L
) (5)
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Io = �Q

n Ts
2

(9)

where,
Io is output current

Io =
Vgϕ

(
1− ϕ

Ts/2

)
nL

(10)

Io =
Vgϕ

(
1− ϕ

Ts/2

)
nL

(11)

Io = VgD
Ts
2 (1− D)

nL
= VgD(1− D)

2nL fs
(12)

where,
D is duty ratio
f s is switching frequency

Po = Vo Io = VoVgD(1− D)

2nL fs
(13)

where,
Po is output power.

3 Single-Phase Shift Controlling of DAB

In, an intensive study of the SPS control of DAB converters powered by voltage has
been conducted. It is very easy to implement, as it only offers one control degree of
freedom. The control is ideal for applications where the input and output voltages
are fixed. Figure 5 illustrates the main working model of a DAB power converter. In
the bridge, vAB is the primary side voltage V1, and vCD is the secondary side voltage
V2. Lk is the leakage inductance, and n represents the ratio of turns from V1 to V2.



Modular Dual Active Bridge Converter Phase Control to Charge EV 283

Fig. 5 Basic model of DAB

+ +

VAB
nVCD

Lk
iAC1=iL iAC2/n=iL

The transfer of power is associated with the shifting of phase angle between vAB and
vCD, as well as the shape of vAB and vCD. Waveforms vAB and vCD can be multi-level
or two-level, depending on the topology and the modulation method [8, 9].

Various types of dual active bridge power converters make use of phase shift
control There is a relatively large leakage inductance in this type of converter in
comparison to other types. The duty cycle of the two active bridges of the DAB
converter is fixed at 50%, and when the phase of vAB is leading vCD, the power will
be transferred from the V1 side to the V2 side while the reverse holds when vAB
is lagging vCD. This approach is called conventional phase shift control (CPS). By
modifying the duty cycle of the two active bridges as shown in Fig. 6 the converter
performance can be improved [10, 11].

Under those circumstances, the converter is able to provide low current stress,
wide ZVS range, and high dynamics. Because of the advantages offered by the SPS
control, SST signal processing and high voltage direct current transmission are two
situationswhereDABconverters are commonly employed (HVDC) [12]. The conver-
sion efficiency of SPS can be limited due to considerable switching losses produced
by constrained ZVS ranges and high non-active power if the voltage conversion ratio
fluctuates [13].

In the proposed single-phase controller, the PI controller compares the dc voltage
to the reference voltage to control the voltage. A reference current signal is generated
using the sinusoidally extracted input voltage signal. The switching pulses for the
converter are generated by comparing the battery current to the reference current [14,
15]. The suggested method is more capable than the typical DAB converter, owing
to the old method’s loss of ZVS (Table 1).

4 Simulation Analysis

Validation of the proposed control structure was done using MATLAB/Simulink to
conduct the analysis. A fast charging test was performed on the converter. The actual
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Table 1 Calculated values of
converter parameters

Parameter Value

VAB 400 V

VCD 12 V

PO 600 W

IO 50 A

FSW 100 kHz

Iripple 20%

Vripple 1%
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fast charging parameters vary from the simulated system as the system is analyzed
for controlling and performance purposes. The DAB converter is simulated with a
battery, the output waveforms are depicted as battery SoC% in Fig. 8a, output current
waveform in Fig. 8b and voltage waveform in Fig. 8c. The output current and voltage
waveforms are analyzed for ripple content.

The proposed control scheme has one control degree of freedom under this control
scheme the converter has achieved low current stress, zero-voltage switching (ZVS),
and high dynamics. For the converter to work and be reliable, it must have a stable
output voltage and current. Rough voltage and current can also shorten the life of a
battery.

As observed fromFig. 8a the battery is charging rapidly using the proposed single-
phase shift control modular dual active bridge converter. The modular design of the
converter allows high charging current to charge the battery faster and it is desirable,
the converter also provides galvanic isolation which is desirable and this converter
provides bidirectional power flow. Also, the ripple content in the current and voltage
waveform as shown in Fig. 8b and c respectively are low which is good for battery
life and performance. The proposed control strategy is simple and easy to implement
to control the DAB converter.

In Table 2, the performance of the modular DAB converter with SPS control is
compared with the simple DAB converter without SPS control [5].

5 Conclusion

In this paper, an averaged model of modular DAB converter-based battery charger
has been proposed and converter parameters are analyzed. In the proposed model
the DAB converters are connected parallelly to increase the power density and it
is controlled by using single-phase shift control which allows a single degree of
freedom. In this control scheme, the converter achieves low current stress, zero-
voltage switching, and high dynamics. A 600 W DAB converter is designed and
simulated in the Simulink and its performance has been analyzed and compared with
a simple DAB converter.
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Fig. 8 a SoC% of battery. b Ripple current for modular DAB. c Ripple voltage for modular DAB
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Table 2 Comparison of
converter performance [5]

S. no Parameter DAB Modular DAB with
SPS control

1 SoC% (in 40 min) 0–21% 0–87%

2 Charging current 1 A 35 A

3 Voltage ripple 0.01 0.02

4 Efficiency Moderate High

References
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