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Preface

This volume contains the papers presented at three parallel workshops in the 4th
International Conference on Science of Cyber Security (SciSec 2022), which was held
during August 10–12, 2022, in Matsue, Shimane. There were 30 submissions, 11
of them recommended by the main SciSec 2022 Program Committee. Each submission
was reviewed by at least two, and on average 2.3, workshop Program Committee
members in a single-blind review process. The committees decided to accept 15 papers
and three posters.

The workshops also included two invited talks: Hiroaki Maeshima’s “Dataset-based
robustness against adversarial examples” and Shingo Fujimoto’s “The smart
contract-based token economy in the NFT era”. We would like to thank Kunibiki
Messe for being our sponsor.
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Image Data Recoverability Against Data
Collaboration and Its Countermeasure

Takaya Yamazoe, Hiromi Yamashiro(B), Kazumasa Omote, Akira Imakura,
and Tetsuya Sakurai

University of Tsukuba, 1-1-1, Tennodai, Tsukuba, Ibaraki 305-8577, Japan

s2220544@s.tsukuba.ac.jp

Abstract. The development machine learning and related techniques
has accelerated the use of data in a variety of fields, including medicine,
finance, and advertising. Because the amount of data is increasing
extremely rapidly, it is often necessary to integrate data from multiple
organizations for analysis. Accordingly, distributed data analysis meth-
ods that enable data analysis while protecting the privacy of the data are
being prioritized. A method called data collaboration, in which data is
dimensionally reduced and shared as an intermediate representation, has
been proposed as a non-model-sharing learning method. In this paper,
we propose an attack model based on a generative adversarial network
(GAN) to evaluate the security of this new framework. We also propose
a method to improve the security of data collaboration. In addition,
we experimentally evaluated the risk of reconstructing the original data
from the intermediate representation and determine the effect of privacy
protection using an attack model.

Keywords: Privacy · Dimensionality reduction · GAN

1 Introduction

In recent years, the spread of web services and mobile devices has made it possible
to collect data on a large scale, and advanced data analysis has become possible
using machine learning and other techniques. It is possible to obtain even more
value from data by sharing it across institutions and service domains. However,
one of the key issues is the risk of private data being exposed. Methods that
enable data analysis while protecting the privacy of the data are being developed
to reduce the privacy risks associated with data publication and sharing.

Anonymization methods have been proposed to reduce the risk of the re-
identification of records through data processing [1,2], and computational meth-
ods have been proposed to keep the data encrypted. However, both of these
methods are problematic because the dimensions [3] and computational costs
involved decrease their utility. Therefore, as a framework for non-model shar-
ing, the method shown in Fig. 1, called data collaboration, has been receiving
attention [4,5].
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
C. Su and K. Sakurai (Eds.): SciSec 2022 Workshops, CCIS 1680, pp. 3–15, 2022.
https://doi.org/10.1007/978-981-19-7769-5_1
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Data collaboration enables the utilization of data while protecting privacy
by dimensionally reducing it and sharing it as an intermediate representation,
removing the effects of dimensionality and the constraints of computational cost.
However, the security of intermediate representations is not clear. In this study,
we consider the risk that an attacker who does not know the dimensionality
reduction algorithm can infer the original data from the intermediate represen-
tation. In addition, we suggest measures that data providers can implement to
address these risks.

The contributions of this study are as follows.

– We propose a framework for estimating the original data from intermediate
representations constructed through data collaboration using a generative
adversarial network (GAN). Furthermore, an experimental evaluation using
handwritten text data shows that there is a risk of reconstructing the original
data from the intermediate representation.

– We propose a method to improve the security of data collaboration by apply-
ing privacy measures, namely ε-DR privacy [14] to the intermediate repre-
sentations. We evaluated the effectiveness of this privacy countermeasure in
experiments using the proposed attack model.

– We evaluate the relationship between security and data utility for dimension-
ality reduction algorithms, and show that there is a tradeoff between security
and utility.

2 Preliminaries

2.1 Data Collaboration

Data collaboration [4,5] is a method for sharing data collected by multiple insti-
tutions. Each institution i(i = 1, ..., n) that collects data Xi compresses its own
data Xi with its own dimensionality reduction algorithm fi. In addition to these
data, each organization has common anchor data Xanc and shares Xanc

i com-
pressed by each institution’s dimensionality reduction algorithm fi. The data
analyst generates a projection Gi for n data collection agencies to produce data
for analysis based on the anchor data Xanc

i compressed by each agency. Using
this Gi, the data Xi collected at each institution is projected onto the analysis
data, and X̃i is obtained for the n data collection institutions. Because X̃ can
be handled in the same way as the original data X, X̃ can be used to develop
the algorithms. It is also assumed that X will never be reconstructed from X̃
because the algorithm f used for dimensionality reduction is not shared by the
institutions.

Data collaboration is a method that can both protect the privacy of the
data and make use of it. Because there are no restrictions on the number of
computation or algorithms that can be used, it can significantly contribute to
the development of data utilization in the future. To investigate the security
of data collaboration, we evaluate the possibility of reconstructing the original
data from the intermediate representations and propose a method to increase
the security.
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Fig. 1. Diagram of data collaboration.

2.2 Generative Adversarial Network (GAN)

A GAN is a deep learning model for estimating the generative distribution of a
given data sample [6]. The advantage of GAN is its ability to accurately estimate
the generative distribution of data samples. It can also estimate the generative
distribution of complex high-dimensional space images. GAN is an algorithm
for learning two models: a generator G and discriminator D, formulated as a
min-max game. The generator generates fake data G(z) from random noise z.
The discriminator D determines whether the given data are the true data or
the fake data produced by the generator. By training both at the same time,
the generator G will eventually produce data that is identical to the true data.
Because of their efficacy GANs have been actively studied in recent years. As a
result, derived models such as DC-GAN [7] combined with convolutional neural
(CNN) networks and cGAN [8] and AnoGAN [9] which can all efficiently learn
GAN using class labels have been proposed.

In this study, we reconstruct the original image data used in the data col-
laboration by employing the features of the GAN to estimate the generation
distribution of a given data sample.
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3 Related Works

In this section, we introduce a study on reconstructing training data for machine
learning models using GAN and a privacy protection method for dimensionality
reduction algorithms.

3.1 Reconstruction of Training Data Using GAN

In recent years, with the development of the machine learning, various methods
using deep learning have been proposed in the fields of image and natural lan-
guage processing. In the field of imaging, deep learning has achieved remarkable
results for tasks such as image classification, object detection, and face recogni-
tion. As a result, models trained with deep learning are sometimes released to
the public. For example, a model may be shared in the cloud or a model may
be installed and used on a local device. In recent years, there have been con-
cerns about the risk of personal information disclosure from such public models
[10,11]. Kusano et al. [12] proposed a classifier-to-generator (C2G) attack model
that uses GAN to estimate the image used to train the model from a published
image classification model. Because the classification model contained much less
information than the data samples used for training, it was difficult to estimate
the information in the training data from the classification model. However, they
solved this problem by using the GAN of the generative model and data collected
from an external source, which was different from the training data.

3.2 DP-PCA

Differential privacy is a privacy mechanism that can protect the original data
even if the output or the algorithm itself is made public. Jiang et al. pro-
posed principal component analysis with differential privacy (DP-PCA) [13] as
a method for applying apply differential privacy to dimensionality reduction
algorithms. PCA satisfies differential privacy by adding noise defined as

Â = A + W (W Wd(d + 1, Cw)) (1)

to the covariance matrix A where Wd is the Wishart distribution, d is the num-
ber of dimensions in the data, and Cw is a matrix with d identical eigenvalues
3

2nε . The mechanism using the Wishart distribution is less noisy than the mech-
anism using the Laplace distribution and has higher usefulness. The mechanism
based on the Wishart distribution is less noisy than the mechanism based on the
Laplace distribution, making it possible to implement a highly useful privacy-
preserving dimensionality reduction algorithm.

3.3 ε-DR Privacy

Privacy-preserving methods using differential privacy have challenges in terms of
data availability and performance degradation relative to the number of queries.
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To solve this problem, Nguyen et al. proposed a new privacy protection method
called ε-DR privacy [14] for dimensionality reduction algorithms. They proposed
a method to generate dimensionality reduction data to train machine learning
models and to prevent the attacker from estimating the original data. The con-
straints imposed on the dimensionality reduction algorithm were:

E[|dist(x,R(F (x))|] > ε (2)

where F (·) is the dimensionality reduction algorithm and R(·) is its inverse map.
The ε-DR privacy algorithm aims to maximize the distance between the origi-
nal data and the reconstructed data to protect the privacy of the data owner.
They also proposed a framework, called autoencoder generative adversarial nets
based dimension reduction privacy (AutoGAN-DRP), to generate data that sat-
isfies ε-DR privacy. This method assumes that the attacker will use the auto
encoder to reconstruct the original data from the low-dimensional data. There-
fore, AutoGAN-DRP generates data that satisfy ε-DR privacy by inducing the
data reconstructed by the auto encoder to form the desired distribution when
the low-dimensional data is generated by the GAN.

4 Proposed Methods

In this section, to evaluate the security of data collaboration, we introduce a
framework for reconstructing the original data from intermediate representations
using GAN and a method for improving the security of data collaboration.

4.1 Assumptions of Attackers

We assume that the attacker is a person who has access to the intermediate
representation of the data collaboration and the anchor data. The attacker does
not need to know the dimensionality reduction algorithm used to generate the
intermediate representation, nor the original data. The attacker collects external
data, which is different from the original data and uses it to estimate the original
data.

4.2 Estimating the Original Data Using GAN

We propose an attack model that estimates the original data from an intermedi-
ate representation of the data collaboration. An overview of the proposed attack
model is shown in Fig. 2. This method is inspired by the Kusano et al. C2G
attack model, which was designed to reconstruct training data from machine
learning models. The attack model can be split into two phases. In phase 1, the
attacker labels the data collected externally. Because the labels of the externally
collected data are different from those of the original data, the attacker uses a
classification model learned from the original data to label the external data.
As the attacker has only intermediate representations of the original data, we
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mix the intermediate representations of the original data with the intermedi-
ate representations of the external data generated by the attacker to perform
data collaboration and train the classification model. When labeling the external
data, the attacker uses the confidence level of the classification model to select
the data to be used as training data for the generative model. In phase 2, the
GAN is trained using the data labeled in Phase 1. At this time, the attacker uses
the intermediate representation of the original data as the initial value of the
generative model. Using the learned generative model, the attacker estimates
the original data from the intermediate representation of the data collaboration.

Specifically, this attack model uses the following procedure to estimate the
original data from intermediate representations. The attacker uses as input the
intermediate representation X̃i = fi(Xi) ∈ Rni×m̃i of each institution i, the
intermediate representation X̃anc

i of the anchor data, the anchor data Xanc, and
the external data Xex ∈ Rnex×m. Here, fi is the dimensionality reduction algo-
rithm used by each institution i, and the attacker does not need any knowledge
of this algorithm.

1. The attacker applies a unique dimensionality reduction algorithm fex to the
external data Xex and anchor data Xanc to obtain the intermediate repre-
sentations X̃ex and X̃anc

ex .
2. The attacker uses a data collaboration algorithm to generate G1, ..., Gn, Gex

from an intermediate representation X̃anc
1 , ..., X̃anc

n , X̃anc
ex of the anchor data.

3. The attacker uses G1, G2, ...G1, G2, ..., Gn to generate the analytical data
X̂i = Gi(X̃i).

4. The attacker uses X̂anc
1 , X̂anc

2 ..., X̂anc
n to train the classification model C.

5. The attacker uses a classification model C to label the analysis data X̂ex =
Gi(X̃ex) generated from external data.

6. The attacker trains a GAN with the labeled external data Xex as the true
data and the intermediate representation X̃anc

1 , X̃anc
2 , ..., X̃anc

n of the original
data as the initial value of the generator G.

7. Finally, the attacker obtains an estimate xpred of the original data from
the intermediate representation xi using the generator G obtained from the
learning.

4.3 Improving the Security of Data Collaboration

We propose a method to reduce the risk of sharing intermediate representations
produced by data collaboration, assuming the attacker uses the attack model pro-
posed in Sect. 4.2. In the proposed attack model, the only information related to
the original data that the attacker has is the auxiliary data and the intermediate
representation after the data collaboration was initialized. Because the attacker
is expected to infer the original data from the intermediate representation, we
apply privacy protection to the shared intermediate representation. Because the
GAN generator attempts to estimate the inverse mapping of the dimensional-
ity reduction algorithm that generated the intermediate representation from the
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Fig. 2. Overview of the attack model for inferring the original data from intermediate
representations of the data collaboration.

original data, the goal is to guarantee that the data far from the original data is
recovered even if the inverse mapping is estimated. Therefore, we assume that
the attacker has obtained the inverse mapping, and apply a privacy-preserving
process. Specifically, we construct the intermediate representation of the data
such that the distance between the recovered data and the original data is at
least d when the attacker uses the inverse mapping of the dimensionality reduc-
tion algorithm. The privacy-preserving process imposed on the dimensionality
reduction algorithm is expressed by:

min dist(x,R(F (x))) = min
‖x − R(F (x))‖2

‖x‖2 (3)

where x is one record of the original data, F (·) is the dimensionality reduction
algorithm used for the data collaboration, and R(·) is the inverse map of F (·).
An illustration of this method is presented in Fig. 3.

5 Experiment and Evaluation

In this section, we present the results of estimating the original data from the
intermediate representation of the data collaboration using the following: the
proposed method, the effect of ε-DR privacy, and the relationship between the
privacy guaranteed by ε-DR privacy and usefulness. Data collaboration is an
algorithm that can maintain the utility of data even if each organization involved



10 T. Yamazoe et al.

Fig. 3. Diagram of the constraints imposed on the dimensionality reduction algorithm
used for the data collaboration.

uses different dimensionality reduction algorithms, which are not disclosed exter-
nally as confidential data. However, because attackers can perform brute-force
attacks on the dimensionality reduction algorithms, it may be possible to esti-
mate the approximation algorithms. In this experiment, we assumed that the
approximation algorithm was estimated, and we conducted the experiment such
that the attacker and all the institutions participating in the data collaboration
used the same method (PCA) for the dimensionality reduction algorithm.

5.1 Datasets

The datasets used in the experiment are listed in Table 1. The experiment was
conducted assuming the data collaboration used “mnist”1 as the original dataset.
The attacker uses one of the following datasets as an external dataset: “digits”,
“balanced”, or “letters” from “emnist”2. When using the “digits” dataset as an
external dataset, we assume the attacker can easily obtain a dataset similar to
the original dataset. With the development of the Internet and the availability
of open data, it is a realistic assumption that an attacker can obtain a dataset
similar to the original dataset. In the case of using the “letters” dataset as an
external dataset, we assume that it is difficult for the attacker to obtain a dataset
similar to the original data. Finally, in the case of the “balanced” dataset, we
assume a situation in between the two.

5.2 Reconstruction from Intermediate Representations

We conducted an experiment to estimate the original data from the interme-
diate representation of the data collaboration using the method proposed in
Sect. 4. The results of reconstructing the original data from the intermediate
1 http://yann.lecun.com/exdb/mnist/.
2 https://www.nist.gov/itl/products-and-services/emnist-dataset.

http://yann.lecun.com/exdb/mnist/
https://www.nist.gov/itl/products-and-services/emnist-dataset
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Fig. 4. Results of experiment using the proposed attack model to infer the original
data from the intermediate representation of the data collaboration.

Table 1. Datasets used in the experiment.

Dataset Discription

mnist Dataset of handwritten numbers

digits Dataset of handwritten numbers

balanced Dataset of handwritten numbers and handwritten alphabets

letters Dataset of handwritten alphabets

representation using the proposed attack model are shown in Fig. 4. It shows
that the original data are more likely to be reconstructed in situations in which
the attacker is able to obtain a dataset (in this case, “digits”) that closely resem-
bles the original data. Even when the attacker cannot obtain images similar to
the original data (i.e., the “letters” dataset), we confirmed that the attacker can
read certain shapes in the original data. This information may be used by an
attacker to determine the domain of the data. The results using the “balanced”
dataset as an external dataset are intermediate between the two, and this result
most closely resembles a realistic situation.

5.3 Reconstruction from Intermediate Representations with ε-DR
Privacy

The experimental results in Sect. 5.1 show that an attacker may be able to infer
the original data and its domain from the intermediate representation of the
data collaboration. Therefore, in this study, we propose a method to secure data
collaboration using ε-DR privacy. In the experiments described in this section,
data collaboration was performed using the constraints on the dimensionality
reduction algorithms introduced in Sect. 4.3. We generated multiple datasets by
changing the original data and the parameter ε. Figure 5 shows the results of
the original data estimated by the attack model, and Table 2 shows the results
for the evaluation of the RMSE of the estimated and original data. When we
checked the estimated image data, we found that there was no significant change
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Fig. 5. Results of experiment using an attack model to estimate the original data from
the intermediate representation of the data collaboration, applying ε-DR privacy.

Table 2. Results of experiment evaluating the RMSE of the original data and the
data estimated by the attack model from the intermediate representation of the data
collaboration applying ε-DR privacy.

ε Dataset

Digits Letters

0.00 139.38 127.25

0.25 136.64 129.60

0.30 137.44 147.92

in the attack results even when we modified the value of ε while using the “digits”
dataset as the external dataset. There was also no tendency for the value of the
RMSE to change. This result confirms that ε-DR privacy does not function well.
One possible reason for this is that the “digits” dataset is very similar to the
“mnist” dataset, which is a situation that favors the attacker. In such a situation,
the risk that the attacker may be able to reconstruct the original data must be
taken into account. When the “letters” dataset was used as the external dataset,
we confirmed that the attack model did not accurately estimate the original data
with increasing values of ε. The value of the RMSE also increased in proportion
to the value of ε, confirming that the distance between the original data and
the estimated data increases. Therefore, we can confirm that constraining the
dimensionality reduction algorithm using ε-DR privacy significantly contributes
to improving security, assuming that the attacker cannot collect data similar
to the original data. Therefore data providers can generate intermediate repre-
sentations using constraint-imposed dimensionality reduction algorithms, which
can hinder the estimation of the original data and domain estimation.

5.4 The Relationship Between Security and Utility in Data
Collaboration

We conducted an experiment to test the relationship between ε-DR privacy and
data utility in data collaboration. In this experiment, the ε-DR privacy param-
eter ε was changed, and data collaboration was performed with a dimensional
algorithm that imposed constraints on each parameter. We trained a classifi-
cation model using the analysis data generated from the data collaboration as
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Table 3. Relationship between ε and the utility of the data in data collaboration.

ε Accuracy

0.0 0.86

0.05 0.86

0.1 0.84

0.2 0.78

0.25 0.62

0.3 0.56

0.4 0.18

Baseline 0.617

Fig. 6. Relationship between the safety of ε-DR privacy and the utility of the data.

training data and evaluated the accuracy of the trained classification model using
common validation data. A graph showing the relationship between the ε-DR
privacy parameter ε and the accuracy of the classification model is shown in Fig.
6. A table showing the relationship between the parameter ε and the accuracy
of the classification model is shown in Table 3. The results of the graphs con-
firm that as the security of the data increases, the utility of the data decreases,
and that there is a trade-off between security and utility. Consequently, the
data provider must impose constraints on the dimensionality reduction algo-
rithm and generate intermediate representations while accounting for the utility
of the data. The baseline for the results is the accuracy that occurs when the
classifier is trained using data owned by only one institution without central-
izing the data. The fact that the accuracy of the results is better than that of
the baseline results when the data are analyzed indicates the effectiveness of the
data collaboration.
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6 Conclusion

In this study, we analyzed the security of data collaboration and made sugges-
tions for improving its security. For the security analysis, we proposed an attack
model in which an attacker with access to anchor data and an intermediate rep-
resentation of the original data uses external data to estimate the original data.
The results of our experiments confirmed that there is a risk that the domain
of the original data will be inferred even if the attacker does not own external
data similar to the original data. We also proposed a method that applies ε-DR
privacy [14] to improve the security of data collaboration. We confirmed that
ε-DR privacy can reduce the risk of an attacker estimating the original data and
that there is a trade-off between security and usefulness.
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Energy and Industrial Technology Development Organization (NEDO).
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Abstract. 5G small-cell base stations (“Smallcell”) have been widely
deployed to enhance network capacity in densely populated city centers.
Generally speaking, IPSec is used to secure the backhaul links between
the Smallcell network and the core network. However, encryption some-
times serves as a tunnel to hide malware. Encrypted traffic classification
of 5G Smallcell backhaul links is rarely discussed in the literature. To
our knowledge, we are the first to classify encrypted 5G Smallcell back-
haul links using 1D-CNN. We are able to classify 5G Voice, SMS and
Internet data with 99.99% accuracy rate and above, and the model is
validated using real network data. The work can be used for classifying
real encrypted network traffic in general.

Keywords: 5G smallcell · Deep learning · IPSec · Encrypted traffic
classification

1 Introduction

With the rapid development of mobile communication technology, 5G has
brought great convenience to people’s life. Mobile applications affect every aspect
of people’s daily life, such as mobile payment, online shopping, take-outs, navi-
gation and the list goes on. However, with convenience come increasing security
risks, such as spam messages, network fraud, mobile phone viruses and tro-
jan implantation. With means for attacking, more and more often disguised as
encrypted data, being able to classify encrypted mobile communication traffic
has become critical, yet challenging.

With continuous acceleration of 5G commercialization, mobile communica-
tion traffic will experience explosive growth. 5G mainly uses 3.5G frequency band
and above, therefore the coverage range of 5G macro base station is smaller and
the signal have more difficulty transmitting through buildings. Compared to

This work was supported by the National Key R&D Program of China No.
2016QY13Z2306.
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Macrocell, 5G Smallcell improves coverage more effectively, increases network
capacity and enhances user experience.

5G network has limited network coverage. In contrast, Smallcell complements
5G network in terms of expanding network coverage. Compard to 5G network,
Smallcell has following advantages:

– Smaller volume, easier installation, wider signal coverage and lower transmit
power.

– Less signal diminution and enhanced signal quality.
– Increased frequency utilization efficiency.

In 5G Smallcell architecture, IPSec tunnel is deployed between Smallcell
and security gateway (SeGW), which ensures the privacy and integrity of data
communication in 5G access backhaul. IPSec is not used in 2G/3G interface
protocols, but is important for 4G/5G network. As shown in Fig. 1.

Fig. 1. IPSec tunnel in Smallcell architecture.

We tried different combinations of CNN model type, sampling size and clas-
sification methods in order to optimize performance.

The main contributions of our paper can be summarized as follows:

– Firstly, our contribution is to take IP packets as data input and train a 1D-
CNN model with 99.99% classification accuracy.

– Secondly, we show that the 1D-CNN model with 500 bytes as sampling length
is optimal for Smallcell IPSec encrypted traffic classification, as the classifi-
cation accuracy is the highest (99.99%).

The remainder of this paper is organized as follows. Section 2 reviews related
work. Section 3 presents the models and evaluates model performances. Section
4 concludes the work.
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2 Related Work

2.1 SSL Encryption vs. IPSec Encryption

Most research on encrypted traffic classification focus on SSL traffic classifica-
tion. SSL encrypts traffic above the transport layer, which is convenient for the
purpose of classification because researchers can divide packets into session flows
based on IP quintuples (source address, source port, destination address, desti-
nation port, transport layer protocol). Divided packets are then used to extract
model features. Details can be found in [1–3].

Most studies around encrypted traffic analyze SSL encrypted data, while the
challenge of applying or generalizing these findings is really data access. SSL
encrypted data has to be sourced from the core network, which is difficult or
not feasible for most researchers. In contrast, collecting IPSec encrypted traffic
data from ratio access network is relatively easy. By taking advantage of this
convenience, we are able to build a high-performance traffic classification model.
IPSec technology has been widely used in 5G network for network security and
therefore it is important to classify IPSec encrypted traffic. However, there is
relatively few studies on the identification of IPSec VPN encrypted traffic [4,5].

IPSec encrypts network traffic above the network layer, it is no longer feasible
to divide packets into session flows using IP quintuple. IPSec traffic classifica-
tion relies on different data types as input (packets) and therefore CNN models
trained on SSL flows cannot be used for classification in our context(The data
type is different because once an IPsec tunnel is successfully established, the
addresses and port numbers at both ends of the tunnel between the base station
and the gateway are generally fixed during rekey lifetime. The source and desti-
nation port numbers are both 4500). Our contribution is to take IP packets as
data input and train a 1D-CNN model with 99.99% accuracy.

Based on this, this paper proposes to carry out the research on traffic iden-
tification and classification of 5G encrypted communication in Smallcell archi-
tecture by taking IP packets as the unit and combining the advantages of CNN
classification.

2.2 Network Traffic Classification

Previous traffic classification work for unencrypted networks mainly include clas-
sification based on port, packet depth, packet characteristics as well as machine
learning models [6].

The diversity of encryption algorithms and methods makes encrypted traffic
classification challenging. Past work around encryption traffic classification can
be grouped into the following six categories [6]: Effective payload detection based
on unencrypted data streams generated during handshake [7]. Payload random-
ness [8]. Machine learning models based on flow data [9]. Host characteristics
[10]. Packet size distribution [11]. Ensemble methods models [1,12].
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3 Smallcell Encrypted Traffic Identification Framework

3.1 The Proposed Framework

As shown in Fig. 2, our proposed framework includes two phases.

Fig. 2. The framework of proposed model.

Phase I: data collection and data processing
1. We set up a Smallcell network environment to fetch IPSec encrypted traffic
data, detailed in Fig. 4. Since the goal is to build a model that enables us to
classify traffic into voice traffic, SMS traffic and internet traffic, we fetched the
three traffic types separatel, which makes it easy to label the data afterwards.
2. Extract IPSec packets from raw data
3. We then converted IPSec packet data into a format that can be used as model
input, by truncating and padding data frames of different lengths into the same
length (500, and this is chosen based on model performance). Since we need a
unified packet length, the excess part will be trimmed, the part less than 500
bytes will be filled with zeros.

Phase II: model training
We construct a 1D-CNN model shown as Fig. 3 using different data frame lengths
(100–600), with interval of 50, and identify the optimal length that balances
accuracy and training time is 500.

We splitted the sample into two parts, with 80% used as the training set and
20% as test set.

The 1D-CNN model constructed in this paper includes three 1-D convolution
layers and two full connection layers.
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– Convolution layer extracts the characteristics of the input byte stream
through three layers of convolution operation.

– Full connection layer plays the role of classifier.

We take advantage of the fact that deep learning model can learn high-level
features from raw data input. Recent studies [13,14] showed the effectiveness of
deep learning models for classifying encrypted traffic. Table 1 shows the 1D-CNN
model specification:

Fig. 3. 1D-CNN model structure.

Table 1. 1D-CNN model parameter list

Layer Num. Operation Input Size Filter Width Step Size Padding Output

1 Conv1 500 * 1 7 2 same 247 * 32

2 Conv2 247 * 32 7 2 same 121 * 64

3 Conv3 121 * 64 7 3 same 39 * 64

4 Full connect 39 * 64 null null none 2496

5 Full connect 256 null null none 3

6 softmax 3 null null none 1
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Fig. 4. Smallcell traffic collection diagram.

3.2 Traffic Collection

As shown in Fig. 4, three Smallcell base stations (two NR FDD and one NR
TDD) are connected to the mirroring switch, and the data packets of mobile
phones are copied to our PC through the mirroring switch. Data packets are
saved in pcapng format by wireshark packet capture tool.

3.3 Model Training

We trained the model using the open-source library Pytorch, and the hyperpa-
rameters used for training are shown in Table 2:

Table 2. CNN Hyperparameters

Parameter Value

Dropout 0.5

Loss function Cross entropy function

Optimization Adam optimizer

Learning ratet 1e–3

Num. of average train 15
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3.4 Performance

Evaluation Metric. The metrics used are pretty standard in the traffic clas-
sification literature. We use accuracy, precision, recall and F-measure. They are
computed using the confusion matrix shown in Table 3.

Table 3. Confusion matrix

Predicted: Type I Predicted: none Type I

Accurate: Type I TP FN

Accurate: none Type I FP TN

As the follows:

Accuracy : A =
TP + TN

TP + TN + FP + FN
(1)

Precision : P =
TP

TP + FP
(2)

Recall : R =
TP

TP + FN
(3)

F1 −Measure : F1 =
2 × P ×R

P + R
(4)

Accuracy and F1 score reflect the balance between precision and recall.

3.5 2D-CNN Model

We use the same database and parameters to compare the accuracy of 1D-CNN
and 2D-CNN in Smallcell IPSec encrypted traffic classification, and found that
2D-CNN is not more efficient in extracting information from the raw data, and
therefore is not necessary.

The results for 2D-CNN are as follows:
It can be seen from Fig. 5, 1D-CNN classification accuracy on Smallcell IPSec

encrypted traffic(Voice, SMS, Internet) is higher than 2D-CNN model. Therefore,
1D-CNN is more suitable for network traffic data classification. Our guess is that
network traffic itself is a 1D data flow, and a 1D model can be used to extract
data features well, so as to achieve accurate identification and classification.
There is no need to convert 1D data into 2D images first, and then use 2D
models for processing.
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Fig. 5. Traffic classification accuracy of 1D-CNN vs. 2D-CNN.

3.6 Optimizing Sample Size

We trained models on data frame of different lengths, starting from 50 bytes
to 600 bytes(step is 50 bytes). We found that for the interval[500,600], a the
classification accuracy stabilizes around 99% (Fig. 6 and Fig. 7). Considering
that longer data frame lengths leads to longer trainig time, we suggest using 500
as the optimal length.

Fig. 6. Traffic classification accuracy between training set and test set.
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Fig. 7. Traffic classification accuracy between different sample sizes.
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3.7 Performance on Traffic Classification of 5G Voice, SMS
and Internet Data

(All results listed below correspond to the optimal data frame byte lengths of
500)

Figure 8 shows that 18,642 of the 18,644 packets are correctly classified.
Figure 9 and Fig. 10 show that the accuracy and loss curves of the training set
and test set becomes stable as the number of training rounds increases.

Fig. 8. Confusion matrix.

Fig. 9. Accuracy curve.

The results are as follows: Accuracy: 99.99%, Recall: 99.99%, Precision:
99.99%, F1: 99.99%. Experiments show that using the 1D-CNN model, the accu-
racy, recall rate, precision rate and F1 value can reach 99.99%.
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Fig. 10. Loss curve.

4 Conclusion

We demonstrate the feasibility of applying the 1D-CNN model for classifying
IPSec encrypted 5G traffic by using deep learning method. Subsequently, the
model can be applied to 5G Smallcell architecture to monitor encrypted data
traffic in real time. We propose the following areas for future research explo-
ration:
Data set: currently, there is no publicly available IPSec data set for mobile com-
munication networks. Researchers often collect their own data, making it difficult
to compare works among different researchers
Model generalizability: the model proposed in this paper is aimed at the classifi-
cation of 5G IPSec encrypted traffic in Smallcell architecture. However, whether
the model can be generalized in classifying encrypted traffic in other moble net-
work system remains to be explored.
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Abstract. With the development of human-computer interaction tech-
nology, the concept of space is constantly being extended. As technol-
ogy continues to be embedded in daily life, the boundaries between the
physical world and cyberspace are blurring. We consider this composite
environment as a cyber-physical space, which is not only closely con-
nected with the external physical world, but also has the characteristics
of technology, virtuality and independence. Human security behaviors in
cyber-physical space will be affected by more factors in different environ-
ments because they occur in parallel in the two spaces. Therefore, in this
new socio-technical system, we need to reconsider how to guide and assist
human security behavior. In this paper, we focus on the security behav-
ior in cyber-physical space and the research question of how to provide
assistance for it. On the one hand, the characteristics of the environment
are considered, that is, the cyber-physical space is the product of techno-
logical development. On the other hand, human behavior is affected by
their own psychological characteristics and bounded rationality, so the
characteristics of the behavior subject are also considered. Starting from
the tech-psychological and tech-economic perspectives, we propose that
by changing motivation, changing ability, providing appropriate triggers,
or using people’s status-quo bias, regress aversion bias, social influence to
assist human security behavior based on the persuasive technology and
nudge theory. Finally, we summarize the design ideas of human security
behavior assistance in cyber-physical space.

Keywords: Cyber-physical space · Security behavior assistance ·
Persuasive technology · Nudge

1 Introduction

As Internet usage grows, the technology supporting the structure of the Internet
is evolving at an even higher rate. The Web 3.0 era we are entering now brings
new opportunities and challenges [28]. The rapid progress of human-computer
interaction technology has promoted the integration of virtual cyberspace and
reality physical space. The online world that we thought was independent of
reality in the past has become a digital living space with a new social system,
which we call cyber-physical space. In such a space, human behavior in the
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physical world will be reflected in cyberspace, while decisions made in the vir-
tual environment will also have an impact on real life. Therefore, the emerging
characteristics of the increasingly complex environment make the security issues
in this new space also worthy of study.

Cyber-physical space is undoubtedly a socio-technical system, in which secu-
rity issues are not limited to the attack and defense at the technical level, and
the role of human in maintaining the operation of the system should not be
underestimated. Since the operation of most security systems are inseparable
from the participation of human beings, once there is a problem with the per-
sonnel in the system, whether it is an active malicious attack or an unintentional
leak of secrets or operational errors, strict protection measures will fail. Humans
are considered to be the weakest link in cyberspace security [34]. It is one of the
most urgent tasks to strengthen the education and training of relevant personnel
and conduct appropriate behavior assistance.

It is gratifying that the current study of human behavior in security sys-
tems has attracted the attention of researchers. Since security mechanisms are
designed, implemented, applied and breached by people, human factors should
be considered in their design [1]. Password security [16,33], phishing [22], pri-
vacy protection [35] and other fields have shifted the focus from simply using
technical means to strengthen system security protection to how to prevent peo-
ple from intentional or unintentional insecurity behavior to reduce the overall
security of the system. A large number of theories and research methods in psy-
chology, behavioral economics and social science have been applied in the field of
security to improve human security awareness or help them make security deci-
sions [2,26,27]. For example, using the nudge theory of behavioral economics,
security researchers have designed a dynamic personalized password policy to
guide people with different personalities to set passwords that are more difficult
to guess [16], which can reduce the risk of information leakage from successful
attacks due to a weak password set by a certain account.

However, through the summary and analysis of the existing research on secu-
rity behavior assistance, we find that although there have been many applica-
tions, there is still a lack of systematic summary of the theoretical models behind
it. Most of the studies use questionnaires, interviews, user experiments and other
methods to propose effective assistance for people’s insecurity behavior (eg. using
weak password). Although these are certainly valuable results, some of them lack
interpretability, which means that the reason why the assistance methods work
is still unknown. Therefore, in order to avoid using only experimental data,
we prefer methodological guidance. At the same time, as We increasingly live
in cyber-physical spaces, spaces that are both physical and digital, and where
the two aspects are intertwined. Such spaces are highly dynamic and typically
undergo continuous change [31]. Providing assistance for security behavior in
this scenario requires us to reconsider how the technical factors that build the
entire space interact with the human factors.

We first give an overview of cyber-physical space(see Fig. 1). Cyber-physical
space consists of three major parts: cyber space, physical space and human
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behavior. They are not independent parts, but intermingle and influence each
other. Cyber space reflects the state of physical space through information tech-
nology, and is also influenced by the state of physical space. A representative
manifestation of this phenomenon is online payment. Whether it is the state
of cyber space or physical space, it is difficult to represent without the carrier
of behavior. At the same time, subtle changes of human behavior can also be
fed back into the dynamically changing cyber-physical space. Because of these
characteristics of cyber-physical space, in addition to the traditional technical
perspective, we propose a comprehensive analysis to research it from a psycho-
logical perspective and an economic perspective.

Fig. 1. An overview of human behavior in cyber-physical space

In this paper, we will explore the human security behavior assistance method
in cyber-physical space from the perspective of tech-psychological and tech-
economic. Focusing on persuasive technology and nudge theory, two theoretical
models that have been widely used to guide human security behavior, we hope
to analyze the theoretical principles behind them by combing the development
history of the models, so as to answer the key research question of how to assist
human security behavior. Next, establish the relationship between behavior assis-
tance model and specific security research to provide a set of more scientific and
effective design ideas of security behavior assistance from the methodology.

Therefore, the main contributions of the paper are as follows:
a) answer the critical question of how to assist human security behavior in

cyber-physical space from a techno-psychological and techno-economic perspec-
tive
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b) establish the relationship between behavior assistance theoretical model
and specific security practices by summarizing existing research, and provide a
set of more effective security behavior assistance design ideas from the method-
ology.

2 A Tech-Psychological Perspective

Human behavior in cyber-physical space is made by people in the physical space,
and expressed in the cyber virtual environment through technical means. There-
fore, guiding human behavior from a techn-psychological perspective is using
information technology methods to influence the psychological factors that deter-
mine human behavior, and then provide assistance to human security behavior.

The classic method from this perspective is the persuasive technology pro-
posed by Professor Fogg [10]. It is a user behavior guidance technology that
combines the persuasive principles in psychology with computer technology. Its
goal is to study, analyze and design intersecting computer products to change
people’s attitudes and behaviors. The theoretical basis of persuasive technology
is Fogg behavior model.

2.1 Fogg Behavior Model

Professor Fogg presented Fogg behavior model [11], which is an effective model
to explore the causes of behavior. Its core content can be simply expressed as an
equation:

Behavior = Motivation + Ability + Trigger(B = MAP ) (1)

The model states that the occurrence of a behavior must simultaneously satisfy
three elements: sufficient motivation, sufficient ability and appropriate trigger.
But if you want to prevent a behavior from happening, you can remove any one
of the three elements.

As shown in Fig. 2, people’s motivation and ability are placed in two direc-
tions of the coordinate axis, which increase in turn along the direction of axis.
People’s motivation and ability in a certain circumstance can be regarded as a
point in the coordinate system. The curve identified in the figure means an behav-
ior threshold line, and the part above the curve is “places where the behavior
is likely to occur”. That is, when people’s motivation and ability are sufficiently
sufficient to cross the threshold line, supplemented with appropriate triggers, the
behavior can occur. However, if either of the two factors, motivation and ability,
is insufficient so that the corresponding coordinate point falls below the threshold
line, the behavior will not occur even if an appropriate trigger is presented.

These three elements are further explained [11]. Motivation is the source of
power for people to behave, which provides a reason for a particular behavior.
Fogg behavior model summarizes people’s motivation into three types: a) plea-
sure and pain, that is, people want to experience pleasure or avoid pain; b) hope
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Fig. 2. Fogg behavior model

and fear, that is, people want to increase hope or decrease fear; c) social accep-
tance and exclusion, that is, people want to receive social acceptance and avoid
social exclusion. Ability is the cornerstone of behavior. You must ensure having
sufficient ability to complete the behavior once you want to promote it. Ability
includes time, money, physical, mental, social acceptance and routine. Finally,
trigger is the key to make the behavior happen. Sufficient motivation and ability
only increase the possibility of the occurrence of behavior. Whether a behavior
finally occurs depends on whether appropriate trigger is provided. Fogg divides
triggers into three types: a) sparks, which enhance people’s motivation; b) facili-
tators, which simplify tasks and help people perform behaviors; c) signals, which
are some weaker cues serving as reminders.

2.2 Human Behavior Assistance Based on FBM

Fogg behavior model decomposes the necessary conditions for the occurrence
of behavior into three factors, which also provides three ideas for human secu-
rity behavior assistance: a) change motivation, b) change ability and c) provide
effective trigger.

Change Motivation. Motivation includes extrinsic motivation and intrinsic
motivation. Extrinsic motivation refers to encouragement and rewards from
environment and goals. Intrinsic motivation refers to the realization of personal
achievement and satisfaction of curiosity. When designing security behavior assis-
tance, if the promotion of both intrinsic motivation and extrinsic motivation can
be considered, the behavior assistance scheme may achieve good results. How-
ever, because security is often the “second choice” of people, when facing an
urgent task, people’s motivation to make security decisions tend to be at a lower
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level and is difficult to improve in a short time. Under the circumstances, it
is necessary to rely on the change of extrinsic motivation to improve people’s
overall behavioral motivation and urge people to make security behaviors.

Alain Forget et al. [12] proposed a persuasive authentication framework,
which considers the adaptability of persuasive technology in security. This work
summarized the application of persuasive technology in the field of usable secu-
rity and authentication into five basic principles: simplification, personalisation,
monitoring, conditioning and social interaction. The last three principles are
motivated by the consideration of changing people’s behavioral motivations
(whether it is to increase the motivation of performing security behavior or
reduce the motivation of performing insecurity behavior). When people know
that their passwords are being monitored by security administrators, they may
also be motivated to self-monitor and adjust their behavior to make more secure
passwords. At the same time, various forms of reinforcement conditioning from
the outside can provide people with external motivation to perform security
behavior. Attitudes from the external society can also provide additional per-
suasive effects, such as appreciating and encouraging people’s efforts to ensure
the security of the organization, or explaining that insecurity behavior will not
only harm personal interests but even endanger the whole organization. Thus,
people’s motivation to take insecurity behavior may be reduced.

The work of Alain Forget et al. [13] developed Persuasive Text Pass-
words(PTP) by applying the above principles. The security of the password
is enhanced by randomly inserting some characters into the password set by the
user. Although users can obtain new random character combinations through
constantly refreshing, users will feel bored and the motivation to do this will
gradually decrease. The PTP system makes insecurity choice, finding a pass-
word that is easy to remember but also easy to guess, less attractive to assist
users away from insecurity decisions.

George E. Raptis et al. [25] designed GamePass, a graphical password cre-
ation mechanism that incorporates gamification. Due to various factors such as
task urgency, account value, and people’ cognitive and memory capabilities, set-
ting a secure password has often become the secondary goal and most people
lack sufficient motivation to set a strong password. GamePass increases people
engagement in the password creation process through the process of gamifica-
tion and turns a secondary goal of creating secure passwords into a primary goal
of performing well in the game, which makes a stressful task into a fun activ-
ity. This method greatly improves people’s behavioral motivation of creating a
secure password. It also incorporates scores, ranks and rankings, which are effec-
tive incentive strategies to persuade users to actively participate in the game,
further providing external motivation of behave securely.

Anirudh Ganesh et al. [14] designed a game to persuade users to improve the
security behavior of smartphones for the security and privacy issues of mobile
terminals, based on the protection motivation theory. Compared with textual
security education materials, gamification makes it easier for users to remem-
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ber security knowledge. Knowledge of the consequences of security threats also
enhances their motivation to behave securely in their lives.

Change Ability. Starting from the Fogg behavior model, we can conclude that
there are two ways to enhance the ability: a) educate and train people to help
them enrich their knowledge and improve their self-level to achieve the extent
that they can complete the target behavior; b) change the difficulty of behavior so
that the ability to perform security behaviors is at a level that is easily achievable
for people, or makes it more difficult to perform insecurity behaviors that are
impossible or very difficult for people to do at their current level of ability.

Among the five persuasive principles under the authentication framework
proposed by Alain Forget [12], Simplification is for the purpose of changing
the ability of people to perform behaviors. Forget proposed that the security
authentication process should be as simple as possible, ensuring that people can
complete the entire task in as few steps as possible, thus not burdening the user
with additional abilities.

Sonia Chiasson et al. [7,8] improved the difficulty for people to select insecure
passwords by providing them with a highlighted window that appears randomly
and allowing people to only select points within the window as graph passwords.
In other words, it simplifies the process of choosing a secure password without
any extra effort. Changes in the ability dimension make it more likely that the
desired security behavior will occur.

Article [37] designed a security interactive comic to enhance people’s under-
standing of the concepts of security password guessing attacks, antivirus protec-
tion, and mobile online privacy. Article [36] also used infographics and interactive
comic to persuade people to update their antivirus software. Since the lack of
understanding of security threats and their related impacts is a fundamental rea-
son for preventing security behaviors, effective security education for users can
greatly enhance their ability to perform security behaviors when facing security
threats from the perspective of the ability dimension in Fogg behavior model.

Provide Effective Trigger. If it is found through the analysis of the situation
that the motivation and ability of people to make security behaviors have reached
the level of being able to complete, but the security behavior expected by the
behavior designer still does not occur. Then it is necessary to consider whether
there is a lack of appropriate triggers.

What can trigger people’s security behavior? This is a question that behavior
designers and researchers must answer. Sauvik Das et al. [9] studied the trig-
gers of people’s security and privacy behaviors. It divides the triggers into three
types: forced, proactive and social. Force Triggers are external stimuli that force
people to make behavior changes beyond their own will. Typically, passwords
are required to updated regularly due to organizational mandates. Subject by
external conditions, this is the least common type of trigger. Proactive trig-
gers are self-willed or goal-directed behavioral change triggers, such as a routine
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password update. Social triggers, on the other hand, are the most common trig-
gers found in the study, which refer to direct social interactions that lead to
behavioral change when people observe or interact with others, such as receiving
advice from friends. Like the classification of triggers in Fogg’s model of behav-
ior: sparks, facilitators, and signals, different kinds of triggers play a significant
role at different motivation-ability levels. Articial [9] also prove that people of
different ages, nationalities and security behavioral intention(SBI) have different
triggers when they conduct security privacy behaviors. This provides an idea for
us to research the effect of triggers and design what kind of triggers can work
on a specific group of people.

Triggers are the easiest to change, but also one of the most overlooked by
behavior designers. In the field of security, the researches of triggers that lead
people to behave securely will involve nudge theory, which we will discuss next.
Nudge theory is often used to design a good trigger. Various successful practices
of Fogg behavior model tell us that the appropriate design and utilization of
triggers have a good effect on assisting people’s behavior. There are many ele-
ments that can be used as triggers in cyber-physical space. A pop-up window or
even a prompt sound constitutes a trigger for successful behavior. How to use
these diverse mediators as effective triggers for security behavior assistance may
provide a direction for future research.

3 A Tech-Economic Perspective

Behavioral economics argues that perfectly rational people do not exist. Influ-
enced by various cognitive biases, people develop different cognitive styles and
behave differently when making decisions (see Fig. 3 for some examples). Once
these cognitive biases are used reasonably, they can guide human behavior to
the direction we expect. From the perspective of cyberspace security, it is to
assist people make security behavior decisions. The nudge theory in behavioral
economics can be a great help for us.

3.1 Nudge Theory

Nudge theory [29,30] was developed by Thaler and Sunstein. It is also known as
libertarian paternalism or soft paternalism, nudge has a paternalistic style in the
choice of stimulating behavior, but fundamentally it still allows the subject to
have the opportunity to choose freely. It breaks the “rational people” assumption
in traditional economics and proposes that people with limited cognition and
rationality may not make the most beneficial choices for themselves. Therefore,
it is necessary to assist people to make rational decisions on the premise of
respecting their free choices.

Using the term NUDGE(S), Thaler [29] breaks down the key principles that
influence the choice architecture into six points: a) iNcentives, designers should
set different options for different people; b) Understand mapping, which makes
the message the designer wants to convey easier to Understand; c) Default,
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Fig. 3. Cognitive bias and cognitive styles influencing decision-making behavior

people tend to choose the most convenient and effortless default choice in the
decision-making process; d) Give feedback, a good choice architecture should
provide feedback on the status quo and guidance for follow-up choices to help
People improve their behavior; e) Expect error, a good choice architecture should
be able to design preventive measures in advance for some foreseeable wrong
operations; f) Structure complex choices, structural simplification of complex
choices can make choices less difficult.

According to the above principles, behavior assistance designers can change
people’s behaviors through a proper structure of the selection system, so that
it can develop in the direction they want. Nudge is designed based on the con-
sideration of people’s behavioral tendency of bounded rationality in a specific
choice environment. By changing the environment, that is, making very small
changes to the presentation of decision-making options, it is expected to achieve
the effect of small cost but large benefit.

3.2 Human Behavior Assistance Based on Nudge Theory

Nudge theory originated from economics. In response to the assumption of ratio-
nal people in economics, Thaler discussed limited rationality, limited willpower
and limited self-interest, and introduced the research of psychology on human
into economics and established related theories about behavioral economics. This
part of the research was subsequently extended to the field of law and public pol-
icy [4]. Because nudges can make designers push people to behave in a favorable
direction through the design of the choice system at almost no cost, the nudge
theory has attracted widespread attention from governments around the world
after it was put forward. For example, changing the organ donation mechanism
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from “opt-in” to “opt-out”, which means setting the choice of organ donation as
the default option, would make a large difference in lives saved through trans-
plantation [17]. In this case, although the power of whether or not to donate
organs is still in the hands of every citizen, the actual organ donation rate has
greatly increased.

As the digital and physical worlds continue to blend, people often face vital
choices in the digital environment. In order to assist users in making behavioral
decisions, the idea of digital nudge has also been applied in many fields including
human-computer interaction [6]. For example, NudgeCred [5] is a browser plug-
in that helps users judge the credibility of news on Twitter. It improves users’
ability to identify online news by directing users to the authority of information
sources and other users’ comments on the information. In the field of security,
nudge theory has also been further applied. In terms of password authentication,
Shipi Kankane et al. [18] found that salience nudge can effectively reduce the
user’s comfort when using automatic password generation. The study by Leilei
Qu et al. [23] found that different nudges have a significant impact on the security
decision of whether users turn on 2FA.

Through the analysis of existing nudge studies, we summarize three psycho-
logical characteristics that can be used to design nudges: status-quo bias, regret
aversion bias and social influence. What follows is a discussion of how these three
psychological traits work and how they can be used to design security nudges.

Status-Quo Bias. Status-quo bias is the psychological tendency to maintain
the Status quo and resist change. It leads us to follow the path of least resistance,
that is, to maintain the choices we have made, rather than to make extra efforts
to find uncertain better choices.

Taking advantage of this psychological state, we can design nudges from dif-
ferent perspectives. The core idea is to make the behaviors we expect users to
do as the choices of least resistance, exemplified by default options and “opt-
out” mechanisms. This design is widely used in cookie consent banners on web-
sites and has been dubbed by researchers as “dark pattern”, which means that
through web design elements, users make choices that benefit website service
providers. Gray C M et al. [15] analyzed the cookie consent banners used by 560
websites from EU member states, and found that during the cookie configuration
process, websites often use interface design to affect user’s cookie configuration,
setting consent to website collection of cookies as the default option, hide the
reject button, etc. In article [21], Midas Nouwens et al. found that if the “opt-
out” button is removed from the homepage of cookie setting, the probability
of user consent can be increased by 22–23%. Although the dark pattern has
received various criticisms from users and researchers, its legal and ethical fea-
sibility remains to be further discussed. But we can’t deny that this is a typical
application of taking advantage of status-quo bias to design nudges and influence
people’s security behavior.

As a neutral method, the effect of nudges depends entirely on the direction
desired by the designer. In most cases, we still hope that nudges can help people
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make security choices. For example, when visiting dangerous websites, designers
of security warnings often hide the insecurity option of “continue to visit”, to
reduce people’s desire to continue to visit. The research of [32] shows that when
users need to connect to an unfamiliar Wi-Fi, recommending it combined with
the location sequence and color information can effectively assist the user to
choose a relatively security Wi-Fi. That is, put the most security option at the
top of the list and mark it in green, making it the path of least resistance for
the user to make a decision.

Regret Aversion Bias. Regret aversion bias refers to the fact that when
faced with the same amount of gain and loss, people tend to perceive the loss as
more unbearable for them. Emphasizing the negative utility of losses is 2 to 2.5
times the positive utility of emphasizing gains. Therefore, when people realize
that there is a certain level of risk, they may become more prudent to make
decisions.

Based on this psychological factor, designers can prompt people to reflect on
whether their decisions are correct by prompting the loss consequences of risky
behaviors, thereby increasing the possibility of people choosing security behav-
iors. Saranga Komanduri [19] designed a password meter which can predict in
real time the most likely characters that the user will enter next based on the
huge database of password text materials and display them When a user is enter-
ing a password. This “read your mind” password meter can make users who try
to set weak passwords feel like they are easily guessed. Further, if the initiator
of the guessing behavior is not the website itself, but an external attacker trying
to steal the password, setting a weak password will greatly improve the success
rate of guessing. In this case, users are more likely to choose a strong pass-
word that is complex and not easy to guess. Also aiming at improving password
strength, the research of Leilei Qu et al. [24] proved that, compared with normal
security prompts, the preventive nudge prompt combined with the consequences
of password theft has a better effect in assisting users to adopt more security
passwords.

Hazim Almuhimedi et al. [3] designed an application permission manager for
the situation that users are not sensitive to the method, scope and frequency
of data acquisition by mobile applications and therefore cannot achieve effective
privacy control. Frequencies of sensitive data collection by different applications
(e.g. the number of times of accessing location information) are sent to users.
When users find that their sensitive data, that is also their virtual property, is
frequently accessed by different applications, they are more likely to take some
actions out of loss aversion to information leakage. This nudge effectively moti-
vates users to review mobile application permissions. This nudge was demon-
strated in a field study where 95% of participants reassessed their permission
settings, and 58% took action to further restrict app access.

Social Influence. Social influence refers to people’s desire to meet to the expec-
tations that they are expected to do something, that is, people’s behavior is influ-
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Table 1. Human security behavior assistance approach.

Perspective Method Explanation

Tech-Psychological Change

motivation

Increase motivation of security behavior: provide

rewards and encouragement from the outside or

stimulate the achievement and curiosity. Redeuce

motivation of insecurity behavior: provide the

consequences of insecurity behavior, especially those

related to personal property or groups and

organization interests

Change ability Improve human ability: educate people to enrich

their knowledge and train them to improve their

ability. Redeuce ability requirements of the behavior:

reduce the difficulty of the behavior so that people

can meet the requirements at the current level

Provide effective

triggers

Provide right triggers when people’s motivation and

ability are sufficient. Displaying triggers should take

into account the timing and form of appearance

Tech-Economic Status-quo bias The tendency to maintain the status quo and resist

change. Taking advantage of this psychological

factors, we can offer people an behavior path with

least resistance

Regret aversion

bias

When faced with the same amount of gains and

losses, people tend to think the losses are harder to

bear. Taking advantage of this psychological factors,

we can remind them of the serious consequences of

insecurity behavior, especially when it comes to

actual losses

Social influence People want to cater the expectation that they are

expected to do something, and their behavior is

influenced by people around them. So that we can

influence one’s decisions and behaviors by taking

advantage of the security behaviors of others

enced by the social environment and the perceptions of the people around them.
This is similar to the social acceptance and exclusion in the factors that change
behavior motivation in Fogg behavior model. People want to be accepted by soci-
ety and avoid social exclusion, so they are more inclined to behave in accordance
with social expectations.

It is difficult for most people living in the society not to develop herd mental-
ity to some extent. Research in psychology and behavioral economics has proven
that people tend to follow the behavior of others. When designing nudges based
on this factor, we can try to influence the decisions and behaviors of our target
person by exploiting the security behaviors of others. Hiroaki Masaki [20] stud-
ied the effect of nudges in helping teenagers avoid privacy and security threats
on social networks. Nudges to express the opinion of the public are called “social
nudges”. According to research, this type of nudge is more effective at prevent-
ing people from engaging in potentially risky behaviors, such as posting private
information on social networks. Based on the idea of social nudge, they designed
data-driven nudge - NudgeData and NudgeDummyData, the core of which is
to explain to users the choice of others in the same situation through positive
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(XX% of users would) or negative (XX% of users would not) description. A user
study was then conducted to observe whether it will affect user behavior. Nudge-
Data is a social nudge based on real social survey data, and NudgeDummyData
introduces virtual data to study the impact of different data on nudge effects.
The results demonstrate that the social nudge of negative descriptions can sig-
nificantly alter adolescent behavior choices in situations with potential privacy
and security risks.

Social influence has great potential in nudging human behavior, but it is
not omnipotent. Behavioral guiders also need to pay attention to the possible
Boomerang effect, which is the behavior result completely opposite to the target
expectation, when using it to nudge. This may be due to the incongruity of goals
and means, or the adverse effect of emotions caused by inappropriate guidance
methods. The research [20] also shows that the social nudge with positive state-
ments can be counterproductive, so it should be avoided as much as possible in
practice.

Finally, starting from the two behavioral assistance theories of persuasive
technology and nudge theory, we summarize the available ideas of security behav-
ior support from the tech-psychological and the tech-economic perspective, as
shown in Table 1. It is expected that this work will provide a more theoretically
design approach for security behavior assistance researchers.

4 Conclusion

The integration of physical and cyberspace makes human behavior not limited
to a specific space, but parallel in two Spaces at the same time. This paper
focuses on security behavior problems in cyber-physical space and analyzes the
theoretical models behind the current security behavior assistance researches for
the purpose of providing users with auxiliary support for security behavior. Tak-
ing persuasive technology and nudge theory as the starting point, we summarize
several design ideas that can be used to implement security behavior assistance
schemes from the tech-psychological and tech-economic perspectives. Combined
with existing researches, the application of these design ideas are explained.

Admittedly, the work of this paper still has some limitations. We only focus
on persuasive technology and nudge theory, but there are far more theoretical
models for security behavior assistance in practice. However, we hope that this
study can help to understand the problem of ”how to guide people’s security
behavior” and provide more systematic design ideas for future research on secu-
rity behavior assistance.
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Abstract. There is serious electricity theft in the smart grid, which will cause
huge economic losses to the power supplier. Therefore, it is very important to
conduct electricity theft detection.Usingmachine/deep learning-based approaches
to conduct electricity theft detection can greatly save the time and cost of manual
investigation. Existing machine learning-based electricity theft detection schemes
often treat the detector as trusted and directly publish user electricity consumption
data to the detector for detection. However, there are generally no trusted detectors
in reality, so these electricity theft detection schemes have the problem of leaking
user data privacy. In this paper, we propose a privacy-preserving electricity theft
detection (PETD) scheme, which adds noise to user electricity consumption data,
and then publishes the noise-added electricity consumption data to the untrusted
detector for detection, thereby protecting the privacy of user data. Experiments
have shown that after adding noise to user data, although the performance of our
model has been reduced, it is still within an acceptable range, thus achieving a
balance between data privacy and data availability.

Index Terms: Electricity theft detection · Data privacy · Noise · Untrusted
detector

1 Introduction

Electricity theft is widespread in smart grids [1, 2], illegal users achieve the purpose
of paying less electricity bills by stealing electricity. Electricity theft will destroy the
metering and control devices of power supply equipment, causing the power supply
equipment to fail to perform correct and effective measurement statistics, leading to
the loss of electrical energy, resulting in the loss of power supply enterprises and the
country’s energy, and disrupting the normal order of electricity use.Moreover, if the thief
changes the line, it is easy to cause safety accidents such as electric shock and fire [3, 4].
Therefore, it is necessary to conduct electricity theft detection [5]. With the popularity
of smart meters in smart grids [6], users can interact with data centers in real time, and
users can upload real-time electricity consumption data to the data centers through smart
meters. The data center publishes the data to outsourced detectors for data analysis to
identify users who steal electricity.
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In recent years, many scholars have done a lot of research on electricity theft detec-
tion. The current electricity theft detection schemes are mainly divided into three cat-
egories: state estimation [7], game theory [8], and machine/deep learning [9]. Among
them, machine/deep learning methods are widely used in electricity theft detection due
to their accuracy and efficiency. However, the existing electricity theft detection scheme
[10–13] based on machine/deep learning often considers the detector to be trusted. The
detector can directly obtain the user’s raw electricity consumption data, which may
leak the user’s data privacy. For example, in [10], the author proposes a support vector
machine (SVM) electricity theft detector, which analyzes the user’s electricity consump-
tion pattern for a long period, so as to find users who may be stealing electricity. The
detector of this scheme can directly obtain the raw electricity consumption data corre-
sponding to the users, so there is a risk of exposing the users’ data privacy. In [11], the
authors consider both the internal time-series natures and external influence factors of
electricity consumption, thereby improving the accuracy of electricity theft detection.
However, the detector of this scheme can still directly obtain the user’s raw data, so
there is also a risk of exposing the user’s data privacy [14]. The above schemes all treat
the detector as trusted, and the detector can directly obtain the user’s raw data, but in
reality the detector is often untrusted, so the above schemes have not consider the issue
of protecting user data privacy.

In order to protect the privacy of user data, the data should be privately processed first
before the user data is published to the detector for detection. The existing data privacy
processing technologies mainly include: n-source anonymity [15–17], data aggregation
[18, 19] and other methods. Although n-source anonymity can protect user privacy
by cutting off the correspondence between users and their data, when the number of
users is large, the slot for transmitting data has to be expanded by many times, which
causes the problem of excessive storage burden. Therefore, n-source anonymity is not
suitable for large-scale users’ electricity theft detection. Although data aggregation can
protect user data privacy, how to select a reasonable number of aggregated users so
that data privacy can be protected and features of electricity theft can be detected is a
difficult problem.Therefore, data aggregation is difficult to use in data privacy processing
for electricity theft detection. In this paper, we choose reasonable noise to add to the
electricity consumption data to achieve a balance between the data privacy and the data
availability.

In our PETD scheme, an important attribute of electricity consumption behavior of
users is considered: that is periodicity, which means the users usually consume energy
cyclically (daily or weekly) [13]; Generally, the users meets the periodicity of electricity
consumption. If there are users stealing electricity, it will destroy the periodic electricity
consumption feature. We use convolutional neural networks to analyze the overall long-
term electricity consumption pattern of the users, identify some users with abnormal
electricity consumption feature, thereby identifying users suspected of stealing electric-
ity. Adding noise to the electricity consumption data will cause some interference to the
periodicity of user data, thereby affecting the performance of detectors. In our scheme,
we choose reasonable noise to protect data privacy, and retain most of the periodicity
of user data, so as to protect user data privacy as much as possible under the premise
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of ensuring the performance of detectors. In this paper, our proposed PETD scheme has
the following contribution points.

(1) We propose a electricity theft detection scheme that does not require a trusted
detector, making the scheme more applicable since it is difficult to deploy a trusted
detector in practical smart grid environments.

(2) Unlike previous works that does not consider data privacy protection, we choose
reasonable noise to add to the electricity consumption data and conduct exten-
sive experiments on massive realistic electricity consumption dataset. Experimen-
tal results show that we protect user data privacy at the expense of minimal loss
of model performance, thus achieving a balance between data privacy and data
availability.

The rest of the paper is organized as follows. Preliminaries are introduced in Sect. 2.
System model and design goals are discussed in Sect. 3. The proposed PETD scheme
is presented in Sect. 4, and its performance evaluated in Sect. 5. Finally, the paper is
concluded in Sect. 6.

2 Preliminaries

2.1 Gaussian Noise

Gaussian noise refers to a type of noisewhose probability density functionobeys a normal
distribution [20]. The probability density function of Gaussian noise is as follows:

p(x) = 1

δ
√
2π

e− (x−μ)2

2δ2 .

where x represents the gray value, μ represents the mean of x, and δ2 represents the
variance of x.

2.2 Principal Component Analysis (PCA)

Principal component analysis is often used to reduce the dimensionality of high-
dimensional datasets [21], which prevents the model from overfitting and improve the
model accuracy. When reducing dimensionality, it retains the features that carry the
most information. The information measurement indicator used by PCA is explainable
variance. The larger the variance, the more information the feature carries. The feature
variance equation is as below:

var = 1

n − 1

n∑

i=1

(xi −x̂)2.

where var represents the variance of a feature, n represents the number of samples,xi
represents the value of each sample in a feature, and x̂ the mean of this list of samples.
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2.3 Convolutional Neural Network (CNN)

Convolutional neural network is a widely used model in the field of deep learning. CNN
includes convolutional layers, pooling layers and full connection layers and so on [22].
The common CNN model structure is shown in Fig. 1.

Fig. 1. Classic CNN structure diagram

The convolutional layers include many convolution kernels, which is used to extract
the primary features of the data. Then use the Relu activation function to achieve
nonlinear classification of data. The equation of Relu performs as follow:

f (x) =
{
0, x < 0;
x, x ≥ 0.

The pooling layer is used to reduce the amount of calculation and prevent the model
from overfitting. After that, the full connection layer synthesizes the previously extracted
features, and outputs the distinguishing features. Then through the softmax function.
Assuming that the original output of the neural network is y1, y2,..., yn, the output after
the softmax function is:

y
′
i = eyi∑n

j=1 e
yi

.

y′
i is the probability output by a single node, and the sum of the output probability of all
nodes is 1, that is:

∑n

j=1
y

′
i = 1.

the probability of the data belonging to different categories can be output through the
softmax function, and the data belongs to the category with the highest probability. The
commonly used loss function for neural networks is the cross-entropy loss function.
Cross entropy describes the distance between the actual output and the expected output,
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that is, the smaller the value of the cross entropy, the closer the two probability dis-
tributions are. Assuming that the probability distribution p is the expected output, the
probability distribution q is the actual output, and H (p, q) is the cross entropy, then:

H (p, q) = −
∑

x

p(x) log q(x).

The gradient descent method is usually used to update the weight W and bias b of
the convolutional neural network, the method of updating the parameters is as follows:

⎧
⎨

⎩

W
(l)
ij = W

(l)
ij −α ∂

∂ W
(l)
ij

J (W , b)

b
(l)
i = b

(l)
i −α ∂

∂ b
(l)
i

J (W , b)
.

The convolutional neural network randomly initializes the weight parametersW and
biases b, and iterates continuously according to this process until the loss function is
minimized, where α is the learning rate, which controls the speed of parameter update.

3 System Model and Privacy Threats

3.1 System Model

Fig. 2. System model

As shown in Fig. 2, the systemmodel includes usersUi, i ∈ ([1, n]), fog nodes (FN),
cloud server (CS), noise generator (NG) and the electricity theft detector.

(1) CS is a server used to store user electricity consumption data, and it outsources user
data to the electricity theft detector for electricity theft detection.
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(2) The electricity theft detector is anoutsourceddata analysis organization that receives
electricity consumption data published by the CS for electricity theft detection.

(3) FN is an edge computing device that can replace cloud servers for partial computing,
and can implement interaction between users and cloud servers according to certain
rules [23, 24].

(4) NG is a server used to generate noise and then transmits the noise to the users.
(5) Each user is equipped with a smart meter. The smart meter adds the received noise

to the user’s real-time electricity consumption data, and then transmits it to the FN.

3.2 Design Goals

There are a series of security problems in the smart grid, such as data injection attack,
the denial of service attack, and some other physical threats [25]. In traditional security
problems, if the data does not need to be released to the public, but only shared between
authorized users, there is no need to consider the problem of privacy protection, only
encryption and decryption are required. Authorized users can decrypt the cipher text to
get the raw data, while unauthorized users can only get the messy cipher text. However,
in a big data environment, the data must be open to the public to be used as much as
possible, and the privacy of the data producer must not be leaked. To achieve this, tradi-
tional encryption and decryption are not enough. We call this kind of operation privacy
processing or privacy computing. We need to remove certain attributes of the data so
that it does not reveal user privacy, and at the same time retain some attributes so that
it can be used. In our scheme, the detector is untrusted. We cover up the user’s raw
data by adding noise to the user data, while retaining most of the periodicity feature we
need to detect. What we release to the untrusted detector is the noise-added electricity
consumption data, thus the detector cannot know the user’s raw electricity consump-
tion data. However, the detector can still identify users suspected of stealing electricity
by analyzing the periodicity of users’ long-term electricity consumption patterns. We
assume that there is a secure communication channel between authorized entities, so we
only consider privacy problems. In our scheme, privacy threats are as follows.

(1) The electricity theft detector is untrusted, it will sell user data to other organizations
for profit.

(2) CS and FN are honest but curious, they will not tamper with user data, but they will
attempt to infer valuable information from the data.

(3) Users are also honest but curious. They will execute the protocol honestly, but will
try to snoop on other user data.

4 Our Proposed PETD Scheme

This section mainly describes our PETD scheme which includes two parts: electricity
privacy preservation part and data detection part. In the electricity privacy preservation
part, we add noise to user data to cover up the user’s raw electricity consumption data,
thereby protecting user data privacy. In the data detection part, we use convolutional
neural networks to analyze the periodicity of users’ long-term electricity consumption
patterns, so as to identify the users suspected of stealing electricity.
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Part 1: Electricity Privacy Preservation

(1) The cloud server sends data collection requests to the FN. FN initiates a task request
to the users and the NG.

(2) The NG produces noise βi, i ∈ (1, ..., n), and sends it to the usersUi, i ∈ (1, ..., n).
(3) When the users Ui, i ∈ (1, ..., n) receive the noise βi, i ∈ (1, ..., n) from NG, the

users adds the noise to their own electricity consumption data, and then send the
noise-added electricity consumption data γi, i ∈ (1, ..., n) to the FN.

(4) After FN receives the noise-added electricity consumption data γi, i ∈ (1, ..., n), FN
transmits it to the CS in real time, then the CS publishes the noise-added electricity
consumption data to the detector for electricity theft detection.

Part 2: Data Detection

4.1 Data Preprocessing

The electricity consumption dataset contains manymissing values, whichmay be caused
by the failure of smart meters or the error during the data transmission process. In this
paper, we use random forest to fill in the missing values, and the algorithm performs as
follows:

(1) Suppose the training set is D = {(x1, y1), (x2, y2), ..., (xn, yn)}. Take the training
set as input, the output f (x) is a continuous variable, and the input is divided into
M regions:R1, R2, ...,RM and the output value of each region is:c1, c2,..., cm, then
the regression tree model can be expressed as:

f (x) =
M∑

i=1

cmI(x ∈ Rm).

(2) Use the value s of feature j to divide the input space into two regions, respec-
tively: R1(j, s) = {x∣∣x(j) ≤ s} and R2(j, s) = {x∣∣x(j) 〉s}.

(3) In order to make the regression tree optimal, the mean square error (MSE) should
be minimized, that is:

min(MSE) = 1

M
min
j,s

[min
c1

∑

xi∈ R1(j,s)

(yi − c1)
2+min

c2

∑

xi∈ R2(j,s)

(yi − c2)
2].

where c1, c2 are the average output values in the region of R1 and R2, respectively. In
order to minimize the MSE, we need to traverse each value of each feature in turn,
calculate the current error of each possible segmentation point, and finally select the
point with the smallest segmentation error to divide the input space into two parts, and
then recursively the above steps until the end of the segmentation.

After that, we use the Mean Imputation and Zero Imputation methods to fill in the
missing values, and calculate their MSE separately, as shown in Fig. 3:
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Fig. 3. Mean square error (MSE) comparison

From the Fig. 3, we can see that using random forest to fill in missing values has the
smallest MSE, that is, using random forest to fill in missing values has the best effect.

After filling in the missing values, in order to prevent some data from having an
excessive influence on the prediction, we use the Z-score standardization method to
compress the data to the same scale according to the following equation:

xi = xi −x̂

σ 2 , ∀i.

where x̂ and σ represent the mean and standard deviation of the training samples. The
xi ∈ Rn, i = 1, ....N represent a training set of points. The xi ∈ Rn, i = 1, ....N represent
the normalized training samples.

Since the electricity consumption dataset contains the electricity consumption data
of users for many days, which will cause a heavy training burden. We use the PCA
method to reduce the dimensionality of the dataset, and then convert the data into a
matrix of dimensio (p, q, d). p represents the number of rows of the matrix,q represents
the number of columns of the matrix, and d represents the number of matrices. The
matrix shape of a individual user is (p, q, 1), as shown below:

⎛

⎜⎝
[C1,1] · · · [C1,q]

...
. . .

...

[Cp,1] · · · [Cp,q]

⎞

⎟⎠
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4.2 Our CNN Model

Fig. 4. CNN model framework

As shown in Fig. 4, we use 3 convolutional layers, 3 pooling layers and a full
connection layer to build our CNN model. Our model has 3 stages, as described below:

(1) We transform the one-dimensional (1-D) electricity consumption data into a (f , j, 1)
matrix to inut the CNN model.

(2) CNN uses the convolution kernel to realize the weight sharing in the feature extrac-
tion process to reduce the parameters. The pooling layer reduces the calculation
time and prevents the model from overfitting. Assuming that the current matrix
shape is (f , j, r), after passing through a convolutional layer containing α convolu-
tion kernels, the matrix shape becomes (f , j, α). After the pooling layer, the matrix
shape becomes (f /2, j/2, r).

(3) After the pooling layer, we expand the feature into a one-dimensional vector and
connect it with a full connection layer of length (λ) to change the matrix shape to
(λ). After that, a vector of length (2) is obtained through the softmax function,which
is the normal probability and the probability of stealing electricity. If the normal
probability is greater than the probability of stealing electricity, it is a normal user,
otherwise, it is a user suspected of electricity theft.

5 Privacy Analysis and Performance Evaluation

In this section, we analyze the detection system in two parts. The first part introduces
privacy analysis, and the second part introduces performance evaluation.

5.1 Privacy Analysis

In this part, we analyze data privacy in the process of data collection and data publishing.
During the data collection process, the noise generator sends the noise to the users. After
adding the noise from the noise generator, the user sends the noise-added electricity
consumption data to FN, then FN sends the noise-added electricity consumption data
to CS. During the data publishing process, the CS publishes the noise-added electricity
consumption data to the detector for electricity theft detection.
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(1) The NG produces noise βi, i ∈ (1, ..., n) , then sends the noise to the users Ui, i ∈
(1, ..., n). At this stage, there is no transmission of electricity consumption data,
so only the user himself/herself knows his/her real electricity consumption data.
Thereby at this stage, user data privacy is guaranteed.

(2) After the users Ui, i ∈ (1, ..., n) receive the noise βi, i ∈ (1, ..., n) from the noise
generator, they adds the noise to their own electricity consumption data, and then
send the noise-added electricity consumption data γi, i ∈ (1, ..., n) to FN. At this
stage, what FN receives is the noise-added electricity consumption data and cannot
obtain the user’s rawelectricity consumptiondata, so user data privacy is guaranteed.

(3) FN transmits the noise-added electricity consumption data γi, i ∈ (1, ..., n) to the
CS in real time. The CS also cannot obtain the user’s raw electricity consumption
data, so user privacy is guaranteed at this stage.

(4) The CS publishes the noise-added electricity consumption data γi, i ∈ (1, ..., n) to
the detector for data analysis to identify users suspected of stealing electricity. The
detector also cannot obtain the user’s raw electricity consumption data, so in the
process of data publishing, user data privacy is also protected.

In summary, in the process of data collection and data publishing, except the user
himself / herself, no other organization knows the user’s real electricity consumption
data, so the user’s data privacy is protected.

5.2 Performance Evaluation

In this section, we evaluate the proposed PETD scheme by conducting experiments on
a 64-bit computer with Intel(R) Core(TM) i5-6500 CPU, 3.2 GHz, 8GB RAM, using
Python, Tensorflow and Keras framework. The experiments used the labeled database
from State Grid Corporation of China (SGCC) [13], which contains the energy usage
data of 42372 customers within 1,035 days. The last column of the dataset is the label
corresponding to the user, which is a single binary value (i.e., 0 represents a normal user,
and 1 represents a suspected electricity theft user).

We use cross-validation to divide the SGCC dataset into a training set and a test set,
and add noise to the 1035-day historical electricity consumption data of users in the test
set. Then we use the Z-score standardization method to compress the data to the same
scale and use PCA to reduce the dimensionality of the dataset.

As shown in Fig. 5, after we reduce the dimensionality of the 1-D electricity con-
sumption data, when the feature is around 280 dimensions, the cumulative explainable
variance ration reaches 99%, which means that 99% of the information of the raw elec-
tricity consumption data is retained. In order for the convolutional neural network to
more accurately analyze the periodic characteristics of the electricity consumption data,
we convert the electricity consumption data into a two-dimensional (2-D) matrix by
weekly cycle:

⎛

⎜⎝
[C1,1] · · · [C1,7]

...
. . .

...

[C40,1] · · · [C40,7]

⎞

⎟⎠
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Fig. 5. Cumulative explainable variance ratio

5.2.1 Model training Phase

As shown in Fig. 4, our convolutional neural network model contains 3 convolutional
layers, 3 pooling layers, and 1 full connection layer. Our first convolutional layer contains
64 convolution kernels, the size of the convolution kernels is (5, 5). We set the sliding
step size to (1, 1) and use the padding method to perform convolution operations. The
first convolutional layer outputs a matrix with dimensions (40, 7, 64), and then through
the first pooling layer, we set the pooling window size to (2, 2), and the sliding step size
to (2, 2).

The first pooling layer outputs a matrix with dimensions (20, 4, 64), then through the
second convolutional layer, the second convolutional layer has 128 convolution kernels,
the size of the convolution kernels is (5, 5), and the sliding step size is set to (1, 1). The
second convolutional layer outputs a matrix with dimensions (20, 4, 128), then through
the second pooling layer, we set the pooling window size to (2, 2), and the sliding step
size to (2, 2). The second pooling layer outputs a matrix whose shape is (10, 2, 128), then
through the third convolutional layer, the third convolutional layer has 256 convolution
kernels, the size of the convolution kernels is (5, 5), and the sliding step size is set to
(1, 1). The third convolutional layer outputs a matrix with dimensions (10, 2, 256), then
through the third pooling layer, we set the pooling window size to (2, 2), and the sliding
step size to (2, 2). The third pooling layer outputs a matrix with dimensions (5, 1, 256),
after that, we pull thematrix into a vector whose shape is (1280), and connect it to the full
connection layer. Then use the softmax function to obtain the data category probability.
Themodel performs gradient descent by comparing the difference between the predicted
data label and the real label of the data, and continuously adjusts the model parameters
to optimize the model, that is the model training process.
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5.2.2 Model Evaluation

The choice of noise is very important, because we identify users who steal electricity by
detecting the periodicity of users’ long-term electricity consumption behavior pattern. If
excessive noise is added, the original periodic characteristics of the datawill be disturbed,
thereby decreasing the model performance. If the noise is too small, the detector can still
infer the user’s approximate electricity consumption after receiving the data. Therefore,
we must choose a reasonable noise to balance data privacy and model performance. We
use cross-validation to test the detection effect of the model on the noise-added test set,
as shown in Fig. 6.

Fig. 6. Cross-validation flowchart

Where Ei, i = 1, ...10 represents the accuracy of the i-th iteration, E represents the
average accuracy score after 10 iterations. As shown in Table 1, we list the confusion
matrix, which is an effective model evaluation tool for supervised learning.

Table 1. Confusion matrix

Predicted value True value

0 (normal user) 1 (offending user)

0 (normal user) TN (True Negative) FN (False Negative)

1 (offending user) FP (False Positive) TP (True Positive)

TN represents the number of samples whose actual label is 0 and predicted to be 0 by
the model, FN represents the number of samples whose actual label is 1 and predicted
to be 0 by the model, FP represents the number of samples whose actual label is 0 and
predicted to be 1 by the model, TP represents the number of samples whose actual label
is 1 and predicted to be 1 by the model. In our CNN-based electricity theft detection
scheme, the variance ε of noise has a great influence on the detection results. We use
four evaluation metrics to evaluate the electricity theft detection effect of different-
variance-noise-added electricity consumption data. The four evaluation metrics are as
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follows.

Accuracy score = TP + TN

TP + TN + FP + FN

Precision rate P= TP

TP + FP

Recall rate R = TP

TP + FN

F1 − score = 2 × P × R

P + R

The Accuracy score is the percentage of samples that are correctly predicted by
the model to the total samples. The Precision rate is the percentage of samples that are
actually positive among all the samples predicted to be positive. The Recall rate is the
percentage of samples that are correctly predicted to be positive to all samples that are
actually positive. The Precision rate and the Recall rate are sometimes contradictory.
F1-score is the harmonic mean of the Precision rate and the Recall rate. The larger the
value of F1-score, the better the model effect. For different variances ε value, the four
model evaluation metrics change as shown in Fig. 7.

(a) The accuracy score metric              (b) Latter three metrics

Fig. 7. Evaluation metrics of different ε value

From Fig. 7, it can be concluded that as the noise variance ε increases, the detection
accuracy generally shows a downward trend. As the noise variance ε increases, the
detection effect occasionally increases due to the contingency of the experiment, but
overall, the detection rate shows a downward trend. The ideal state of the model is that
both the precision rate and the recall rate are high, but the two are contradictory to each
other. We use F1-score to balance the precision rate and the recall rate, and F1-score and
the accuracy are comprehensive global model evaluation metrics used by us to choose
the reasonable ε value. In order to make the user’s electricity consumption data more
private, the variance of the noise should be as large as possible, but as the variance of
the noise becomes larger, the accuracy score and F1-score will become smaller, and the
performance of the model will become worse. We must make data privacy and model
performance are balanced.When the noise variance ε is 2.5, the accuracy score is around
0.90, and F1-score also maintains a relatively high value, at the same time, the user’s raw
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electricity consumption data can be protected to a certain extent. Therefore, we choose
the noise variance ε = 2.5. It is worth noting that the relationship between the variance
of the noise and the performance of the model is not completely certain, but will change
with the change of the dataset. For example, in other datasets, the detection effect may
still be very good when the noise with a larger variance (such as 4, 5, 6) is added. In this
paper, our main idea is to reflect the idea of adding noise to achieve a balance between
data availability and privacy.

5.2.3 Performance Comparison

In this section, we compare our scheme with the performance of existing mainstream
schemes on the given dataset, the schemes we choose to compare are as follows:

(1) Support Vector Machine (SVM): Support vector machines classify data by con-
structing a spatial classification hyperplane. There have beenmany previous studies
[26–28] using support vector machines to identify users who steal electricity.

(2) Random Forest (RF): Random Forest [29] is an ensemble learning model, which
integrates many decision trees, and its performance is often better than a single
decision tree.

(3) ExtremeGradient Boosting (XGBoost): XGBoost is one of the boosting algorithms.
The idea of Boosting algorithm is to integratemanyweak classifiers to form a strong
classifier. Because XGBoost is a boosted tree model, it integrates many tree models
to form a strong classifier. The tree model used is the classification and regression
trees (CART) model.

(4) Convolutional Neural Networks (CNN): This scheme can be regarded as a variant
of our PETD scheme. Note that the training data and the test data for CNN is the
raw electricity consumption data, while the training data for our PETD scheme is
the raw electricity consumption data and the test data is the noise-added electricity
consumption data.

(5) Wide&DeepCNN:TheWide&DeepCNN [13] uses awide component to learn the
features of the one-dimensional (1-D) data, and use a deep component to learn the
periodic features of the two-dimensional (2-D) data, then use the features learned
from the 1-D data and the 2-D data as the basis for identifying the thieves.

We use the Mean Average Precision (MAP) and the Area Under Curve (AUC) as
model performance comparison metrics. AUC is a commonly used model evaluation
metric, the equation is as follows:

AUC =
∑

i∈positiveClass Ranki − M (1+M )
2

M × N

whereM ,N represent the number of positive samples and negative samples, respectively,
Ranki represents the rank value of sample i.
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Table 2. Performance comparison with other existing schemes

Training ratio = 50% Training ratio = 70% Training ratio = 80%

Methods AUC MAP@100 MAP@200 AUC MAP@100 MAP@200 AUC MAP@100 MAP@200

SVM 0.718 0.675 0.601 0.727 0.728 0.591 0.730 0.735 0.623

RF 0.720 0.908 0.867 0.737 0.926 0.853 0.739 0.895 0.854

XGBoost 0.732 0.910 0.876 0.757 0.938 0.889 0.767 0.916 0.873

CNN (raw
data)

0.775 0.905 0.883 0.788 0.958 0.920 0.782 0.925 0.875

Wide&Deep
CNN

0.785 0.936 0.895 0.796 0.968 0.932 0.785 0.950 0.909

Our PETD
scheme

0.725 0.900 0.870 0.750 0.913 0.910 0.770 0.915 0.860

We show the performance comparison between our scheme and other schemes in
Table 2.We conducted three groups of experiments, the training ratio of each experiment
is 50%, 70%, and 80% respectively. In our scheme, we need to add noise to the test set.
In each group of experiment, we compare the evaluation metrics (AUC and MAP) with
the other five schemes. In the MAP evaluation, the number of test samples we choose
is 100 and 200, respectively. It can be concluded from Table 2 that after adding noise,
the performance of our scheme is slightly worse than that of deep learning methods,
but it is better than some ordinary machine learning methods that detect raw data such
as (SVM and RF). We selected reasonable noise for users in the test set to protect user
data privacy and control the loss of performance effects within an acceptable range, thus
achieving a balance between the data availability and data privacy.

5.2.4 Comparison with Existing Schemes

This section describes the comparison between our scheme and the electricity theft
detection schemes of Yao et al. [30], Zheng et al. [13], Punmiya et al. [12], and Zhang
et al. [31]. Yao et al.’s scheme proposes that the electricity consumption of neighboring
users is similar to that of neighboring users, that is, the electricity consumption behavior
of a single user should be similar to that of neighboring users. If a user deviates from
the similarity of group electricity consumption for a long time, it is suspected of stealing
electricity. The scheme improves the accuracy of electricity theft detection by detecting
group similarity. In Zheng et al.’s [13] scheme, they converts one-dimensional (1-D)
electricity consumption data into two-dimensional (2-D) data, so as to better discover
the periodic characteristics of electricity consumption. The features learned from the
1-D data and the features learned from the 2-D data are combined with theWide &Deep
Convolutional Neural Network as the basis for identifying users who steal electricity.
Punmiya et al.’s [12] scheme does feature engineering on electricity consumption data,
creating features that make it easier to detect electricity theft for the model. However, the
ensemble learning model used in the scheme can only process data of a general scale,
and is not suitable for massive data processing. In Zhang et al.’s scheme, the authors
decomposes the electricity sequences into trend, seasonal and residual views, and uses
a recurrent neural network to fully analyze the time characteristics of the electricity
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consumption data. However, the above schemes are all from the perspective of how to
make it easier for the model to learn electricity consumption features, and the detectors
can directly obtain the user’s raw electricity consumption data. Different from the above
schemes, our PETD scheme starts from the perspective of protecting user privacy. In
our scheme, before publishing the data to the detector, the data is added with reasonable
noise, so that user privacy is protected, at the same time, the detector can also ensure
an acceptable electricity theft detection performance. We have realized that not only the
privacy of data is protected, but also the data can be used for normal analysis. In addition,
our PETD scheme is scalable, as shown in Table 3.

Table 3. Characteristics comparison

Proposed
scheme

Yao et al. [30] Zheng et al.
[13]

Punmiya et al.
[12]

Zhang et al.
[31]

Relying on
trusted
detectors

No Yes Yes Yes Yes

User privacy Yes No No No No

Massive data
processing

Yes Yes Yes No Yes

6 Conclusion

In this paper,weproposed aprivacy-preserving electricity theft detection (PETD) scheme
for smart grid. In our scheme, we add reasonable noise to the users’ electricity con-
sumption data to conceal the users’ real electricity consumption data, thereby realizing
electricity theft detection without relying on a trusted organization. Experiments have
proved that after adding noise, although the performance of our model has been reduced,
it is still within an acceptable range, thus achieving a balance between data privacy and
data availability. However, the computational burden in the process of adding noise to
the data is a bit heavy. In future work, we will further optimize the process of adding
noise to reduce the computational burden.
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Abstract. The traditional TCP congestion control mechanism is implicit feed-
back. In the high-speed network environment, it is easy to have problems such as
unclear congestion indication and low efficiency, resulting in low link utilization.
To solve this problem, this paper designs and implements a feedback Variable-
structure congestion Control Protocol (VCP) network based on Open Flow to
improve the link utilization in the high-speed network environment. Firstly, based
on the POX controller, a new OpenFlow switch and controller is designed to
replace the router to realize the network intermediate node function of the VCP
protocol. Secondly, the TCP/IP protocol stack of Linux is studied, and the end
system function of the VCP congestion control mechanism is realized by using
the modular architecture of the Linux kernel function, so as to realize the VCP
network terminal. Finally, the VCP is deployed on the mininet platform for the
operation and test verification, and the network is built on the mininet platform
to test the efficiency and fairness of the VCP. The experimental results show that
the VCP protocol can achieve higher link utilization and ideal fairness in Gbit/s
network.

Keywords: Congestion control mechanism · Open Flow · VCP · Linux

1 Introduction

The TCP protocol adopts the conservative congestion window growth method AIMD
[1, 2] (Additive Increase Mutilplicative Decrease), which cannot effectively utilize the
network bandwidth, and with the increase of high-latency data streams, the unfairness
of TCP is increasingly prominent. The focus of congestion control mechanisms can be
divided into two categories: based on end systems and based on intermediate nodes
(based on implicit feedback [3, 4] and based on explicit feedback [5]). Implicit feedback
mechanisms rely solely on end nodes to gather information (usually packet loss and delay
increases) to guess the state of network congestion. The research of congestion control
protocol based on explicit feedback mechanism has become an important research trend
for network congestion problems.

In IP network, there are mainly two types of explicit feedback mechanisms: one is
based on congestion notification feedback, such as ECN [6–8], Anti-ECN [9],Multilevel
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ECN [10], MaxNet [11, 12], the routing node marks a few bits in the data packet header
according to the network load information, the marking information is fed back by the
data receiving end to the data sending terminal, and the sending terminal adjusts the
sending rate according to the marking information. The second is based on explicit rate
feedback, such as Quick Start [13, 14], XCP [15, 16], VCP [17, 18], RCP [19], CADPC
[20], ACP [21], JexMax [22]. These algorithms transmit data flow state information
and network state information between end systems and intermediate routing nodes by
introducing congestion headers, achieving high network utilization and better fairness.
Whether it is an implicit congestion control mechanism or an explicit congestion control
mechanism, the focus is on the traditional network architecture. In recent years, a new
network architecture, namely SDN [23] (SoftwareDefinedNetwork), has been proposed,
which abstracts all network devices in the network as a whole and abstracts them into
a network operating system, separates the control layer and the forwarding layer, and
provides a global Regulates network traffic and efficiently utilizes network bandwidth,
which alleviates network congestion to a certain extent.

Among the many protocols of SDN, OpenFlow is only one of the most respected
and widely recognized protocols, but it is not the only way for SDN. At this stage, SDN
is difficult to promote, and the implicit congestion control mechanism has shown many
deficiencies. Therefore, the research on explicit congestion control protocols is still an
important trend to solve congestion control. Among many explicit congestion control
protocols, it is possible to The Variable-structure Congestion Control Protocol (VCP)
can maintain high efficiency, fairness, and stability in both traditional and high-speed
networks, and its network load feedback requires only two ECN bits. Mark. This paper
studies the VCP protocol uses the OpenFlow technology to realize the VCP network
intermediate node, uses the Linux TCP/IP protocol stack to realize the VCP terminal
node, forms the VCP network, and verifies the performance of the VCP protocol in the
high-speed network environment.

2 Related Works

2.1 VCP Protocol

Typical representatives of explicit rate-based feedback methods include VCP and XCP.
This kind of algorithm transmits information such as network state information and
data flow state by introducing congestion headers between network terminal systems
and network intermediate nodes. However, XCP has many problems, such as increasing
the load of the network, not using a promotion, increasing the burden of routers, and
relatively complex network promotion projects.

(1) Load factor VCP divides the degree of network congestion into three levels: Low
Load, High Load, and Overload. The Load Factor is used to reflect the degree
of congestion in the network. VCP uses different combinations of the two bits of
ECN in the data packet header to indicate the three levels of network congestion
respectively: (00) 2 indicates that the sending terminal does not support the VCP
protocol; (01) 2 indicates that the network congestion level is low load; (10) 2
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indicates that the network congestion level is high load; (11) 2 network congestion
level is overload. The formula for calculating the VCP load factor is:

ρl = λl + κq · q̃l
γl + Cl · tp

Among them, research shows that the RTT value of 75%–90% of the data flow
on the Internet is less than 200 ms, so take 200 ms; tp is the incoming traffic (in
bytes) within the time; λl is the steady-state queue length during this time; κq take
0.5; γl is the expected utilization rate of the link, take 0.98;Cl is the link bandwidth.
The ECN bits are encoded according to ρl : when 0≤ ρl < 80%, mark (01) 2; when
80% ≤ ρl <100%, mark (10) 2; when ρl ≥ 100%, mark (10) 2.

(2) Adjustment of congestion window
The sending terminal dynamically adjusts the congestion window cwnd accord-

ing to the encoding of the ECN bits in the returned ACK, and the adjustment
algorithm of the congestion window is as follows: ➀ The ECN code is (01)2,
indicating that the current network load index belongs to the low load range,
and the MI algorithm is used. The expression of the congestion window cwnd
is: cwnd(t + rtt) = cwnd(t)×(1 − ξ). Among them, ξ = 0.0625. Since each data

stream has a different RTT, adjust the parameter ξ to ξ ← (1+ξ)
rtt
tρ −1.➁The ECN

code is (10)2, indicating that the current network load index belongs to the high
load range, and the AI algorithm is used. The expression of the congestion window
cwnd is: cwnd(t + rtt) = cwnd(t) + α. ➂ The ECN code is (11)2, indicating that
the current network load index belongs to the overload range, and the MD algo-
rithm is used. The original calculation expression of the congestion window cwnd
is: cwnd(t + δt) = cwnd(t)×β. Among them, β = 0.875, δt → 0+. Since MD is
to recover the network from congestion and must be performed quickly, similar to
an impulse behavior, the parameter β is independent of RTT, so it is not necessary
to adjust according to the different RTT of each data stream.

2.2 OpenFlow Technology

The OpenFlow technology was first proposed in the literature [24]. This technology
enables the network to have programmability. Nick Mckeown and his team further pro-
posed the concept of SDN (Software Defined Network, Software Defined Network),
which aims to enable users to develop applications through software, only focusing
on the upper management interface without considering the underlying complex net-
work topology. With the in-depth study of SDN, control platforms such as NOX, POX,
Onix [25], Floodlight, Beacon, and Maestro have emerged. These current mainstream
controllers are encapsulating the OpenFlow protocol that communicates with switches.
In this paper, the network intermediate routing node is the OpenFlow switch and con-
troller based on the OpenFlow protocol. The switch and the controller communicate
through theOpenFlow secure channel. The controller configures andmanages the switch
functionally. The datagram is sent to the controller for processing.
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2.3 OpenFlow Technology

Mininet [26] is a lightweight software-defined network and test platform, which uses
lightweight virtualization technology to make a single system look like a complete net-
work running the corresponding kernel system and user code, or simple It is understood
as a process-based virtualization platform in the SDN network system, which supports
various protocols such as OpenFlow and OpenvSwitch.

In summary, OpenFlow switches and controllers can be designed using OpenFlow
technology to replace routers to implement intermediate nodes in VCP networks.

3 Design and Implementation of OpenFlow-Oriented VCP
Network

This paper designs and implements theVCP network terminal system based on the Linux
protocol stack, and designs and implements the VCP network intermediate nodes based
on the Mininet platform for OpenFlow, namely the OpenFlow switch and the OpenFlow
controller.

3.1 Design and Implementation of Intermediate Nodes in the VCP Network

The middle node design of the VCP network adopts the third-party controller POX, and
based on the POX controller, new OpenFlow switches and controllers are designed. The
newOpenFlow switch required in this paper can be designed using the POX controller. In
addition, the POX controller supports compiling new controllers. Therefore, this paper
uses the POX controller to design a new OpenFlow switch and controller to replace the
router to realize the intermediate node of theVCPnetwork. In this paper, the intermediate
routing node is divided into a controlmanagement part and a data processing part.Among
them, the control management part is responsible for the new OpenFlow controller
designed according to the POX controller, responsible for the calculation of the VCP
load factor, monitoring the real-time information of the switch and the modification
of the flow table information; and the data processing part is responsible for the data
channel function. From Fig. 1, it can be seen that the OpenFlow switch needs to realize
the identification, ECN marks and forwards data packets to the corresponding ports.

This paper uses the controller POX to design a new OpenFlow switch. In order to
meet the required functions, refer to the switch under the /pox/forwarding file to design
a new OpenFlow switch, and its source code is also placed in the corresponding In
the /pox/forwarding file, namely vcp_of_switch.py, in addition to the normal switch
function, the functions that need to be implemented are as follows:

➀ Check whether the incoming data packet is a VCP data packet, that is, check whether
the protocol number field of the IP header of the data packet is marked as the VCP
protocol.

➁ Data collection, that is, record the length of each output queue and the data flow of
each port.
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Fig. 1. The overall design structure of the intermediate routing node of VCP based on OpenFlow

➂ Update the ECN mark of the packet header. When a packet passes through the
OpenFlow switch, it must be matched by the flow table before it can be forwarded.
The design of the flow table matching rule is shown in Fig. 2:

Fig. 2. OpenFlow switch packet matching rules

In order to implement the OpenFlow switch, this paper defines three classes
in vcp_of_switch.py, namely VCP_Of_Switch (object), OF_Connection (object) and
Switch_Features (object).

A. Class OF_Connection (object)
When the entire network starts up, the OpenFlow switch needs to establish a

connection with the controller through a secure channel and maintain communi-
cation. And OF_Connection (object) is responsible for encoding and decoding the
information between the switch and the controller. The main functions are shown
in Table 1.
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Table 1. Main functions in OF_Connections (object)

Function Features

__init__ (self, io_worker) Initialize the module

set_message_handler (self, handler) set message processor

send_message (self, data) Send information to the switch

read_message (self, io_worker) Decode the information sent by the switch

_error_handler (self, reason, info) Handling error messages

_extract_message_xid (self, message) Extract the information sent by the switch

close (self) Turn off the information processor

get_controller_id (self): Get switch ID

B. VCP_Of_Switch (object)
VCP_Of_Switch (object) is the core part of the whole module and themain class

of the OpenFlow switch function implementation. Its functions can be divided into
three parts: one is the setting of the basic parameters of the switch, such as port,
buffer size and flow table, etc.; The operation of the flow table entry; the third is
the interaction between the switch and the controller. The implementation of these
three parts is described below.

➀ Setting of the basic parameters of the switch The OpenFlow switch is different from
the traditional switch. In addition to the basic functions of the traditional switch,
it also includes the function of the flow table and the function of communicating
with the controller. It is not only necessary to define the information of each port
and cache of the switch in the VCP_Of_Switch (object), but also need to define the
flow table in the OpenFlow protocol. The definition of each parameter of the switch
and the definition of the parameters of the information that the switch interacts with
the controller, in VCP_O_Switch (object), the core function that implements the
above functions is __init__ (self, dpid, name, ports, miss_send_len, max_buffers,
max_entries, features), in the header of the class, that is, the parameters that the
initialization switch must have.

➁ Flow entry In order to further improve the definition and operation of the flow table,
the control POX compiled the library file flow_table.py, which defines the basic
composition of the flow table entry in detail, such as the definition of matching
settings, instruction sets, and counters, and also defines the convection table. The
operation includes adding, modifying, and deleting the flow table. The controller
calls this library file, sends information to the switch, and sets the flow table, and
the switch reconfigures the flow according to the information sent by the controller
according to this library file. Surface. Therefore, in VCP_Of_Switch (object), the
functions and functions of the controller to the flow table direction management are
shown in Table 2.
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Table 2. Flow table operation functions

Function Features

_handle_FlowTableModification (self, event) Process flow table

_flow_mod_modify (self, flow_mod,
connection, table, strict=False)
_flow_mod_modify_strict (self, flow_mod,
connection, table)

Modify the flow table modification of the
switch

_flow_mod_delete (self, flow_mod,
connection, table, strict)
flow_mod_delete_strict (self, flow_mod,
connection, table)

Delete the flow table of the switch

_flow_mod_add (self, flow_mod, connection,
table)

Add new flow table

➂ Interaction between switch and controller After the switches and controllers in the
network are turned on, they need to interact to establish connections. First, the
switch and the controller are connected through a secure channel, and the switch
will default the secure channel as a local connection. Once the secure channel is
established, both the switch and the controller will send a “hello” message to each
other. At the same time, the switch and the controller can send each other a message.
The “echo” message measures the delay, whether the connection is maintained, etc.
These two kinds of messages belong to the symmetric message, and some functions
that implement the definition of the symmetric message are shown in Table 3.

Table 3. Switch and controller message part functions and functions

Function Features

rx_message (self, connection, msg) Process the message sent by the controller

set_connection (self, connection) Secure Channel Connection Settings

send (self, message, connection=None) Send a message to the controller

_rx_hello (self, ofp, connection): process hello message

_rx_echo_request (self, ofp, connection) Handling echo requests

_rx_echo_reply (self, ofp, connection) Reply to the echo message sent by the controller

send_hello (self, force=False) Send a hello message to the controller

rx_packet (self, packet, in_port, packet_data) Handling secure channel information
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In this paper, the controller not only needs to manage the flow table regularly, but
also needs to obtain the port information regularly, that is, the controller calculates the
average queue length every 200ms. The calculation formula is: Among them, theweight;
represents the current read average queue length; represents the weighted average queue
length. Therefore, the switch must count the buffer queue length of each output queue.
The controller needs to obtain the statistical information of each output port, and the
controller obtains the statistical information by sending a read-state message to the
switch.

2) OpenFlow controller design and implementation

The OpenFlow controller designed and implemented in this paper mainly realizes
three functions: the first is the interaction between the controller and the switch; the
second is the flow table management of the switch; the third is the calculation of the
VCP load factor. The controller POX defines a large number of library files to support
its own implementation. This paper uses it to compile a new OpenFlow controller. The
implementation of the controller function is in the compiled VCP_Of_Controller.py
module, which defines three classes to implement the controller. The functions are
Of_Connection (object), VCP_Of_Controller (event) and Load_Factor_Computing
(event). The three classes are described below.➀Of_Conection (object) The controller’s
class Of_Connection (object) is used to encode and decode the information that the con-
troller communicates with the switch. Its design and implementation are the same as
the function of the class Of_Connection (object) in the switch. It realizes the “hello”
message when the controller communicates with the switch. At the same time as the
encoding and decoding of the “echo” message, this class also needs to encode and
decode the controller-to-switch message, and the sub-messages “Features”, “Configu-
ration”, “Read-State”, “Modify-State” under the message” and “Send-Packet” play an
important role in the controller controlling the switch. ➁ VCP_Of_Controller (event)
VCP_Of_Controller (event) is one of the core functions of the controller. It realizes the
operation of the controller on the switch flow table, including the deletion, addition, and
modification of the switch flow table entry, the matching rules in the flow table entry, and
the action command of the instruction set. Its basic parameter settings are set according
to the library file of the controller POX. In the design of this paper, the switch is con-
nected to three hosts, so the data packet goes through the flow table matching process in
Table 4.

The controller needs to delete the flow table rules of the switch and define the
function _handle_table (event) to delete the flow table rules of the switch and add flow
table entries. The parameters of msg, which represents a message, that is, a carrier
that carries information in the communication between the controller and the switch. ➂
Load_Factor_Computing(event) The main functions implemented by the defined class
Load_Factor_Computing (event) are: first, the counter should keep synchronized with
the switch, regularly obtain the output port queue information of the switch, and calculate
the load factor; the second is to calculate the load factor, and realize the function of the
calculation of its load factor in Table 5.
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Table 4. Flow table matching process

Flow table ID Flow table matching description

0 If the ECN bit of the header of the matching data packet is 00, the data packet
does not support the ECN protocol and enters the flow directly; if it is not 00,
it enters the next flow table 8

1 Whether the matching data packet is a returned ACK or a sent data packet, if
the ACK enters the flow table 5 and matches, otherwise, it enters the next flow
table;

2–3 Match the source address of the data packet, if the match is successful, enter
flow table 6, otherwise enter the next flow table

4 Match the source address of the data packet, if the match is successful, enter
the flow table 7, otherwise send the data packet to the controller

5–7 The ECN tag of the matching data packet matches. If the value of the data
packet is less than the ECN value of the switch, the ECN of the data packet is
updated to the ECN value of the switch, and then it enters the flow table 8

8 Match the source address of the packet, send the packet to the output queue of
the corresponding port and wait

Table 5. Functions for calculating load factor calculations

Function Function description

_timer_func () timer, synchronized with the switch

_handle_flow_stats_received (event) Get information about each flow of the switch

_handle_ports_tats_received (event) Obtain the traffic information of each port of the switch

_load_factor_computing (event) Calculate persistent output queues and load factors

After the load factor is calculated, the calculated load factor should be sent to
the switch, that is, the controller sends the switch flow table entry modification com-
mand, that is, to modify the switch flow Table 2, 3, 4 and 5, and define the function
_flow_modify(event) to implement.

3.2 Design and Implementation of OpenFlow Monitoring Module

After completing the design and implementation of the intermediate nodes and terminals
of the VCP network, the VCP network is built on the Mininet platform to verify the
efficiency, fairness, and stability of the VCP protocol. This article uses the Netfilter-
iptables mechanism of the Linux kernel. When the host of the Linux kernel receives
and sends data packets, the data packets must be processed by Netfilter. As shown in
Fig. 3, Netfilter provides four mechanisms, namely Filter, NAT,Mangle, and Raw.When
the data packets pass through the linked list under each mechanism, Netfilter operates
on the data packets according to the rules of the linked list. Among them, Filter is the
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core mechanism of Netfilter, which performs the filtering operation on the data packets.
Filtering, for example, all data packets that can be specified to the TCP Port 80 of the
machine are discarded. Since this article does not need to compile Netfilter, it just uses
the configuration tool iptables for Netfilter, adds rules through the command line, counts
the packets sent by each sender, and calculates the rate of the packets sent by each sender
at the receiver.

Fig. 3. Data packets go through Netfilter

In addition to realizing the above functions, the monitoring module also needs to
monitor the output queue information of each output terminal. In this paper, a python
program is used to write a monitoring module to monitor the bandwidth rate of the link
and the output queue of each port. Its important function definitions are shown in Table 6.

3.3 Design and Implementation of VCP Terminal System

In this paper, VCP is regarded as a congestion control protocol belonging to TCP, and
when the datagram is processed in the VCP part and sent to TCP, the datagram will
be treated as a normal TCP datagram. When sending a data packet, TCP calls the
vcp_queque_xmit() function instead of the ip_queque_xmit() function, and passes it
to the VCP, which processes the data packet and forwards it to the IP. In this process,
the VCP is responsible for adding the data header added at the IP layer and marking the
protocol code bit used to mark the upper-layer protocol number in the header as 200 and
marking the ECN mark. When implementing the VCP congestion control module, call
the int inet_add_protocol (struct net_protocol *prot, unsigned char protocol) function to
establish a connection with the IP. In this way, in the congestion control part of the TCP
protocol, a new congestion control algorithm is defined: tcp_vcp. The function of this
algorithm is to calculate and adjust the cwnd of TCP throughAI,MI, andMD algorithms
according to the load factor marked in the ACK header.
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Table 6. Monitoring module functions

function parameter Function description

monitor_qlen() iface, interval_sec, fname, Use TC to monitor the output queue
size of each port of the switch and
write it into the qlen.txt of the current
file

monitor_count() ipt_args, interval_sec, fname, Use iptables to monitor the rate at
which the receiver receives the data
sent by each sender, and write it into
the txt file of the current file

monitor_devs() dev_pattern, interval_sec, fname Use /proc/net/dev to monitor the
speed of sending and receiving
packets on each port, and write it into
the current file txt file

monitor_dev_ng interval_sec, fname Command line call bwm-ng network
tool to monitor bandwidth and
bandwidth speed

1) Send terminal For a datagram to be sent: after the user data of the application layer is
added with the application header and the TCP header and encapsulated into a TCP
datagram, the datagram is transmitted to the VCP by calling the vcp_queue_xmitt()
function, where the member variable sk_protocol in the vcp_queue_xmitt() func-
tion = 200 (VCP protocol number), the IP header (IP_VCP) of the VCP protocol
registration datagram. The VCP marks “01” in the ECN bit of the IP_VCP header,
and marks the transport layer protocol number as 200, indicating that the datagram
supports theVCP protocol. Calling the function ip_queue_xmit(), the VCP transmits
the datagram to the IP layer. Figure 4 shows the encapsulation process of a datagram
to be sent.

2) Receiving terminal For a datagram to be received: If the transport layer protocol
number is marked as VCP, the IP datagram enters the VCP processing part through
the IP layer. After reading the congestion level information marked by the ECN
in the datagram header, the VCP forwards the processed datagram to TCP. If the
transport layer protocol is marked as TCP, the datagram is passed directly to the TCP
layer. The TCP protocol stack processes standard TCP datagrams. Figure 5 shows
the processing of a datagram to be received. In the standard data packet receiving
process, if it is confirmed that the data packet is a TCP data packet, TCP will call
the tcp_v4_rcv function to receive the data packet. From the Linux kernel version
2.6.9, the data structure of the TCP protocol is no longer modularized. If it needs to
be modified The data structure of TCP can only recompile the source code of the
kernel. Therefore, in order to reduce the workload, a modular congestion control
algorithm is used. Therefore, in the receiving process of VCP data packets, VCP is
sent from IP to VCP for the first time. The VCP reads and saves the ECN mark of
the data packet, the data packet is returned to the Backlog again, and the data packet
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is processed again according to the standard receiving process of the data packet.
As shown in Fig. 5.

Fig. 4. Sending datagram encapsulation process

Fig. 5. Received datagram processing process

Fig. 6. Experimental topology
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4 Validation Experiments

4.1 Construction of the Experimental Network

APCwith aCPUfrequencyof 3.2GHz is used as the platform, andVirtualBox is installed
to build aMininet platform to simulate a small VCP single-bottleneck local area network
to verify the efficiency and fairness of the VCP congestion control protocol. As shown
in Fig. 6, a typical VCP network topology is constructed for verification, in which h1,
h2, and h3 respectively represent three end systems, namely hosts; s1 represents an
OpenFlow switch; c0 represents a controller. Among them, the link bandwidth between
h1 and h2 and the switch is 1 Gbps, and the link bandwidth between h3 and the switch
is 100 Mbps, that is, the bottleneck bandwidth. The Mininet platform runs on Ubuntu
13.04 that supports the VCP protocol, and its simulation network is built as shown in
Fig. 7.

Fig. 7. Network topology simulated by Mininet

4.2 VCP Efficiency Test

1) Link utilization test In the VCP network, the network bottleneck is set on the s1-h3
link, and the bandwidth utilization of the VCP protocol on the s1-h3 link is tested.
The bandwidth is set to 100Mbps, and the bandwidth of the s1-h1 and s1-h2 links is is
1Gbps. Use the command line commands of the xterm interface of the host h1 and the
host h2 to continuously send data to the host h3 to test the link bandwidth utilization
of the switches s1-h3. In the Mininet platform, the Drop Tail mechanism, namely
TCP/DT, is implemented. When output queues are full, all subsequent datagrams
are discarded. In the experiment, the utilization ratio of VCP network and ordinary
TCP (TCP/DT) network in the bottleneck section is compared. The experimental
results are shown in Fig. 8, and the horizontal axis represents time.
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Fig. 8. Bottleneck link utilization

2) Transmission delay test In order to test the link transmission delay of the VCP
protocol as the throughput changes, in the experiment, the host h1 sends the data
packet to the host h3, and the bandwidth of the link s1-h1 and s1-h3 segments is set
to the default value of 1Gbps. Mininet simulates the network that supports the VCP
mechanism and the traditional TCP (TCP/DT) network, respectively, and calculates
the change of the packet transmission delay with the throughput, as shown in Fig. 9:
the horizontal axis represents the throughput (%), and the vertical axis represents the
link transmission Delay (ms). It can be seen from Fig. 9 that when the throughput
is low (below 60%), both the VCP and TCP/DT mechanisms can maintain a low
transmission delay. However, as the throughput increases, the transmission delay of
the TCP/DT congestion control mechanism increases significantly, almost showing
an exponential growth trend. When the throughput is high, it even reaches 13ms;
relatively speaking, the transmission delay of the VCP protocol increases with the
change in throughput does not fluctuate significantly, and it can basically be kept
below 3ms. The experimental results show that the VCP protocol can maintain a
relatively ideal transmission delay.

4.3 VCP Fairness Test

In order to test the fairness of the VCP protocol, that is, to measure whether each user or
each link in the network bottleneck link segment can share network resources fairly, the
test still adopts the configuration in Sect. 3.1: the experimental bottleneck is the s1-h3
segment. The link bandwidth of the bottleneck segment is set to 100 Mbps, and the link
bandwidth of the s1-h1 segment and the s1-h2 segment is 1Gbps. After the experiment
starts, the host h1 and the host h2 send data packets to the host h3 at the same time.
By testing the bandwidth utilization of the intermediate network segment between the
switch s1 and the host h3, it is checked whether the flow1 sent by the sending host h1
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and the flow2 sent by the sending host h2 are fair. Share the bandwidth of the bottleneck
link s1-h3 segment. Figure 9 shows the change of the bottleneck link utilization rate of
flow1 and flow2 with time, the horizontal axis represents time, and the vertical axis is
the bandwidth utilization rate of each sending host on the link bottleneck s1-h3 segment
link.

Fig. 9. Transmission delay at different throughputs

Figure 10 VCP fairness test As can be seen from Fig. 10, the total utilization of VCP
flow 1 and VCP flow 2 to the bottleneck link s1-h3 is still relatively ideal. Although it
fluctuates slightly after stabilization, it can generally be maintained between 35% and
45%. Although there is a slight inequity in the allocation of network resources, on the
whole, the two links can better share the bandwidth of the bottleneck link. 5 Conclusion
This paper designs and simulates a realistic VCP network verification platform. First, the
Linux network protocol stack is used to implement the VCP network end system; sec-
ondly, the VCP network intermediate routing node composed of OpenFlow switches and
controllers is implemented using POX; Mininet platform builds a typical VCP experi-
mental verification network. Among them, the host in the network runs the VCP network
end system, theOpenFlow switch and the controller realize the intermediate routing node
of the VCP network, and an experiment is designed to verify the efficiency and fairness
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Fig. 10. VCP fairness test

of the VCP protocol in the real network environment. The experimental results show
that, compared with the traditional TCP/DT mechanism, the VCP protocol can make
better use of the resources provided by the link, the efficiency of the protocol is still
higher; and the VCP protocol can better realize the network resources without the link.
The distribution among the roads has better fairness. The VCP protocol only uses two
binary bits of the ECN to encode the congestion level information, which can achieve
relatively good performance in a real network environment.
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Abstract. Medical waste management is a challenging problem that
not only directly affects the environment but also people’s health. This
urgent issue is getting more and more attention in the context of the
Covid-19 pandemic. New infections are increasing exponentially in all
countries globally, especially developing countries with large populations
(e.g., India, Brazil, Bangladesh). Studies on the spread of the disease
have listed one of the causes of this crisis as the Covid-19 waste treatment
process not being followed correctly and the difficulty of data retrieval.
Vietnam was also severely damaged by the Covid-19 epidemic, although
the government initially controlled the disease very well. The Covid-19
waste treatment process in Vietnam is still being processed manually
and with a combination of many departments. Data sharing and track-
ing are also tricky because they are centrally stored in different facil-
ities/departments. In addition, there is a lack of synchronization and
transparency of shared data. This paper is one of the first attempts
to fill that gaps by applying Blockchain technology and decentralized
storage. Relevant parties will retrieve all data, and the source of waste
can be easily traced. We also implemented a proof-of-concept based on
the Hyperledger Fabric platform to demonstrate the idea’s feasibility. In
the evaluation, we observe the process of initializing and querying data.
These initial efforts will lay the groundwork for more in-depth studies to
create an initiative for Vietnam’s medical waste treatment process when
faced with a new wave of infections or another epidemic.

Keywords: Covid-19 waste · Medical waste treatment · Blockchain ·
Hyperledger fabric · Covid-19 in Vietnam

1 Introduction

Inefficient medical waste management can lead to negative impacts on the envi-
ronment and public health [1,2]. This pressure adds to the challenge for devel-
oping countries with large populations, where medical waste management pro-
cesses are still manual and lack cooperation from stakeholders [3]. A few notable
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
C. Su and K. Sakurai (Eds.): SciSec 2022 Workshops, CCIS 1680, pp. 83–96, 2022.
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examples have been studied on the effects of medical waste management prac-
ticed in India [4] and Bangladesh [5]. Vietnam is also on the list of developing
countries with a high population rate. Several studies on the management and
harms related to medical waste have been carried out in Vietnam [6–8]. The
medical waste treatment process has received more attention than ever since
the outbreak of the “Coronavirus disease 2019” (a.k.a Covid-19) pandemic from
the end of 2019 until now, not only in developing countries like Vietnam but
the whole world. Specifically, Covid-19 by coronavirus-2 causes new severe acute
respiratory syndrome (SARS-CoV-2), which is a burden on the medical waste
treatment process in particular and the health system in general [9,10]. Indeed,
the management of medical waste that is not paid enough attention to and
resolved will spread the disease to the community and directly affect people’s
health [11]; thereby continue to put pressure on the health system of a country
and make the disease outbreak stronger [12]. This cycle will continue until the
complete collapse of a country’s health system. To prevent the above risk, we can
think of upgrading the existing medical infrastructure or completely solving the
problem of medical waste treatment. The second solution is said to save money
and time for developing countries, including Vietnam [13].

The medical waste treatment process is managed by two ministries, the Min-
istry of Health and the Ministry of Natural Resources and Environment, accord-
ing to Joint Circular 58/2015/TTLT-BYT-BTNMT1 (Medical waste manage-
ment regulation), approved in 2015. Meanwhile, updated minutes for the medical
waste treatment process related to the Covid-19 pandemic (i.e., waste from treat-
ment facilities, isolation, etc.) were issued by the National Steering Committee
(NSC) on August 5, 2020, based on Circular 36/2015/TT-BTNMT (Regulation
of hazardous waste collection and treatment) and Decision 3455 /QD-BCDQG
(Guidance on waste management and sterilization for COVID-19 prevention and
control). In the above documents, it is stipulated that all waste related to the
treatment of Covid-19 patients is called “potentially SARS-CoV-2 contaminated
waste” (called Covid-19 waste). In addition to waste with a high risk of infection,
Decision 3455 also separates domestic waste into concentrated isolation areas or
households with sick people.

The manual waste treatment process without transparency in management
can cause significant risks and disease outbreaks, as pointed out in the study
by Das et al. [14]. One of the two best examples of how waste management can
contain disease outbreaks in Brazil [15] and Taiwan [16] has also demonstrated
the same. Therefore, the control of the waste treatment process needs trans-
parency and easy verification of data and origin throughout the process. To be
able to meet these requirements, this paper proposes a Covid-19 waste treatment
process based on Hyperledger Fabric platform2.

One of the highlights that makes Blockchain technology widely deployed
not only in the medical environment such as healthcare at medical facilities
[17,18] or in emergencies [19,20], blood donate [21,22] but also in other supply

1 The documents used in this section do not propose the English version.
2 https://www.hyperledger.org/use/fabric.

https://www.hyperledger.org/use/fabric
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chain management areas, for example cash-on-delivery [23,24], logistic [25,26]
is the transparency and ease of confirmation of any information stored on the
distributed ledger. Data is also stored decentralized, minimizing data loss and
speeding up data access for the entire system [27]. Contribution of this paper
consists of three-factor i) analyzing the current Covid-19 waste treatment process
according to Decision 3455; ii) providing a Covid-19 waste treatment model for
Vietnam based on Blockchain technology to increase transparency and security
for data stored in a decentralized manner; iii) proposing proof-of-concept to
demonstrate the feasibility of the idea.

Following this introduction, the next section describes the background of
blockchain and its related techniques. The state-of-the-art is presented in Sect. 3
to summarize blockchain-based medical waste treatment system approaches as
well as that system for Covid-19 waste in Vietnam. Then, we analyze the cur-
rent Covid-19 waste treatment process and our architecture before presenting
the execution algorithm in Sect. 4. Section 5 focuses on the analysis and evalua-
tion. Finally, suggestions for future research and conclusion are made in the last
section.

2 Background

2.1 Blockchain Technology

Blockchain was well-known for the success of Bitcoin [28] and is commonly
characterized as a transparent, reliable, and decentralized ledger on a peer-to-
peer network that manages transaction data on several computers at the same
time. As a result, blockchain is seen as a trust circle that allows parties to be
autonomous without relying on a single third-party confirmation [29]. We receive
several benefit when design the system based on blockchain as below.

– Security: Blockchain is a highly secure system due to its digital signature
and encryption. The system has been specially designed to ensure safety,
convenience, and tamper-proof.

– Fraud control: A system based on data stored in multiple locations is invul-
nerable to hackers. In this case, all records may efficaciously recover.

– Transparency: Both the provider and the customer will be informed of the
completion of the transaction immediately, which is convenient and reliable.

– No hidden fees: Because the system is decentralized and does not need to
pay intermediary fees, there is no need to worry about costs and commissions.

– Access levels: The user must choose between a public blockchain network
that anyone can access and a network with the necessary permissions, first
authorizing the user to log in to each node.

– Speed: Transactions are processed much faster than usual as there is no need
to integrate payment systems, reducing costs and increasing processing speed.

– Account reconciliation: The participants’ validity is checked and confirmed
by the participants, whereby they also verify their authenticity.
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2.2 Smart Contract

A smart contract (a.k.a chaincode) is a term that describes a particular set of
protocols capable of automatically executing the terms and agreements between
the parties in a contract with the help of Blockchain technology. The whole pro-
cess of a Smart Contract is done automatically without external intervention.
Smart Contract term is equivalent to a legal contract and is recorded in a com-
puter’s language. The Smart Contract routine has the following characteristics.

– Distributed: Replicated and distributed in all nodes of the Ethereum net-
work. This is one difference from other solutions based on centralized servers.

– Deterministic: Only take actions that they are designed to perform if the
conditions are satisfied. Besides, the results of Smart Contracts remain the
same no matter who the executor is.

– Automate: Able to automate all kinds of tasks, and it works like a self-
executing program. However, in most cases, if the Smart Contract is not
activated, it will remain “inactive” and will not perform any action.

– Non-modifiable: Smart Contract cannot be modified after deployment.
They can only be “deleted” if this function has been added before. Therefore,
it can be said that Smart Contract is like an anti-forgery code.

– Customizable: Before deployment, Smart Contracts can be encoded in dif-
ferent ways. So, they can be used to create many types of decentralized appli-
cations (Dapps). Ethereum is a blockchain that can be used to solve any
computational problem (Turing complete).

– No need to rely on trust: Two or more parties in a contract can inter-
act through a Smart Contract without knowing or trusting each other. In
addition, blockchain technology ensures the accuracy of data.

– Transparency: Since Smart Contracts are based on a public blockchain, no
one can change their source code, although anyone can view it.

3 Related Work

3.1 Blockchain-Based Medical Waste Treatment System

The removal or segregation of wastes, especially medical waste, continues to
contaminate our ecosystem [30]. As an obvious example, 99% of items (includ-
ing medical equipment and supplies) become trash after use within the first six
months of first use [31]. This problem can be viewed as a catastrophic failure
in material recovery. In particular, the circular economy (CE) introduces the
elimination of waste and misuse of resources. This system focuses on reusing,
repairing, and recycling in a secure method. Thereby, we can ultimately reduce
input materials and prolong the time of usage (instead of only six months on
average) of equipment and supplies, minimizing pollution and other wastes into
the environment. Morseletto et al. [32] have defined a circular economy as “an
economic model directed at the efficient use of resources through waste min-
imization, long-term value retention, and resource minimization primary and
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closed-loop of products, product parts, and materials within the boundaries of
environmental protection and socio-economic benefits.” According to the above
definition, a CE-based production and consumption system focuses on maintain-
ing the utility, the value of products, and materials.

To this end, the Ellen MacArthur Foundation [ECdetail] has introduced a
series of principles (e.g., reuse, repair, refurbish, remanufacture, recover, recycle,
recover, and regenerate from waste streams). The primary purpose of the CE
system is toward a World without waste. Besides, CE is considered a model of
the future where toward a green economy. For example, to reduce waste and
increase recycling, Amazon3 has created CE loops based on partnerships and
offers options for customers to reuse, repair, and recycle their products [33].

The management and classification system of medical equipment and supplies
acts as a decentralized trading environment in the current context. The system
consists of participants who share data and authenticate and are solely responsi-
ble for the shared data. That data can be inventory data, digital assets, types of
equipment, supplies, or any other kind of information [34] used in a healthcare
environment. Understanding the demand for medical equipment and supplies is
extremely important; it contributes to reducing the spread of Covid-19 disease
in the community [35]. Blockchain-based management systems were introduced
to address this problem. The next part focuses on exploiting waste management
systems and medical supplies developed based on Blockchain technology.

Gupta et al. [36] proposed an Ethereum-based system called Electronic Waste
Management (EWM). Based on the constraints defined in the smart contract,
EWM has ensured compliance with waste disposal guidelines for electrical and
electronic equipment (EEE). In EWM, the author proposed three main stake-
holders offered by the system: manufacturers, consumers, and retailers of elec-
tronic components. Smart Contracts calculate, record, report, and provide incen-
tives for consumers to send back EEE waste to retailers to address the post-use
waste problem. Besides, in the aspect of retailers, smart contracts focus on ver-
ifying that waste is received for all sold EEEs. Specifically, the retailer ships
the EEE waste to the producer and pays a portion of the original cost of the
EEE to the consumer. Smart Contracts have also imposed penalties on EEE
manufacturers if waste is not collected from retailers within a predetermined
period.

3.2 Covid-19 Waste Treatment

There are some studies to assess the level of Covid-19 waste in Vietnam [7] and
developing countries [37] as well as offer solutions in the pre-treatment process
and after the pandemic with these dangerous wastes [38,39]. Besides, the method
of applying Blockchain is very widely used. Specifically, studies have applied
Blockchain’s transparency to store detailed information during the treatment
of Covid-19 disease, such as providing food supply chains to avoid disruptions

3 www.amazon.com.

http://www.amazon.com/
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during the pandemic. [40], applying circular economy model [34], providing vac-
cine [41]. In addition, the Covid-19 waste treatment processes are also applied
Blockchain, which can be found in the [42] which stores waste information from
medical equipment during testing and vaccination; medical waste monitoring
model [43].

4 Approach

4.1 Covid-19 Waste Treatment Process in Vietnam

Figure 1 details the treatment process and responsible place for Covid-19 waste
in Vietnam. In general, there are five sources of Covid-19 waste generation,
including isolated treatment places (e.g., hospitals), isolated places (e.g., mili-
tary barracks or the public facilities are requisitioned for quarantine purpose),
testing places, vaccination places, and personal places under quarantine (e.g.,
household). The Covid-19 waste treatment process includes five steps, from iden-
tification to incineration of hazardous waste. Besides, the waste originating from
the personal place under quarantine is not recognized as COVID-19 waste (e.g.,
masks, tissues, and cloths removed by quarantined individuals). These types
of waste are required to be temporarily stored indoors and then treated with
municipal solid waste after seven days of quarantine. If a member is confirmed
to be infected, this waste is treated as COVID-19 waste. According to Decision
3455, all Covid-19 waste belonging to medical facilities must be managed in these
medical facilities’ existing waste treatment system. Waste in the remaining area
must be managed by the People’s Committee of the province or city. This pro-
cess requires both the waste transportation to the designated treatment facilities
and the entities responsible for the respective waste disposal. Finally, companies
and waste treatment plants must process (e.g., incineration) hazardous wastes
from two sources (i.e., municipality, medical facility).

The disadvantage of the above model can come from the connection between
the parties involved in the process of transportation to waste treatment, for
example, from collection to transportation and from transportation to treat-
ment. This transfer may encounter some mistakes in the transportation or waste
treatment stage if the information transferred between the parties concerned is
not strictly checked and monitored. All activities are carried out manually, and
there is a lack of transparency in determining the origin and processing time of
various types of waste.

Furthermore, the treatment process must also strictly adhere to time require-
ments (e.g. 7-day quarantine for personal place under quarantine) and treatment
level (e.g., destruction or recycling). The connection between stages can increase
the risk of disease outbreaks on a large scale. Checking and identifying informa-
tion is also extremely difficult because everything is processed manually, and the
information is difficult to verify the authenticity. Moreover, it is challenging to
check the waste treatment process (e.g., steps taken in the required time) of the
Ministry of Health and the People’s Committee of the province or the city level
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Fig. 1. The current Covid-19 waste treatment process in Vietnam [7]

must be handled manually, and no system can support the verification process.
Besides, the centralized data storage can easily be attacked by malicious users
or lose data when a problem occurs. Due to the above drawbacks, this paper
propose a Covid-19 waste management model based on Blockchain technology.

4.2 Covid-19 Waste Treatment Process Based on Blockchain
Technology

Fig. 2. The Covid-19 waste treatment process based on Blockchain technology
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Figure 2 depicts the Covid-19 waste treatment process based on Blockchain tech-
nology. The method includes six main steps, from classification to medical waste
treatment. Depending on how dangerous the waste is, we incinerate or recycle it.
Besides, all steps in the treatment process are updated in the distributed ledger
so that stakeholders can verify and check the progress of waste treatment. Specif-
ically, step 1 presents the process of classifying medical waste as either Covid-19
waste or regular waste. Step 2 labels hazardous for Covid-19 waste (2a) and recy-
clable waste for the rest (2b). All information about time, place, volume, etc.,
is stored in a distributed ledger (2c). Step 3 transports hazardous waste (3a)
and stores their information and the corresponding type of transport (3b). The
same goes for the recycling type in steps 4a and 4b. Step 5 focuses on tracking
the state of the transportation. The parties involved can track the location and
distance travelled by the vehicle. Step 6 presents the waste treatment process,
including incinerating (6a) or recycling (6b). All information is recorded and
updated in the distributed ledger.

4.3 Algorithm

4.3.1 Data Creation
The data initialization step is described in Algorithm 1. Each kind of waste was
generated and declared in the management system of the medical facility. They
classify and label based on their hazard level4. Then the information correspond-
ing to the waste was stored in the distributed ledger through the smart contract
of the APIs in the Blockchain system.

The data includes the overview information of the waste and the status -
state. With a value of 0, the waste is described as being stored at the medical
center. When value equals 1 indicating that the waste has been identified and
separated, and 2 means the waste has been collected. Besides, we consider the
time and date for each step of the waste treatment process. In addition, the
“transport” field change from 0 to 1 if the status of waste is transportation;
the data field indicates the waste is moved to the waste incineration/recycling
facilities.

The data structure of waste stored includes information about the medical
facility, quantity, day, time, state and transport status of the transportation
which specifically described as follows:

wasteDataObject = {
"wasteID": waste001,
"name": waste_name001,
"quantity": waste_quantity001,
"medicalFacility": facility001,
"packageID": waste_packageID001,

4 For example, Covid-19 waste is represented by the hazardous waste code “13-01-
01”. COVID-19 waste types are eligible for acceptance at industrial hazardous waste
incinerators without any legal restrictions under Circular 36.
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Algorithm 1: Create data
1: Input: wasteID, name, quantity, medicalFacility, packageID, time, date, state,

transport
2: Output: response success/failed
3: for Each package which contain medical waste do
4: create data of package
5: create new data corresponding waste
6: store data of package and waste to ledger
7: end for

"time": 10:00:00 AM,
"date": 01/01/2022,
"state": 0,
"transport": 0
};

4.3.2 Query Data
To query data from the distributed ledger, we propose the query function of the
system described in Algorithm 2. For each waste stored at the medical center,
the system checks the waste status. If the waste can be identified or separated,
the “state” was updated to 1. If the waste is transported to the waste facilities,
the “state” was updated to 2.

Algorithm 2: Query data
1: Input: wasteID
2: Output: JSON object corresponding to wasteID
3: for each waste store in medical facility do
4: storing ID of waste unit with correspondence ID of delivery unit
5: if identified or separated then
6: query data of waste corresponding id
7: update “state” = 1 transported
8: update state transportation id
9: update “state” = 2

10: end if
11: end for

5 Evaluation

5.1 Environment Setting

Our paradigm is deployed on the Hyperledger Fabric network maintained inside
docker containers. In this section, we measure the performance of the chaincode
of the two scenarios in the algorithms (i.e., 4.3), namely initializing and querying
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data. The experiments are deployed on Ubuntu 20.01 configuration, core i5 2.7
Ghz, and 8 GB RAM.

To prove the effectiveness of our model, we also define several experiments
by exploiting the Hyperledger Caliper5 that is used to design the test scenarios
and collect all the information regarding the performance.

5.2 Experimental

5.2.1 Initializing Data
In this scenario, the study measures the performance of the data initialization
function performed through chaincode, the number of requests sent simultane-
ously from three users6.

Fig. 3. The execution result of processing request creation

Figure 3 shows the execution result of the waste information initialization
function. The data initialization script is conducted with three users simultane-
ously making 1000–6000 requests to the system. Based on the execution results in
the image above, one can see that the number of successful and failed requests
is kept at a stable level. In the create package function, the number of failed
requests ranges from 5554–10059, while the number of request success is main-
tained at a much higher rate, from 41080–44563 requests.

5.2.2 Querying Data
In this scenario, we measure the querying function of stored waste data after
initializing process.
5 https://www.hyperledger.org/use/caliper.
6 This paper assumes the three users from the three different process, i.e., waste source

(e.g., medical facility officer), transportation (e.g., truck driver), and waste inciner-
ation/recycle facility (i.e., factory officer).

https://www.hyperledger.org/use/caliper


Medical Waste Treatment Process Based on Blockchain Technology 93

Fig. 4. The result of query waste data

Figure 4 shows the execution results of query data of waste requests made
by ten users, with the number of requests increasing from 1000 to 10000. The
number of failed requests ranges from 22307 – to 27044. It can be seen that
the percentage of failed requests accounts for very little compared to successful
requests that fluctuate at over 90000 requests.

6 Conclusion

This paper proposed an initial attempt to build a Covid-19 waste treatment pro-
cess based on Blockchain technology (i.e., Hyperledger Fabric). All information
related to the waste treatment process (e.g., time, institution, status, transporta-
tion) is recorded and updated in the distributed ledger. Thereby, the data stored
from the classification stage to the waste treatment stage are strictly checked by
the relevant parties. Information of related parties is stored transparently with
other parties in the same transaction. This protocol makes it easy for partici-
pants to track the relevant information of the source through the corresponding
metadata, queried from the ledger. Besides, our solution can prevent information
tampering and make Covid-19 waste management more transparent by solving
problems in traditional medical facilities, such as centralized data storage, which
makes it difficult to trace the origin. Furthermore, the solution supports waste
transactions between medical centers and waste centers, and recycling plants
and sorting plants can easily manage and query related data. The evaluation of
the ability to generate and retrieve data proved the effectiveness of the proposed
plan.

In the upcoming work, we plan to implement Smart Contract constraints,
i.e., any violations would be sanctioned without a trusted arbitrator/third party
supports. Besides, there are many issues that can be further studied with this
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topic; for instance, deploying tests in a real-world environment or analyzing
scenarios can increase system-wide latency.
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Abstract. Blood and its products are one of the products that have not
found an alternative and play a huge role in the treatment of diseases
today. The current supply is obtained from the volunteers’ blood (called
donors). However, this supply is also very limited and must go through a
rigorous inspection process before reaching the recipient. Depending on
the type of product extracted from the blood (e.g., red blood cells, white
blood cells, platelets, plasma), we have different preservation procedures
and requirements (e.g., duration, temperature, humidity). Therefore, it
is extremely necessary to build blood and its products management sys-
tem. The process is now done manually, where all data entry is done by
medical staff without the technique supported. Furthermore, data relat-
ing to donors and the centrally stored blood donation process are difficult
to assess reliably. In addition to the above difficulties, developing coun-
tries (including Vietnam) face infrastructural barriers in managing the
supply chain w.r.t blood and its products. In this paper, we introduce a
blockchain technology-based blood and its products management model
applied to provinces/cities in Vietnam. Specifically, the paper introduces
the limitation of the current blood collection and blood-based treatment
process, thereby proposing a new approach based on blockchain tech-
nology. We also implemented our proofs-of-concept on the Hyperledger
Fabric platform. This paper is considered the first attempt to intro-
duce blockchain-based blood and blood product management processes
to developing countries (i.e., Vietnam).

Keywords: Blood donation in Vietnam · Blockchain · Hyperledger
fabric · Blood products supply chain

1 Introduction

Today, the demand for care and treatment is constantly increasing. It contributes
to a drastic change in treatment methods from traditional to modern. The recov-
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
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ery process is also shortened thanks to the development of science and technol-
ogy applied in the medical environment. However, there are products that can-
not be replaced during that treatment. One of the prime examples of this type
of product is blood. Indeed, blood and its products are an important medical
resource in long-term treatment as well as in emergencies [1], for example blood
is often required for trauma victims, surgeries, organ transplants, childbirth and
for patients being treated for cancer, leukemia and anemia. Each unit of blood is
very precious and gives a lot of hope to the patients for example a liter of blood
can sustain the life of a premature baby for two weeks; 40 or more units of blood
may be required for the survival of an accidental blood loss trauma victim; or
8 platelets per day is the minimum for the treatment regimen of blood cancer
patients.

However, the only way to replenish blood for health care purposes is to
obtain it from donors because there is currently no product that can replace
blood and its products. In addition, more and more advanced treatments are
being developed, but most of them require blood and blood products instead of
alternative products. Besides, the time requirements for use are also very strict
to ensure the safety of the recipient. Specifically, blood and its products cannot
be stored for long periods of time (e.g., red blood cells must be used up to 42 days
after collection; whereas, platelets have a shelf-life within five days of collection).
All three of the above reasons are the main reasons for the scarcity of supply
according to Chapman et al. [2]. The above article also shows that the best way
to optimize the use of blood and blood products is to save the amount of blood
available to be received from the donors.

Nevertheless, all blood collected must be rigorously tested to reduce the risk
of transmission of infection by blood transfusion (e.g., hepatitis B and C (HBV
- HCV) or human immunodeficiency virus (HCV) (HIV)) before transmission to
the recipient [3]. In addition to the above obstacles affecting the blood supply
chain management process, time requirements are also extremely important.
Specifically, no one expects blood, but if it’s not available when it’s needed, the
consequences can be deadly. While donors may tell you there’s no better feeling
than saving a life, only about 5% of eligible donors actually donate [4]. Therefore,
it is imperative to maximize the amount of blood stored in the warehouse.

In addition to the above obstacles, one of the main obstacles in blood col-
lection and storage for developing countries is supply (i.e., volunteers still do
not have a positive attitude towards blood donation) [5] and infrastructure for
blood and its products’ storage [6]. Vietnam is also on the list of developing
countries and suffers from a shortage of supply. As far as we know, there is only
one hematology hospital that supplies blood to the whole Mekong Delta.

To solve the first problem, it is necessary to raise the awareness of a major-
ity of people about blood donation. To this end, within the framework of this
paper, we only focus on technological solutions. In particular, we aim to share
donor data in a controlled manner; for example, reduce the medical declara-
tion time from the second blood donation onwards. Indeed, each user can only
donate blood at least 28 days after their previous blood donation (i.e., about a
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month) [7]. Therefore, previously stored information must be stored decentral-
ized and volunteers can donate blood at a different location without providing the
previous information. Besides, data sharing between hospitals and blood dona-
tion sites makes donor management easier. Health workers have more choices
in contacting volunteers for the next blood donation, thereby contributing to
promoting the blood donation movement in the community. To solve the second
problem, we aim to verify the transparency of blood and its products data. Since
storage conditions (e.g., temperature, humidity) and storage times vary depend-
ing on the blood product collected (e.g., red blood cells must be used up to
42 days after collection); whereas, platelets have a shelf life of within five days
of collection). The storage and transportation of blood and its products from
storage to hospitals (or vice versa) will be difficult to determine the relevant
information including time, location, health notes donor’s and so on.

To solve the above issues, many methods have proposed blockchain technol-
ogy to increase transparency and traceability of information about blood and
blood products. The benefit of the blockchain approach is proved in several sys-
tem (e.g., CoD [8–13]; Healthcare [14–17]) Besides, data is stored decentralized
is also a plus point compared to the current traditional storage model. Where
all data is shared and easily traceable to identify the source of blood and blood
products. However, current models cannot fully address the requirements for
storing different information about blood and its products [18,19] for proper
storage (i.e., shelf-life of usage, temperature, humidity). Furthermore, there has
not been an in-depth study to assess the appropriateness of the application of
advanced technologies in supply chain management w.r.t blood and its products
in Vietnam. To address these problems, this paper proposes a blood and its
product management process applying blockchain technology and decentralized
storage for medical facilities in Vietnam. In particular, the main contribution of
the paper consists of three parts: i) analyzing the current management mecha-
nism of blood and its products in the provinces and cities in the Mekong Delta
(southern Vietnam); ii) propose a solution to manage the supply chain of blood
and blood products based on blockchain technology; iii) implement the proposed
model based on Hyperledger Fabric platform and evaluate their feasibility.

Following this introduction, the next section describes the background of
blockchain and two current common platforms (i.e., Hyperledger Fabric and
Ethereum) as well as our selection for the proof-of-concepts. The state-of-the-
art is presented in Sect. 3 to summarize blockchain-based blood supply chain
system approaches as well as that system for blood and its products management
in Vietnam. Then, we analyze the current blood and its products supply chain
system and our architecture before presenting the execution algorithm in Sect. 4.
Section 5 focuses on the analysis and evaluation. Finally, suggestions for future
research and conclusion are made in the last section.
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2 Background

2.1 Blockchain Technology

Blockchain was well-known for the success of Bitcoin [20] and is commonly
characterized as a transparent, reliable, and decentralized ledger on a peer-to-
peer network that manages transaction data on several computers at the same
time. As a result, blockchain is seen as a trust circle that allows parties to be
autonomous without relying on a single third-party confirmation [21].

The Public, Private, and Consortium blockchains are three universally
acknowledged forms. Bitcoin and Ethereum are examples of public blockchains.
Any anonymous users may join the network, view the blockchain’s content, execute
a new transaction, or check the integrity of the blocks. Meanwhile, GemOS, Multi-
Chain, and Eris are typical examples of a private blockchain in which only permit-
ted users can join the network and write or send transactions to the blockchain [22].
A consortium blockchain is semiprivate on the border between public and private
blockchains. It is typically connected with the use of enterprise to better business.
Hyperledger fabric [23] is a business consortium blockchain framework. Ethereum
[24] also allows for the creation of consortium blockchains (Golang).

Numerous terms and components make blockchain technology functional and
advantageous to the participated stakeholders. The smallest data unit on the
blockchain that includes records, contracts, and information is called a trans-
action [25]. Any entity connecting to the blockchain is referred to as a node
[25], and transactions are confirmed by particular nodes (known as miners) by
examining the sender as well as the transaction’s content. The nodes combine
the complete transactions into blocks [25,26] and are in charge of determining if
the transactions are valid and should be stored on the blockchain.

2.2 Blockchain Platform

2.2.1 Ethereum Ethereum [27] is a decentralized platform to run smart con-
tracts with the support of Turing-complete programming languages. Ethereum
is executed by the Ethereum Virtual Machine (EVM) and written in high-end
programming languages such as Solidity, Serpent, Low-level Lisp-like Language
(LLL), and Mutan. Withdrawal limitations, loops, financial contracts, and gam-
bling markets are possible on the Ethereum platform. Ethereum is now the most
popular platform for smart contract development.

2.2.2 Hyperledger Fabric Hyperledger Fabric [23] is an open-source enter-
prise-grade permission distributed ledger technology (DLT) platform designed
for large-scale commercial use. It has a few essential features that set it apart
from other DLT or blockchain systems. Similar to Ethereum, Hyperledger Fab-
ric is also Turing complete. However, unlike Ethereum, which executes smart
contracts on virtual machines, Hyperledger code is executed in Docker contain-
ers, allowing smart contract applications to run with minimal overhead while
sacrificing isolation (i.e., applications in one container are running on top of
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one operating system). Fabric succeeds in supporting traditional high-end pro-
gramming languages such as Java and Go (aka Golang) rather than building
Ethereum’s smart contract languages.

The support of multiple programming languages facilitates the development
and maintaining the Fabric platform. Additionally, Fabric assists in mitigating
operating costs, including storing and querying information inside the blockchain
and quickly setting requirements for security features and user authorization.

This paper apply Hyperledger Fabric to implement our proof-of-concept since
three main reason.

– The Hyperledger Fabric architecture based on a modular architecture sepa-
rates the transaction processing into three phases: distributed logic processing
and agreement called chaincode (i.e., smart contract), transaction ordering,
validation, and commit transaction. This separation offers several advantages,
such as less trust and verification levels required across node types, and opti-
mized performance and network scalability.

– The data structure requires on a need-to-know basis. In particular, personal
data security which considers the necessity of certain data elements’ privacy,
can be achieved through data partitioning on the blockchain. Channels, sup-
ported in Hyperledger Fabric, allow data to reach only those parties that need
to know.

– Hyperledger Fabric supports a massive of queries based on an immutable dis-
tributed ledger where the ledger is a sequenced record of state transitions for
a blockchain application. Each transaction results in a set of asset key-value
pairs that are committed to the ledger upon creation, update, or deletion.

3 Related Work

3.1 Blood Supply Chain Management Systems Not Applying
the Blockchain Technology

Supply chain management integrates core business processes and information.
These processes use a central server to handle visibility and traceability issues.
The system combines a very complex process that requires synchronization of
different operations, leading to randomness and supply chain risk [28,29]. For
example, Nagurney et al. [30] proposed a model to minimize costs and risks by
expressing the breakdown properties of blood as supply coefficients. Armaghan
and Pazani [31] proposed a blood supply chain to handle urgent requests from
blood units during the Iran earthquake. The authors build a multi-level, multi-
objective model to find an optimal route based on the selected routes to transport
blood. The main contribution of [31] is to reduce the cost of the blood supply
chain network and maximize reliability. In addition, Eskandari-Khanghahi et al.
[32] has developed a model that provides a combination of integer mixed linear
programming while considering location, allocation, inventory, and distribution.
On the other hand, Delen et al. [33] has integrated GIS (geographic information
systems) and data mining techniques to build blood supply chain processes. The
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main purpose of [33] work is to build an optimal blood transport model to be
applied in the military environment.

One disadvantage of centralized storage in the above approaches is trans-
parency [34]. To address this issue, Lam et al. [35,36] demonstrated the imple-
mentation of a microservices-oriented software architecture for middleware that
collects, stores, and traces data in a centralized manner in order to provide data
analyst. To apply these advantages, a centralized blood donation management
solution has been proposed in [37]. This approach not only reduces the amount
of information collected from blood donors, but also improves the efficiency of
blood donation management.

3.2 Blood Supply Chain Management Systems Based on Blockchain
Technology

Trieu [18] and Nga [19] propose a cold-blooded supply chain system based on
Hyperledger Fabric called BloodChain. The proposed system supports verifica-
tion of blood related transactions from donors to recipients. Moreover, Blood-
Chain allows to display the necessary information during the blood donation
process. Specifically, the actors in the system only receive enough information
to verify information about donors as well as recipients. Similarly, Lakshmi-
narayanan et al. [38] proposes a blood supply chain management system based
on Hyperledger Fabric. Similar to BloodChain, it also ensures transparency of
donated blood by tracking blood units between donors and recipients. Moreover,
Toyoda et al. [39] has integrated the RFIDs into the blood bags using the EPC
stored in the tag. This integration helps to ensure reliability and avoid tampering
by tracking products and checking their tags.

However, there are some limitations to the aforementioned solutions. For
example, the verification of the system proposed in [18,19] is incomplete due to
the lack of evaluation analysis. Furthermore, the monitoring solution proposed
in [39] is limited to monitoring blood bags only, and it does not guarantee trace-
ability of blood components (i.e., red blood cells, platelets, white blood cells,
platelets and plasma). Since different blood components have different shelf lives
and storage temperatures, the order of use preference should also be considered.

4 Approach

4.1 The Current Blood Donate Process in Vietnam

To get the most unbiased view of the traditional blood donation and blood
handling process, we collected information about the process in hospitals and
healthcare facilities in the Mekong Delta, Vietnam. We conducted a short inter-
view of the medical officers working at the hematology hospital in Can Tho,
which supplies blood and blood products to hospitals and healthcare facilities
not only in Can Tho city but also neighbouring provinces (e.g., Vinh Long, Ben
Tre, Hau Giang).



Blockchain Technology-Based Management of Blood and Its Products 103

Fig. 1. The current blood donation process

Figure 1 presents the current blood donation process. In particular, the
donors are able to donate blood through four ways, including medical clinic,
mobile blood collection unit, medical facility (e.g., hospital), and hematology
hospital. Except for the second blood donation method (i.e., mobile blood col-
lection unit) which is held in public places for a short time (usually 1 day),
donors can donate blood at any time at the three remaining medical facilities.
For blood donation at the medical clinic and mobile blood collection unit, the
collected products are transferred to the storage facility at the hematology hos-
pital. Here, blood is separated into several components including plasma, red
blood cells, white blood cells, and platelets, and then stored according to the
specific conditions of the blood product (e.g., temperature, humidity, duration).
For the two remaining ways of donating blood, the collected blood does not
need to go through a transportation step because these medical facilities have
the facilities/equipment to conduct separation and storage. Finally the blood
and its products are delivered to the hospital for recipients. All these steps are
performed manually and stored locally at each location (e.g., hematology hospi-
tal, medical clinic, hospital).

Although the traditional approach is simple and easy to apply to all med-
ical facilities because it does not require high support technology as well as
easy to deploy in a practical environment. However, the above approaches face
many inherent risks for systems based on centralized management. Verifying the
reliability of the data is admissible to this approach. In particular, any data dis-
played is only taken from the data available in the database which is provided by
the central server. Moreover, the important information that affects the treat-
ment process can be lost if the central server is hacked. This is an extremely
dangerous thing for medical/healthcare organizations. Due to these dangerous
risks, it is urgent to find a decentralized storage solution as well as increase the
authenticity of data. Blockchain technology can fulfill both of these issues. The
next sections will detail the blockchain-based management models to address
the current blood management model.
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4.2 Blood Donation Process Based on Blockchain Technology

The biggest difference between the proposed model based on blockchain technol-
ogy and the traditional model is that all data and retrieval requests are stored
in a distributed ledger. Specifically, Fig. 2 shows the storage process of the stake-
holder who have a role in the system, i.e., medical facilities (e.g., hospital, med-
ical clinic or hematology hospital); donors; blood products (e.g., red blood cells,
white blood cells, platelets); transportation; and blood bank. All data related
to blood/blood products are stored, but also all requests for data retrieval from
relevant parties (e.g., healthcare workers, carriers) are stored in a log book.
dispersion one. This increases transparency for the whole system. Data owners
easily know which users can access their data. As for blood records, all infor-
mation about donors is stored in a distributed ledger. Information about blood
type, time, date, and other preservation information are all stored and processed
in a decentralized form. Thereby, medical facilities can retrieve and confirm data
related to the treatment process. Besides, the data of medical centers/hospitals
is also very important. Instead of local storage, our proposed model is towards a
decentralized model, where data can be shared for healthcare purposes. Specifi-
cally, medical centers/hospitals can exchange information on blood volume and
blood products that can be shared in an emergency, reducing requirements for
hematology hospitals. On the other hand, information about donors donated at
one medical facility in the past can be easily retrieved by another facility, thereby
increasing the quality of treatment for patients.

Fig. 2. The distributed storage
of blood donation process

Fig. 3. The blood donation process based on
Blockchain technology

Figure 3 details the process of sharing donor data between different health
facilities. Specifically, basic information (i.e., biography) about addresses and
phone numbers is shared for health care purposes. In addition, information about
the amount of blood in stock is shared with other medical facilities. In addition,
the conversion process is always up to date if there are any shipping requirements
for healthcare purposes. However, the results of donor blood tests are not shared
in the current model to limit privacy violations. The information shared by
donors is only related to health care needs. In unsatisfactory blood test results,
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the donor’s personal data will be deleted from the distributed ledger. We do not
support off-chain executions (i.e., out-of-scope) in the current approach, so data
sharers (i.e., medical officers) must secure on-chain data uploads.

4.3 Algorithms

In the proposed blockchain-based system, we have two main algorithms to control
the process. As explained in Sect 2.2, our methods apply the Hyperledger Fabric
platform to conduct the transactions. Moreover, due to these approaches are
suitable for a hybrid business environment [13], we exploit JavaScript structure
for the data structure and the blockchain network for the process structure below:

bloodRecords = {
"donorID": donor ID,
"bloodID": blood and its production ID,
"bloodGroup": blood group,
"bloodProduction": blood production,
"temp": temperature,
"humidity": humidity,
"time": time,
"date": date,
"duration": duration,
"state": 0,
"medicalFacility": locate of medical facility,
"amount of blood unit": 350
};

This section targets two main algorithms, including Algorithm 1 describ-
ing the data creation to store the blood and its products; whereas Algorithm 2
presents the delivering blood samples from the donation place to the hemato-
logical hospital/medical facility).

Algorithm 1 consists of five main steps. It describes the mechanism to gather
the blood and its products collected from the donors. Blood and its products,
once collected, are identified by the donorID of the respective donor. Each blood
and its product has a separate bloodID to avoid duplicating data inside the
ledger; the blood is then stored at the medical facility after being donated.
Finally, The blood and its products have updated the status in the ledger.

Algorithm 2 summarizes delivering blood samples from the donation place to
the medical center, i.e., this process can be repeated based on the context. After
storage, the blood samples will be transported to different medical facilities in
the donation place. To this end, the shipper information will be stored in the
ledger to determine which company transports the blood and how many units
of blood have been transported, i.e., updates the metadata. The process’s input
is the data of the delivery unit, and the output of the algorithm is the data of
delivery and the new medical center, which receives the blood from Volunteer.
Its corresponding ID Center further identifies each step.
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Algorithm 1: The blood and its products data creation
1: Input: Donor ID, blood group, blood production, blood donation metadata (i.e.,

time, date), storage requirements (i.e., temperature, humidity, duration), and
amount of blood unit

2: Output: data of donor and their blood is stored into ledger
3: for unit of blood do
4: storing data of donor, blood and its products to ledger;
5: end for

Algorithm 2: Transportation of blood samples from donation places to medical
center
1: Input: data of delivery unit
2: Output: data of delivery is stored to ledger, new medical center also updated
3: for delivery unit do
4: for blood samples do
5: storing ID of blood unit with correspondence ID of delivery unit
6: end for
7: for blood samples do
8: update location of new medical center of blood samples
9: end for

10: end for
11: return Encrypted hash

5 Evaluation

5.1 Environment Setting

Our paradigm is deployed on the Hyperledger Fabric network maintained inside
docker containers. In this section, we measures the performance of chaincode of
the two scenarios in the algorithms (Sect. 4.3), namely initializing and query-
ing data. The experiments are deployed on Ubuntu 20.01 configuration, core i5
2.7 Ghz, 8 GB RAM.

To prove the effectiveness of our model, we also define several experiments
by exploiting the Hyperledger Caliper1 that is used to design the test scenarios
and collect all the information regarding the performance.

5.2 Experimental

In the data creation scenario, we measure the response time (i.e., second) of the
requests sent to the create data function; with one worker being initialized in
the system, the initial number of requests is 1000/s. The number of requests is
continuously sent to the system within 2 min and gradually increases to 10,000
requests/s. The measurement results are shown in Fig. 4. We observe that the
number of successfully executed requests is relatively high; whereas the failed

1 https://www.hyperledger.org/use/caliper.

https://www.hyperledger.org/use/caliper
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Fig. 4. The results of the create data functions

requests are negligible. In particular, the successful requests are above 12,000
request/s while the number of failed requests only ranges from 2–3 requests.

Fig. 5. The results of the update data functions

Figure 5 shows the measurement results of requests that perform the data
update function for blood and it products. In this feature, the number of work-
ers increased by 2 workers compared to the initial data creation requests; the
number of requests is also increased from 1000 requests to 10,000 requests for
worker/second. The number of successful requests increased slightly between
15,235 and 16,206 requests per second. However, the number of failed requests
is higher than that in scenario number one because the number of workers has
increased. It means that the system takes longer when the number of users
increases. It takes more time to process the received requests, and when the
number of failed requests increases.

For the data query, Fig. 6 describes the results and number of requests to
query the blood and its products recorded in the database. In the second scenario,
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the numbers of workers increase to 10 workers2. For each worker, in turn, sends
from 1000 requests to 10,000 requests/second to the system. The system’s data
query results are still stable, in which the number of successful requests ranges
from the lowest level of 37,204 to the highest 42,169 requests, while the number
of failed data query requests is at most 1 request (negligible). This further proves
the outstanding advantages of the distributed system compared to the traditional
centralized ones.

Fig. 6. The results of the request data functions

6 Conclusion

The article applies the benefits of Blockchain technology (i.e., transparency,
decentralized storage) to propose a blood and blood product processing process
based on the limitations of the current traditional process in Vietnam. Vietnam.
The paper provides a proof-of-concepts based on the Hyperledger Fabric plat-
form, which stores information about blood and its products during the storage
and transport processes. The information is stored transparently for easy verifi-
cation in transit and storage. This is an initial effort in applying the benefits of
blockchain technology in designing and managing the supply chain of blood and
its products for Vietnam in particular and developing countries in general.

In future work, we aim to manage stakeholders based on constraints defined
in the form of Smart Contracts. Moreover, this research result is only the first
step to build a system based on blockchain technology in a real environment.
Therefore, we aim to deploy the proposed model for exporting in more complex
scenarios where there are multiple-role of users and off-chain executions (i.e., out
of scope for current version) processes of the medical facilities.

2 We assume that the workers are the doctor/nurse/officer in the medical facilities.



Blockchain Technology-Based Management of Blood and Its Products 109

References

1. Colvin, B.T., et al.: European principles of haemophilia care. Haemophilia 14(2),
361–374 (2008)

2. Chapman, J.: Unlocking the essentials of effective blood inventory management.
Transfusion 47, 190S-196S (2007)

3. Sullivan, P.: Developing an administrative plan for transfusion medicine—a global
perspective. Transfusion 45, 224S-240S (2005)

4. Importance of the blood supply. https://www.redcrossblood.org/donate-
blood/how-to-donate/how-blood-donations-help/blood-needs-blood-supply.
html. Accessed 30-Apr-2022

5. Lownik, E., et al.: Knowledge, attitudes and practices surveys of blood donation
in developing countries. Vox sang. 103(1), 64–74 (2012)

6. Mammen, J.J., et al.: The clinical demand and supply of blood in India: a national
level estimation study. Plos One 17(4), e0265951 (2022)

7. Blood donation frequently asked questions. https://www.mayoclinic.org/blood-
donor-program/faq. Accessed 30-Apr-2022

8. Son, H.X., et al.: Towards a mechanism for protecting seller’s interest of cash on
delivery by using smart contract in hyperledger. Int. J. Adv. Comput. Sci. Appl.
10(4), 45–50 (2019)

9. Duong-Trung, N., et al.: Multi-sessions mechanism for decentralized cash on deliv-
ery system. Int. J. Adv. Comput. Sci. Appl 10(9), 563–617 (2019)

10. Le, H.T., et al.: Introducing multi shippers mechanism for decentralized cash on
delivery system. Int. J. Adv. Comput. Sci. Appl. 10(6), 1–8 (2019)

11. Le, N.T.T., et al.: Assuring non-fraudulent transactions in cash on delivery by
introducing double smart contracts. Int. J. Adv. Comput. Sci. Appl. 10(5), 677–
684 (2019)

12. Ha, X.S., Le, T.H., Phan, T.T., Nguyen, H.H.D., Vo, H.K., Duong-Trung, N.:
Scrutinizing trust and transparency in cash on delivery systems. In: Wang, G.,
Chen, B., Li, W., Di Pietro, R., Yan, X., Han, H. (eds.) SpaCCS 2020. LNCS, vol.
12382, pp. 214–227. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-
68851-6 15

13. Ha, X.S., et al.: DeM-CoD: novel access-control-based cash on delivery mechanism
for decentralized marketplace. In: 2020 IEEE 19th International Conference on
Trust, Security and Privacy in Computing and Communications (TrustCom), pp.
71–78. IEEE (2020)

14. Le, H.T., et al.: Patient-chain: patient-centered healthcare system a blockchain-
based technology in dealing with emergencies. In: Malek, Manu (ed.) PDCAT
2021. LNCS, vol. 13148, pp. 576–583. Springer, Cham (2022). https://doi.org/10.
1007/978-3-030-96772-7 54

15. Son, H.X., Le, T.H., Quynh, N.T.T., Huy, H.N.D., Duong-Trung, N., Luong, H.H.:
Toward a blockchain-based technology in dealing with emergencies in patient-
centered healthcare systems. In: Bouzefrane, S., Laurent, M., Boumerdassi, S.,
Renault, E. (eds.) MSPN 2020. LNCS, vol. 12605, pp. 44–56. Springer, Cham
(2021). https://doi.org/10.1007/978-3-030-67550-9 4

16. Duong-Trung, N., et al.: Smart care: integrating blockchain technology into the
design of patient-centered healthcare systems. In: Proceedings of the 2020 4th Inter-
national Conference on Cryptography, Security and Privacy, pp. 105–109 (2020)

17. Duong-Trung, N., et al.: On components of a patient-centered healthcare system
using smart contract. In: Proceedings of the 2020 4th International Conference on
Cryptography, Security and Privacy, pp. 31–35 (2020)

https://www.redcrossblood.org/donate-blood/how-to-donate/how-blood-donations-help/blood-needs-blood-supply.html
https://www.redcrossblood.org/donate-blood/how-to-donate/how-blood-donations-help/blood-needs-blood-supply.html
https://www.redcrossblood.org/donate-blood/how-to-donate/how-blood-donations-help/blood-needs-blood-supply.html
https://www.mayoclinic.org/blood-donor-program/faq
https://www.mayoclinic.org/blood-donor-program/faq
https://doi.org/10.1007/978-3-030-68851-6_15
https://doi.org/10.1007/978-3-030-68851-6_15
https://doi.org/10.1007/978-3-030-96772-7_54
https://doi.org/10.1007/978-3-030-96772-7_54
https://doi.org/10.1007/978-3-030-67550-9_4


110 H. Le Van et al.

18. Le, H.T., et al.: BloodChain: a blood donation network managed by blockchain
technologies. Network 2(1), 21–35 (2022)

19. Quynh, N.T.T., et al.: Toward a design of blood donation management by
blockchain technologies. In: Gervasi, O., et al. (eds.) ICCSA 2021. LNCS, vol.
12956, pp. 78–90. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-
87010-2 6

20. Nakamoto, S.: Bitcoin: a peer-to-peer electronic cash system. Decentralized Bus.
Rev. 21260 (2008)

21. Uddin, M.A., et al.: A survey on the adoption of blockchain in IoT: challenges and
solutions. Blockchain Res. Appl. 2(2), 100006 (2021)

22. Alharby, M., Van Moorsel, A.: Blockchain-based smart contracts: a systematic
mapping study. arXiv preprint arXiv:1710.06372 (2017)

23. Elli Androulaki, et al.: Hyperledger fabric: a distributed operating system for per-
missioned blockchains. In: Proceedings of the Thirteenth EuroSys Conference, p.
1–15 (2018)

24. Shi, S., et al.: Applications of blockchain in ensuring the security and privacy of
electronic health record systems: a survey. Comput. Secur. 97, 101966 (2020)

25. Casino, F., Dasaklis, T.K., Patsakis, C.: A systematic literature review of
blockchain-based applications: current status, classification and open issues. Telem-
atics Inform. 36, 55–81 (2019)

26. Monrat, A.A., Schelén, O., Andersson, K.: A survey of blockchain from the perspec-
tives of applications, challenges, and opportunities. IEEE Access 7, 117134–117151
(2019)

27. Zheng, Z., et al.: An overview on smart contracts: challenges, advances and plat-
forms. Futur. Gener. Comput. Syst. 105, 475–491 (2020)

28. Shahbaz, M.S., et al.: What is supply chain risk management? A review. Adv. Sci.
Lett. 23(9), 9233–9238 (2017)

29. Lavastre, O., Gunasekaran, A., Spalanzani, A.: Effect of firm characteristics, sup-
plier relationships and techniques used on supply chain risk management (SCRM):
an empirical investigation on French industrial firms. Int. J. Prod. Res. 52(11),
3381–3403 (2014)

30. Nagurney, A., Masoumi, A.H., Yu, M.: Supply chain network operations manage-
ment of a blood banking system with cost and risk minimization. Comput. Manage.
Sci. 9(2), 205–231 (2012)

31. Armaghan, N., Pazani, N.Y.: A model for designing a blood supply chain network
to earthquake disasters (case study: Tehran city). Int. J. Qual. Res. 13(3), 605–624
(2019)

32. Eskandari-Khanghahi, M., et al.: Designing and optimizing a sustainable supply
chain network for a blood platelet bank under uncertainty. Eng. Appl. Artif. Intel.
71, 236–250 (2018)

33. Delen, D., et al.: Better management of blood supply-chain with GIS-based ana-
lytics. Ann. Oper. Res. 185(1), 181–193 (2011). https://doi.org/10.1007/s10479-
009-0616-2

34. Luong, H.H., et al.: IoHT-MBA: an internet of healthcare things (IoHT) platform
based on microservice and brokerless architecture (2021)

35. Thanh, L.N.T., et al.: SIP-MBA: a secure IoT platform with brokerless and micro-
service architecture (2021)

36. Nguyen, L.T.T., et al.: BMDD: a novel approach for IoT platform (broker-less
and microservice architecture, decentralized identity, and dynamic transmission
messages). PeerJ Comput. Sci. 8, e950 (2022)

https://doi.org/10.1007/978-3-030-87010-2_6
https://doi.org/10.1007/978-3-030-87010-2_6
http://arxiv.org/abs/1710.06372
https://doi.org/10.1007/s10479-009-0616-2
https://doi.org/10.1007/s10479-009-0616-2


Blockchain Technology-Based Management of Blood and Its Products 111

37. Alharbi, F.: Progression towards an e-management centralized blood donation sys-
tem in Saudi Arabia. In: 2019 International Conference on Advances in the Emerg-
ing Computing Technologies (AECT), pp. 1–5. IEEE (2020)

38. Lakshminarayanan, S., Kumar, P.N., Dhanya, N.M.: Implementation of blockchain-
based blood donation framework. In: Chandrabose, A., Furbach, U., Ghosh, A.,
Kumar M., A. (eds.) ICCIDS 2020. IAICT, vol. 578, pp. 276–290. Springer, Cham
(2020). https://doi.org/10.1007/978-3-030-63467-4 22

39. Toyoda, K., et al.: A novel blockchain-based product ownership management sys-
tem (POMS) for anti-counterfeits in the post supply chain. IEEE Access 5, 17465–
17477 (2017)

https://doi.org/10.1007/978-3-030-63467-4_22


Application of the Elimination Competition
Mechanism Based on Blockchain

Multi-supervision in Vehicle Data Sharing

Ke Chen1, Entao Luo2(B), Yong Liu2, Shuqi Shangguan2, Ming Wu3, Tao Peng4,
and Wushour Silamu1(B)

1 College of Information Science and Engineering, Xinjiang University, Urumqi 830046, China
wushour@xju.edu.cn

2 College of Information Engineering, Hunan University of Science and Engineering,
Yongzhou 425199, China

luoentaohuse@163.com
3 Intel (China) Co., Ltd., Shanghai 200241, China

4 School of Computer Science and Network Engineering, Guangzhou University,
Guangzhou 510006, China

Abstract. With the rapid development of the Internet of Vehicles and the advent
of the 5G era, it is essential to share traffic information among vehicles quickly,
securely, and efficiently. Data sharing among vehicles can not only improve driv-
ing safety but also alleviate traffic congestion and enhance traffic efficiency.
Although existing hybrid blockchain-based vehicle information sharing schemes
have improved the transmission speed of vehicle information sharing from var-
ious perspectives, there are still challenges in the security of data transmission
and transaction settlement rate. In this paper, we propose a vehicle data sharing
model based on blockchain multi-supervision, in which the vehicle data and trans-
action records will be packaged and uploaded by the Road Side Unit (RSU) to the
blockchain supervisory committee for review, thus improving the security of the
scheme. The experimental results show that this scheme can achieve fast updates
and secure storage of vehicle data. At the same time, the built hierarchical strategy
can effectively reduce the load and system overhead of the blockchain, thus meet-
ing the security and performance requirements of the current Internet of Vehicles
application scenario.

Keywords: Blockchain supervisory committee · Byzantine data security
sharing · Data security preserving · Competitive elimination mechanism

1 Introduction

In the Internet of Vehicles, the shared data generally includes important road information
such as road facility information, vehicle condition information, and traffic accident
information. Intelligent vehicles can analyze this shared data to help vehicle owners
understand the surrounding driving environment and achieve safe driving to reduce
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traffic accidents. However, today’s Internet of Vehicles faces two key challenges [1,
2]. Firstly, data between vehicles are vulnerable to attack and theft by unscrupulous
elements. Secondly, vehicle network communication is intermittent and lacks high-speed
sharing channels, and data sharing efficiency and quality need further improvement [3].
Therefore, achieving secure and efficient data sharing in vehicular networks is a critical
problem that needs to be solved now and in the future [4].

Recently, blockchain technology has gained traction in the Internet of Things, arti-
ficial intelligence, Internet of Vehicles, and healthcare with its excellent features such
as anonymity, traceability, and security [5–8]. Several researchers have used blockchain
technology to share data on the Internet of Vehicles. For example, Jia et al. used feder-
ated blockchain and innovative contract technologies to achieve secure data storage and
sharing in vehicle edge networks, facilitating the convergence of edge computing and
vehicle networks and providing powerful computing and storage capabilities for vehicles
[9]. Cui et al. proposed a federated block-based V2V data sharing scheme to achieve effi-
cient data sharing for V2V in vehicular networks by combining federated chain with 5G
technology and predetermining multiple nodes to establish a distributed shared database
[10]. Yang et al. designed a blockchain-based fair non-repudiation service provisioning
scheme that enables secure data transactions without authority by implementing a dis-
pute resolution mechanism based on blockchain smart contract technology [11]. Yun
et al. proposed a novel blockchain-enabled collaboration framework that reduces data
leakage risk by sharing data among multiple distributed parties [12]. While the above
schemes can use blockchain technology to enhance the security of existing data, the
additional computation and communication overhead may impact the system’s overall
efficiency. In addition, a common feature of the above schemes is that they do not include
data correctness in the evaluation, which means that the data present in the server may
have been tampered with or be false data. Such malicious information can seriously
damage the relevant interests of information users.

Based on this, this paper proposes a blockchain multi-supervisory-based vehicle
sharing mechanism to solve the problems existing in traditional vehicular networks by
integrating blockchain and RSU sites into vehicular networks. The contributions of this
paper can be summarized as follows:

1) The innovative introductionof the concept of themulti-supervisory committee, based
on the research of themulti-supervisory Byzantine data security sharingmechanism,
achieves the purpose of secure sharing of data and further accelerates the processing
efficiency of block data requests.

2) Based on the comprehensive credit evaluation mechanism, the node dynamic selec-
tion and elimination scheme is innovatively proposed to discard low credit inferior
nodes and introduce high credit excellent nodes, effectively improving the stability
of blockchain operation.

3) By using the improved Byzantine algorithm, and all nodes of the supervisory com-
mittee cannot exchange any data during the voting period, this scheme not only
ensures fairness in the results but also avoids the emergence of “Inner Ghost” nodes
in the supervisory committee.
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Fig. 1. In-vehicle network interaction model based on improved Byzantine multi-supervisory
mechanism

2 Blockchain-Based Multi-regulatory Committee Solution

This paper proposes an on-board network interaction model based on an improved
Byzantine multi-supervisory mechanism. The system model is shown in Fig. 1, and
the supervisory committee operation process is shown in Fig. 2. This design intro-
duces the concept of the multi-supervisory committee, based on the research of the
multi-supervisory Byzantine data security sharing mechanism, to achieve the purpose
of secure data sharing and further accelerate the processing efficiency of block data
requests. The committee nodes are selected based on that block node’s comprehensive
workload and equity income rate. This selection method can significantly improve the
rate of the regulatory committee in processing RSU requests, promoting the blockchain
efficient, stable, and reliable operation.

1) In order to ensure the fairness of the voting results and prevent the appearance of
“Inner Ghost” nodes in the regulatory committee, this scheme uses the improved
Byzantine algorithm. It adopts the committee voting mechanism when the block
receives a request from RSU.

2) The sharing behavior and transaction records between data will be stored on partic-
ular servers. The servers involved in this design are divided into the upload server,
transaction server, and backup server. The upload server is used to accept data
uploaded by users, and the transaction server is used to record each transaction’s
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information. The backup server is for data backup and data verification. When the
regulatory committee detects the occurrence of illegal acts, it can trace the trans-
action data on the transaction server and hold the relevant participants accountable
according to the characteristics of blockchain, such as non-tamperability.

3) Nodes can dynamically enter or exit. The trustworthiness of nodes is evaluated before
consensus using the trustworthiness timely evaluation model. After each round of
consensus, new nodes are dynamically recruited to join the block based on specific
criteria, and nodes with low credit value are abandoned, thus achieving the purpose
of the survival of the fittest.

Blockchain

2.Data request 
approved

3.Transferring data 
to the RSU

5.Audit results returned to 
the blockchain

6.Ditch the low credit nodes

8.Outstanding nodes 
join the blockchain

RSU Site Outstanding node Supervisory  Commi�eeRecycle Bin

General node

Fig. 2. Supervisory committee operation process

3 Design of a Shared Multi-regulatory Board Program

Based on Blockchain multi-supervisory committee scheme mechanism, an in-vehicle
network interaction scheme based on an improved Byzantine multi-supervisory mecha-
nism is designed for the complex data sharing needs of the Internet of Vehicles. Firstly,
the blockchain elects nodes, and the election criteria integrate the workload of nodes
in the block (POW) and the equity income rate of nodes in the block (POS) for merit
selection and will select the outstanding nodes to become supervisory members and
form the supervisory committee.
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1) Node workload POW the algorithm adopted for this design is:

POW =
n∑

i=0

WTi ∗ COi ∗ CSi
TT

Where WTi (Work Time) is the work time of the node in round i, COi (Current
Number of Operations) is the number of operations performed by the node during
round i, CSi (Total Number of Current Node Successes) is the total number of node
successes by round i, TT (Total Number of Times) the total number of times the
current node has run.

2) Nodal Equity Income Rate the algorithm used in this design is:

POS = GB ∗ TA

TK

where GB (Get Benefit) is the equity acquired by the node, TA (Total Time For
Equity Acquisition) is the total time of equity acquisition by the node, and TK (Total
Working Time) is the total working time of the node.

4 Evaluation

This section evaluates the operating performance of the blockchain multi-supervision-
based scheme. The operating performance of the initial blockchain nodes is tested first,
and then the operating performance of the multi-supervisory Committee-based nodes is
tested. This experiment does not consider factors such as block creation time and node
communication latency, and 100 times consensuswas performed based on the processing
efficiency before and after node selection, respectively. The comparison of the changes
in the transaction efficiency of the tested nodes before and after the improvement is
shown in Fig. 3. The horizontal coordinates indicate the number of the tested nodes, and
the vertical coordinates indicate the time spent by the nodes on transactions. Through the
comparison graph, we can see that the transaction processing efficiency of the nodes is
generally low and inefficient before the nodes participate in the election. In contrast, after
the nodes undergo the election of the regulatory committee, the efficiency of the nodes
in processing transaction requests is significantly improved, and the processing time is
significantly reduced. This experiment can initially prove that the solution proposed in
this paper can effectively improve the processing efficiency of node data requests and
reduce the data communication overhead.
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Fig. 3. Node transaction speed comparison chart

5 Conclusion

In this paper, we proposed a blockchain multi-supervision-based vehicle sharing model,
which achieves secure sharing of data while accelerating vehicle data interaction by
packaging and uploading vehicle data and transaction records from roadside units to
the blockchain supervisory committee for review. Experimental results show that the
scheme can effectively improve data transaction efficiency and reduce data communi-
cation overhead while guaranteeing block creation and data transaction security under
the same data request.
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Abstract. An economic perspective is essential but often neglected for under-
standing the state of cybersecurity, especiallywhen security is increasingly viewed
as a matter of national security. Analyze and learn the core economic principles of
cybersecurity can help interpret many security phenomena and various challenges
we are facing, as well as help to improve cybersecurity industry moving forward.
In this paper, wewill outline in greater detail the economic characteristics and prin-
ciples plaguing cybersecurity: Invisibility of benefits, Trade-offs between security
and other values, Asymmetries of defend and attack, Dynamic and uncertainty sit-
uations, social gains and losses. Thenwe discuss the pros and cons of the strategies
that commonly used now to overcome these economic barriers in the cybersecurity
context. Finally, we make several actionable policy recommendations for policy
changes and market directions to improve cybersecurity.

Keywords: Cybersecurity · Economic · Public goods · Government intervention

1 Introduction

Today, our dependence on inter-networked computing systemsmeans that virtually every
move of daily life—whether personal or commercial, public or private, civilian or mili-
tary—is intermediated by computer systems. But none of these systems are trustworthy
and many are actively under real-time attack today [1]. Cyber threats are escalating in
frequency, impact and sophistication [2]. Persistent and increasingly sophisticated mali-
cious cyber campaigns are threatening the public sector, the private sector, and ultimately
people’s security and privacy [3]. While efforts and investment to improve cybersecurity
continue to grow, security developments lag behind the pace of the malicious use of dig-
ital technologies. Although all parties are aware of the seriousness of the cybersecurity
problem, it remains far from resolved.

Cybersecurity comes with the application of information technology. ‘Cyber’ is a
constitutive elements of information societies, it is interwoven with the physical, eco-
nomic, social and political elements, and its security it is essential to foster societal
development, technological progress [4]. It is impossible to consider cybersecurity with-
out information technology, and it is impossible to consider cybersecurity without the
specific scenarios of information application. Cybersecurity has been considered as a
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very complex social issue, which integrates both science technology, sociology and
jurisprudence.

There have been many discussions about the inherent nature of security itself and
the characteristics. An economic perspective is essential for understanding the state of
cybersecurity, especially when security is increasingly viewed as a matter of public and
national security. However, most of the cybersecurity economic research is conducted
from a microeconomic perspective. Many studies [5, 6] aiming to provide effective
analytical models and frameworks for Cybersecurity Economics and Analysis (CEA),
help to increase the economic and financial viability, effectiveness and value generation
of cybersecurity solutions for organization’s strategic, tactical and operational impera-
tive. We will analyze cybersecurity from a macroeconomic perspective and agree with
the idea that cybersecurity qualifies as “public affair”, with can be better improved by
government intervention and more participation of the public.

In this paper, we will outline in greater detail the economic characteristics and prin-
ciples plaguing cybersecurity in the next section. Then we discuss the pros and cons
of the strategies that commonly used for cybersecurity in Sect. 3. We make several
principal policy recommendations for policy changes and market directions to improve
cybersecurity in Sect. 4. Finally, we conclude this paper and give out future works in
Sect. 5.

2 Economic Principles of Cybersecurity

Admittedly, cybersecurity investment has become an increasingly complex one, since
information systems are typically subject to frequent attacks, whose arrival and impact
fluctuate stochastically. Decisions are often made with imperfect knowledge, threats
are persistent and adaptive, and rapidly changing technology is the norm. Methods to
measure economic return in the cybersecurity domain are in their infancy. We now
discuss the basic characteristics of cybersecurity from an economic perspective to better
understand the causes of those dilemmas.

2.1 Invisibility of Benefits

Investment in cybersecurity is an important financial and operational decision for both
governmental agencies and private enterprise. Typical business and government invest-
ments aim to create value or improve productivity, whereas cybersecurity investments
aim to minimize loss incurred by cyber threats. As a result, cybersecurity is a mar-
ket of insufficient motivation for investors inherently. To make things worse, due to
the uncertainty of threats, the benefits of investing in cybersecurity is almost invisible.
Whichmakes the efficiency and effectiveness of security investments can often be hardly
determined due to the invisibility of their benefits.

When implementing IT-security measures, the predicted outcome, e.g. prevented
losses, is uncertain in two ways. First of all, it is not certain that one measure and the
corresponding investment will prevent a certain risk to occur in the future unless the risk
turns out to be damages. Second, the seriousness and damage of the prevented incident
is hard to calculate. People have difficulty reasoning about extremely low-probability
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events. Estimating the likelihood of a certain type of cyber attack is extremely uncertain
anddependsonunquantifiable psychological factors like dissuasion anddeterrence.Were
there some ways to analyze a system mechanically and obtain a quantity that indicates
just how secure that system is, then we could have a basis for assessing what is gained
from specific investments made in support of cybersecurity. But effective cybersecurity
metrics do not exist even today. Quantities derived entirely from empirical observations
also don’t work for justifying investments. The absence of detected system compromises
could indicate that investments in defenses worked, attacks haven’t been attempted, or
the compromise escaped notice. So whether or not prior security investments were well
targeted is impossible to know, leaving security professionals to justify investments
based solely on non-events.

Even if an organization already decided to invest in cybersecurity, the uncertainty of
threats and invisibility of benefits makes it very hard to choose which type of security
products and services to buy. They may not even be able to fully understand their organi-
zation’s specific security demand, which makes demand-driven technology innovation
and industrial development impossible. It is just not possible whether we want or not.

2.2 Trade-off Between Security and Other Values

Cybersecurity, like security in so many other contexts, involves tradeoffs with other val-
ues [10]. A tradeoff is a situation that involves losing one quality or aspect of something
in return for gaining another quality or aspect. Conflicts is common and will have to be
considered and resolved between public cybersecurity and other values or interests of
specific individuals, entities, and society at large.

First of all, there is the trade-off between security and efficiency. Security is not
perfect. There is a trade-off between ensuring system efficiency and improving cyber
security. There is a natural tension between efficiency and resilience in the design of IT
systems. Implementation of security products andmethods consumes the resources of the
system. Each system working with an optimal level of insecurity, where the benefits of
efficient operation outweigh any reductions in risk brought about by additional security
measures. Reconciling short-term incentives to reduce operating costs with long-term
interest in reducing vulnerability is hard. Worse still, the party making the security-
efficiency trade-off is not the one who loses out when attacks occur in most of the
situations.

Second, there is the trade-off between security and individual rights. Surveillance of
network traffic and online identity could be a powerful potential source of information
about certain attacks and vulnerabilities. However, surveillance raises massive privacy
concerns. There may be trade-offs: societal values as well as potential benefits for the
collective versus constraints on activities by individuals andbusiness. Systems’ resilience
hinges on a delicate trade-off between security and individual human rights. It poses
serious risks of undermining and breaching users’ privacy, users’ exposure to extra
risks, should data confidentiality be breached, and may have a mass-surveillance effect.

There are other trade-offs, such as security and technical innovation, etc. Even faced
with so many trade-offs, there are really not much metrics and mechanisms suitable and
be able for measuring them. Which makes the trade-off decision even more difficult,
even if not possible.
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2.3 Asymmetries of Attack and Defend

Cybersecurity is a confrontation between the attacker and defender which demonstrate a
clear asymmetry characteristic. In the process of network attack and defense, the attack-
ing party constantly innovates and always occupies the initiative in the confrontation
process, while the defender falls into a passive situation of being tired of coping. The
deterministic and static nature of the traditional network gives the attacker the advan-
tage of time and space, and can repeatedly probe and analyze the vulnerability of the
target system and conduct penetration tests, even social engineering, and then find a
breakthrough path. The similarity of traditional networks and software structures gives
attackers an advantage in attack costs, and the same attack methods can be applied to a
large number of similar targets.

Defenders are reactive, attackers are proactive. Defenders must defend all places at
all times, against all possible attacks, including those not known about by the defender;
attackers need only find one vulnerability and one path. Also, they have the luxury of
inventing and testing new attacks in private as well as selecting the place and time of
attack at their convenience. New defenses are expensive, new attacks are cheap. Defend-
ers have significant investments in their approaches and business models, while attackers
haveminimal sunk costs and thus can be quite agile. Besides, defenses can’t bemeasured,
but attacks can. Since we cannot currently measure how a given security technology or
approach reduces risk from attack, there are few strong competitive pressures to improve
these technical qualities. So vendors frequently compete on the basis of ancillary factors
(e.g., speed, integration, brand development, etc.). Attackers can directly measure their
return-on-investment and are strongly incentivized to improve their offerings.

Cyber spaces are consisting of virtual, agile, flexible, but brittle systems. This brit-
tleness favors offence over defense, explaining in part the continued growth of cyber
threats and the escalation of their impact. The more digital technologies become per-
vasive, the wider becomes the surface of attacks, and with it also number of successful
attacks grows.

2.4 Dynamic and Uncertainty Situations

Information technology is evolving at a fast speed than we can imagine. Software devel-
opment is inherently buggy, not to mention those fully functional complicated appli-
cations and platforms. Even responsible software companies that rigorously test for
weaknesses couldn’t find them all before a product ships. To expect all software to
ship free of vulnerabilities is not realistic. For systems that incorporate humans as users
and operators, we would need some way to prevent social engineering and intentional
insider-malfeasance.

Also, the ability to attack will continue to increase along the time. We don’t know
which breaking technique will come out next minutes. Whenever new technology is
introduced, it has the potential to change the system risks organizations face. The nature
of risk and resulting harms is such that they can propagate through systems and supply
chains. For example, quantum computing has been hailed as one of the next big rev-
olutions. It is not just faster than traditional computing methods, but a fundamentally
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different approach to solve seemingly intractable problems. The mathematical opera-
tions that most traditional cryptographic algorithms rely on could be cracked with a
sufficiently strong quantum computer [7].

Furthermore, cybersecurity measures and improvements, such as patches, become
available at random points in time making investment decisions even more challenging
[4]. Results indicate that greater uncertainty over the cost of cybersecurity attacks raises
the value of an embedded option to invest in cybersecurity. Knowing that countermea-
sures effective against today’s threats can be ineffective tomorrow, decision-makers need
agile ways to assess the efficacies of investments in cybersecurity on assuring mission
outcomes. Individuals and entities therefore can neither fully reap the benefit of their
security investment nor entirely control their vulnerability through investments because
of those dynamic and uncertainties [8].

2.5 Social Gains and Losses

The information technology sector already became a significant economic force. Com-
puting, network and digitalization changed how people shopped, worked, communicated
and socialized, greatly improved social efficiencies and the social value created is immea-
surable. For instance, companies operating critical infrastructures have integrated control
systems with the Internet to reduce near-term, measurable costs. Electricity companies
have realized substantial efficiency gains by upgrading their control systems to run on the
same IP infrastructure as their IT networks. Unfortunately, these changes in architecture
leave systems more vulnerable to failures and attacks, and it is society that suffers most
if an outage occurs. The control systems regulating power plants and chemical refineries
are vulnerable to cyberattack, yet very little investment has been made to protect against
these threats. While those raising the risk of catastrophic failure, whose losses will be
primarily borne by society.

For example, a single compromised system anywhere in a network can serve as
a launching point for attacks on other systems connected to that network. So local
investment in defenses not only provides local benefits but also benefits others; and
under-investment in defenses elsewhere in the network could facilitate local harms
[9]. The society, organizations and individuals are enjoying the benefits of information
technology, but neither party is willing to take responsibility of cybersecurity accord-
ingly. Unfortunately, such a misalignment is inevitable for many information security
decisions.

The lack of effective cybersecurity measures has a potential knock-on effect on the
information revolution, and on the development of information societies around the
globe. Its security it is essential to foster societal development, technological progress
and also to harness the potential of digital technologies to deliver socially good outcomes.

3 Common Strategies for Cybersecurity

3.1 Laws and Regulations

Dan Assaf argues for greater government responsibility, saying that computer security
is a public good. Since there’s inadequate incentive for industry to fight cybercrime,
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perhaps there’s a place for public action. In addition, national security today requires
secure cyberinfrastructure; the absence of physical borders to defend makes the problem
worse, not easier. Since only the government have the required capacity to deal with the
sophisticated cybersecurity. What might government do?

Law could force system producers and/or purchasers to make the necessary invest-
ments on security. There are a host of laws and regulations directly and indirectly govern
the various cybersecurity requirements for any given business. For example, the Fed-
eral Laws, Federal Regulations & Guidance, the State Laws, and International Laws for
cybersecurity.

There are other cybersecurity frameworks that are not codified in law but rather
are created and/or enforced by non-governmental entities. For example, the NIST or
ISO 27001 cybersecurity frameworks are both widely used standards in many industries
and government organizations [20]. Companies might be required to comply with these
frameworks by industry dynamics or by organizational partnerships with government or
other entities.

Government can also participate in standards—Regulation and liability. The adop-
tion of mandatory standards can be seen as a way to support security. Some standards
directly concern what functions an artifact must or must not support, some govern its
internal structure, while others concern the process by which the artifact is constructed
or maintained, and yet others govern qualifications of the personnel who are involved in
creating the artifact. as well as security provisions in information privacy laws. Current
market activity suggests that such mandates show value in some areas.

We could certainly use more research, especially on defense techniques. However,
government agencies often limited their investments to problems with a short-term hori-
zon. The number of projects supported is relatively small and the funding is often through
special one time initiatives.

3.2 Industry Incentives

The cybersecurity market is expanding rapidly in recent years. It surpassed $150 billion
in 2019 and is expected to exceed $400 billion and grow at over 15% Compound Annual
GrowthRate (CAGR) between 2020 and 2026 [11]. The spike in the cybersecuritymarket
is being seen in all parts of the world. Given the practical difficulties of teaching non-
technical users and application sections the principles of adequate security, the logical
plan should be to shift the cost to the industries that can do something about it. They
might be encouraged to improve security via commercial pressure, regulation, or tort
lawsuits. While the demand for cybersecurity is growing across the world, the market is
getting increasingly competitive as new cybersecurity products launch, and more major
providers form partnerships.

Deloitte reports that financial services companies spend 6 to 7 percent of their IT
budget on security, but this is far from sufficient.Many companies probably still think that
building in security is either too expensive or too inconvenient for users. Small companies
might lack the resources to do security well [5]. Although the industry prefers neither
regulation nor liability. Regulation tends to be slow to change, which poses difficulty in
a rapidly changing world. Liability causes people to try to evade it and runs a risk that
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in the end the responsible party won’t be able to pay damages. There is still the need for
incentives to help accelerate the growing of cybersecurity market.

Aspects of industry incentives for cybersecurity may include: Cybersecurity Insur-
ance, Grants, Process Preference, Liability Limitation, Streamline Regulations, Public
Recognition and Cybersecurity Research, etc. It is important for the industry to promote
cybersecurity practices and develop core security capabilities.

3.3 Technology Innovation

Confronted by a problem born of technology, the main focus of cybersecurity doctrine
is on developing new detection and defense technologies at the beginning and still now.
Government funded organizations and Scientists are investing heavily in technological
means for improving cybersecurity. Intuitively this is the right and straight forwardway to
find the solution. However, Improved technology itselfmay not be able to solve problems
that technology has created. Cybersecurity encompasses a wide set of practices, from
risk assessment and penetration tests; disaster recovery; cryptography; access control
and surveillance; architecture, software, and network security; to hack-back and security
operations, and physical security. Each of these practices requires different techniques,
which makes technology innovation even difficult.

Unfortunately, research in cybersecurity is not enough, and has been hamstrung on
multiple fronts, therefore, has not been able to develop a much-needed science base to
anchor cybersecurity innovations, nor has it been able to produce the range of solutions
we require.

Despite the growing value of the cybersecurity market and the increasing efforts of
companies and state actors to invest in technical innovation to improve the security of
information systems and infrastructures, data on number and impact of cyber-attacks is
still escalating. We can learn that technology innovation itself is inadequate to frame and
govern cybersecurity.

4 Recommendations for Cybersecurity

4.1 Public Cybersecurity Doctrine

Cybersecurity comes along with information techniques. It is natural to consider cyber-
security as a technical problem and hopefully can be solved by developing security prod-
ucts. Cybersecurity is technical and business problem that has been presented as such in
boardrooms for years. As cyberthreats becomes more sever and casing more significant
damages, scholars and regulators began to think about the nature of cybersecurity, the
cybersecurity doctrine.

Savage and Schneider discussed security is not a commodity in their work [1]. They
pointed out that unlike computer and communications hardware and software, security
is nota commodity.It cannot be scaled simply by doing more.In this respect, there is a
mounting consensus on treating cybersecurity as a public good to be managed in the
public interest. Themanagement of a public good requires considering direct and indirect
externalities, as well as medium and long-term consequences. This favor approaches
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to cybersecurity that focus on interdependencies among the security of different, but
connected, technologies, their impact on the context of deployment and on the relevant
public interest at stake.

Enhanced levels of cybersecurity can entail tensions involving cost, function, conve-
nience, and societal values such as openness, privacy, freedom of expression, and inno-
vation. Management of cybersecurity as a public good call for collaboration between
the private and the public sectors to ensure that systems’ robustness is designed to meet
the public interest. It is up to the public sector to set standards, certification and test-
ing and verification procedures capable of ensuring that a sufficient level of security is
maintained. At the same time, the private sector bears responsibility for designing robust
systems and developing and improving new cybersecurity methods for the services and
products they offer, as well as for collaborating with the public sector around controlling
and testing mechanisms. Envisaging systems’ robustness as a public good also places
some responsibility on the user in terms of their cyber hygiene practices.

4.2 Facing the “Right” Threats

Cyber threats are constantly changing and evolving with the development of information
technology. For example, the frequencyof identifiedAdvancedPersistentThreats (APTs)
has greatly increased recent years. APT’s number one target were always organizations
with high value assets and that’s always the reason why those attacks are so persistent.
In order to protect against this kind of threats, it is very important to understand the
reasons and motivations behind these threats. Security is a trade-off, there is no perfect
security. Since cybersecurity investments involve decision-making under uncertainty, it
is more reasonable to think in terms of deploying defense as appropriate to the threat
and to the value of what’s being protected. We can’t succeed by focusing our defenses
on past attacks, and we must move from a reactive stance to a proactive one.

In addition to this, the range and scope of cyber-attacks create the need for orga-
nizations to prioritize the manner in which they defend themselves. With this in mind,
each organization needs to consider the threats that they are most at risk from and act
in such a way so as to reduce the vulnerability across as many relevant weaknesses as
possible. So, based on the evaluation of the organization value itself, and understanding
the different motivations of cyber threats, facing the right threats is very important. It is
needed to define some agreed upon kinds and levels of cybersecurity, characterizing who
is to be secured, at what costs (monetary, technical, convenience, and societal values),
and against what kinds of threats. The goals might be absolute or they might specify a
range of permissible trade-offs.

Basically, the defense of cybersecurity for an organization needs to be based on
regulation compliance as the basic requirement of the passing line, and a high-line
evaluationmechanism driven by the threat situation. At the same time, while information
service provider is responsible for the security of their systems, it is needed for the
government to provide the required techniques and supports for the service providerwhen
facing extremely complicated threats, especially those well-organized and weaponized
threats.
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4.3 Reallocation of Responsibilities and Liabilities

One of the most significant characteristics of cybersecurity is ambiguous accountability.
There are also capability gaps between the current cybersecurity approaches and defend-
ing ourselves against evolving threats. Investment incentives are missing when costs are
borne by third parties, materialize only well after the breach occurs, and causation is
difficult to discern much less prove.

In order to solve the problems of growing vulnerability and increasing cyber threats,
policy and legislation must coherently allocate responsibilities and liabilities so that the
parties in a position to fix problems have an incentive and ability to do so. In many
circumstances cyber risks are allocated poorly. For example, it is very common now that
the organizations that defend cybersecurity do not bear the full costs of failure. Also, it
is unlikely that either vendors or users, left to their own devices, will solve the problems.
Government must set the rules of the game; We can’t rely on unintelligible and unread
end user license agreements to be responsible for security breaches any more.

Enterprises should be fully responsible for their own security, bearmost of the respon-
sibility for their own security and the social governance security supportedby themselves,
and bear part of the responsibility for their own security and the public/national security
associated with themselves. And to some point, defense of its citizens is a clear respon-
sibility of government. Because in essence, responsibility is not simply a stipulation,
responsibility means technical capabilities and the ability to invest. Those abilities are
carried by the implementation of large projects, advanced technologies and products,
and sophisticated teams. Cybersecurity for the State and public society is not something
that can be achievedwith enterprise-level investments, nor is it achieved through individ-
ual effort. It is not enough to only have the public attention or regulatory requirements.
Reasonable reallocation of responsibilities and liabilities is the fundamental and starting
point for ensuring cybersecurity.

4.4 Government Intervention and Policies

Conflicts and trade-offs will have to be resolved between public cybersecurity and other
values or interests of specific individuals, entities, and society at large. This requires the
government to make the overall adjustments due to the political nature of cybersecurity.
Government policy interventions are required that incentivize responsibility allocation,
accountability and collaboration on the part of both individuals, organizations and gov-
ernments.Also, policy that incentivizes higher standards of care in regulation, technology
and service delivery is needed.

Various government agencies themselves perform research and development, inci-
dent response, and forensic analysis in cybersecurity inmany countries around theworld.
Although government funded projects seems to need massive financial investments, this
is not a simple economic gain, but also involves political gain, and industrial driven gain.
Yet it is difficult to calibrate the right nature and scale of investment in cybersecurity.
Government leadership need to develop a set of policy actions that incentivize take-up
of security solutions and that underpin greater trust and transparency between different
components of the ecosystem. Possible solutions may include: government giving more
finical support, clarifying issues of liability, reducing friction in current assurance and
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regulatory models, and addressing the security of new technology, invention and appli-
cation scenarios changes. Clearly, some additional funding by the state is needed to help
the state build a more effective, dynamic and elastic defense mechanism.

Besides, Government also needs to managing cyber risks in the face of the major
technology trends taking place in the near future. However, security is not usually being
considered as an integral component of technology innovations and as such, proper
investment needed to be made into support (knowledge, guidance, research investment)
and incentives (market forces, regulation) for developing emerging technologies securely
[12].

4.5 Collaboration and Information Sharing

One future feature of cybersecurity is collaboration. The success of industry ISACs
is indicative of a greater acceptance of the security community that collaboration is
cheaper and more effective means of security than the alternative [13]. For example,
NSA Cybersecurity Collaboration Center harnesses the power of industry partnerships
to prevent and eradicate foreign cyber threats to National Security Systems [14]. The
EU Information Sharing and Analysis Centers (ISACs) foster collaboration between
the cybersecurity community in different sectors of the economy [15]. Cybersecurity
collaboration also exists betweennations. Such as,US-EUcollaborationon cybersecurity
and joint Statement of Intent Between the U.S. Department of Homeland Security and
the Israel National Cyber Directorate [16]. When it comes to tackling these global
cyberthreats, working with international partners can have benefits for resilience [17].
Particular attentions need to be taken of the needs of developing countries and the need
for collective efforts to reduce cross-border cybercrime.

Cybersecurity defenses should reflect a proactive strategy that leverages from diverse
areas of expertise and information. Information Sharing is increasingly important for
addressing growing systemic risks. Sharing of information about vulnerabilities of dif-
ferent systems involved in the same supply chain, for example, will become essential for
the private sector to guarantee system robustness and learn from peers. At the same time,
the public sector may support this practice by including information sharing and collab-
oration as part of capabilities building initiatives and procedures. These practices can
facilitate patching procedures and may reduce the zero-day and exploits market. In turn,
this could slow down the cyber arms-race and weaponization dynamics of cyberspace.

Cyber threat information is any information that can help an organization identify,
assess, monitor, and respond to cyber threats. Cyber threat information includes indica-
tors of compromise; tactics, techniques, and procedures used by threat actors; suggested
actions to detect, contain, or prevent attacks; and the findings from the analyses of inci-
dents. Organizations that share cyber threat information can improve their own security
postures as well as those of other organizations [18].

5 Conclusion

Society as a whole do not allocate sufficient attention, researches or resources to cyber-
security. Cybersecurity shows significant economic characteristics. Right understanding
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of public cybersecurity doctrine, appropriate architecture design and interventions that
consider cybersecurity as a whole system and public affair can significantly improve
our cybersecurity posture. Though cybersecurity problem resides in technologies, the
solution requires concept changes, policies, interventions and collaboration. We believe
that by partially alter the focus of cybersecurity from technical to economical will help
to improve it moving forward. Our designed recommendations are to raise awareness to
cybersecurity and assign responsibility for action within the society as a whole so that
cyber risks to society may be mitigated.
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Abstract. Recently, research communities have dedicated their efforts to the
development of versatile and innovative Blockchain-based application systems.
These systems are usually independent and thus difficult to be integrated and
cooperated with each other during cross-chain transactions in terms of the inter-
operability perspective. In addition, there may be potential risks once external
malicious attackers desire to control or manipulate nodes in cross-chain systems.
It is necessary to have a solution preventing users’misbehaviors during the process
of information and value exchange among different blockchains. In this paper, we
propose a dynamic reputation management scheme which can effectively detect
misbehaviors and identify potential security risks during cross-chain transactions.
Our scheme conducts a mechanism evaluating reputation and trustworthiness of
nodes and chains, respectively, through their current state and transactions history.
This characteristic can help any cross-chains system well-react and be resistant
against ongoing-endangered behaviors within a reasonable computation time.

Keywords: Blockchain · Cross-chains · Reputation management ·
Interoperability

1 Introduction

Please note that the first paragraph of a section or subsection is not indented. The first
Blockchain technology has become one of the most subversive innovative technologies
after the bitcoin [1] system was proposed in 2008. Since then, Blockchain has been
adopted and utilized in different applications, such as financial, medical and cryptocur-
rency, with its de-centralized property and immutability. However, the heterogeneity of
current Blockchain platform technologies leaves it in a dilemma where it is difficult to
integrate the value and information exchange processes ofmultiple blockchain platforms
with versatile consensus protocol. The study [2] has proposed several critical issues for
cross-chain transaction circumstances. For example, when one blockchain system tries
to access the data from another blockchain system for cross-chain transactions, it is
necessary to have a consensus on data access, processing and storage and, after that, to
walk toward to a mechanism ensuring trustworthy and consistency on data/transactions
exchanged among communicating entities from different blockchains. Nevertheless,
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once two application systems belong to separate organizations and each of them has its
own blockchain system, the different architecture and consensus mechanism will lead
to security issues when data exchange and data access across chain systems, i.e. denial
of services (DoS) attacks [3], double-spending [4] and selfish-mining attack [5]. For this
reason, it is necessary to design a secure method that can guarantee the trustworthiness
of cross-chain interoperability process. Furthermore, the method must be universally
suitable to heterogeneous blockchain systems in numerous application scenarios.

Hence, in this study we are devoted to develop a reputation management scheme to
effectively detect and identify potential malicious attackers during cross-chain transac-
tions. Our scheme focuses on evaluating the system trustworthiness in terms of nodes
and chains. Moreover, to ensure the security of cross-chain interoperability, we adopt
seven indicators resistant against existing known attacks as show in Table 1. These indi-
cators will be considered as major evaluation criteria on rating the reputation of the
nodes involved within cross-chains transactions.

Table 1. Reputation indicators and corresponding threats with condition judgement used in our
proposed scheme.

2 The Proposed Scheme

In this section, we introduce our proposed dynamic reputation management scheme
in which three independently heterogeneous blockchain systems including one relay
chain are involved with. The rely chain are responsible for the agreement of transaction
and the corresponding consensus which will be uploaded and accepted by these three
heterogeneous blockchain systems. As shown in Fig. 1, we have a major relaychain and
two sub-chains in our system scenario. Each blockchain system and each nodewill have a
specific reputation value as the degree of trust in the next interactions (and transactions).
As the proposed system is used to prevent themisbehavior in heterogeneous blockchains,
the analysis of the node and the chain’s past normal transaction records is adopted to
detect potential misbehaviors. In addition, the proposed system allows to dynamically
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modify indicatorweights by nodes in the relaychain according to the frequency of current
misbehaviors. Suppose that nodeBj inBlockchain_Bwants to exchange informationwith
node Ai in Blockchain_A. The details of the phases are presented as follows.

Fig. 1. The interoperation process for cross-chains transactions.

– Phase 1: Node Bj starts a request Rj to a bridge node RAiBj, which is responsible
for transaction exchanging between nodes Ai and Bj, in the relay chain. The bridge
node RAiBj will establish a secure channel to Blockchain_A and launch a cross-chain
interoperation.

– Phase 2: Node RAiBj will judge the trustworthiness of Blockchain_B in terms of
the reputation value through the three chain-level indicators, i.e. average network
hashrate, the delay time in block propagation and average spending time of each
transaction, as shown inTable 1.Meanwhile, nodeRAiBj will evaluate if the reputation
of node Bj is satisfied through the four node-level indicators, i.e. node connect status,
hardware usage, average spending time of transaction and transaction consequence,
presented in Table 1. If one of these seven indicators does not pass a pre-defined
threshold, node RBj will be judged as a potentially misbehaved node. The incoming
request Rj will be rejected and node RAiBj will send a message to node Bj as a
termination commend. If all of these seven indicators are all passed, it will proceed
to Phase 3.

– Phase 3: Node RAiBj then launches a request Rj′ and sends Rj′ to node Ai. At the same
time, the trustworthiness of node Ai and Blockchain_A will be evaluated through the
same steps in Phase 2. That is, the seven indicators presented in Table 1will be adopted
to examine whether node Ai and Blockchain_A is classified to misbehaved one or not.

– Phase 4: Similarly, based on the indicators, node Ai then evaluates if the reputation
of node RAiBj is satisfied after obtaining the request Rj′. If it is not satisfied, node Ai
will send a message to RAiBj to cancel the current transaction. Otherwise, node Ai
will accept the request. Next, Ai will send a reply Pi to node RAiBj.

– Phase 5: Node RAiBj will then check whether node Ai has successfully completed
the request after receiving Pi. In case of a normal transaction (which is successfully
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completed), the reputation of node Aiwill be adjusted and Piwill be sent back to node
Bj through node RAiBj. Otherwise, the reputation of node Ai will be adjusted and the
transaction will be terminated.

– Phase 6: Node Bj confirms Pi and the cross-chain transaction will be considered as
a finished one. In case of a failed transaction, the reputation of Node RAiBj will be
adjusted by node Bj. Afterwards, the information related to the failed transaction will
be reported by node Bj.

3 Conclusion

In this study, we propose a reputation management scheme for communicating entities
during cross-chain transactions. We summarize a list of indicators for reputation evalua-
tion in which these indicators are against various Blockchain-relevant attacks. Then, our
proposed scheme can utilize the evaluated reputation to detect and identify misbehaved
node and chain.
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Abstract. In the ideal environment, a secret key for a cryptosystem
is generated with perfect randomness and is independent of other keys
or sources. It is well-known that such an ideal condition gives the per-
fect security to many encryption schemes. However, in practice, it is not
uncommon that due to limited resources, we can not always guarantee
such ideal conditions. Thus, it is very important to know the amount of
security we can guarantee under a non-ideal condition in practice.

In this paper, we are interested in investigating the security of sym-
metric encryption schemes under non-ideal conditions. Especially, we
focus on a wide category of encryption schemes with the following prop-
erty: for any plaintext, there is no collision between ciphertexts gener-
ated from the encryption of the plaintext by different secret keys. As the
main contribution, we derive the sufficient and the necessary condition
for guaranteeing the security of any such encryption scheme even in the
non-ideal cases where: (1) the source (plaintext) and the secret key used
in the encryption process are correlated, and (2) the secret key is not
perfectly random.

1 Introduction

Ideally, a secret key for an encryption scheme is generated with perfect random-
ness and is independent of other keys or sources. It is a well-known fact given such
an ideal condition, for many encryption schemes, including Shannon ciphers, we
can prove the perfect security [12]. However, in the real-world practice, it is not
uncommon that due to limitation in the implementation infrastructure or the
amount of available resources, we can not guarantee that we can provide such
ideal conditions.

The first issue is about the randomness of the secret key. As a practical
example, when we target the implementation on lightweight devices, obtaining
perfect randomness may require computing power more than the devices can
provide. Therefore, as common practice, instead of generating true perfect ran-
dom bits, we use pseudorandom generators which are lightweight enough to be
implemented on the devices. Although a pseudorandom generator may generate
a sequence of bits which is hard to distinguished from a sequence of true perfect
random bits, in theory, it still can not guarantee the perfect security.
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Another issue is that the secret keys and the plaintexts may correlate to each
other in practice. For instance, there are several practices which allow generation
of random bits as paddings to the messages in order to keep the length of the
plaintexts follow the format determined by the specification of the encryption
scheme [1]. And the random bits for padding may be generated using the same
random seed which is used for generating the secret key for the sake of efficiency
in practice. This makes the secret keys and the plaintexts may correlate to each
other and prevent us to guarantee the perfect security.

However, although we may not have a perfect security, it is still very impor-
tant to know the amount of security we can guarantee when we have to deal
with situations under such non-ideal conditions in practice.

Our Contributions

In this paper, we focus on a category of encryption schemes with the following
property: for any plaintext, there is no collision between ciphertexts generated
from the encryption of the plaintext by different secret keys. It turns out that
this property is satisfied by many encryption schemes such as Shannon ciphers
[12], e.g., one-time-pad encryption schemes.

As the main contribution, we derive the sufficient and the necessary condi-
tion for guaranteeing the security of any such encryption scheme even in the
case where: (1) the source (plaintext) and the secret key used in the encryption
process are correlated, and (2) the secret key is not perfectly random. To derive
our results, we propose a new metric to represent the “amount of correlation”
and we express the “amount of security loss” in the term of the amount of corre-
lation between the plaintexts and ciphertexts. Thus, by converse, the “minimum
amount of security” means the “maximum security loss” and the “maximum
amount of security” means the “minimum security loss”. In informal way, as our
main theorems, we derive the followings:

(1) the minimum amount of security which can be guaranteed if the amount
of correlation between the secret keys and the plaintexts and the amount
of bias on the secret keys from the perfect randomness are limited to some
extent, and

(2) the maximum amount of security which can be guaranteed under certain
relation between the amount of bias on the secret keys from the perfect
randomness and the amount of correlation between the secret keys and the
plaintexts.

For simplicity and also as a limitation of current work, throughout this paper we
only focus on deterministic encryption schemes. We consider the extension of this
work into non-deterministic schemes as an open problem for further direction of
future research.

Related Works

The security of cryptographic tasks using of different type of sources with imper-
fect randomness have been previously investigated in wide range by a series of
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works by Dodis et al. [3–5,8]. Also, there have been a series of works on gener-
ating or extracting good random bits from sources with imperfect randomness
[2,6,7,11]. However these works only focus on the degree of randomness of the
source used to generate the secret keys, and they do not take into account the
correlation between plaintexts and the secret keys. Iwamoto et al. show com-
parison of different metrics for secrecy in [9]. However, it only considers about
secrecy under ideal environment and does not cover the secrecy under non-ideal
environment.

Roadmap. This paper is organized as follows. First, in Sect. 2 we show the basic
notation and the formal definition of the symmetric-key encryption schemes. In
Sect. 3 we introduce the formal definition of the class of symmetric-key encryp-
tion schemes we target in this paper. Then, in Sect. 4 we show the new metrics
we propose to represent the amounts of correlation and bias. We also show the
properties of the new proposed metrics. Next, in Sect. 5 we state the main the-
orems which are the main results of our research. And in Sect. 6 we show the
proofs of our main theorems. We conclude this paper with a brief summary in
Sect. 7.

2 Preliminaries

Unless noted otherwise, we assume that any random variable is randomly taken
over its domain according to the uniform distribution. For any function f : X ×
Y → Z where X , Y, Z are arbitrary sets, f(X ,Y) denotes the set {f(x′, y′)|x′ ∈
X , y′ ∈ Y} ⊆ Z. Below, we show the definition of a symmetric-key encryption
schemes

Definition 1 (Symmetric-key Encryption Scheme). A symmetric-key
encryption scheme E := (KG,Enc,Dec) is defined as a triplet of three algorithms:
the key generation algorithm KG, the encryption algorithm Enc, the decryption
algorithm Dec, and is associated with the system parameter λ ∈ N and the sets
K,M, C which denote the set of secret keys, the set of plaintexts, and the set of
ciphertexts respectively. The sizes of K, M, C are determined by λ. The algo-
rithms KG, Enc, Dec are defined as follows.

KG(λ) → K: on input λ, KG generates the secret key K ∈ K.
Enc(K,M) → C: on input the secret key K ∈ K and a plaintext M ∈ M, Enc

generates the ciphertext C ∈ C.
Dec(K,C) → ̂M : on input the secret key K ∈ K and a ciphertext C ∈ C, Dec

generates ̂M ∈ M.

Definition 2 (Correctly Decryptable). A symmetric-key encryption scheme
E := (KG,Enc,Dec) associated with λ ∈ N and the sets K,M, C is said to be
correctly decryptable if the following holds for any m ∈ M and k ∈ K.

Dec(k,Enc(k,m)) = m. (1)
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Unless under special circumstances, it is natural for a symmetric-key encryp-
tion scheme to be correctly decryptable. It is easy to see that the below lemma
and corollary hold.

Lemma 1. Let the symmetric-key encryption scheme E := (KG,Enc,Dec) asso-
ciated with λ ∈ N and the sets K,M, C be correctly decryptable. Thus, for any
m,m′ ∈ M such that m �= m′, for any k ∈ K, the following holds.

Enc(k,m)) �= Enc(k,m′). (2)

Corollary 1. Let the symmetric-key encryption scheme E := (KG,Enc,Dec)
associated with λ ∈ N and the sets K,M, C be correctly decryptable. For any
k ∈ K, we can define an injective function ϕk : M → C as follows.

ϕk(m) := Enc(k,m), (3)

where m ∈ M.

Remark 1. From above corollary, it is obvious that correctly decryptable
symmetric-key encryption scheme requires |C| � |M|.

Below is the definition of perfect security for a symmetric-key encryption
scheme. This definition is slightly modified from the original definition in [12] to
accommodate a more general situation where |C| �= |M|.
Definition 3 (Perfect Security). A symmetric-key encryption scheme E :=
(KG,Enc,Dec) associated with λ ∈ N and the sets K,M, C is said to satisfy
perfect security if the following holds for any m ∈ M and any c ∈ Enc(K,M).

Pr[M = m|C = c] = Pr[M = m]. (4)

3 Collision Free Symmetric-Key Encryption Schemes

Here we define a new class of symmetric-key encryption schemes where any
scheme in the new class has a special property that we call as collision free.
Informally, we say that a symmetric-key encryption scheme is collision free if all
ciphertexts which are generated from encrypting a single fixed plaintext using
different keys will will never collide to each other. One can see this property as
a “dual” of the correctly decryptable property defined in the previous section:
all ciphertexts which are generated from encrypting different plaintexts using a
single fixed secret key will never collide to each other.

Definition 4 (Collision Free). A symmetric-key encryption scheme E :=
(KG,Enc,Dec) associated with λ ∈ N and the sets K,M, C is said to be collision-
free if for any M ∈ M, for any K,K ′ ∈ K such that K �= K ′, the following
holds:

Enc(K,M) �= Enc(K ′,M).



Revisiting Security of Symmetric-Key Encryption 141

One can easily see that the widely known the one-time-pad encryption scheme
and its variants or the Shannon ciphers [12] are collision-free.

It is easy to see that the following lemma holds.1

Lemma 2. Let the symmetric-key encryption scheme E := (KG,Enc,Dec) asso-
ciated with λ ∈ N and the sets K,M, C be correctly decryptable and collision-free.
Then, for any c ∈ Enc(K,M), we can define an injective function φc : M → K
such that Enc(φc(m′),m′) = c holds for any m′ ∈ M.

Remark 2. From Lemma 2, it is clear that one of necessary conditions for colli-
sion free symmetric-key encryption scheme is that |K| � |M| holds.

One can also easily derive the following lemma on the perfect security of
a symmetric-key encryption scheme which are both correctly decryptable and
collision free.

Lemma 3. Let the symmetric-key encryption scheme E := (KG,Enc,Dec) asso-
ciated with λ ∈ N and the sets K,M, C be correctly decryptable and collision-free.
Then, E achieves perfect security if only if:

– |K| = |M| = |C|,
– K is generated randomly from the uniform distribution over K,
– K and M are independent.

4 New Metrics for Correlation and Randomness Bias

In this paper, in order to represent the amount of security and the amount of
bias from perfect randomness, we propose new metrics. All our results are based
on these metrics.

Definition 5 (Correlation Width). For any two random variables X and Y
taken over the sets X and Y respectively, let us defined the followings.

Δmax(X|Y ) := max
x∈X ,y∈Y

{

Pr
X←X|y

[X = x|Y = y] − Pr
X←X

[X = x]
}

, (5)

Δmin(X|Y ) := − min
x∈X ,y∈Y

{

Pr
X←X|y

[X = x|Y = y] − Pr
X←X

[X = x]
}

, (6)

where X|y denote the subset of X such that all of its elements are available to
select given Y = y. We define the correlation width of X and Y as follows.

Δcorr(X|Y ) := Δmax(X|Y ) + Δmin(X|Y ). (7)

1 One can easily derive the proof by following the detailed explanation on Shannon
cipher in Sect. 2.4 of [10].
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Definition 6. Let X and Y be random variables taken over the sets X and Y
respectively. Let us define the followings.

Pmax(X|Y ) := max
x∈X ,y∈Y

{

Pr
X←X|y

[X = x|Y = y]
}

, (8)

Pmin(X|Y ) := − min
x∈X ,y∈Y

{

Pr
X←X|y

[X = x|Y = y]
}

, (9)

where X|y denote the subset of X such that all of its elements are available to
select given Y = y.

Definition 7 (Randomness Bias Width). For any random variable X taken
over the set X , we define the followings.

Δmax(X) := max
x∈X

{

Pr
X←X

[X = x] − 1
|X |

}

, (10)

Δmin(X) := − min
x∈X

{

Pr
X←X

[X = x] − 1
|X |

}

. (11)

We define the randomness bias width of X as follows.

Δrnd(X) := Δmax(X) + Δmin(Y ). (12)

Definition 8. Let X be a random variable taken over the set X . Let us define
the followings.

Pmax(X) := max
x∈X

{ Pr
X←X

[X = x]}, (13)

Pmin(X) := min
x∈X

{ Pr
X←X

[X = x]}. (14)

4.1 Properties of Proposed Metrics

Here we list several properties which hold based on the definitions of the metrics
above in the form of lemmas. Since it is easy to see that the lemmas hold, here
we show them without proof.

Lemma 4. For any two random variables X and Y taken over the sets X and
Y respectively, Δcorr(X,Y ) = 0 if and only if X and Y are independent.

Lemma 5. Let X be a random variable taken over the set X . Then, the follow-
ings hold.

Δmin(X) ≥ 0. (15)

Lemma 6. Let X and Y be random variables taken over the set X and Y respec-
tively. Then, the followings hold.

Δmin(X|Y ) ≥ 0. (16)
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Lemma 7. Let X be a random variable taken over the set X . Then, the follow-
ings hold.

Pmin(X) =
1

|X | − Δmin(X), (17)

Pmax(X) =
1

|X | + Δmax(X). (18)

Lemma 8. Let X and Y be random variables taken over the set X and Y respec-
tively. Then, the followings hold.

Pmin(X|Y ) ≥ Pmin(X) − Δmin(X|Y ), (19)
Pmax(X|Y ) ≤ Pmax(X) + Δmax(X|Y ). (20)

Lemma 9. Let X be a random variable taken over the set X . Then, for any
x ∈ X , the following holds.

Δrnd(X)
2

≤
∣

∣

∣

∣

Pr[X = x] − 1
|X |

∣

∣

∣

∣

≤ Δrnd(X). (21)

Lemma 10. Let X and Y be random variables taken over the set X and Y
respectively. Then, for any x ∈ X and y ∈ Y, the following holds.

Δcorr(X|Y )
2

≤
∣

∣

∣

∣

Pr
X←X|y

[X = x|Y = y] − Pr
X←X

[X = x]
∣

∣

∣

∣

≤ Δcorr(X|Y ), (22)

where X|y denote the subset of X such that all of its elements are available to
select given Y = y.

Remark 3. From here onwards, unless the domain of the random variables is not
clear and hard to deduce, we abuse the notation of probability by omitting the
writing of the domains of the random variables below the probability symbol
(Pr[·]). Remind that unless noted otherwise, we always assume to use a uniform
random distribution.

5 Main Theorems

In this section we state our main results.

Theorem 1 (Upper Bound of Security Loss). Let the symmetric-key
encryption scheme E := (KG,Enc,Dec) associated with λ ∈ N and the sets
K,M, C be correctly decryptable and collision free. Let K ∈ K, M ∈ M, and
C ∈ C be the random variables denoting the secret key, the plaintext, and the
ciphertext respectively. Assume as follows.

Pmin(K) > Δmin(K|M). (23)

Then, the following holds.

Δcorr(M |C) ≤ 2Pmax(M) × Δrnd(K) + Δcorr(K|M)
Pmin(K) − Δmin(K|M)

. (24)
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Remark 4. One can regard Δcorr(M |C) in Eq. (24) as the amount of security
loss. Since the larger Δcorr(M |C), the larger the amount of correlation between
ciphertexts and plaintexts is, and thus the larger the probability that an eaves-
dropper obtains some additional information on the plaintexts from the cipher-
texts is.

Theorem 2 (Lower Bound of Security Loss). Let the symmetric-key
encryption scheme E := (KG,Enc,Dec) associated with λ ∈ N and the sets
K,M, C be correctly decryptable and collision free. Let K ∈ K, M ∈ M, and
C ∈ C be the random variables denoting the secret key, the plaintext, and the
ciphertext respectively. If |K| = |M|, the following holds.

Δcorr(M |C) ≥ Pmin(M) ×
(

Δrnd(K)
2

− Δcorr(K|M)
)

. (25)

6 Proofs of Main Theorem

In this section, we show the proofs of the main theorems stated above in Sect. 5.

6.1 Proof of Theorem 1

First, let us consider a fixed plaintext m ∈ M and a fixed ciphertext c ∈
Enc(K,m). By applying Bayes theorem, we have the following equation.

Pr[M = m|C = c] =
Pr[C = c|M = m] Pr[M = m]

Pr[C = c]
. (26)

From Lemma 2, we can define an injective function φc : M → K such that
Enc(φc(m′),m′) = c holds for any m′ ∈ M. Thus, we can rewrite Eq. (26) as
follows.

Pr[M = m|C = c] =
Pr[K = φc(m)|M = m] Pr[M = m]

∑

m′∈M Pr[K = φc(m′)|M = m′] Pr[M = m′]
(27)

Then we can rewrite Eq. (27) as follows.

Pr[K = φc(m)|M = m] Pr[M = m]

= Pr[M = m|C = c] ×
∑

m′∈M
Pr[K = φc(m′)|M = m′] Pr[M = m′] (28)

By applying Eq. (19) and Eq. (20) from Lemma 8 into Eq. (28), it is easy to see
that we can obtain the following two inequations.
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(Pmin(K) − Δmin(K|M)) Pr[M = m]
≤ Pr[M = m|C = c] (Pmax(K) + Δmax(K|M)) , (29)

(Pmax(K) + Δmax(K|M)) Pr[M = m]
≥ Pr[M = m|C = c] (Pmin(K) − Δmin(K|M)) . (30)

By applying the assumption Pmin(K) > Δmin(K|M) on Eq. (30) and by arrang-
ing both sides of Eq. (29) and Eq. (30), we obtain as follows.

Pmin(K) − Δmin(K|M)
Pmax(K) + Δmax(K|M)

Pr[M = m] ≤ Pr[M = m|C = c], (31)

Pmax(K) + Δmax(K|M)
Pmin(K) − Δmin(K|M)

Pr[M = m] ≥ Pr[M = m|C = c]. (32)

By subtracting both sides of above inequations by Pr[M = m], we obtain as
follows.

(

Pmin(K) − Δmin(K|M)
Pmax(K) + Δmax(K|M)

− 1
)

Pr[M = m]

≤ Pr[M = m|C = c] − Pr[M = m], (33)
(

Pmax(K) + Δmax(K|M)
Pmin(K) − Δmin(K|M)

− 1
)

Pr[M = m]

≥ Pr[M = m|C = c] − Pr[M = m]. (34)

By computing and simplifying the terms inside the parentheses, and also by
applying Lemma 7, we obtain as follows.

− Δrnd(K) + Δcorr(K|M)
Pmax(K) + Δmax(K|M)

Pr[M = m]

≤ Pr[M = m|C = c] − Pr[M = m], (35)
Δrnd(K) + Δcorr(K|M)
Pmin(K) − Δmin(K|M)

Pr[M = m]

≥ Pr[M = m|C = c] − Pr[M = m]. (36)

Now, notice that by definition, the followings hold.

Pmax(K) + Δmax(K|M) ≥ Pmin(K) − Δmin(K|M). (37)

Notice that Eq. (35) and Eq. (36) hold for any m ∈ M and c ∈ Enc(K,m).
Applying Eq. (37), we can set the followings.

Δmin(M |C) ≤ Pmax(M)
Δrnd(K) + Δcorr(K|M)
Pmin(K) − Δmin(K|M)

,

Δmax(M |C) = Pmax(M)
Δrnd(K) + Δcorr(K|M)
Pmin(K) − Δmin(K|M)

. (38)
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and by applying Eq. (7), we can easily obtain the Eq. (24). This ends the proof
of Theorem 1. �	

6.2 Proof of Theorem 2

First, let us consider a fixed plaintext m ∈ M and a fixed ciphertext c ∈
Enc(K,m).

Similar to the proof of Theorem 1, from Lemma 2, we can define an injective
function φc : M → K such that Enc(φc(m′),m′) = c holds for any m′ ∈ M.
Thus, we can rewrite Eq. (26) as follows.

Pr[M = m|C = c] Pr[C = c] = Pr[K = φc(m)|M = m] Pr[M = m]. (39)

Notice that by definition, the followings hold.

−Δmin(M |C) ≤ Pr[M = m|C = c] − Pr[M = m] ≤ Δmax(M |C), (40)
−Δmin(K|M) ≤ Pr[K = φc(m)|M = m] − Pr[K = φc(m)] ≤ Δmax(K|M),

(41)

Applying Eq. (40) and Eq. (41) into Eq. (39), we obtain the followings.

(Pr[M = m] − Δmin(M |C)) Pr[C = c]
≤ (Pr[K = φc(m)] + Δmax(K|M)) Pr[M = m], (42)

(Pr[M = m] + Δmax(M |C)) Pr[C = c]
≥ (Pr[K = φc(m)] − Δmin(K|M)) Pr[M = m]. (43)

By rearranging the terms in inequations above, we obtain as follows.

−Δmin(M |C) Pr[C = c]
≤ Pr[M = m] (Pr[K = φc(m)] + Δmax(K|M) − Pr[C = c]) , (44)

Δmax(M |C) Pr[C = c]
≥ Pr[M = m] (Pr[K = φc(m)] − Δmin(K|M) − Pr[C = c])) . (45)

Furthermore, above inequations imply the followings.

−Δmin(M |C) Pr[C = c]
≤ Pmax(M) (Pr[K = φc(m)] + Δmax(K|M) − Pr[C = c]) (46)

Δmax(M |C) Pr[C = c]
≥ Pmin(M) (Pr[K = φc(m)] − Δmin(K|M) − Pr[C = c]) (47)

By arranging the terms in inequations above, we obtain as follows.
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−
(

Δmin(M |C)
Pmax(M)

Pr[C = c] + Δmax(K|M)
)

+ Pr[C = c] ≤ Pr[K = φc(m)],

(48)
(

Δmax(M |C)
Pmin(M)

Pr[C = c] + Δmin(K|M)
)

+ Pr[C = c] ≥ Pr[K = φc(m)].

(49)

Since Pmin(M) � Pmax(M) and Pr[C = c] � 1, above inequations imply the
followings.

−
(

Δmin(M |C)
Pmin(M)

+ Δmax(K|M)
)

+ Pr[C = c] ≤ Pr[K = φc(m)],
(

Δmax(M |C)
Pmin(M)

+ Δmin(K|M)
)

+ Pr[C = c] ≥ Pr[K = φc(m)].
(50)

Note that Eq. (50) applies to any m ∈ M. Also remind that due to the injective
property of φc,

∑

m′∈M Pr[K = φc(m′)] = 1 holds. Based on these, summing
up the inequations in Eq. (50) over all m ∈ M, using the assumption that
|K| = |M|, we obtain as follows.

−
(

Δmin(M |C)
Pmin(M)

+ Δmax(K|M)
)

+ Pr[C = c] ≤ 1
|K| ,

(

Δmax(M |C)
Pmin(M)

+ Δmin(K|M)
)

+ Pr[C = c] ≥ 1
|K| .

(51)

Then, combining Eq. (50) and Eq. (51), the following holds for any m ∈ M.

Pr[K = φc(m)] − 1
|K| ≥ −Δcorr(M |C)

Pmin(M)
− Δcorr(K|M),

Pr[K = φc(m)] − 1
|K| ≤ Δcorr(M |C)

Pmin(M)
+ Δcorr(K|M).

(52)

By definition of Δcorr, we can write above inequations as follows.

Δrnd(K)
2

≤ Δcorr(M |C)
Pmin(M)

+ Δcorr(K|M). (53)

This ends the proof of Theorem 2. �	

7 Conclusion

In this paper, we have formulated the upper bound and the lower bound of
the security loss for encryption schemes which are both correctly decryptable
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and collision free when they are implemented in a non-ideal environment where:
(1) secret keys are correlated with the plaintexts up to certain amount, and
(2) the secret keys are not perfectly random up to certain degree. We have
concretely showed the conditions for the encryption schemes to have a proper
upper bound and the lower bound. As a further research direction, we plan to
apply the formulation into the non-deterministic encryption schemes and public
key encryption schemes.
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and JPSPS KAKENHI JP18K11292.
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A Secure Image-Video Retrieval Scheme
with Attribute-Based Encryption

and Multi-feature Fusion in Smart Grid
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Abstract. With the continuous development of smart grid, massive sen-
sitive videos of power grid are stored in semi-trusted cloud servers, which
leads to various security threats. And the existing secure video retrieval
solutions are difficult to achieve both high retrieval rate and accuracy.
We propose a novel secure video retrieval scheme in smart grid based on
image content, by utilizing symmetric searchable encryption technology
with attribute-based encryption and multi-feature fusion. Fine-grained
access control is achieved for sensitive video data to eliminate illegal
authorized access. This scheme converts the video into a keyframe set
and transforms the difficult video secure retrieval problem to the more
mature image secure retrieval region, which can effectively reduce the
overhead of video secure retrieval and improve the retrieval accuracy.
Security analysis demonstrates that the proposed scheme can preserve
the privacy of data, resist known ciphertext attacks, known background
attacks and collusion attacks. The experimental results indicate that the
proposed scheme has the best balance between retrieval efficiency and
retrieval accuracy among the three comparison schemes. The proposed
scheme is feasible in the smart grid application scenario.

Keywords: Smart grid · Ciphertext-policy attribute-based
encryption · Image content-based video retrieval · Locality-sensitive
hash · Multi-feature fusion

1 Introduction

With the continuous and in-depth application of cloud computing technology,
artificial intelligence and big data technology in the field of electric power, the
smart grid generates a large amount of sensitive multimedia data every day [1],
including monitoring videos of substations and construction sites, and personal
privacy videos of grid users. In the remote monitoring of lower-level power plants
and substations , the transmitted video data by the power grid monitoring center
is usually in plaintext and can be easily stolen, altered or even replaced, which
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puts the security of the power grid at risk. In addition, with the explosive growth
of data and the rapid development of information technology, most of the smart
grid data are stored on cloud servers, but most of cloud storage servers are
“honest but curious”, i.e., cloud servers can correctly execute objective protocols
and functions, but would actively detect the sensitive data stored on them. Video
data often contains personal privacy information of power grid users. Once it is
leaked, it will bring incalculable losses to power grid and users. Therefore, in
order to protect the security and data privacy of smart grid, sensitive videos
need to be encrypted before uploaded to the cloud [2]. The encrypted video data
no longer has the property of being retrievable in plaintext, and surveillance
video of the power grid is usually long, so how to retrieve video content with
high similarity among the encrypted video data while ensuring efficiency and
accuracy of retrieval becomes a pressing challenge.

Secure image retrieval enables image-based querying of image databases while
preserving privacy. And it is easier to handle than secure video retrieval. The
video is composed of continuous images. A feasible approach to convert secure
video retrieval into secure image retrieval is to extract key frame image sets
for videos and search directly on the image sets. In the information retrieval,
features extraction is an essential aspects. Traditional methods generally extract
and mix various features such as color histogram [3], texture [4], and shape
[5], which are simple and easy to implement, but cannot be effectively used in
similarity matching for all types of images and have low accuracy. In recent
years, many researchers believe that deep learning methods such as CNN [6] can
be used to extract more reliable and effective image features. Liu [7] propose
an effective image retrieval method by combining the high-level features of CNN
and the low-level features of point spread block truncation coding. Chen [8] used
Faster R-CNN model [9] to extract feature vectors and keyword sets of image
sets with a coarse-then-fine classification retrieval model, but the computational
consumption is large. Besides, the existing secure retrieval schemes are not fully
applicable to video retrieval in smart grid. The access to sensitive information in
smart grid is hierarchical, and the ciphertext policy attribute-based encryption
mechanism [10] allows data owners to formulate access policies, which can be
combined with searchable encryption mechanism to achieve fine-grained access
control on ciphertext retrieval results.

Related Work. We present research works related to secure video retrieval,
including secure retrieval in smart grids, content-based secure image retrieval
and video retrieval.

Secure retrieval in smart grid. Li [11] constructed a searchable symmet-
ric encryption scheme for smart grid, which achieved easy data updating by
allowing a little information leakage. Eltayieb [12] proposed an attribute-based
online/offline searchable encryption scheme, which divided the encryption algo-
rithm and trapdoor algorithm into two phases, and achieves better results in
cloud smart grid results. However, secure retrieval schemes in smart grid are
mainly for structured data.
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Content-based secure image retrieval and video retrieval. The common tech-
niques used to construct secure image retrieval schemes are order-preserving
encryption [23] and homomorphic encryption [24]. However, the security of the
former is difficult to guarantee, and the latter has high computational complex-
ity. Secure image content-based retrieval schemes [17–22] mainly used computer
vision to describe the image content. Zhu [25] proposed a ciphertext image
retrieval scheme based on secure similarity operation and proved the security
and effectiveness of the scheme. Yuan [21] classified image sets through K-means
algorithm and constructed a tree-based image index with optimized retrieval
speed, but the retrieval results were not accurate enough. Li [26] constructed
an encrypted image retrieval scheme based on secure nearest neighbor, locally
sensitive hash and proxy re-encryption techniques in an edge computing environ-
ment. Xia [27] proposed a retrieval scheme based on encrypted images without
leaking sensitive information to cloud servers. Shen [29] supported simultane-
ously protecting the privacy of image owners, encrypting image features by using
secure multi-party computation technique. Xia [30] constructed pre-filter tables
by locality-sensitive hashing to increase content-based image retrieval efficiency
and proposed a watermark-based protocol to deter illegal distributions. Zhang
[13] combined convolutional neural networks and visual word-wrapping to design
a model for searching large-scale videos. Song [14] proposed a general framework
for scalable image and video retrieval by using a quantization-based hashing
approach. Josef [15] proposed a method to automatically obtain object repre-
sentations from video footage. Andre [16] proposed an asymmetric comparison
technique for fisher vectors of video clips and used different aggregation tech-
niques to retrieve relevant scenes.

Our Contribution. To address the security threats of sensitive videos and
the shortcomings of existing secure video retrieval schemes, we propose a secure
image-video retrieval scheme(SIVR) in smart grid. Our contributions are sum-
marized as follows.

– We convert difficult secure video retrieval problems into easier and more
sophisticated secure image retrieval problems, and propose a secure image-
video retrieval scheme with attribute-based encryption and multi-feature
fusion in smart grid.

– We combine deep image features with traditional image features to enhance
the representation of the final feature vector.The combination of cipher-
text policy attribute base encryption mechanism and searchable encryption
achieves fine-grained access control on ciphertext retrieval results and elimi-
nates illegal authorized access.

– We analyze and evaluate the security and performance of the proposed
scheme, and the results show that our scheme is secure and feasible in the
smart grid application scenario.

Organization. The rest of this paper is organized as follows. Section 2 intro-
duces some basic skills used in this paper. Section 3 illustrates the system model,
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threat model, and design objectives. Section 4 describes the proposed scheme in
detail. Section 5.1 evaluates the performance of the proposed scheme and com-
pares it with other related schemes. Section 6 is conclusion.

2 Preliminaries

Bilinear Mapping. Let G0 and G1 be two multiplicative cyclic groups over a
finite field Zp with order p a large safe prime, then the bilinear map f : G0 ×
G0 → G1 has the following properties. (1) Bilinear. ∀m,n ∈ Zp and ∀x, y ∈ G0,
f(xm, yn) = fmn(x, y); ∀x1, x2, y ∈ G0, f(x1x2, y) = f(x1, y)f(x2, y). (2) Non-
degeneracy. ∀x, y ∈ G0, such that f(x, y) �= 1, where 1 is the unit element of
G1. (3) Computability. ∀x, y ∈ G0, there exists an effective polynomial-time
algorithm to compute f(x, y).

ρ-Stable Locally Sensitive Hash Function. ρ-Stable LSH is one of the locally
sensitive hash functions that can be used in Euclidean spaces. It maps the l-
dimensional feature vector V to a number and constructs inverted indexes for
feature vectors with high dimensionality. It downscales features and reduces the
associated computational effort effectively.

Access Control Tree. Suppose the participants are a set U = {U1, U2, · · · , Un}
and if there exists a monotonic access structure S ⊆ 2{U1,U2,··· ,Un} , for any K1,
K2, if K1 ⊆ S and K2 ⊆ K1, that is, there is K2 ⊆ S. A monotonic access
structure S is a non-empty monotonic set S, called an authorized set, otherwise
it is a non-authorized set. The data access policy utilized by the proposed scheme
is implemented by constructing an access control tree Γ consisting of a set of
non-leaf nodes (logical threshold gates) and leaf nodes (user attributes). When
the set of attributes of a user satisfies the logical rules of the access control tree
Γ , the user can access the corresponding content.

3 System Model

3.1 The Model of Sensitive Video Retrievable Encryption Scheme
in Smart Grid

The system structure of the proposed scheme are shown in Fig. 1.The model
includes four entities: a. Trusted Authorization Authority (TA), which is respon-
sible for system initialization, generation and distribution of user-related keys;
b. Cloud Server (CS), which stores a large number of video and image files and
provides most of the computing resources for retrieval; c. Data Owner (DO),
grid enterprises or individual users who store video and image files on the cloud
server, needs to encrypt the video set, keyframe set, encryption key and con-
struct the security index; d. Data User (DU), the grid enterprises or individual
users who want to query video data in the cloud server, decrypts the ciphertext
retrieval result returned by CS using the attribute private key.
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3.2 Design Objectives

To guarantee the privacy of data owners and the feasibility of secure video
retrieval in the smart grid, this paper designs the security and performance
objectives as follows.

1) Retrievability of ciphertext video. A large number of ciphertext images and
ciphertext videos of smart grid are stored in CS, and DU can retrieve the
video files corresponding to similar images in CS using the existing plaintext
images.

2) Accurate retrieval and access. The depth features of keyframes of videos are
fused and downscaled with traditional features to improve the retrieval accu-
racy, while the ciphertext policy attribute encryption mechanism is combined
to eliminate illegal authorized access.

3) Privacy protection of data.CS and other attackers cannot detect the plain-
text information of ciphertext video set, ciphertext keyframe set, ciphertext
feature vector, secure index and search trapdoor, while CS cannot infer the
value of plaintext vector inner product from the result of ciphertext vector
inner product calculation.

Fig. 1. System structure diagram

3.3 Threat Model

In this paper, we consider CS as semi-trustworthy, which honestly and correctly
executes requests sent by DO and DU, but also actively probe the stored contents
and mine more information through associative reasoning. The system attack
models can be summarized into the following three types.
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1) Known ciphertext attack model. CS only knows the encrypted video set from
the DO, the encrypted keyframe set, the security index, and the search trap-
door from the DU.

2) Known context attack model. Besides the ciphertext video set, ciphertext
keyframe set and search trapdoor, CS can get more background knowledge,
such as some plaintext videos, the plaintext corresponding to the search trap-
door, etc.

3) User collusion attack model. DUs that do not conform to the access policy,
share their own attribute private keys and symmetric encryption keys among
each other in order to access the search results of the system.

4 The Proposed Scheme

Here is the whole process of the proposed scheme. Firstly, TA initializes the sys-
tem and generates attribute private keys for DO and DU. Secondly, DO extracts
frames from the video by feature value comparison method to get the keyframe
set, and extracts CNN features, BOW features and HOG features of keyframe
set respectively, and uses PCA and ρ-Stable LSH functions to reduce the dimen-
sionality of the fused feature vector and generates a security index. Finally, CS
performs similarity matching in the security index based on the search trap to
obtain the candidate keyframe set, and returns the video set corresponding to
the candidate keyframe set to DU. If and only if the set of user attributes of DU
satisfies the access policy of DO, DU can decrypt the ciphertext video and get
the plaintext video.

4.1 Keyframes Extraction

For frequently queried cloud-based videos, it takes a lot of time and computing
resources for each retrieval. Using key frames instead of video to be retrieved can
save resources significantly, and frames in the same clip are similar. Therefore, in
this paper, We adopt the feature value comparison method to extract keyframes
from videos, which reduces the time space for retrieval. At first, load the video
and extract frames at 1 frame per second as the image set. Then, compute and
compare SIFT features values of any two continuous images in the image set. If
the comparison result is smaller than the threshold value we set, only one of the
two comparison images is kept, otherwise both images are kept. Finally, get the
keyframe set. The method could filter frames with very high similarity well.

4.2 Multi-feature Extraction and Fusion

Three main types of features are extracted in this scheme, which are CNN fea-
tures, Bow features and HOG features. Each input of DenseNet [28] is related to
the output of each previous layer, which can maximize the use of the features of
each layer and save computation, so this paper extracts 1,024-dimensional CNN
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features from the keyframe set through DenseNet network.Bow features are bag-
of-words semantic representations of the scale-invariant image feature transform
features, and 120-dimensional BOW features can be obtained through the K-
means algorithm. HOG features are a global image feature descriptor used to
detect the presence of image objects by segmenting an image region into multiple
connected local regions, calculating the edge or gradient direction histogram of
each local region, and then performing statistics and normalization. Finally, the
3,780-dimensional HOG features are obtained.

After extracting the three features, feature fusion is performed. Then the
PCA algorithm is used to reduce the correlation between the three features and
the dimensionality of the fused features. The main steps are as follows.

1) Let the feature matrix of the keyframe set be V = [V1,V2, · · · ,Vn]T

and the feature vector of the ith image be Vi = [vi1, vi2, · · · , vie]. where is the
number of images in the image set and is the dimensionality of the feature vector.
Centering the feature matrix V to obtain ̂V , we get

̂V =
[

V1 − V1, · · · ,Vi − Vi, · · · ,Vn − Vn

]T
(1)

Vi =
∑e

j=1
vij

e , 1 ≤ i ≤ n (2)

2) Calculate the covariance of ̂V with the formula

cov( ̂V ) = E(
[

̂V − E( ̂V )
] [

̂V − E( ̂V )
]

)T (3)

3) Singular value decomposition of the covariance cov( ̂V ), which in turn yields
the eigenvalue matrix λ and the eigenvector matrix ζ

[λ, ζ] = SV D(cov( ̂V )) (4)

where: λ = [λ1, λ2, · · · , λl]; ζ = [ζ1, ζ2, · · · , ζl], l represents the number of fea-
ture sets, ζi represents the feature vector corresponding to the feature value λi;
SVD represents the singular value decomposition function.

4) The elements of eigenvalue matrix λ are sorted in descending order, and
then the elements’ positions of the eigenvector matrix ζ are swapped according to
the descending eigenvalue matrix, and the projection matrix ζ ′ = [ζ1, ζ2, · · · , ζd]
is obtained by selecting first d eigenvectors.

5) The reduced dimensional feature matrix V ′ is obtained from the projection
matrix ζ′ and the feature matrix V

V ′ = ζ ′T V = [V ′
1 , · · · ,V ′

i , · · · ,V ′
n]T (5)

where: V ′
i = [v′

i1, v
′
i2, · · · , v′

id] is the fused feature vector of image i after dimen-
sionality reduction, and d is the dimensionality of the feature.
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4.3 Ciphertext Image-Video Retrieval Algorithm Based on CP-ABE

Initialization. Setup(1ε) → KS ,KP . Input safety factor ε, define G0 and G1

as two multiplicative cyclic groups on the wired domain Zp, g is the generating
element of G0, and order p is a large safety prime, bilinear mapping f : G0×G0 →
G1, γ set of collision-resistant hash functions H = {h1, h2, · · · , hγ}. Set d as the
final feature vector dimension of keyframes and μ is a random positive integer,
then randomly select the (d + μ + 1)-dimensional binary vector U , (d + μ +
1)(d + μ + 1)-dimensional invertible matrices A1 and A2. TA randomly select
α, β ← Zp as the system master private key KS = [α, β], master public key
KP = [G0, G1, p, g, fα(g, g), gβ ,H,U ,A1,A2] are the system public parameters.

User Registration. URegist(KP ,KS , S) → KU . When a new user U requests
registration from the system, TA randomly selects r ← Zp, rs ← Zp, and calcu-
lates its corresponding attribute private key KU according to the attribute set
S of that user as

KU =
[

L = g
α+r

β , Ls = grh(s)rs , L′
s = grs

]

,∀s ∈ S (6)

Encryption. ENC(KP ,D, Γ,K) → C,CK . Suppose DO has plaintext image
set D = {D1,D2, · · · ,Dn} to be stored.

PEnc(D,K) → C. The image set is encrypted with the feature vector. k-
dimensional binary vector K is randomly generated by DO as the symmetric
encryption key for the plaintext image set D, which is encrypted to obtain the
ciphertext image set C = {C1, C2, · · · , Cn}, and sent to CS.

KEnc(KP ,D, Γ,K) → CK . The DO defines the access tree structure Γ
according to the access policy and generates a polynomial qo for each node o
starting from the root node r. Let ko be the threshold value of node o and
the order deg(qo) = ko − 1 of the polynomial qo. For the root node r, the DO
randomly selects deg(qr) coefficients from Zp and a constant δ (as the value of
qr(0) ) to generate the polynomial qr; as for the generation of polynomial qo for
any other non-root node o, deg(qo) coefficients are also randomly selected from
Zp, and the constant term qo(0) = qpar(o)(id(o)), where par(o) is the parent
of node o and id(o) is the identification value given to node o by the parent of
node o. For easy understanding, assume that node o is the 2nd child of its parent
node of , then the constant term qo(0) = q(of )(2) of the polynomial qo of node o,
where the function q(of ) is the polynomial of the parent node of. DO calculates
the ciphertext CK after the encryption key K as

CK =
[

Γ,C = fαδ(g, g), C = gδβ , Ct = gqt(0), Ct
′ = h(at(t))qt(0)

]

,∀t ∈ T (7)

where: T is all leaf nodes in tree Γ ; at(t) denotes the attribute value associated
with leaf node t; qt(0) is the constant term in the polynomial of leaf node t.
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Index Generation. IndexGen(KP ,D) → I′. DO extract, fuse and reduce the
dimension of multiple features of the keyframe set D according to Subsect. 4.1
and 4.2 to obtain the plaintext feature set V ′ = [V ′

1 , · · · ,V ′
i , · · · ,V ′

n]T , and then
construct the plaintext index I by using the ρ-Stable LSH function, followed by
the single hash function and the secure nearest neighbor algorithm to obtain the
secure index I ′.

IndexGen(KP ,D) → V ′, I.The unencrypted index is generated. For each
image Di, DO performs a hashing operation on its feature vector Vi

′ to obtain
H(Vi

′) =
[

h1(Vi
′), h2(Vi

′), · · · , hr(Vi
′)

]

by using the set of collision-resistant
hash functions H = {h1, h2, · · · , hr} . Repeat σ times to obtain σ hash tables
to reduce the error rate. Ht(Vi

′) is the set of bucket values of the hash table
obtained from the tth hash operation, where t ∈ [1, σ] and Nt denotes the number
of buckets in the tth hash table, and similar images will be placed in the same
hash bucket. The feature vector Vi

′, the identity Pi of image Di are stored
together in the hash table, i.e., in index I.

IndexEnc(KP ,V ′, I) → I ′. Secure index generation. For each image Di,
the d-dimensional feature vector Vi

′ is expanded into a (d + μ + 1)-dimensional
vector Mi =

[

Vi
′, ‖ Vi

′ ‖2, ϑ
]

, and ϑ is a μ-dimensional random binary vector,

and then Mi is split into two parts Mi
1 and Mi

2 according to the splitting rule
and the random binary vector U . Next, the random invertible matrices AT

1 and
A−1

2 are multiplied by Mi
1T and Mi

2T , respectively, to obtain the encrypted
eigenvector Fi

′ =
[

AT
1 Mi

1T ,A−1
2 Mi

2T
]

, and the bucket values of σ hash tables
are encrypted with the monomial hash function ϕ(·).

Trapdoor Generation. TrapdoorGen(KP ,m) → Tm. DU first calculates
the fused feature vector Vm

′ = [v′
m1, v

′
m2, · · · , v′

md] of the image m. Then
the hash is calculated using the set of functions H = {h1, h2, · · · , hr} to get
H(Vm

′) =
[

h1(Vm
′), h2(Vm

′), · · · , hr(Vm
′)

]

, repeating σ times to obtain σ hash
tables, and Ht(Vm

′) is the set of bucket values of the hash table obtained
by the tth hashing operation, where t ∈ [1, σ]. Then, encrypting it by the
monomial hash function ϕ(·) yields ψm = [ϕ(H1(Vm

′)), · · · , ϕ(Hσ(Vm
′))]. Set

ω = [ω1, ω2, · · · , ωμ], expand Vm
′ to Mm =

[−2Vm
′, 1,ω

]

, and then split Mm

into two parts Mm
1 and Mm

2. Then randomly select a positive integer τ and
multiply A−1

1 and AT
2 by Mm

1T and Mm
2T respectively to obtain the crypto-

graphic query vector F ′
m =

[

τA−1
1 Mm

1T , τAT
2 Mm

2T
]

. Finally, the search trap
Tm consisting of F ′

m and ψm is sent to CS.

Search. Search(I′,Tm) → Cm,CK . The cloud server CS receives the cipher-
text image set security index I′, search token Tm, and first finds the same hash
bucket as ψm, and then calculates the inner product of feature vectors of all
images in that bucket with the feature vectors of the query image, and measures
the similarity of the two images based on the magnitude of the values, with the
following formula
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F ′
m

T
F ′

i = (τA−1
1 Mm

1T )
T
AT

1 Mi
1T + (τAT

2 Mm
2T )

T
A−1

2 Mi
2T = τMmMi

T

= τ(‖ V ′
i ‖2 − 2V ′

i
T
V ′

m + ωϑT ) = τ(‖ V ′
m − V ′

i ‖2 − ‖ V ′
m ‖2 + ωϑT )

(8)
The set of ciphertext images Cm = {C1, · · · , Cj} with the top j similarity ranked
according to the inner product value size and the key ciphertext CK containing
the corresponding image access policy are output.

Decryption. Dec(KU ,CK , Cm) → Dm/∅. The image data requester DU
needs to input the attribute private key KU , the retrieval result Cm returned by
the cloud server CS and the key cipher CK containing the corresponding image
access policy, and locally verify whether it has the decryption authority.

Test(KU ,CK ) → K/∅. Verify the key. After DU receives CK , check
whether the attribute private key KU and the access policy Γ match, if not
match return ∅, otherwise use recursive algorithm to get B = frδ(g, g). the
formula for DU to recover the symmetric key is

K =
C

B−1f(C,L)
=

Kfαδ(g, g)f(gδβ , g
α+r

β )
frδ(g, g)

=
Kfαδ(g, g)frδ(g, g)

fδ(α+r)(g, g)
(9)

Dec(K, Cm) → Dm. User decryption. The retrieval result Cm =
{C1, C2, · · · , Cj} is decrypted using the symmetric key K from the decryption
to obtain the plaintext image set Dm = {D1,D2, · · · ,Dj}.

5 Performance and Analysis

5.1 Security Analysis

In the scheme proposed in this paper, the method of encrypting video sets
and key frame sets is a traditional symmetric encryption algorithm, which can
strongly protect the privacy of images. Among them, the ciphertext feature
vectors stored in the secure index table are subject to higher strength privacy
protection due to operations such as random matrix multiplication and adding
redundant terms in the secure nearest neighbor algorithm. If the cloud server CS
wants to get the plaintext feature vectors, it first needs to obtain the vector U
and matrices A1 and A2. However, since the vector U and matrices A1 and A2

are randomly generated, it is almost impossible for the cloud server CS to get
the exact data of this information, i.e., it cannot decrypt the ciphertext feature
vectors in the secure index table. The privacy security of the search trapdoor
also relies on whether the data of the random vector U and the random matrices
A1, A2 can be stolen. Besides, the random number τ makes the generation of
search trapdoors random, so CS cannot reason about the association of search
trapdoors with query images.

Whether a system user or an external attacker, who wants to obtain the
plaintext video, has to decrypt the ciphertext CK of the symmetric encryption
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key K first. From equation C = Kfαδ(g, g), to get K, it must first calculate
fαδ(g, g), which can be obtained only when the user’s access structure tree prop-
erty is satisfied. In order to be able to access the retrieval results normally in the
system, users who do not satisfy the access policy may conspire to gather their
different attributes together in order to satisfy the rules of the access structure
tree. A malicious user can calculate fδ(α+r)(g, g) based on C = gβδ in his own
key ciphertext CK and L = g

α+r
β in his own attribute private key KU . To get

fαδ(g, g) the malicious user needs to get frδ(g, g) first. The r of each user in the
system is randomly generated by TA and hidden from the user, and the user
does not know the r. In addition, the other components of the user’s attribute
private key Ls = grh(s)rs and L′

s = grs are also affected by the random number
r. Therefore, even if multiple malicious users share their respective attribute
keys or symmetric encryption keys, the respective components are not the same
and K cannot be obtained. The proposed scheme can resist collusion attacks
among users in the system.

With a known background attack model, inner product computation secures
the ciphertext feature vector and search trapdoor in polynomial time. The adver-
sary is able to detect the set of ciphertext images, the set of secure index
tables and search trapdoors, and even other background knowledge. Suppose
adversary A has access to a set of plain ciphertext pairs [V ′,F ′] of feature
vectors, a set of plain ciphertext pairs [V ′

td,F
′
td] of feature vectors in trap-

doors, the set E′ =
[

F ′
1,F

′
2, · · · ,F ′

j

]

of encrypted feature vectors, and the set
E =

[

V ′
1 ,V ′

2 , · · · ,V ′
j

]

of unencrypted feature vectors. The set of query vectors
T ′

td = [F ′
m1,F

′
m2, · · · ,F ′

ms] in the trapdoor. In the known ciphertext model, the
image content is secure. However, for images, the image feature vectors are able
to leak the image content, and the search trapdoor is similar to the generation
process of ciphertext feature vectors, so the privacy of image feature vectors is
mainly discussed.

The similarity between image vectors is measured by Eq. 9. Adversary A
substitutes [V ′,F ′] and [V ′

td,F
′
td] into Eq. 9 to obtain F ′

td
T
F ′ = τ(‖ V ′ ‖2 −

2V ′V ′
td +ωϑT ). Where both τ and ωϑT are unknown and the ciphertext feature

vector cannot leak information related to the plaintext feature vector. Even if
the set of plaintext feature vectors E is known, the adversary cannot violently
crack the ciphertext feature vectors in polynomial time. Therefore, under the
known background attack model, the polynomial-time adversary cannot obtain
the encrypted dataset and search for the plaintext of the trapdoor.

5.2 Comparison of Theoretical Analysis

Table 1 gives the theoretical computational overhead analysis of three compari-
son schemes ref [25], ref [29] and the scheme SIVR proposed in this paper, com-
paring the more costly cryptographic operations in the schemes. In the Table 1,
QG is group exponential operation, QZp

is group exponential operation, QE is
bilinear pair operation, QH is hash operation, QM is matrix operation, w is the
number of image owners, n is the number of keyframes d is the plaintext feature
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vector dimension, d′ is the ciphertext feature vector dimension, r is the number
of hash functions, σ is the number of hash tables, |T | is the number of leaf nodes
of the access tree.

Table 1. Theoretical comparison of computational expenses.

Scheme Key generation Index generation Video retrieval

[25] 2dwQZp 2nQM 2d2n2

[29] (2 + 3d)wQZp ndqQZp 2nQZp

SIVR 2|T |wQG + wQZp + 2d′2 n(rσQH + 2QM ) 2nd′2 + QE

As can be seen from Table 1, in the key generation stage, the key generation
time of SIVR increases with the increase of the number of leaf nodes in the access
tree and feature vector dimensions , and in order to strengthen the security of
inner product calculation, redundant terms are added to the ciphertext feature
vector in the secure nearest neighbor algorithm. In the index generation phase,
the index generation time of all three schemes is positively correlated with the
total number of keyframes. In the search trapdoor generation stage, the trap-
door generation time of the 3 schemes is mainly affected by the feature vector
dimension, hash calculation and matrix multiplication, which is omitted by con-
sidering it as the index establishment for the number of keyframes as 1. In the
image retrieval phase, the number of keyframes and feature vector dimensions
have a significant impact on the computational overhead. The computational
overhead of key generation in the SIVR scheme is large, mainly because of the
generation of attribute private keys, but this can be traded for fine-grained access
control of the retrieval results. The index establishment in the ref [25] is fast,
but it only encrypts the feature vectors using image encryption keys and does
not achieve the real sense of privacy. Therefore, in the image retrieval stage, it
needs to calculate the inner product of ciphertext feature vectors of all ciphertext
images according to the search trapdoor, and then compare them two by two to
get the final result, so it has a large computational overhead when the number of
images is large. The group index operation has an impact on the computational
overhead of all stages of ref [29], while SIVR has only two stages related with it.

5.3 Experimental Performance Analysis and Comparison

The experimental environment consists of 12th Gen Intel(R) Core(TM) i7-
12700K @3.60 GHz, Win10 and 64G RAM, and the experimental tools are
python 3.7. The dataset used in the experiment consists of 500 videos collected
from smart grid, including 400 surveillance videos and 100 field operation videos.
Set the number of hash tables as 4, each hash table needs to utilize 4 hash func-
tions, set the dimension of fused features as 120, and the number of leaf nodes
of access tree Γ as 10.
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The simulation results of the computational overhead are shown in Table 2. In
the image retrieval phase, the comparison object is the average time of retrieval
among 500 videos from the three schemes. The ciphertext generation time and
index generation time of the ref [25] are shorter, 56 and 62 ms, respectively, but
the use of traversing the inner product to calculate and compare the ciphertext
features of the images leads to too long average time for image retrieval, about
212.2 s. The ref [29] adopts a clustering approach, and the ciphertext image
retrieval time is the shortest among the three compared schemes, about 36 ms,
but the index generation time is longer, about 126.6 s. Since SIVR needs to
generate attribute private keys for users, the key generation time is 565 ms,
which is higher compared with ref [25] and ref [29], but it is a one-time process,
which is acceptable. The index generation time and image retrieval time of SIVR
are not the shortest, they are not much higher than the shortest time but much
shorter than the longest time in Table 2. In the experiments, the features used
in all three schemes are 3 features fused together. It should be noted that due
to the long feature extraction and fusion times, the index generation times in
Table 2 do not include these times for the sake of comparison. At this time, the
dimensionality of the fused features after PCA dimensionality reduction is 120
dimensions and the time spent is 380.5 s.

Table 2. Simulation comparison of computational cost.

Scheme Time/ms

Key generation Index generation Video retrieval

[25] 56 62 212158

[29] 42 126587 36

SIVR 565 72 235

The retrieval accuracy rate of each scheme is calculated by using the formula
Pr = s′/s. Where, s indicates the number of videos related to keyframes returned
by retrieval, and s′ indicates the number of videos related to keyframes returned
by retrieval of the same category as the query image. The number of retrieval
results returned is 25. The comparison results of the retrieval accuracy rate of
the three schemes are average accuracy of 10 queries, shown in Fig. 2. It can be
seen that: ref [25] exchanges a higher retrieval accuracy rate at the cost of time
overhead; ref [29] simplifies the Euclidean distance calculation method by giving
up the retrieval accuracy to get a higher retrieval efficiency, and the practicality
of both schemes was seriously affected; when feature extraction was performed on
the image set, only three traditional features were processed. When the number
of video sets to be retrieved is 100, the scheme SIVR -CNN features, the accuracy
rate at this time is 88.0%, which is comparable to that of the ref [25]; when CNN
features are taken into consideration, the accuracy rates of both the ref [25] and
the ref [29] are also improved to some extent, by 1.6% and 4.0%, respectively;
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the retrieval accuracy rate of the scheme SIVR in this paper is weaker than that
of the enhanced ref [25], but the CNN features improve the retrieval accuracy by
2.4%, which illustrates the effectiveness of combining CNN depth features with
traditional features.

The ciphertext image retrieval time is shown in Fig. 3. SIVR uses the key-
value pair-based method to construct a secure index, so even if the number of
keyframes and videos to be retrieved keep increasing, the retrieval efficiency
remains at the same level, and the average test retrieval time is 240.8 ms. The
locally sensitive hash function effectively shortens the retrieval time.

Fig. 2. Comparison results of secure
video retrieval accuracy

Fig. 3. Encrypted video retrieval time
comparison chart

In the experiments, 1,024-dimensional CNN features, 3,780-dimensional HOG
features, and 120-dimensional BOW features are extracted from the dataset, and
the fused features of 80, 100, 120, and 140 dimensions after dimensionality reduc-
tion by PCA are experimented according to the SIVR scheme, and the exper-
imental results are shown in Table 3. The number of video set to be retrieved
is 100, which is randomly selected from the whole dataset, and the comparison
results of the retrieval accuracy are average accuracy of 10 queries. It can be
seen that: when the dimensionality of the fused features after dimensionality
reduction is in a suitable range, the higher the feature dimensionality, the longer
the retrieval time, but due to the structure of the index, the retrieval time is
very similar; when the feature dimensionality is controlled at 120 dimensions,
the retrieval accuracy rate is the highest; the feature dimensionality of the fused
features has a greater impact on the retrieval accuracy rate, and the dimension-
ality is too low or too high, which will cause the missing or redundant image
feature information, and then reduce the The retrieval accuracy of cryptographic
images will be reduced if the dimensionality is too low or too high.
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Table 3. Comparison results of fusion features with different reduced dimensionality.

Dimensionality Retrieval time/ms Retrieval accuracy rate/%

80 235 76.8

100 238 80.8

120 240 90.4

140 250 86.0

6 Conclusion

In this paper, we propose a multi-feature fusion and image-based retrievable
scheme for sensitive video data in smart grid, which combines symmetric search-
able encryption with ciphertext policy attribute-based encryption to achieve effi-
cient and secure retrieval. Among the three comparison schemes in this paper,
the proposed scheme achieves the best balance between efficiency and accuracy,
and is feasible and effective for practical application in smart grid scenarios.The
use of locally sensitive hash function and secure nearest neighbor algorithm with
added redundant terms can effectively shorten the retrieval time while enhancing
security. The combination of deep image features and traditional image features
enhances the expressiveness of the final feature vector, which in turn improves
the accuracy of video retrieval based on ciphertext images. However, the pro-
posed video retrieval model only allows searching video by image. The next
research work will be carried out for the keyword query video function.
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Abstract. Sharing microdata is a very important part of the present
day world, but when they contain sensitive information, privacy to indi-
viduals needs to be guaranteed before release of data. One idea is to study
the distributional properties of a data-set and generate synthetic data
which has similar properties but unlike the original data comes with
a privacy guarantee. In this review paper, we describe in detail, some
advanced privacy guarantees that needs to be checked before release of
such information. Also, we discuss some utility metrics to measure the
remaining utility of released data. Very few mechanisms have been devel-
oped to ensure utility to synthetic data, provided a very strong privacy
guarantee is maintained. We discuss some existing methodologies on pri-
vacy preserving synthetic data generation and discuss a privacy utility
tradeoff problem.

Keywords: Data obfuscation · Differential privacy · Synthetic data ·
Privacy utility tradeoff

1 Introduction

The uses of statistical data and knowledge of their distributional properties is
enormous in today’s world. Medical data-sets are required to carry medical, bio-
technological, public health research. Economic and business data-sets are col-
lected and analyzed by business analysts to benefit in their endeavours. Artificial
intelligence has given rise to computer applications and various machines whose
performance depends highly on the data they receive. But, sometimes these data
may carry some sensitive information, especially in case of microdata, i.e., if the
data is based on information corressponding to certain individuals. Release of
microdata for various industrial and research purposes may hurt the privacy of
the individuals. For example, in a medical database, it may show that a per-
son is schizophrenic. This information, when released publicly might hurt the
individual sentiment. Or, in a bank database, the income of a person might be
publicly visible which can be sensitive to the individual. Also, there might be
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some intruder who is trying to guess the individual data-value to harm him or
hurt his sentiment in some way. Any publicly released information thus must be
free from all such sensitive information and this calls for privacy measures to
ensure a privacy guarantee to a particular data-release mechanism.

The problem of privacy protection to ensure data security was studied in
statistical literature from 1960’s which may be found in articles such as, Stein-
berg and Pritzker (1967) [42], Bachi and Banon (1969) [1], DeGroot (1970) [8],
Dalenius (1974) [6] Cassel (1976) [4], Frank (1978, 1979, 1982) [14–16], Mugge
(1983) [35], Duncan and Lambert (1986,1989) [10,11] etc. At first, the problem
was viewed as an uncertainity problem. If the function U(·) defines the uncer-
tainity of an intruder for any target value in the released database, then larger
the values of U(·), higher the privacy guarantee of the data-release mechanism.
The study of randomized response techniques in statistical literature [38,46] is
also quite similar to this problem. However, with time, advanced techniques and
privacy measures started developing. Due to the increasing privacy concerns in
the present-day world of big data, e-data; this problem has gained a significant
attention now-a-days from the computer science researchers as well. Bakshy et
al. [3] Beagrow et al. [2] discuss some present day privacy issues faced in social
network platforms. There are a lot of unsolved issues in this field of research and
many proposed mechanisms lack sufficient mathematical and statistical analysis.

Various government websites including NIST (under United States Govern-
ment), GSS (under United Kingdom Government) share the importance of sta-
tistical data sharing in various departments such as Office of National Statistics,
department of Education, departments of Culture, Media and Sports. However,
due to the increasing privacy issues, it becomes hard to release the data in its
raw form. This calls for the requirement of robust, efficient, trustworthy methods
to generate data that ensures individual privacy along with being useful to make
meaningful statistical inferences.

To give a clear view to the problems, let us discuss a simple example. We con-
sider a certain hypothetical bank data-set containing information corresponding
to customers.

The attributes corresponding to each individual consists of customer id, age,
gender, pincode, occupation, income, account balance. Here, customer id may be
considered as an identifying attribute as knowledge of it would help an intruder
to exactly guess the row of his target individual in the raw data-set. Some other
common examples of identifying attributes are name, enrollment number, or
some other identity number. These attributes usually contribute less to the utility
of the data and hence can be removed. But removal of identifying attributes may
not be sufficient to protect the identity disclosure of the individual. The intruder
may have some prior knowledge about his target individual, i.e., he may have
some idea that the person he is trying to target is an old lady and is a doctor who
lives near New-Alipore Kolkata. From this knowledge, he can clearly identify the
corresponding row to his target individual from the given Table 1.
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Table 1. Identification of individual information from data-set with multiple attributes

I.D. Gender Age Pin code Occupation M.Income
(in 1000)

Account balance

10101 “M” 43 700012 Worker 35 612342

10102 “M” 55 700043 Officer 90 5534567

10103 “F” 50 700003 Officer 70 3965478

10104 “F” 28 700082 Scholar 40 800432

10105 “F” 47 700055 Officer 120 1020045

10106 “M” 22 700100 Student 10 200654

10107 “F” 42 700049 Officer 60 1530128

10108 “F” 36 700082 Worker 25 983071

10109 “M” 34 700039 Worker 30 856313

10110 “F” 60 700053 Doctor 70 1708349

10111 “F” 29 700076 Scholar 25 481496

...
...

...
...

...
...

...

Any raw data released cannot be ensured, in general, to be protected from
such privacy threats. In traditional statistical practices, a lot of methods were
proposed to protect data privacy and utilize it for further statistical inferences.
Some of the classical methods of obfuscation may be found in the surveys of
[19,29]. For categorical data, the general practice was to either use a randomised
response technique of multiplicative noise [38,46], or the post randomisation
method (PRAM) [20,50] was used for data perturbation (a method of obfus-
cation where the obfuscated data values can be treated as original data values
while making statistical inferences). For numerical or continuous data, methods
like topcoding, grouping, data swapping, rank swapping, addition or multipli-
cation of noise were used [7,17,34]. Later on, Muralidhar (1999) [36] proposed
the method of General Additive Perturbation Method for data perturbation of
continuous data (GADP).

In 1993, Rubin [39] proposed the idea of synthetic data generation to achieve
data privacy. The idea was to generate synthetic or false numeric values that
might be a good representation for the original data distribution. The idea has
gained a huge importance in the present day research world of data security. To
generate synthetic data-sets, one needs to, at first, study the data distribution
from the original data and release such information with modifications to achieve
some privacy guarantees to the released information. Then this information is
used to generate false samples to represent original data. However, the more
diverged the distributions of the original and synthetic data-sets are, the less
accurate is any inference one is making from the released data.
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In this review paper, we discuss some theoretical privacy measures and some
statistical techniques used in the practice of synthetic data generation from
microdata. In Sect. 2, we discuss the privacy measures to ensure how well the
released data is protected from any possible intruder. In Sect. 3, we discuss some
utility metrics used in the analysis of information loss due to security. In Sect. 4,
we describe some relevant works on statistical models and masking techniques
that are developed to help achieve data security. In Sect. 5, we discuss a privacy
utility tradeoff problem. In Sect. 6, we will illustrate how the existing techniques
work on a real-life data-set. Finally, we would conclude in Sect. 7 with some open
problems in this field of work. It is to be noted that the aim of this review paper
is not to go into the mathematical details of the privacy guarantee metrics or
the utility metrics but is to discuss the standard tools for generation of synthetic
data from microdata under data privacy.

2 A Discussion on Privacy Measures

Although research on privacy measures had started long ago, a few notable
widely recognised works on microdata protection may include the works of k-
anonymity, l-diversity, and t-closeness guarantee to a released data-set [24,27,
43]. However, the one that has probably been a pioneer work in this field of
work is the one by Dwork et al. (2006) [12] where they introduced the idea of
α-differential privacy guarantee to a released information.

α-Differential Privacy: The basic problem deals with a situation where we have
a data-set, say D, which has n samples and m attributes. We wish to release an
information f(D) from it. Now, can we guarantee that f(D), if released publicly,
is free from any previous threat? The notion of differential privacy aims to achieve
a theoretical guarantee to any released information from a given data-set. Let
D (D ∈ D) be the set of all possible data-sets of a given type. A mechanism M
defined on a dataset is said to be α-differentially private (α > 0) if given any two
datasets D and D′ that differ in at most one row (denoted usually by D ∼ D′),

e−α ≤ P [M(D) ∈ S]
P [M(D′) ∈ S]

≤ eα

for any S ⊂ S where S is the range set of M. If the value of α is small (≤
0.1 usually), the value of eα is slightly more than 1 and the value of e−α is
slightly less than 1 and thus for any possible range set the probability of the
output value of the mechanism to belong to that set is more or less same for the
datasets D and D′. Now since this is true for any range set S, it signifies that
looking at the output value of the mechanism, it will be hard to guess if the
information is coming from D or D′, or more precisely, it would be hard to guess
if a particular individual belongs to the underlying true data-set or not. Thus,
one can ensure privacy protection to an individual. Dwork et al. (2006) [12] in
the same paper showed that it is practically possible to achieve this theoretical
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guarantee through Laplace Noise Addition to true output f(D) if the output has

finite range. The scsle parameter of the noise must be chosen as
∇f

α
where ∇f

denotes the range of output f(D). However, later on, some other methods were
developed to achieve similar results with minor improvements. Some notable
works may include Gaussian Mechanism [9], Exponential Mechanism [32], K-
norm Mechanism [22].

After the discovery of the differential privacy guarantee, several variants of it
were proposed with similar sense but minor changes. These works may include
Approximate Differential Privacy [48], Rényi Differential Privacy [33], Random
Differential Privacy [21], Local Differential Privacy [28], etc.

The proposed criterion is a theoretical guarantee and not much can be
said about its practical usefulness. There is no proper attack till date on this
guarantee, however it is not free from disadvantages. First of all, differential
privacy is not known to work if the output range is unknown. Second, the
choice of α is very vital to ensure differential privacy. It is very clear from
the definition that if α is not very close to 0 then the definition makes no
sense. However, to get useful synthetic data, most organizations choose α as
1 or more which might make the data prone to severe attacks. In 2022, NIST
declared a challenge on the selection of privacy parameter to achieve differen-
tial privacy. They claim that different organizations give different choices of α.
Apple’s differential privacy system uses it to be between 2 and 16. The US
Census Bureau and Google’s Community mobile reports have their choices as
19.61 and 16.4 respectively (URL: https://www.nist.gov/blogs/cybersecurity-
insights/differential-privacy-future-work-open-challenges). Such large values of
α is infeasible in case of microdata protection and hence choice of a proper α, if
exists, is very debatable.

3 A Short Note on Differentially Private Techniques
of Synthetic Data Generation

Microdata contains attributes mainly of two types, either categorical or contin-
uous. Although categorical variables can be both ordinal (i.e., order of values
are important; eg. Rating, Educational Qualification etc.) or nominal (i.e., order
of values are not important; eg. Gender, Nationality etc.) but very less atten-
tion has been given to this part of analysis as per our knowledge. Usually the
problem is thought of in discrete and continuous cases. Although there has been
several algorithms and designs to generate synthetic data-sets for both types; it
is often hard to say, in general, which method is useful for a particular prob-
lem. In 2018, NIST conducted the differentially private synthetic data challenge
in which McKenna et al. (2021) [30] won the contest by modelling a discrete
data distribution with Gaussian graphical model. Some other useful models that
earned good attention in the contest were PrivSyn, PrivBayes, Differentially pri-
vate Wasserstein GAN. In this section, we discuss some basic problems related to
discrete and continuous data in the first two subsections. In the last subsection,
we discuss the advanced high-dimensional models.

https://www.nist.gov/blogs/cybersecurity-insights/differential-privacy-future-work-open-challenges
https://www.nist.gov/blogs/cybersecurity-insights/differential-privacy-future-work-open-challenges
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3.1 Discrete Data Distribution

The input data is assumed to be a set of vectors {x1, x2, · · · , xn} each of
dimension d which is the number of attributes in the data-set. Each attribute
{χi, i = 1, 2 · · · , d} is categorical and can take values in {i = 1, 2, · · · , νi}
(1 < νi < ∞). Set of all possible values of the data is a set of cardinality
ν =

∏d
i=1 νi and the probability vector p is a vector in [0, 1]ν ⊂ R

ν and the
index set of p has lexicographical ordering of attributes. It gives the frequency
of data points falling into a given category in d-dimensions. Considering p as the
desired output from the database, one can easily generate a differentially private
version of it, say p′, using either Laplace, Gaussian, or Exponential Mechanism.
Then p′ is used to generate false representations of true data. The choice of the
mechanism used to obtain differential privacy depends on the model and ease
of computation. The comparison of different mechanisms as obfuscation tools
studying the degree of security or utility guarantees they provide is a hard prob-
lem in general. In our experimental study, we used the Laplace Mechanism as
the same is used in the proposed PGM. However, for 10 attributes in a data-set
with 25 categories each, the probability vector has 2510 elements. In practice,
data-sets can be much more complex than that. If the number of estimable
parameters exceeds the sample size, we face the curse of dimensionality. One
obvious question here is that how to deal with such situations? There have been
several designs developed to deal with such circumstances. A brief discussion on
the same is given in Subsect. 3.3.

3.2 Continuous Data Distribution

When the data is continuous it is usually assumed to belong to a known bounded
region scaled to [0, 1] for each variable. If there are d such attributes, each data
point is a point in [0, 1]d. To develop a synthetic data-set of such data type, if
a methodology is applied similar to the discrete case, one would break the data
region [0, 1]d into equal sized small histogram bins and release the differentially
private histogram counts for each such bin. Synthetic data can be generated
from the perturbed histogram.

The first mechanism was proposed by Dwork (2006) [12]. For a histogram
with bins {B1, B2, · · · , Bm}, if the counts are denoted by {Cj , j = 1, 2, · · · ,m},

Dj = Cj + ϑj , ϑj ∼Laplace(0, 2
α )

is released which makes the released information differentially private. If D̃j =

max (Dj , 0) and q̃j = D̃j∑m
s=1 D̃s

then a random sample {Z1, Z2, · · · , Zk} drawn
from the histogram given by,

f̃(x) = h−r
m∑

j=1

q̃jI(x ∈ Bj)

is also differentially private. Wasserman and Zhou (2010) [47] calculates the
theoretical error for the convergence of the estimated density of released data
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to the true density and it is shown to be O(n−2/2+d) for L2 Error and

O(min ( log n
n2/2+d ,

√
log n

n )) for expected Kolmogorov-Smirnov distance maintain-

ing k ≥ n and m ≈ n
d

2+d . The paper of Wasserman and Zhou (2010) [47] also
studies the convergence rate to be O(n−1/3) for perturbed histogram counts due
to applying Exponential Mechanism. This study uses the expected Kolmogrov-
Smirnov distance between the empirical cdfs of true and synthetic data.

Similar to discrete case, here also with the increase in dimension of data, the
number of bins may become too large to handle and hence a few remedies to the
curse of dimensionality are prescribed in the following subsection.

3.3 Dealing with High Dimensional Data

Several designs have been made to overcome the challenge of dealing with the
curse of dimensionality in this problem. As it is not possible to discuss every
such algorithm, we choose to mention the strategies of a few, mainly the winners
of the NIST 2018 challenge. This might give an idea to the types of modelling
that has been observed to be highly effective for high dimensional synthetic data
generation.

Probability Graphical Models: This model [31] won the NIST challenge by assum-
ing a graphical model for data distribution. They assumed a parametric model
for the joint data distribution over the set of measurements that are cliques of
the graph. They use MARGINAL-ORACLE to compute clique marginals μ of
the graphical model. The parameters are estimated to be the ones that maxi-
mize the entropy among all with marginals μ and then sufficient noise is added
to them to generate their private values. Synthetic data is simulated from the
estimated data distribution. Thus, this model is highly dependent on the choice
of the graphical model of data and is usually very useful when the cliques of
the graphs are correctly guessed. It ensures α − δ-differential privacy to released
synthetic data-set.

PrivSyn: They propose [51] a measure named ‘Indif’ that stands for independent
difference and measures the pairwise correlation among attributes. Given the
Indif values of all pairs of attributes, they propose a greedy algorithm to search
for 2-way marginals that need to be taken account of. Then they add noise to the
marginals to release differentially private query outputs. Synthetic data-sets are
generated from noisy marginals using sampling algorithms. It is to be noted here
that the PrivSyn algorithm considers only two way marginals and conditional
dependence among 3 or more attributes is not taken into consideration here.

PrivBayes: This design [49] assumes a Bayesian network N for the data that
provides a succinct model of the correlations among the attributes in the dataset.
Using a set of low dimensional noisy marginals and the assumed network model,
one can compute differentially private distribution function of true data and
then synthesize a data-set from the modified probability values. This model is
highly dependent on the choice of the model, exactly like PGM.
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DPCopula: This method was proposed by Li et al. (2014) [23] and is used for
high dimensional continuous data-sets. The histogram mechanism incur a lot of
inaccuracy when there are a lot of attributes. DPCopula mechanism performs
well even in such situations with comparatively less computational complexity.
It assumes a Gaussian copula structure for the data distribution and computes
differentially private correlation parameters and marginal histograms. Once the
differentially private parameters are computed the true data distribution can be
estimated from it and synthetic data can be generated accordingly.

DP-WGAN: Another way to generate synthetic data-sets is by using generative
networks [44]. Once we have a data-set we can train a generative model G that
behaves like the data distribution using GAN. To make it differentially private a
laplace noise is added in the stochastic gradient step of the generative algorithm
and then synthetic data-sets can be generated from the differentially private
version of G. The idea of using a Wasserstein GAN instead of GAN is that a
WGAN minimizes the Wasserstein distance, or Earth Mover’s Distance among
noise and data distribution instead of the general Jensen-Shannon divergence.
This metric is usually more useful in case of microdata.

While PGM, PrivSyn, PrivBayes methodologies deal with categorical vari-
ables, DPCopula and DPWGAN are for continuous attributes. Since, in practice,
data is usually composed of continuous and categorical variables, DPCopula or
DPWGAN fails in presence of categorical variables. The discrete models can be
applied to mixed type data by considering the histogram bins as a category and
the variable as an ordinal variable.

4 Some Common Utility Metrics

For a synthetic data-set, it is not hard to understand the meaning of utility of
data. The more close the joint distribution of the synthetic attributes is with the
true data distribution, the better utilization is expected from the synthetic data.
Traditionally, to measure distance between the true and estimated distribution
curve, metrics like Kolomogorov-Smirnov distance, L1 or L2 distances were stud-
ied. Some papers also study divergence functions like Kullback-Leibler, Jensen-
Shannon for the same purpose. However, these traditional statistical techniques
fail to capture the semantic meaning of distances among attribute distributions
quite often. NIST in 2021 awarded the work of Li et al. [25] as the best utility
metric for checking utility of synthetic data-sets. The authors propose to com-
pute the Marginal Difference (MGD) between true and synthetic data sets as a
measure of utility that takes into account both categorical and continuous vari-
ables. It uses the Approximate Earth Movers Distance to compute the distances
between the marginal data distributions and computes an average over all to
return the MGD value. The utility assesment is done considering the ordinal
and nominal features of attributes. In this section, we describe the metric in
detail.

Let us denote the true and synthetic datasets by DT and DS respectively.
The MGD metric is computed based on a selected set of marginals Φ from the
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dataset. The metric, at first, computes a distance named AEMD between two
one dimensional discrete distributions and then computes their weighted average
based on specified weights given to each marginal to get the final score value.

The AEMD distance is based on the Earth Mover’s distance (EMD) between
two distributions studied in statistical literature. If two data distributions are
considered as two piles of sands on different locations, the EMD between these
two distributions P and Q is the minimum cost of moving the pile from one
location to the other. The cost function is given by summarizing the product of
the amount of mass moved multiplied by the distance between the original and
transformed point.

In our case, M denotes the χi × χi matrix where the j, kth cell denotes the
distance between jth and kth bin or category. Clearly all the diagonal elements
of the matrix are 0 and each element is in [0, 1] ∪ ∞ where an infinite distance
signifies no possible path between the bins. Also, here ∞ · 0 = 0. If Xjk denotes
the cost of moving from jth to kth bin, the AEMD between the marginals P and
Q is given by,

AEMDM,�(P,Q) =
1

‖ Q ‖1 min
X

∑

j,k

XjkMjk +
∑

k

max{|
∑

j

Xjk − Qk| − �, 0}

such that
∑

k Xjk = Pj for every j ∈ χi. Here ‖ Q ‖1 denotes the L1 norm of
the marginal Q and � is a parameter of relaxation such that if the Kolmogorov-
Smirnov distance between P and Q is less than �, AEMD returns a score value
0.

5 A Privacy-Utility Tradeoff Problem

Privacy guarantee to individuals is important but a data-set is of no use if the
inference made from it are far from reality. Guaranteeing privacy is hard and so
is finding ideal utility metrics, but what is probably the biggest challenge is to
find a tradeoff between privacy and utility. It is not counter intuitive that as the
level of privacy protection increases, utility of data reduces.

The research on the privacy utility tradeoff problem started long ago and
a few earlier works like Cox et al. (2011) [5] Fienberg et al. (2010) [13] can
be taken account of. Some other works such as Sankar et al. (2013) [41] Ghatak
and Roy (2019) [18] discuss the same paradigm. However, the privacy guarantees
mentioned by these are not as strong as differential privacy. Muralidhar et al.
(2020) [37] argues that differential privacy is not a very good privacy measure
to choose for this type of problem as the parameter ε is neither a measure of the
level of privacy guarantee nor of utility. Hence it gives no idea to the amount of
information lost due to privacy protection. Thus the tradeoff problem cannot be
approached with differential privacy.

Recently, Salamation et al. (2020) [40] discusses a privacy utility tradeoff
problem with a different framework than the previous ones. In their set-up,
the curator keeps the sensitive data to himself while transfering only the non-
sensitive data to the public, but distorting it because much information about
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the sensitive data gets revealed with it. They define an optimization algorithm to
find an ideal mechanism for the generation of obfuscated synthetic data inspired
by the information bottleneck optimization problem used in machine learning.
In this section, we briefly discuss this privacy-utility tradeoff problem.

Let us denote the sensitive data by S, the nonsensitive data by X and the
shared data as Y . The curator has X and S in hand and wants to protect S.
But since X and S are correlated, X carries information about S. Thus X is
transformed to Y before release but in a way such that Y carries the maximum
information about X. The authors make an assumption that S → X → Y satisfy
the Markov property, i.e., the distribution of {Y |X,S} is dependent only on X
given the information on both X and S. Measuring the information contained
in a data by its entropy H(X) = −E[log (pX(X))], and the mutual information

shared between any X and Y by I(X,Y ) = E[log
pXY (X,Y )

pX(X)pY (Y )
], they propose

to solve an optimization algorithm, termed as Privacy Funnel given by,

Minimize I(S, Y )

pY | X : I(X,Y ) ≥ t

for a given utility level t, i.e., among all the possible transformations for which
I(X,Y ) ≥ t, the Privacy Funnel chooses the one that minimizes I(S, Y ).

A few more similar works were discussed by Zwakenberg et al. (2020) [26]
Wang et al. (2017) [45].

6 A Real Life Example

To practically validate the use of the existing algorithms, we wished to test the
procedures on a real-life data-set. For the given purpose, we chose the “Insur-
ance” Data Set, which is publicly available online. We noted that in the given
data-set there was a security threat. The data-set consisted of 1338 individual
information corresponding to 7 attributes like age, sex, bmi, number of children,
smoking habit, residential region and charges paid for insurance. If an intruder
knows that his target individual is a male senior citizen residing in southeast
region and having 3 children, then looking at the data he will find that there is
only one row corresponding to this information. Thus he will know about the
bmi, smoking habit and charges of the individual. Thus the released data is not
secure.

Since there are 7 attributes in the dataset consisting of continuous variables
like bmi, charges, categorical attributes like sex, residence and smoking habit
and also the discrete ordinal variables age and number of children. We grouped
the data into m bins where m ≈ n1/3 ≈ 11. The contingency table formed of
resulting attributes consisted of p = 12776 unknown distinct parameters to be
estimated. As p >> 1338, we faced the curse of dimensionality. Taking α = 0.1,
the laplace noise has scale parameter 20 while each cell consisted of either 0
members or small number (≤ 5) of members. This would raise a huge question
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on the remaining utility of data as most of it becomes noise. So we must choose
a high dimensional remedy like PGM in this case.

For our validation, we run the program in Python 3.10 and chose two
marginal queries to check whether the true and synthetic data are giving similar
results. The marginals we chose were the contingency tables formed of ‘sex’ and
‘smoker’ and ‘children’ and ‘bmi’. For the first contingency table, four param-
eters were to be estimated and for the second one sixty six. Choosing both
the security parameters to be 1, for the first table the errors were given by
(0.02256,−0.02171,−0.00865, 0.00781). The second table resulted in error val-
ues (−0.00051, 0.01162 · · · ). The maximum absolute values for each were given
by 0.02256 and 0.0170 respectively.

7 Conclusion and Remarks

Although the last decade has witnessed serious attention to privacy preserving
protocols to microdata and generation of synthetic data from it, yet perhaps
there is a lot more to be done in this field. The protocols, although proven to
be feasible lack proper analysis over different metric spaces of data structures.
Dwork et al. (2006) [12] shows that when noise is added to histogram counts
instead of raw data, the noise parameter involved is free of data range. However,
in case large amounts of data are not available at present for each cell, like the
case in our data-set, dealing with small samples and large noises are still hard
which affects the utility of synthetic data produced.

Moreover, in case of continuous attributes, differential privacy assumes the
data range for the attributes to be known and finite. However, that is not the
case in general and the scaling is done based on minimum and maximum of the
available values. Proper analysis is not given to the ideal choice of data range
from given data.

Other than all the struggles to develop useful protocols for inferencing, the
choice of privacy parameter in α differential privacy is perhaps the most vital
issue currently as most organizations are keeping α ≥ 1 to maintain data utility
which is harmful for security assurance to individuals.

Acknowledgments. We are grateful to the reviewers of SciSec 2022 for their thorough
proof-reading and valuable comments on our paper.
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26. Lopuhaä-Zwakenberg, M., Tong, H., Škorić, B.: Data sanitisation protocols for the
privacy funnel with differential privacy guarantees. Int. J. Adv. Secur. 13(3–4),
162–174 (2021). https://arxiv.org/abs/2008.13151

27. Machanavajjhala, A., Gehrke, J., Kifer, D., Venkitasubramaniam, M.: L-
diversity: privacy beyond k-anonymity. In: 22nd International Conference on Data
Engineering (ICDE 2006), Atlanta, GA, USA (2006). https://doi.org/10.1109/
ICDE.2006.1

28. Mahawaga Arachchige, P.C., Bertok, P., Khalil, I., Liu, D., Camtepe, S., Atiquz-
zaman, M.: Local differential privacy for deep learning. IEEE Internet Things J.
7, 5827–5842 (2020)

29. Matthews, G., Harel, O.: Data confidentiality: a review of methods for statistical
disclosure limitation and methods for assessing privacy. Stat. Surv. 5, 1–29 (2011).
https://doi.org/10.1214/11-SS074

30. McKenna, R., Miklau, G., Hay, M., Machanavajjhala, A.: Optimizing error of high-
dimensional statistical queries under differential privacy. In: Proceedings of the
VLDB Endowment, vol. 11(10) (2018). https://doi.org/10.14778/3231751.3231769

31. McKenna, R., Sheldon, D., Miklau, G.: Graphical-model based estimation and
inference for differential privacy abs/1901.09136 (2019). https://proceedings.mlr.
press/v97/mckenna19a.html

32. McSherry, F., Talwar, K.: Mechanism design via differential privacy. In: Proceed-
ings - Annual IEEE Symposium on Foundations of Computer Science, FOCS, pp.
94–103 (2007). https://doi.org/10.1109/FOCS.2007.66
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Abstract. Decision tree is a widely-used machine-learning classifier
known for its simplicity and effectiveness. Recent works mainly focus
on how to privately evaluate a decision tree in a two-party setting where
the sensitive data of the client or the decision tree model of the server is
kept secret from another party. However, collaboration among mutually
untrusted clients for machine learning tasks is needed more and more.

In this paper, we consider a mutli-client private decision tree classi-
fication protocol, in which one server holds the decision tree and mul-
tiple clients provide secret data. At the end of the protocol, either the
clients or the server could learn the classification result while protect pri-
vacy of each individual input. More importantly, we would also minimize
the interaction with each client. To reach the goal, we make use of the
threshold fully homomorphic encryption. Our protocols are proven secure
against “honest-but-lazy” adversaries. Furthermore, we try to improve
the computation overhead and ciphertext size, making our construction
much more efficient.

Keywords: Private decision tree classification · Threshold fully
homomorphic encryption · Multi-party computation

1 Introduction

Machine learning classification algorithms can make the predication when given
new data as a query, which are widely applicable, used to recommendation sys-
tems, spam filtering and disease diagnosis, etc. In order to provide accurate
predication, they often need to access to sensitive information that clients may
not want to reveal. Leakage of sensitive data, like health records in remote diag-
nosis, would be a life-or-death problem. On the other hand, the classification
model could be a valuable asset that the server prefer not to share, as the result
of dedicated research effort which spent a considerable amount of resources.
Moreover, making the model public may leak information about the sensitive
training data [17], even violating laws and regulations.
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Ideally, privacy-preserving machine learning classification protects the pri-
vacy of both the client and the model owner. In this paper, we focus on decision-
tree classifier [9], which is well-known for its simplicity, effectiveness and low
training cost [20]. The evaluation process starts from the root node as the first
decision node of the tree. It compares the node-specific threshold value in the
model with one of the input variables in the client query. The boolean results
of comparison decide which child node to traverse. The process iterates across
each level and eventually leads to a leaf node, representing a classification label
as a tree classification result.

Recently, many efficient privacy-preserving solutions for decision tree eval-
uation in a two-party setting has been proposed [6,16,19,24–27]. For example,
Tai et al. propose a private decision-tree evaluation protocol purely based on
additive homomorphic encryption, without introducing dummy nodes for hiding
the tree structure, therefore it works well for sparse trees, which are abundant
in practice. However, in many relevant scenarios, collaboration among multiple
mutually untrusted clients becomes a commonplace, as it provides more precise
classification. For instance, multiple hospitals, holding different health records
of one patient, collaborate to offer a better disease diagnosis, while this can only
happen if the privacy of each individual input is guaranteed.

Multi-client Private Decision Tree Classification. To capture the above
exemplary collaboration scenario, we provide multi-client private decision tree
classification protocols in which sensitive input variables from multiple clients
might be sent to a server for collaborative classification. Specifically, we wish to
have a 3-round protocol, that multiple clients initializes the protocol with a first
round message, then the server does the node evaluation and path evaluation
locally and sends out the second round message, and then multiple clients and
the server jointly recover the classification label as the evaluation result. The
security requirement is that either the server or multiple clients can learn the
final classification result and nothing more. Inherently, the server could derive
the corresponding tree path of clients’ input query from the received classification
label, since it holds the tree model. More importantly, we would like to minimize
the cost of clients since they might be weak IoT devices: (1) both the computation
and communication cost of each client are independent of the tree size; (2) and
allowing the clients to go offline after the first round if they are not interested
in receiving the final result, or might lose connectivity and hence be unable to
continue the protocol, what are called “honest but lazy” parties [2].

Overview of Our Construction. Motivated by the 3-round multi-client pri-
vate decision tree classification evaluation protocol while keeping the minimal
cost of clients, we make use of a low-depth threshold fully homomorphic encryp-
tion (TFHE).

The basic idea is: (1) Each client posts a component-wise encryption of her
secret input variables, and then the server does a comparison of the encrypted
clients’ input variable and his own encrypted threshold value of each decision
node with homomorphic operations. Then the server stores the encrypted result
bit of all node’s comparisons at their child nodes. For a decision node d ∈ D, let
the encrypted comparison bit be given by Enc(b) ← Enc(xd.index ≥ d.threshold),
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then store Enc(b) at the right child node and Enc(1− b) at the left child node. In
order to find the correct traversing path with corresponding classification label
in the tree, all path should be considered. All path can be securely evaluated by
combining the comparison bits of all decision nodes on that path. In particular,
the server could homomorphically multiply the comparison bits per path, only
the correct path will have a encrypted value �.cmp equal to 1, otherwise equal
to 0. The corresponding leaf node � ∈ L holds the correct classification label
�label. (2) The server broadcasts the encryption of correct classification label by
homomorphically adding

∑
�∈L Enc(�.cmp)·Enc(�label). (3) As long as a threshold

number of clients and the server are available to publish a partial decryption (say
t out of n), the correct classification label will reveal even if several weak clients
are already offline. Moreover, the compactness property of TFHE scheme ensures
depth-proportional communication complexity, independent of the tree size.

Certainly, the above basic solution based on TFHE succeeds to bring down
the overhead for multiple clients. However, the computation overhead for the
server is too high to restrict its usage in practice. Tuneo et al. showed that it
needs several seconds of a single execution to output the classification result for a
tree with 50–500 decision nodes, even in a two-party setting [25]. It is well-known
that homomorphic multiplication causes a larger noise growth than homomor-
phic addition. Namely, lowing the multiplicative depth of path evaluation could
significantly save on computational costs, also the ciphertext size. Therefore, we
turn to Tai et al’s approach of path evaluation, which only invokes homomor-
phic additions [24]. Specifically, their approach stores Enc(1−b) at the right child
node, while Enc(b) at the left child node. The paths are evaluated by adding up
the encrypted comparison bits of all nodes on that path homomorphically. This
summation is called the path cost. Now, only if the path cost equal to 0, the
corresponding leaf node holds the correct classification label.

In contrary to the above basic solution, to correctly output the final clas-
sification label, we let the threshold number of parties jointly decrypt all path
costs. Then they can find the exact path, whose cost is equal to 0, and the cor-
responding leaf node’s classification label can be sent by adding the label to the
path cost homomorphically. To avoid any more information about non-selected
paths and classification labels being leakage, [24] multiply the path costs with
random non-zero elements r0, r1.

Remarkably, in our n − 1 clients and one server scenario, since we assume
that the collusion might happen among some clients and the server, the two
random non-zero values r0, r1 must be chosen independently and privately. Oth-
erwise, either r0 = 0 or r1 = 0 will violate the correctness of the protocol or
the privacy of the server’s tree model. Most importantly, the leakage of r0 will
directly leak non-selected path costs, violating the privacy of both the clients
and the server. If r0 and r1 are not chosen independently, the non-selected clas-
sification labels might be revealed. Therefore, in our multi-client private decision
tree classification protocol, we require n clients and the server provide their own
contribution rj

i in the first round by broadcasting its encryption, where i = 0, 1,
such that ri = r1i + · · · + rn+1

i , assuming these parties are semi-honest or rely-
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ing on non-interactive zero-knowledge proof of knowledge to against malicious
adversaries. Additionally, we still require the server to do random shuffle of the
leaf nodes, which was introduced in [24], in order to prevent the clients from
getting knowledge about the location of the output leaf node within the tree.

For threshold FHE decryption by applying Shamir t-out-of-n secret sharing
to the secret key sk, as pointed out by Asharov et al. [1], we need each decryptor
i to add additional smudging noise to the partial decryption, preventing the
leakage of information about her secret key share ski. Surprisingly, all other
works [1,5] use a comparatively less efficient method, where each party adds
independent noise to the partial decryption before broadcasting it. However, this
method will not work for our case. In our reconstruction procedure, these noise
values are blown up by O((n!)2), when the partial decryptions are multiplied by
Lagrange coefficients. To solve this problem, we take the technique of [18]: let
each decryptor i secret share some small noise ei into (e1i , · · · , en

i ) and send the
shares the other parties. Then each decryptor i locally adds

∑
j ei

j to its partial
decryption. Since the Shamir secret sharing scheme is linear, this is equivalent
to add e1 + · · · + en to the original reconstructed output value, significantly
reducing the noise growth and thus improving the overall performance of our
TFHE construction.

1.1 Additional Related Works

2-Party Private Decision Tree Evaluation. The existing two-party private
decision tree evaluation protocols can be divided into three categories based on
the underlying techniques, including homomorphic encryption, garbled circuit
and secret sharing.

Bost et al. [6] treated the decision tree as a high-degree polynomial, with the
classification result as the output, then use fully homomorphic encryption (FHE)
to evaluate it. Wu et al. [27] got rid of FHE by adding dummy node to form
a complete binary-tree for hiding the tree structure. But in many real cases,
the decision tree is deep-but-sparse, and padding such a tree into a complete
one results in huge waste in communication and computation. Tai et al. [24]
did not introduce dummy nodes to complete tree transformation, and proposed
a more efficient protocol with their novel concept of “path cost”, to execute
path evaluation via purely additive homomorphic encryption. In 2018, Joye and
Salehi [19] reduced the amount of secure comparisons in [27] to d− 1, where d is
the tree depth and each comparison takes 2 rounds at each tree level. Thus the
total number of rounds is linear in d. Unlike [24], this protocol still requires the
server to add dummy nodes for hiding the tree structure. Lately, Tueno et al.
[25] introduced a non-interactive decision tree evaluation protocol by evaluating
the tree on ciphertext encrypted under the client’s public key homomorphically.

Concurrent to [19], Tueno et al. [26] proposed a sub-linear decision-tree proto-
col by representing the trees as arrays and implementing oblivious array indexing
(OAI) with garbled circuit (GC). Earlier, both Brinckell et al. [9] and Barni et
al. [3] proposed privacy-preserving decision tree evaluation solutions based on
GC, which were outperformed by the above approach.
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Cock et al. [16] proposed an information theoretically secure decision tree
evaluation protocol based on secret sharing and utilize commodity-based cryp-
tography [4] to reduce the number of interactions. Their protocol performs better
than all other protocols for especially small trees. But their protocol is less effi-
cient for large trees, since it is still linear in the tree size. In 2019, Damgard et al.
[15] used a new secret-sharing based protocol [14], that works over rings instead
of fields, to significantly improve efficiency of implementations, although with a
slightly more communication cost.

Threhosld Fully Homomorphic Encryption. A TFHE scheme allows eval-
uation on encrypted data as well as threshold decryption of ciphertexts, where a
threshold number of key-holders must come together to decrypt any ciphertext.

In 2012, Asharov et al. [1] extended the FHE constructions of [7] with n-out-
of n threshold decryption procedure to enable multiparty computation with low
communication (independent of the function being computed), low interaction
and cloud-assisted computation (the bulk of the computation can be efficiently
outsourced to a cloud service). Their protocol is 3 rounds of interaction in the
common random string (CRS) model and 2 rounds when the Setup could be
reused. By assuming that non-interactive zero-knowledge arguments (NIZKs)
exit, the construction is secure under (ring) learn with errors (LWE) assumption,
against fully malicious attackers.

Multi-Key FHE [8,11,13,21,23] could dynamically extend a ciphertext
encrypted under one key to a concatenation of keys from all parties. López-Alt et
al. [21] firstly proposed an Multi-Key FHE scheme based on the NTRU assump-
tion. Clear and McGoldrich [13] introduced an LWE-based construction. In 2016,
Mukherjee and Wichs [22] proposed the first 2 rounds general multi-party com-
putation (MPC) protocol in the CRS model under standard assumptions without
obfuscation, by significantly simplifying the construction of [13]. These schemes
are single-hop for keys where the list of parties has to be known before the
computation starts. In the same year, both Peikert-Shiehian [23] and Brakershi-
Pelman [8] tried to solve this issue. Chen et al. [11] constructed a multi-hop
scheme which can encrypt a ring element, instead of a single bit. Unfortunately,
all previous schemes are impractical and can not be implemented. Recently, Chen
et al. [10] proposed the first attempt to implement an multi-hop Multi-Key FHE
scheme.

In 2018, Boneh et al. [5] designed a new primitive named the universal thresh-
oldizer, which is constructed from the relatively heavy threshold fully homomor-
phic encryption (TFHE), supporting t-out-of-n threshold access structure. In
2020, Badrinarayanan et al. [2] introduced the new notion called threshold mult-
key FHE (TMFHE), to handle arbitrary access patterns that can reconstruct the
output. However, the above two schemes are impractical due to the method of
dealing with the noise blow up. In particular, Boneh et al. [5] firstly proved that
{0, 1}-LSSS class is sufficient to express t-out-of-n threshold access structure.
Then they used a different linear secret sharing scheme where the reconstruction
coefficients are always binary, instead of multiplying with the Lagrange coeffi-
cients. But the transformation from threshold access structure to {0, 1}-LSSS is
really expensive and impractical.
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2 Preliminaries

2.1 Decision-Tree Classifiers

In this work, we consider that multiple clients contribute their individual input
variables and one server provides the tree model. Intuitively, the decision tree
classification on an input query x means traversing the decision tree; at each
decision node, the corresponding input entry is compared to the node-specific
threshold value. Based on the comparison result, either the right or left child
node is picked as the next node. The traversal ends at a certain leaf node, which
tells the unique classification label of the input query according to the tree.

Let the input xi of the client i be a ki-dimension positive integer vector
over Z, then the total input query is x = (x1, · · · , xn−1) ∈ Zk, where k =
k1+· · ·+kn−1. Let T be a decision tree, including a set of decision nodes D and a
set of leaf nodes L. Then the decision tree evaluation on input x = (x1, · · · , xn−1)
is given by �label = T (x) with T : Zk → {�1label, · · · , �m

label}, in which m is the
number of leaf nodes. This function starts from the root node and then does a
comparison at each decision node. Let j be the index of a decision node and f be
the function that mapping the decision node index j to the corresponding input
entry’s index f(j). Besides, let tj be the threshold value of decision node j. Then
if xf(j) ≥ tj holds for node j, the right child is chosen as the next decision node,
otherwise the left child node. At the end, the function outputs the classification
label �label of the final leaf node.

2.2 Threshold Fully Homomorphic Encryption

In this work, we provide two efficient mutli-client private decision tree classifi-
cation protocols relying on a low-depth threshold fully homomorphic encryption
(TFHE). Here, we review the standard syntax and security definitions of TFHE.

Definition 1 (Threshold Fully Homomorphic Encryption [5]). Let P =
{P1, · · · , Pn} be a set of parties and let S be a class of efficient access struc-
ture on P . A threshold fully homomorphic encryption scheme for S is a
tuple of PPT algorithms TFHE = (TFHE.Setup, TFHE.Enc, TFHE.Eval,
TFHE.PartDec, TFHE.F inDec) with the following properties:

– TFHE.Setup(1λ, 1d,A) → (pk, sk1, · · · , skn): On input the security parame-
ter λ, a depth bound d and an access structure A, it outputs a public key pk,
and a set of secret key shares sk1, · · · , skn.

– TFHE.Enc(pk, μ) → ct: On input a public key pk, and a plaintext μ ∈ F
N
2

for N = poly(λ), it outputs a ciphertext ct.
– TFHE.Eval(pk,C, ct1, · · · , ctl) → ctC : On input a public key pk, circuit

C : FN×l
2 → F

N
2 of depth at most d, and a set of ciphertexts ct1, · · · , ctl, it

outputs a ciphertext ctC .
– TFHE.PartDec(pk, ct, ski) → pi: On input a public key pk, a ciphertext ct,

and a secret key share ski, it outputs a partial decryption pi related to the
party Pi.
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– TFHE.F inDec(pk, ct, B) → μ: On input a public key pk, a ciphertext ct
and a set B = {pi}i∈S for some S ⊆ {P1, · · · , Pn}, it outputs a plaintext
μ ∈ F

N
2 ∪ ⊥.

In order for a TFHE to be considered secure for our purposes, it must satisfy
the compactness, correctness, semantic security and simulation security.

Definition 2 (Compactness [5]). We say that a TFHE scheme is com-
pact if there exists polynomials poly1(·) and poly2(·) such that for all secu-
rity parameter λ, depth bound d, circuit C : FN×l

2 → F
N
2 of depth at most d,

access structure A, and μ ∈ F
N
2 , the following holds. For (pk, sk1, · · · , skn) ←

TFHE.Setup(1λ, 1d,A), cti ← TFHE.Enc(pk, μi) for i ∈ [l], ctC ← TFHE.
Eval (pk,C, ct1, · · · , ctl), pj ← TFHE.PartDec(pk, ctC , skj) for j ∈ [n], we
have that: |ctC | ≤ poly1(λ, d) and |pj | ≤ poly2(λ, d, n).

Definition 3 (Evaluation Correctness [5]). We say that a TFHE scheme
satisfies evaluation correctness if for all security parameter λ, depth bound d,
circuit C : F

N×l
2 → F

N
2 of depth at most d, subset S ∈ A, and μi ∈ F

N
2 for

i ∈ [l], the following holds. For (pk, sk1, · · · , skn) ← TFHE.Setup(1λ, 1d,A),
cti ← TFHE.Enc(pk, μi) for i ∈ [l], ctC ← TFHE.Eval(pk,C, ct1, · · · , ctl),
we have that:
Pr[TFHE.F inDec(pk, ct, {TFHE.PartDec(pk, ct, ski)}i∈S = C(μ1, · · · , μl))]
≥ 1 − negl(λ).

Definition 4 (Semantic Security [5]). We say that a TFHE scheme satisfies
semantic security if for all security parameter λ, and depth bound d, the follow-
ing holds. For any PPT adversary A, the following experiment Exptsem

A (1λ, 1d)
defined in Fig. 1 outputs 1 with negligible probability.

Exptsem
A (1λ, 1d)

1. On input the security parameter 1λ and a circuit depth 1d, the adversary
A outputs A ∈ S.

2. The challenger runs (pk, sk1, · · · , skn) ← TFHE.Setup(1λ, 1d,A) and
provides pk to A.

3. A outputs a set S ⊆ {P1, · · · , Pn} such that S /∈ A as well as messages
m0, m1 ∈ F

N
2 .

4. The challenger provides {ski}i∈S along with TFHE.Enc(pk, mb) for
mb ← {m0, m1} to A.

5. A outputs a guess m
′
. The experiment outputs 1 if m

′
= mb.

Fig. 1. Semantic security experiment for TFHE
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Definition 5 (Simulation Security [5]). We say that a TFHE scheme sat-
isfies simulation security if for all security parameter λ, depth bound d, and
access structure A, the following holds. There exists a stateful PPT algorithm
Sim = (Sim1, Sim2) such that for any PPT adversary A, the follwing experi-
ments ExptReal

A (1λ, 1d) defined in Fig. 2 and ExptIdeal
A (1λ, 1d) defined in Fig. 3

are indistinguishable.

ExptReal
A (1λ, 1d)

1. On input the security parameter 1λ and a circuit depth 1d, the adversary
A outputs A ∈ S.

2. The challenger runs (pk, sk1, · · · , skn) ← TFHE.Setup(1λ, 1d,A) and
provides pk to A.

3. A outputs a maximal invalid set S∗ ⊆ {P1, · · · , Pn} and messages
μ1, · · · , μl ∈ F

N
2 .

4. The challenger provides the keys {ski}i∈S∗ and
{TFHE.Enc(pk, μi)}i∈[l] to A.

5. A issues a polynomial number of adaptive queries of the form (S ⊆
{P1, · · · , Pn}, C) for circuits C : FN×l

2 → F
N
2 of depth at most d. For each

query, the challenger computes ctC ← TFHE.Eval(pk, C, ct1, · · · , ctl)
and provides the set {TFHE.ParDec(pk, ctC , ski)}i∈S to A.

6. At the end of the experiment, A outputs a distinguishing bit b.

Fig. 2. Real world SIM-based security experiment for TFHE

ExptIdeal
A (1λ, 1d)

1. On input the security parameter 1λ and a circuit depth 1d, the adversary
A outputs A ∈ S.

2. The challenger runs (pk, sk1, · · · , skn, st) ← Sim1(1λ, 1d,A) and pro-
vides pk to A.

3. A outputs a maximal invalid set S∗ ⊆ {P1, · · · , Pn} and messages
μ1, · · · , μl ∈ F

N
2 .

4. The challenger provides the keys {ski}i∈S∗ and
{TFHE.Enc(pk, μi)}i∈[l] to A.

5. A issues a polynomial number of adaptive queries of the form (S ⊆
{P1, · · · , Pn}, C) for circuits C : F

N×l
2 → F

N
2 of depth at most

d. For each query, the challenger runs the simulator {pi}i∈S ←
Sim2(C, {ct1, · · · , ctl}, C(μ1, · · · , μl), S, st) and sends {pi}i∈S to A.

6. At the end of the experiment, A outputs a distinguishing bit b.

Fig. 3. Ideal world SIM-based security experiment for TFHE

To conclude, the simulation security definition says that no information abut
the secret key shares sk1, · · · , skn or the messages μ1, · · · , μl should be leaked
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by the partial or final decryptions, other than what can be directly derived from
the result of homomorphic evaluation C(μ1, · · · , μl).

2.3 Additional Building Blocks

In this paper, we divide our decision tree evaluation into secure node evaluation
and path evaluation. Here, we recall methods used by Tueno et al. [25] and Tai
et al. [24].

Node Data Structure. We make use of the notation and node data structure
in [25]. For each node ν ∈ T , the following information is stored:

– ν.left: pointer to the left child node.
– ν.right: pointer to the right child node.
– ν.cmp: stores b if ν is the right child node, otherwise 1 − b, where b is the

boolean result of comparison at the parent node. (for the root node, this value
is fixed to 1).

And for each decision node d ∈ D, the following information is stored:

– d.index: the index of the corresponding input entry, in the multiple clients’
query vector x, for the decision node d.

– d.threshold: the threshold value of the decision node d.

Beside, for each leaf node � ∈ L, the following information is stored:

– �label: the corresponding classification label of the leaf node �.

Node Evaluation. For the node evaluation, we need a bit-wise comparison
method of the corresponding encrypted input entry and the encrypted node-
specific threshold value.

Following the idea of Tuneo et al. [25], we choose the secure comparision
protocol proposed by Cheon et al. [12]. Then Tuneo et al. [25] store the encrypted
results of all nodes’ comparisons at their child nodes. Specifically, for a decision
node d ∈ D, let the encrypted comparison bit result be given by Enc(b) ←
Enc(xd.index ≥ d.threshold), in which x is the whole input integer vector from
multiple clients. Finally, they store Enc(b) at the right child node, and Enc(1−b)
at the left child node.

Path Evaluation. To be able to output the correct classification label of the
clients’ input vector, traversing the unique correct path, all paths should be
considered. Each path can be evaluated by combining stored comparison bits of
all decision nodes on that path.

In the two-party setting, Tueno et al. [25] use the idea that by homomorphi-
cally multiplying these comparison bit results per path, only the correct path
will have an encrypted value equal to 1, else 0. The corresponding leaf node holds
the correct classification label. Finally, they came up with algorithm Evaluation
as defined in Fig. 4.
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Evaluation

1. On input PathEval(T ,Enc(x)).
2. For all d ∈ D, computes Enc(b) ← Enc(xd.index ≥ d.threshold),

Enc(ν.right.cmp) ← Enc(b), and Enc(ν.left.cmp) ← Enc(1 − b).
3. Let Q be a queue, and Q.enqueue(root). While Q.empty(·) = false, runs

ν ← Q.dequeue(·), Enc(ν.right.cmp) ← Enc(ν.right.cmp)⊗Enc(ν.cmp),
Enc(ν.left.cmp) ← Enc(ν.left.cmp) ⊗ Enc(ν.cmp), if ν.right ∈ D, then
Q.enqueue(ν.right), and if ν.left ∈ D, then Q.enqueue(ν.left).

4. Let Enc(result) = Enc(0), outputs Enc(result) ← Enc(result) ⊕∑
�∈L(Enc(�.cmp) ⊗ Enc(�label)).

Fig. 4. Evalation algorithm in [25]

Additionally, Tai et al. [24] proposed another method for path evaluation,
purely based on homomorphic addition. They store Enc(1 − b) at the right child
node and Enc(b) at the left child node, in which b is the comparison bit at the par-
ent decision node. Then each path can be evaluated by adding up the encrypted
comparison bits of all notes on that path homomorphically. This summation is
called the path cost. And only if the encrypted path cost is equal to 0, this path
corresponds to the correct leaf node, holding the correct classification label. In
their method, root.cmp should be set to 0.

3 Our Construction

Multi-client Private Decision Tree Classification. In this section, we
present our multi-client private decision tree classification protocol, to capture
the scenario in which multiple clients provide secret data and a single server owns
the decision tree model. Particularly, we requires at most the server and clients
could gain the knowledge of the classification result and nothing more about
other parties individual input. Our protocol is secure against “honest-but-lazy”
parties, allowing several clients to go offline after participating in the first round.

Obviously, by using TFHE techniques suggested by [5], instead of evaluating
the tree on ciphertext under a single client’s public key, we can generalize the
construction in [25] to obtain a multi-client private decision tree classification
scheme. However, there are two efficiency issues that we need to tackle.

Firstly, as pointed out by Tuneo et al. [25] themselves, the computation
overhead for the server still very high, restricting its usage in practice. To reduce
the overall computation overhead, we ultilize the fact that the homomorphic
multiplication brings much more noise growth than homomorphic encryption.
Namely, we need a low multiplicative depth tree evaluation circuit, in order to
save on computational costs and ciphertext size. Then we turn to the novel
concept called “path cost”, proposed by Tai et al [24]. By combining the node
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evaluation of [25] and the path evaluation of [24], we propose the following
Evaluation∗ algorithm as defined in Fig. 5.

Evaluation∗

1. On input PathEval(T ,Enc(x)).
2. For all d ∈ D, computes Enc(b) ← Enc(xd.index ≥ d.threshold),

Enc(ν.right.cmp) ← Enc(1 − b), and Enc(ν.left.cmp) ← Enc(b).
3. Let Q be a queue, and Q.enqueue(root). While Q.empty(·) = false, runs

ν ← Q.dequeue(·), Enc(ν.right.cmp) ← Enc(ν.right.cmp)⊕Enc(ν.cmp),
Enc(ν.left.cmp) ← Enc(ν.left.cmp) ⊕ Enc(ν.cmp), if ν.left ∈ D, then
Q.enqueue(ν.left), and if ν.right ∈ D, then Q.enqueue(ν.right).

4. For all � ∈ L, computes the encryption of two uniformly non-zero ran-
dom value r�

0, r
�
1 and outputs (Enc(cost�),Enc(result�)) = (Enc(r�

0) ⊗
Enc(�.cmp),Enc(r�

1) ⊗ Enc(�.cmp) ⊕ Enc(�label) for all � ∈ L.

Fig. 5. Our Evaluation∗ algorithm

Then, to guarantee the output of final classification result, we let the
threshold number of parties to jointly decrypt all returned ciphertext pairs by
Evaluation∗. As in our n − 1 clients (n ≥ 3) and single server application sce-
nario, the collusion might happen among some clients and the server, we need
to generate these random values {r�

0, r
�
1} fairly and privately. Intuitively, the

leakage of {r�
0} will directly leak other path costs, breaking the privacy of the

clients and the server. If {r�
0, r

�
1} are chosen maliciously, the non-selected classi-

fication labels might be revealed, hurting the privacy of the server’s tree model.
Therefore, we let n−1 clients and the server to provide their contribution {r�

i,j},
where i ∈ {0, 1}, j ∈ [n], to these values {r�

0, r
�
1}, in the first round by broadcast

its corresponding encryption.
Secondly, for threshold FHE supporting t-out-of-n access structure, the gen-

eral smudging noise techniques introduce in [1,5] are impractical. Indeed, to
ensure that no information about the secret key shares sk1, · · · , skn or the private
inputs μ1, · · · , μl will be leaked by partial decryptions {pi}i∈S , it requires each
decryptor to add independent smudging noise to the partial decryption before
broadcasting it. However, in our t-out-of-n TFHE.F inDec procedure, these
noise values will be multiplied by Lagrange coefficients, blown up by O((n!)2).
To solve this issue, we make use of the idea in [18]: let each party Pi secret
share some small noise ei into (e1i , · · · , en

i ) and send the shares the other parties
through private point-to-point channel (assuming PKI). Then each decryptor Pi

locally adds
∑

j∈[n] e
i
j to its partial decryption. By the linearity of the Shamir

secret sharing scheme, this is equivalent to add e1+ · · ·+en to the original recon-
structed output value. By using the above approach, we significantly decrease
the noise of evaluated ciphertexts, and further reduce the computation costs and
ciphertext size of our TFHE constructions.
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To conclude, we improve both the efficiency of underlying general TFHE con-
structions, supporting t-out-of-n access structure, and the multiplicative depth
of tree homomorphic evaluation circuit. Our multi-client private decision tree
classification protocol is showed in the Fig. 6.

Protocol

1. On input xi ∈ Zki from the client i, where i ∈ [n − 1], and T from the
server, outputs (pk, sk1, · · · , skn) ← TFHE.Setup(1λ, 1d,A).

2. All parties Pi for i ∈ [n] runs (e1i , · · · , en
i ) ← SS.Share(ei,A).

Each client Pi for i ∈ [n − 1] broadcasts cti ←[
TFHE.Enc(pk, xi), {TFHE.Enc(pk, r�

0,i), TFHE.Enc(pk, r�
1,i)}�∈L

]
,

and the server broadcasts ctn ←[
TFHE.Enc(pk, T ), {TFHE.Enc(pk, r�

0,n), TFHE.Enc(pk, r�
1,n)}�∈L

]
.

3. The server homomorphically computes: {Enc(cost�),Enc(result�)}�∈L ←
TFHE.Eval(pk, Evaluation∗, ct1, · · · , ctn−1, ctn), in which r�

0 =∑
j∈[n] r

�
0,j , r

�
1 =

∑
j∈[n] r

�
1,j , then sends out the set of above evaluated

ciphetext pairs in a random order, represented by ctC .
4. Threshold number of online parties {Pj}j∈S broadcast their partial de-

cryptions: pj ← TFHE.PartDec(pk, ctC , skj) for j ∈ S, where we re-
quire the additional smudging noise used in each partial decryption pj

is ej
1 + · · · + ej

n, rather than an independently chosen random noise.
5. Each online party can recover: {(cost�, result�)} ←

TFHE.F inDec(pk, ctC , {pj}j∈S). Output the corresponding result�

for the unique cost� equal to 0, as the classification label.

Fig. 6. Our multi-client private decision tree classification protocol

Lemma 1 (Correctness). Assuming the evaluation correctness of the underly-
ing TFHE scheme, and our Evaluation∗ algorithm, then the above construction
is a multi-client private decision tree classification protocol, outputting the cor-
rect classification label.

Proof Sketch. Based on the correctness of TFHE and Evaluation∗, the cost�
is equal to 0 if and only if �.cmp is equal to 0, then the corresponding result
satisfies that result� = r�

1 × 0 + �label = �label.

Lemma 2 (Security). Assuming both the semantic security and simulation
security of the underlying TFHE scheme, with our Evaluation∗ algorithm, then
the above construction is a mutli-client private decision tree classification proto-
col secure against “honest-but-lazy” adversaries.

Proof Sketch. By the semantic security and simulation security of the underly-
ing TFHE scheme, the only information that the adversary A can obtain from
the protocol execution is {(cost�, result�)}�∈L, nothing more about other honest
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parties secret key shares or inputs. According to the Evaluation∗ algorithm,
each (cost�, result�) is equal to (r�

0 × �.cmp, r�
1 × �.cmp + �label), where r�

0 and r�
1

is fully unknown and uniformly random to each party. Then the only informa-
tion that each party can derive from the set {(r�

0 × �.cmp, r�
1 × �.cmp + �label)}

is (0, �label), namely the first component of which element is equal to 0 and the
corresponding second component. Besides, since the encrypted ciphertext pairs
{Enc(cost�),Enc(result�)}�∈L are randomly shuffle by the server as required in
line 3 in the Fig. 6, clients can not learn anything about the location of the
output leaf node within the server’s decision tree.

4 Conclusion

In this work, we provide a multi-client private decision tree classification proto-
col with the low communication and computation cost of clients, also the low
interaction, which requires only a single round of participation from multiple
clients supplying their inputs, and allows several weak clients to go offline after
the first round if they are not interested in learning the classification output or
lose connectivity caused by DDoS attacks. For the solution to be able to imple-
ment in practice, we improve both the multiplicative depth of tree evaluation
circuit and the efficiency of underlying generic TFHE solutions. Especially, we
use the idea that each participant in threshold decryption to add comparatively
small smudging noise, thus significantly reducing the total computation cost and
ciphertext size of TFHE. An interesting open problem is to show the concrete
experiment results of our protocol or upgrade our protocol to actively secure
avoiding the generic heavy NIZK tools.
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Abstract. Machine learning is one of the predominant methods used in
computer science and has been widely and successfully applied in many
areas such as computer vision, pattern recognition, natural language pro-
cessing, cyber security etc. In cyber security, the application of machine
learning algorithms for network intrusion detection system (NIDS) has
seen promising results for anomaly detection mostly with the adoption of
deep learning and is still growing. However, machine learning algorithms
are vulnerable to adversarial attacks resulting in significant performance
degradation. Adversarial attacks are security threats that aim to deceive
the learning algorithm by manipulating its predictions, and Adversar-
ial machine learning is a research area that studies both the generation
and defense of such attacks. Researchers have extensively worked on the
adversarial machine learning in computer vision but not many works
in Intrusion detection system. However, failure in this critical Intrusion
detection area could compromise the security of an entire system, and
need much attention. This paper provides a review of the advancement
in adversarial machine learning based intrusion detection and explores
the various defense techniques applied against. Finally discuss their lim-
itations for future research direction in this emerging area.

Keywords: Adversarial attack · Cyber security · Intrusion detection ·
Machine learning · Deep learning · Poisoning attack · Evasion attack

Network Intrusion Detection System (NIDS) [1,2] are playing an important role
in cybersecurity for detecting malicious network traffic. NIDS uses signature or
anomaly based detection to identify cyber-attacks. However with the growth
of network traffic and attacks diversity [3], signature detection which can only
detect existing attacks by using their signatures are being replaced by anomaly
based detection which have potentially the capabilities to detect existing attacks
as well as novel attacks. Among the various techniques applied to implement
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NIDS, Machine Learning (ML) based have been the predominant method and
have seen a fast adoption due to their abilities to discriminate between abnormal
and normal pattern over a data set. In the last decades there has been a wide
research that apply machine learning (including deep learning) in NIDS settings
[4,23,24]. However, serious security issues are now emerging with the discovery
of the vulnerability of these algorithms [8].

Researchers [5–8] have shown that machine learning can be easily fooled
when adding some perturbation during its training or prediction phase. These
perturbations are called adversarial samples and they are specially crafted inputs
that cause the learning model to wrongly classify/predict an input. For instance
attackers can exploit the vulnerability of voice control system and influence the
model to make wrong decision on recognizing voice command. In autonomous
vehicles based machine learning the attacker can trick the model to make wrong
decision on recognizing the traffic signs [10]. In intrusion detection the attacker
might influence the classifiers to misclassify the attack traffic as benign and
then bypass the security system. Failure in this critical cybersecurity area could
compromise the security of an entire system. Then it is actually the security-
critical area that face the biggest challenges from these threats [11].

Considering the limited reviews targeting the adversarial attacks against
network intrusion detection system and the numerous papers being published
recently, in this survey we aims to provide a comprehensive overview of the
evolution of the works provided in this area with the following contributions:

1. We summarize and analyze the recent advance on adversarial machine learn-
ing applied to NIDS

2. By analyzing and comparing the different works proposed, we discuss open
issues that can help as future direction in this evolving area.

The remainder of this paper is organized as follow: In Sect. 1 we discuss
previous related works. Section 2 we discuss the background of basic concept
on machine learning and adversarial attack taxonomy. In Sect. 3 we discuss the
adversarial attack applied in NIDS. Section 4 discusses the adversarial defenses.
Finally we propose some future direction in Sect. 5 and conclude in Sect. 6.

1 Related Work

Related works have been presented in [11,12]. In [12], authors worked on a review
of adversarial machine learning in intrusion and malware detection. However
they provided limited review on researches related to NIDS and mainly focused
on the evasion attack and in white box scenario. Moisejevs et al. [11] provided
an overview of adversarial attacks and defenses in intrusion detection. They
attempted to focus on evasion and poisoning attacks in white box and black box
scenario. However similar to [12], limited papers were reviewed and the most
recent was in 2018. Recently there has been an increasing number of publications
in adversarial machine learning [13] including applied in NIDS. The literature
survey we provide differ from the previous in many ways. We include the more
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recent works. In addition we review all adversarial machine learning scenario
in NIDS including black box and white box and applied during training time
(poisoning attack) or during test time (evasion attack). More details of these
techniques will be discussed in Sect. 2.

To prepare this survey, studies are selected on multiple databases such as
Springer and Elsevier, IEEE, Research Gate and Science Direct using key-
words “Intrusion detection”, “Adversarial Machine learning”, “Adversarial Deep
Learning”. We survey a total of 29 papers that works on adversarial attacks or
defense technique.

2 Background

In this section, we discuss the basic concept of machine learning and adversarial
attack.

2.1 Machine Learning in NIDS

Machine learning is a part of artificial intelligence (AI) with a multidisciplinary
research area that spans several fields. These fields include probability and statis-
tics, computer science, algorithms, psychology and brain science. There are four
(4) approaches used in Machine learning such as Supervised learning, Unsu-
pervised learning, Semi-supervised learning, and Reinforcement learning. How-
ever Supervised and unsupervised learning are the most common type used in
NIDS [14]. Machine learning models are mainly divided into shallow or tradi-
tional model and deep learning model. The most common traditional ML mod-
els applied in IDS include support vector machine (SVM), decision tree (DT),
random forest (RF), k-means, artificial neural network (ANN), and ensemble
method [1,14]. Recently Deep learning (DL) methods have greatly improved
NIDS by overcoming the difficulty of feature selection and representation. The
number of published works on DL based NIDS has rapidly increased [4,14].
The common DL models applies in NIDS include recurrent neural networks
(RNNs), long short-term memory (LSTM) networks, convolutional neural net-
work (CNN), AutoEncoder (AE), Deep neural network (DNN), Deep belief net-
work (DBN).

2.2 Adversarial Machine Learning

Adversarial attacks represent a major limitation for the adoption of machine
learning in many area. These attacks against the machine learning algorithms
are security threats that aim to trick the learning model by purposely adding tiny
perturbations to the data to easily subvert their predictions. This phenomenon
has been explored for more than a decade in the traditional machine learning [25].
However the discovery of these adversarial examples against neural networks, by
Szegedy et al. [8] and in subsequently [5,26,27], has renewed interest in the AI
community [25].



Advances in Adversarial Attacks and Defenses in Intrusion Detection System 199

These perturbations against the learning algorithms can be performed in mainly
during the training time or test time. In the training time also called poisoning
attack [28] the attacker alter the input data to induce wrong model prediction.
This technique is performed with data manipulation, data injection or logic
corruption [29]. In test-time called evasion attack [30], the attacker aims to
evade the trained model by tricking the input data.

2.3 Modeling the Attack Scenario

Huang et al. classified these threats on the basis of three (3) axes: the influence
on the classifiers, specificity and security violation (or impact). This taxonomy
has been further studied by Biggio et al. [15], to model the attack scenario
for a comprehensive understanding of the attacker strategy. According to [15],
the attack scenario can be modeled based on the attacker’s goal, knowledge,
capability and strategy.

Adversary’s Goal: This goal defines which security violation (Integrity, Avail-
ability and Privacy), the attacker aims to target and its specificity which mean
if the attack is targeted or untargeted. It can be categorized in 3 types:

– Integrity violation that occurs when the adversary attempts to evade the
detector. For instance, the attacker may aim to misclassify malicious sample
as benign and result in an increase of false negative.

– Avaibility violation which leads to a useless system by creating many misclas-
sifications. Thus increasing the false negative and false positive rate.

– Privacy violation in which the attacker try to get information from the
learner.

In term of deep learning, papernot et al. [35] define the integrity violation as
primary adversary’s goal.

Adversary’s Knowledge: This describes how well the attacker knows his tar-
get. Depending on the type of information there are three types of knowledge:
white box, gray box and black box.

– White box: It assumes the adversary has complete information related to the
network model: training data, features, learning algorithm, as well as trained
model.

– Grey box: It assumes the attacker has partial knowledge about the target.
This is also called the semi-white box.

– Black box: It assumes the attacker has zero or limited knowledge about the
target. The attacker only knows the output of the model

Adversary’s Capability: It assumes the types of influence the adversary can
perform against the target.

Adversary’s Strategy: It determines the workflow pursued by the adversary
to launch the attack. The attack can be performed during the training time
(poisoning attack) or during the test time (evasion attack).
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3 Adversarial Attack Against NIDS

In this section, we review different studies that applied the adversarial machine
learning in network intrusion detection system (NIDS) domain. As mentioned
in Sect. 2 the attack can be performed during the training time called Poison-
ing attack or during test time called Evasion. We will review both evasion and
poisoning attack and note down if the attack is performed in black box of white
box scenario where possible.

3.1 Poisoning Attacks

Data Manipulation: Ali et al. [37] performed poisoning attack on DNN
based IDS for a SDN-compliant heterogeneous wireless communication network.
Launched in a white box using relabeling techniques in which malicious traffic is
labeled as benign and normal traffic as malicious. Results show that the proposed
poisoning attack decrease significantly the DNN classifier performance.

Papadopoulos et al. [33] Performed a label flipping attack in a white box
to attack a SVM based NIDS for IoT environment. The method significantly
degrade the model performance.

Data Injection: Nguyen et al. [61] propose a backdoor against federated learn-
ing based IoT NIDS. The adversary inject gradually on the compromised devices
small amount of malicious data in the normal traffic during the training model.
As a result they successfully reduce the model accuracy.

3.2 Evasion Attack

(a) Adversarial Deep Learning Against Intrusion Detection Classifiers: Rigaki
et al. [40] investigate a targeted and untargeted gray box attack against RF,
SVM, DT and their Majority ensemble voting. They generated adversarial
sample with FGSM and JSMA on a multilayer perceptron (MLP) model
and then transferred [19]. All classifier were affected, with the SVM being
the most vulnerable and RF being the most robust. They analyzed the effect
of the FGSM and JSMA. Concluded FGSM modified all features whereas
JSMA alter only 6% of the feature. This make the JSMA more realistic.

(b) Deep Learning-Based Intrusion Detection With Adversaries: Wang et al. [20]
performed a white box attack against MLP assessed on NSLKDD dataset.
They generated adversarial examples with JSMA, FGSM, DEEPFOOL and
CW. All attacks successfully degrade the performance of the MLP classifier,
with the CW less devastating. They noticed that JSMA attack can achieve
100% probability of fooling the model with very less features.

(c) Adversarial Attack against LSTM-based DDoS Intrusion Detection System:
Huang et al. [16] propose the first study on adversarial LSTM-based DDoS
detection under black box setting. They utilized genetic Algorithm (GA)
and Probability Weighted Packet Saliency Attack (PWPSA), to generate
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adversarial samples. In their experiment Both methods can fool the detector
with high success rates.

(d) Adversarial Machine Learning in Network Intrusion Detection Systems:
Alhajjar et al. [9] generate adversarial examples to evade 11 machine learn-
ing models (SVM, DT, NB, KNN, RF, MLP, GB, LR, LDA, QDA, BAG).
They Explore the use of GAN, and evolutionary algorithms: particle swarm
optimization (PSO) and genetic Algorithm (GA) as adversarial examples.
Use the Monte Carlo (MC) simulation as baseline and transfer the attacks.
The authors consider the constrained nature of the feature space in NIDS
and design these algorithms to perturb the inputs without modifying the
malicious functionality of the networks. The experiment results show these
perturbations were able to fool all models with a high misclassification rate.
SVM and DT were the most vulnerable.

(e) Adversarial Attacks Against NIDS in IoT Systems: Qiu et al. [21] propose a
realistic and efficient novel adversarial attack method against DNN model in
NIDS for IoT in a black box environment. Their proposed approach uses the
model extraction technique to reproduce target model for crafting adversar-
ial examples and with a small portion of the original train data to achieve
a high efficiency. Subsequently, to identify the most significant feature that
influence the detector with the least modifications, a saliency maps [22]
is used. Then generate perturbations using the FGSM adversarial sample.
The method is applied to target Kitsune, a NIDS for IoT. The experimental
results show the attacker can successfully compromise the detection system
with an average success rate of 94.31%.

(f) Launching Adversarial Attacks against Network Intrusion Detection Sys-
tems for IoT : Papadopoulos et al. [33] Performed a white box adversarial
attack against both traditional machine learning and deep learning model
to evaluate their robustness in NIDS for IoT. In their methodology, they
studied both poisoning and evasion attack. The evasion is performed with
the FGSM against an ANN based IDS implemented with Bot-IoT dataset.
The experiment result show a significant performance degradation. More-
over, authors mentioned traditional machine learning are more vulnerable
during training time. Therefore the poisoning attack is performed on SVM
model with the label flipping method.

(g) Adversarial Attacks to bypass a GAN based classifier trained to detect Net-
work intrusion: Piplai et al. [31] studied the effectiveness of adversarial
attacks against adversarial training. They revealed that even training the
model with an adversarial training method, the attacker can still fool the
model. Adversarial training is a defense technique that aims to increase the
robustness of the model against adversarial attacks.

(h) Black-Box Attack Method against Machine-Learning-Based Anomaly Net-
work Flow Detection Models: Similarly to [9], Guo et al. [32] analyzed the
constrained domain on adversarial attacks against NIDS. They performed a
black box attack with limited number of query. An extension of BIM adver-
sarial sample is used to craft adversarial sample in a substitute MLP model
in a white box setting. Then used the transferability to achieve the black
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box attack. The method is evaluated on KDD99 and CICIDS2018 dataset.
On KDD99, they targeted SVM, MLP, KNN, and CNN. Subsequently three
model were targeted on CICIDS2018: Resnet, CNN and MLP. The experi-
mental results show the proposed black box method can bypass the detector
with high probability.

(i) Adversarial Attack Against DoS Intrusion Detection: An Improved
Boundary-Based Method : Peng et al. [34] studied the robustness of ANN-
based DoS IDS in a black box environment. They proposed an improved
boundary based method to generate the adversarial samples. The pre-
sented approach optimizes a Mahalanobis distance by influencing the fea-
ture of both continuous and discrete DoS samples. The experimental results
revealed that with limited queries, their proposed method can craft adver-
sarial DoS examples and bypass the detection model.

(j) A Brute-Force Black-Box Method to Attack Machine Learning-Based Sys-
tems in Cybersecurity : Zhang et al. [36] propose a brute-force attack method
(BFAM) to generate adversarial examples. The BFAM overcome some limit
of GAN such as the unstable training [7]. They targeted LR, DT, MLP,
naive Bayes (NB) and RF. Experimental results show that the proposed
BFAM method is computational efficient and outperforms adversarial attack
method based on GAN. However, RF has been the most resilient classifier
to the generated adversarial example.

(k) Generative adversarial attacks against intrusion detection systems using
active learning : Shu et al. [41] propose GAN active learning (Gen-AAL)
to compromise the ML based NIDS in a black box with limited training
data. In the GAN model the Variational AutoEncoder (VAE) is proposed
as the generator and the discriminator is a MLP to implement a substitute
model which approximate the target model. The active learning is used to
decrease the number of required label to train the model. The experimental
results show the proposed method achieve an evasion success rate of 98%
by only using 25 labels instance during the training.

(l) Evading a Machine Learning-based Intrusion Detection System through
Adversarial Perturbations: Fladby et al. [42] investigate an evasion attack
against stratosphere linux ips (Slips) in a gray box setting. Slips is a ML-
based Network Behavioral Analysis (NBA) which use the Markov chains
algorithms. In the proposed method, authors use a custom attack to tar-
get the property network flow periodicity. The simultaneous perturbation
stochastic approximation (SPSA) optimization method is used to perturb
the network flows with minimal magnitude. Experimental results show the
proposed method was able to evade the detector.

(m) Evaluating Deep Learning Based Network Intrusion Detection System in
Adversarial Environment : Peng et al. [48] evaluate the robustness of four
ML based NIDS under adversarial attack: RF, Logistic regression, SVM, and
DNN respectively. The attack are performed with four adversarial samples:
Projected Gradient Descent attack (PGD), Momentum Iterative FGSM
(MI-FGSM), L-BFGS attack, and Simultaneous Perturbation Stochastic
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Approximation (SPSA). All models performance sharply decrease and with
the MI-FGSM attack achieving the highest attack success rate.

(n) Analyzing Adversarial Attacks against Deep Learning for Intrusion Detec-
tion in IoT Networks: Ibitoye et al. [49] investigate a white box attack
against NIDS in IoT network. Two deep learning models have been first
used to implement the NIDS; Feedforward Neural Networks (FNN) and its
variant Self-normalizing Neural Network (SNN). Then the models resilience
are evaluated. The adversarial samples are generated with FGSM and two of
its variant: BIM and PGD. Both model performance degraded, however the
SNN has been more resilient than the FNN. Moreover, authors found that
feature normalization make the model vulnerable to adversarial sample.

(o) Evaluating Deep Learning-based NIDS in Adversarial Settings: Mohamma-
dian et al. [50] investigated the effect of features and their vulnerability in a
white box evasion attack. The approach targets an IDS implemented with
DNN and utilizes a FGSM to generate attack. The attack was assessed on
two datasets: CICIDS2017 and CIC-DDoS2019. To evaluated the most suit-
able feature for generating adversarial sample, they group features into dif-
ferent categories based on their nature. Then they craft adversarial sample
in different feature set. The experiments show there are no general conclu-
sion regarding the most vulnerable feature in both dataset.

(p) NIDSGAN : Zolbayar et al. [51] studied the effectiveness of GAN against
ML based NIDS. They introduce NIDSGAN, an attack algorithm that gen-
erate adversarial network traffic to fool the IDS in a white-box, black-box
and restricted black box evasion attacks. The approach take into account
the domain constraints in network traffic to develop a realistic attack. In
the proposed method, GAN is associates with active learning. The active
learning method is used to decrease the training data size and enhance the
attack success rate and GAN generates the attack. The attack is evaluated
in two DNN models: AlertNet [52] and DeepNet [53]. The experimental
results show the proposed method can evade the detector with a success
rate of 99% in white box, 85% in black box and 70% in restricted black box.

(q) A Comparative Study on Contemporary Intrusion Detection Datasets :
Pacheco et al. [18] evaluate the effectiveness of adversarial examples against
the UNSB-NB15 and Bot-IoT datasets. Four NIDS target model were imple-
mented using MLP, DT, RF and SVM. The attacks are performed in a white
box with three adversarial sample generations: JSMA, FGSM and CW. The
findings results demonstrate all models performance were degraded with RF
beign the most resilient and SVM being the most vulnerable. And the JSMA
attack has been the least effective in both datasets.

(r) Black Box Attacks on Deep Anomaly Detectors: Kuppa et al. [54] propose
a realistic black box attack with limited queries to evade the detector. In
the proposed approach, the Mani fold Approximation Algorithm is applied
to the target model and is used to minimize the query. Then adversar-
ial samples are generated with the spherical local subspaces. They evalu-
ate the approach on 7 NIDS model: Isolation Forests (IF), Adversarially
Learned Anomaly Detection (ALAD), One Class Support Vector Machines
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(OC-SVM), Deep Autoencoding Gaussian Mixture Model (DAGMM), Deep
Support Vector Data Description (DSVDD), AnoGAN and AutoEncoder
(AE). The experiments show an attack success rate over 70%. However the
proposed approach is more suitable for case where normal and attack bound-
aries are not well defined and when the NIDS is threshold based decision.

Table 1 summarizes the attacks method explored in this section.

Table 1. Summary of contributions in adversarial attacks against NIDS

4 Defending Against Adversarial Attacks

In this session we summarize existing works that propose a defense method
against these adversarial machine on NIDS.

4.1 Defense Against Poisoning Attack

Data Transformation: Poisoning attacks are generally injecting during
retraining phase of the target system. Therefore, Apruzzese et al. [39] propose a
data transformation which consist of inverting the training data before storing
to the database. Therefore the poisoned data will not have much effect during
retraining.

Pruning and Fine-Tuning: Bachl et al. [58] Investigated the defense against
backdoor attacks in ML based NIDS. RF and MLP models have been used to
implements de NIDS in UNSW- NB15 and CIC-IDS-2017. They proposed a
pruning and fine-tuning as defense method to decrease the backdoor efficacity.
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In their findings, authors reveal the proposed methods are efficient for random
forest but not for neural network. Also they suggested Partial Dependence Plots
(PDPs) and Accumulated Local Effects (ALE) plots as an efficient method to
visualize backdoor attack.

4.2 Defense Against Evasion Attack

Adversarial Retraining

(a) Adversarial Training for Deep Learning-based Intrusion Detection Systems:
Debicha et al. [38] propose adversarial training as a defense method. The
experimental findings show the adversarial training improve the robustness
of the IDS against attacks. Moreover the performance of the NIDS was
compared to the baseline NIDS implemented without adversarial training.
However, the results finding show the adversarial training decrease the per-
formance of the IDS accuracy in free adversarial.

(b) Evaluation of Adversarial Training on Different Types of Neural Networks
in Deep Learning-based IDSs: Khamis et al. [17] propose adversarial training
based on min-max optimization as a defense technique againts adversarial
attacks. To validate the method, they first evaluated three deep learning
classifiers: DNN, ANN, RNN in an adversarial setting with five attack algo-
rithms: FGSM, BIM, PGD, CW and deepfool. Assessed on NSLKDD and
UNSW-NB15 datasets. All classifiers were affected in both datasets with a
significant decrease of the accuracy compared to the baseline models. How-
ever the adversarial trained has significantly improved the model resilience.

(c) GAN For Launching and Thwarting Adversarial Attacks on NIDS : Usama
et al. [55] propose GAN based adversarial training. They first utilize GAN to
compromise the NIDS performance in a black box setting while maintaining
the functional behavior. The method was evaluated on DNN, LR, SVM,
KNN, naiıve Bayes (NB), RF, DT, and gradient boosting (GB) using the
KDD99 dataset as benchmark. The experimental results showed the GAN
successfully evade the detector with a decrease of all performance metric.
As Defense method, authors proposed GAN based adversarial training. The
adversarial training has enhanced the performance.

(d) Adversarial Attacks Against Deep Learning-Based NIDS and Defense Mech-
anisms: Zhang et al. [60] propose TIKI-TAKA, a framework to evaluate the
robustness of deep learning based NIDS. In their approach, MLP, LSTM
and CNN model based NIDS are first evaluated under adversarial attack in
a black box built with five adversarial samples: Natural Evolution Strategies
(NES) [43], Pointwise Attack [44], Boundary Atttack [45], OPT-Attack [46]
and HopSkipJumpAttack [47]. Experiments show all models were vulnerable
with an evasion success rates up to 37%. Then Three Defense methods have
been proposed model voting ensembling, ensembling adversarial training,
and query detection. These methods can be used jointly or separately and
have been effective to decrease the success rate of evasion attacks.
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Ensemble Model: Debicha et al. [56] investigated the ensemble model and
adversarial training as defense method. They first studied the adversarial trans-
ferability method on network traffic between Neural network and multiple tra-
ditional machine learning based NIDS and trained with two different training
sets. In a white box setting using FGSM and PGD attacks. The generated adver-
sarial samples are transferred to five traditional ML based NIDS target: SVM,
LR, DT, RF, Linear Discriminant Analysis (LDA), and their ensemble model.
The experimental results show the attack transferred from DNN to traditional
ML can successfully decrease the accuracy of the models with the DT and RF
being more resilient. As defense method, the ensemble model and adversarial
training have been applied. However the ensemble model did not improve the
model robustness. In contrast, the adversarial training has improved the models
resilience.

Defensive Distillation: Apruzzese et al. [57] introduce a variant of defensive
distillation technique with RF against adversarial attack. In their approach,
authors propose the use of probability labels to train the model instead of class
labels applied in previous models. The experiments demonstrate the proposed
method can decrease the impact of adversarial attack.

Feature Removal: Apruzzese et al. [39] investigated feature removal and
adversarial training. They first performed an integrity violation attack on three
machine learning algorithms: MLP, RF and KNN. The attack was assessed over
the CTU-13 dataset. The experiment was performed in a black box attack. In
the adversarial setting scenario, a custom adversarial attack is implemented.
All classifiers were severely affected. Then authors propose two defense methods
against the evasion attack: the adversarial retraining and feature removal. Both
defense mitigated the attack severity.

Graph-Structured Data: Pujol-Perich et al. [59] propose a Graph Neural
Network (GNN) based NIDS to improve the NIDS performance and its robust-
ness against adversarial attack. The proposed GNN has been first evaluated
in adversarial free and with state-of-the-art ML model based NIDS: MLP, RF,
Ada-boost and decision tree ID3. The GNN model achieve a F score of 99% and
is comparable to state of the art models. For the adversarial setup, two custom
attacks were implemented. The first attack is implemented by increasing the
packet size of attack flow. The second attack is performed by incrementing the
inter-arrival time attack flow. In both attacks the GNN model has been robust
as the accuracy keep the same level as in adversarial free. In contrast to the
state-of -the art model which were vulnerable with a performance degradation
up to 50%. Authors argue that the GNN can not only capture relevant pattern
on each feature but can also seize the important structural flow pattern of attack.
This ability make the GNN resilient against adversarial attack.
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Table 2. Summary of contributions in adversarial defense against NIDS

5 Discussion

In the previous sessions, we explored several works that studied the adversarial
machine learning in NIDS and their defenses. We can notice a yearly increase
of papers, that demonstrate a growing interest on the impact of adversarial
machine learning in network intrusion detection. Based on the surveyed studies,
some important observations can be drawn:

– The majority of the papers fall into a white box attack assuming the adversary
has full capability and knowledge. In intrusion detection domain this assump-
tion is not realistic. It is unlikely that an adversary get power on the model
internal configuration. However, white box attack can be useful to improve
the NIDS model robustness from the algorithm designer or defender’s point
of view.

– Very few papers have addressed the constraint in network traffic. Contrary
to image classification and object recognition which belong to unconstrained
domain, network security application belongs to constrained domain [9,32].
The adversarial situation in network traffic is therefore quite different due to
the three characteristics that we might have in the data: (1) we can have in a
single feature different value (binary, categorical, continuous). (2) features in
a dataset can be correlated. (3) some feature are key features and cannot be
controlled by adversaries, in other word their modification might lead to a lost
of critical information and therefore weaken the attack. However due to the
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constrained domain some feature modification might break the functionality
of the network traffic. Therefore adversarial machine learning that perform
well in other applications have limited success in network [9,21]. More research
is needed in this area to understand the feasability of these attacks.

– There are not many studies on the defenses technique in NIDS. Most of stud-
ies propose an adversarial training, however adversarial training has certain
limitation. They cannot detect attacks that differ from the ones in the training
dataset.

– Most of the studies focused on traditional networks. Fewer investigated these
attack in IoT networks. More research is needed in IoT area. They are emerg-
ing in various contexts (e.g. federated learning), and need protection against
adversaries.

6 Conclusion

Adversarial machine learning is a challenging and growing research area. Sev-
eral approaches in NIDS has been presented recently. This confirm that despite
the high performance of ML and DL applied in NIDSs, they are vulnerable
to adversarial perturbation. This survey presents a comprehensive view of the
different methodology of adversarial attacks applied against ML-based NIDS. It
also discusses the different defense techniques proposed (summarized in Table 2).
Furthermore, this survey addresses the limitations of the reviewed literature and
outlines some directions for future work.
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Abstract. Due to the rapid deployment of zero-touch provisioned
devices, the Internet of Things (IoT) has become a complex network.
The increased number of connected devices improves network accessi-
bility, but it also results in an expanded attack surface. The security of
the device’s lifecycle needs careful attention. We discuss a lifecycle of
zero-touch provisioned devices and its security in the IoT networks. The
adoption of zero-touch provisioned devices stimulates the evolution of
new types of security attacks. Based on the typical security properties,
we consider the best practice to ensure the security of a zero-touch pro-
visioned device’s lifecycle. Ensuring identification management is one of
the crucial aspects of achieving security properties. It deals with the iden-
tity construction of each device, authenticating the authorized devices,
and detecting malicious activities. We confirm that our security design
of zero-touch provisioned device lifecycle can satisfy the fundamental
security properties.

Keywords: Internet of Things · Zero-touch provisioning · Device’s
lifecycle security · Mutual authentication · Impersonation attack

1 Introduction

The emergence of the zero-touch operation on the Internet of Things (IoT)
service society changes the threat approach to device lifecycle. A device can
automatically detect, connect to, and gather service from an online provider by
employing zero-touch provisioning. The device must securely provide safe service
and act appropriately since established at a designated location. When the device
is close to the end of the operation, the precise handling should assure that no
other entity will illegally extend the activity of the obsolete devices. Practically,
no one is required to physically contact the device since departing the manufac-
turer along the zero-touch device lifecycle. In terms of service provisioning, the
zero-touch operation offers effortless, costless, and time-saving.

On the other hand, the security of the zero-touch-based device lifecycle in
the IoT network needs extra attention. Distinguishing the threat of a zero-touch
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
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provisioned device in IoT is essential before constructing the device’s lifecycle
security. A zero-touch-based device has a distinct typical feature to an attended
IoT device. Since the term zero-touch requires no physical contact after leaving
the manufacturer, confidential data and arbitrary configuration should occur
online. Therefore, the device must own the necessary identity-based security
credentials within assembling by the manufacturer.

Investigating the security of the device lifecycle should consider the IoT life-
cycle stages. Heer et al. [1] divided the IoT device lifecycle into bootstrapping,
operational, and maintenance and re-bootstrapping. The re-bootstrapping phase
indicates that the authors prepared the device re-ownership mechanism. While
S. Wellsandt [2] classified the lifecycle into three stages: Beginning of Life (BoL),
Middle of Life (MoL), and End of Life (EoL). N. Yousefnezhad et al. [3] used
the IoT product lifecycle of BoL, MoL, and EoL to investigate the attack sur-
faces and security solutions. For a zero-touch provisioned device, it is necessary
to classify the lifecycle based on the location of its presence to investigate the
possible threats.

We examine to combine the approaches for the device lifecycle analysis with
the emerging zero-touch provisioning techniques and propose a future research
direction for securing a zero-touch provisioned device lifecycle in the IoT net-
work. We assume that external adversaries can take over the network by eaves-
dropping, modifying, and inserting fraudulent messages aiming to steal the
secrets or get connection privilege. In the first part of the Discussion section,
we present the zero-touch provisioned device lifecycle by classifying the zero-
touch device lifecycle into three stages: in-manufacturing, in-service, and in-
distribution and the possible threats of each stage. In the second part, we point
out which fundamental security properties become more critical in the zero-touch
provisioned device lifecycle.

2 Related Work

Several works, including proposed solutions and surveys, exist to strengthen the
security of the device lifecycle in IoT networks. S. Boire et al. [4] proposed an
extended design of Extensible Authentication Protocol (EAP) that combines the
network connectivity, identity and certificate provisioning, and application-layer
connectivity to authenticate, provision, and configure new devices. This proto-
col relies on authentication, integrity, and confidentiality on IoT device post-
installation certificates. Likewise, Z. He et al. [5] designed an enrollment pro-
tocol to automatically certify the digital identity of a resource-constrain device
at the beginning of deployment. By employing trusted CA(s), J. Hoglund et al.
[6] developed PKI-based automated certificate enrollment for highly constrained
devices before deployment. However, this scheme lacks security against physical
access to the device and is vulnerable to compromised attacks. S. Maksuti et al.
[7] presented an automated and secure onboarding with three credential options:
a local cloud certificate, manufacturer certificate, or pre-shared key. This proto-
col provides mutual authentication for diverse IoT devices by relying on the chain
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of trust model between the end node and the cloud server. However, this pro-
posal lacks in discussing device lifecycle and internet-based connection security.
On the contrary, A. Pandey et al. [8] proposed an “AutoAdd” IoT secure boot-
strapping mechanism as a commissioning step in the device lifecycle by involving
the device buyer as a digital certificate holder and becomes the root of the trust
anchor of the device certificate. However, the authors missed the physical attack
countermeasure and the buyer’s information protection. M. Liyanage et al. [9]
discussed the possible threats and the device lifecycle on Zero-touch networks
and Service Management (ZSM) separately. Even though N. Yousefnezhad et
al. [3] presented the potential security issues and solutions based on the IoT
product lifecycle, the utilization of zero-touch provisioned devices is absent in
this survey. Many proposed solutions exist to overcome the security problems
in IoT networks. However, none of those papers explicitly discusses the security
aspects corresponding to the zero-touch device lifecycle.

3 Discussion

Fig. 1. Zero-touch provisioned device lifecycle

The zero-touch provisioned device lifecycle consists of the in-manufacturing, in-
distribution, and in-service stages. Figure 1 illustrates the zero-touch provisioned
device lifecycle. After leaving the manufacturer, it moves to the consumer’s des-
ignated location via direct shipment or convenient warehouses. The consumer
can settle the IoT device at a fixed place (e.g., home, office, roadside), guided-
mobile site (e.g., vehicle, drone), or unguided-mobile (e.g., sea, river, wild ani-
mal). The service provider arranges the application-related load through its boot-
strap server and management system. A new consumer can take over the IoT
device by performing a re-ownership mechanism. When finished exploiting the
device, it is crucial to complete deactivation.

Each stage of the zero-touch device lifecycle is at risk of a different attack.
In the in-manufacturing phase, adversaries may intrude by stealing the secret
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information and replacing the credentials with forgery. In the in-service step,
adversaries may hack the working device to disclose confidential information
or launch an active attack to seize the connection privilege. While in the in-
distribution phase, adversaries may physically grab the device to obtain sensitive
information or inject malware inside the device.

Authentication, integrity, non-repudiation, confidentiality, and access control
are the fundamental properties in the zero-touch provisioned device’s lifecycle.
The client device and server should have mutual authentication in each commu-
nication. Adversaries may try to get the secret by performing an impersonation
attack during the authentication process. Regarding data integrity, verifying
the owner of each exchanged information among parties is essential. Tampering
attack is dangerous to data integrity due to the initiation of the impersonation.
Therefore, non-repudiation property is critical to identify the maliciousness in
the network. Establishing an objective logging or auditing protocol can avoid the
repudiation threat. In terms of privacy preservation, there is no doubt that con-
fidential information must be encrypted. However, the security designer should
provide an efficient and secure key distribution. Finally, proper access control on
the zero-touch device can prevent resources and data exploitation attacks.
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Abstract. The automotive industry constantly tries to improve driving
safety and efficiency by applying various cutting-edge technologies, one
of which is vehicle to everything (V2X) technology. However, V2X tech-
nology still leaves problems concerning communication security between
vehicles. For example short-term pseudonym certificates of V2X retains
a revocation problem arised from public key infrastructure (PKI), which
is not easy to manage. Many studies are trying to solve it, and one of the
most promising techniques is activation code for pseudonym certificate
(ACPC). The ACPC implements an activation code to prevent revoked
vehicles from using their pseudonym certificate. Even so, the delivery cost
of ACPC activation codes is higher than the security credential manage-
ment system (SCMS) certificate revocation lists (CRL) for a low number
of revoked vehicles. We propose to divide activation codes of ACPC into
different groups of delivery time by introducing an activation period off-
set. Our method achieves a smaller broadcast size of activation codes for
each delivery time.

Keywords: V2X · Certificate Revocation · Pseudonym Certificate

1 Introduction

The application of V2X technology allows vehicles to communicate with other
vehicles or roadside devices in real-time. They communicate wirelessly, generally
based on dedicated short range communications (DSRC) and cellular technology
(4G or 5G). Vehicles send messages to other vehicles about their position, direc-
tion, speed, and other relevant information so that each vehicle understands the
situation of other vehicles around it. The message received by the vehicle must
be ascertained for authenticity, lest someone sends a fake message for his benefit
and interferes with the driving safety application. The standards organizations in
Europe and the US use digital certificates to maintain message security of V2X.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
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To manage digital certificates of the V2X, they use PKI with some adaptation
mainly to meet four privacy key attributes: anonymity, pseudonymity, unlink-
ability, and unobservability [2]. In both standards car’s pseudonym certificates
are used interchangeably over a short period. So that it is hard to trace the
vehicle’s path using the pseudonym certificates.

The different pseudonym certificates over this short range cause some side
effects. In addition to the increasingly complex structure of the PKI, the
pseudonym certificate revocation becomes challenging to handle. Misbehaving
vehicles must be removed from the V2X system to avoid damage and road acci-
dents. For example, vehicles that spread inappropriate messages cause a wrong
decision. The certificate authority must revoke such a vehicle’s certificate so that
other vehicles are ignoring the messages spread by misbehaving vehicles.

Revoking the pseudonym certificate on a misbehaving vehicle is generally
done using CRL. After the certificate authority gets information about the mis-
behaving vehicle, it identify the misbehaving vehicle. Then it inserts the cer-
tificate identity in the CRL to known by the end entities. However, there were
many obstacles to delivering CRL to the vehicle timely, mainly due to the lim-
ited resources and dynamic network characteristics of V2X. One promising way
to solve this certificate revocation problem is to apply the certificate activation
techniques such as in ACPC [4] and issue first activate later (IFAL) [5].

Certificate activation is a technique in which encrypted certificates assigned
to each period are given to the vehicle during registration. Then the vehicle
needs a key/code of each period to decrypt/activate the certificate to use it. The
certificate authority periodically sends the activation codes to the unrevoked
vehicles, while not to revoked vehicles. As a result, the revoked vehicles can
no longer use their certificates in the next period. This certificate activation
technique has several advantages, including lower costs on network resources
and the message verification process compared to standard CRLs.

The certificate activation strategy still needs an improvement in the size of
the activation codes when the number of revoked vehicles is small. That is, the
size of the delivered activation codes is larger than the size of the CRL for a small
number of revoked vehicles. Another problem is that all unrevoked vehicles must
receive activation codes in the same period. It causes an additional network
burden due to repeated broadcasts or simultaneous requests of the activation
codes.

2 Contributions

We should fine out a new strategy for delivering activation certificates to solve
the problems. This study evaluates the simultaneous delivery of activation codes
for unrevoked vehicles in V2X communication. To reduce the size of sending
activation codes, we divide the activation codes into several groups. Each group
is sent at different periods to spare the network load. To do so, we introduce an
activation period offset to facilitate the shift of the certificate activation period
as shown in Fig. 1. Even if the entire vehicle has an activation code from the
same tree root, vehicles have different certificate activation periods.



POSTER: Separation of Activation Code 221

Fig. 1. Activation code delivery with different activation period offset

3 Related Work

The delivery technique of activation codes has not yet been discussed in previous
studies. The IFAL does not use a binary tree, so the delivery of the activation
codes depends on the policy file created at the beginning of registration. Suppose
that the policy file is applied differently to the group of vehicles. The activation
codes can be sent at different times. However, the authors show a scenario of
simultaneously broadcasting to all unrevoked vehicles, causing a gigabyte of
delivery activation codes.

The ACPC has a better privacy protection than the IFAL. Like binary hash
tree based certificate access management (BCAM) [3], ACPC broadcasts the
activation codes to all unrevoked vehicles. However, it must send the activa-
tion codes simultaneously for all vehicles. Further research in uACPC has tried
to exploit the ACPC property which allows the vehicle to fetch a sufficiently
small activation codes via a unicast mechanism [1]. However, it also lacks in a
mechanism to split the activation codes distribution at different times.

4 Preliminary Results

According to the recommendation from SCMS, the validity of pseudonym certifi-
cates is one week. Suppose the activation codes are distributed within one week
before the certificate starts to be used. In that case, the ACPC must broadcast
the activation codes once a week to unrevoked vehicles. Meanwhile, our scheme
can arrange two or more different distributions time within that period.
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The provisional results show that dividing the activation codes at different
times allows the activation codes broadcast size to be smaller than the origi-
nal ACPC. The original ACPC also sends all activation codes once a week. In
Fig. 2, assume that total vehicle in the system is 1,048,576 unit, and number of
unrevoked vehicle is 104,858 unit (10% of total vehicles) fixed to all period. If
the ACPC activation codes are divided into two groups, the activation code’s
total size is half the original one because the delivery is done on two different
days. That way, the network load at the delivery time is divided into two differ-
ent times in the one-week activation period. Dividing an activation period into
smaller parts can reduce the size of a broadcast activation codes.

Fig. 2. Activation code distribution size
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Abstract. Active learning is a technique for investigating a way to max-
imize performance with minimal labeling effort and let the machine auto-
matically and adaptively selects the most informative data for labeling.
Since the labels on records may contain sensitive information, a privacy-
preserving active learning scheme was proposed by applying differential
privacy. Another type of privacy-preserving machine learning as fed-
erated learning should be considered, which is a distributed machine
learning framework providing the protection of client data. We pro-
pose an encryption-based Federated Learning approach to protect pri-
vacy in Active Learning. The experimental result shows a homomor-
phic encryption-based federated learning scheme can preserve privacy in
active learning while keeping accuracy.

Keywords: Privacy-preserving · Federated learning · Active learning

1 Introduction

The rapid expansion of big data has propelled the development of machine learn-
ing. This tendency has presented conventional machine learning with substantial
hurdles. Because large data are typically held on distributed devices by different
firms, it is becoming increasingly difficult to learn a global model while resolving
its associated privacy problems.

Obtaining sufficient labeled data for modeling purposes is one of the most
challenging aspects of a wide variety of learning tasks since acquiring labeled
data is typically costly and requires human effort [1]. In many fields, there is
an abundance of unlabeled data, and labels can be attached to such data which
requires an expensive cost by the expert during the labeling process. It is possible
to obtain labels in these instances, but it will be prohibitively expensive for the
consumer. As far as labels are concerned, it’s crucial to note that not all records
are created equal.

Active learning is a technique for investigating a way to maximize perfor-
mance with minimal labeling effort. In particular, it seeks to minimize labeling
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costs without sacrificing performance by selecting the most informative samples
from an unlabeled dataset and submitting them to an oracle, e.g., a human
annotator for labeling [1].

In many cases, however, the labels on records may contain sensitive informa-
tion and accessing them may incur a high query cost, e.g., obtaining permission
from the relevant entity. Since traditional methods of active learning are failing
to keep up with the times, privacy-preserving active learning has been hailed as
a promising new technique [3].

This paper studies and analyze the privacy-preserving of active learning. We
present an encryption-based federated learning method for active learning. To
the best of our knowledge, this is the first study to investigate privacy preserva-
tion in machine learning from this perspective. In summary, the main contribu-
tions of this paper are as follows:

1. A homomorphic encryption-based federated learning scheme is proposed to
protect the confidentiality of the sensitive data.

2. A multi-party computation protocol is proposed to protect the machine learn-
ing models from the adversaries.

2 Related Work

A study in privacy-preserving active learning has been proposed by feyisetan et
al. [3]. They describe a method for implementing active learning with quanti-
tative assurances that protects privacy. The authors suggested a framework for
active learning that ensures the confidentiality of queries made to an external
oracle. They use random probabilistic techniques to estimate if a query meets k -
anonymity requirements. Then after a query is assumed to satisfy k -anonymity,
only one of k queries is forwarded to n external annotators to prevent the accu-
mulation of privacy losses. In addition, a differential privacy technique is used
in the active learning environment to pick a subset of training samples to send
for annotation.

In the scope of our federated learning scheme, a server holds labeled data
and the client has a huge amount of unlabeled data to performs active learning
queries. To prevent privacy leakages no client data is sent to the server for
annotation.

3 Proposed Method and Preliminary Result

The proposed privacy-preserving federated active learning has two phases:

1. Server executes model training based on labeled data and model update using
client encrypted model.

2. Client performs active learning queries to predict unlabeled instance using
decrypted server model.
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At server, a model from labeled data training will be encrypted using a public
key ecryption function Encpub_key then the encrypted model will be shared to
the client. Client will decrypt the server model by using Decpriv_key and pre-
dict unlabeled instances for annotation, then run the active learning query for a
certain stop criteria. If the query meets the stop criteria, client will finalize the
model. The final model will be encrypted using public key ecryption function
Encpub_key, then share to the server. Server will receive encrypted model from
client, then server updates its model using average function of additive homo-
morphic encryption operation and multiplicative homomorphic encryption oper-
ation. Figure 1 shows the propose scheme of encryption-based federated active
learning.

Fig. 1. Propose Scheme of Encryption-based Federated Active Learning

A Python based ModAL framework [2] is used to provide active learning
strategy, and for Somewhat Homomorphic Encryption (SHE) computation we
use Pyfhel libraries [5]. The library offers standard SHE operations such as encod-
ing, key generation, encryption, decryption, addition, multiplication, and relin-
earization.

We implement Entropy-based sampling [6] and BALD [4] strategy for active
learning. The 60,000 samples of MNIST handwritten dataset is used during
simulation, and employed Multi-Layer Perceptron (MLP) neural network archi-
tecture. The dataset is divided into two parts: 10,000 samples is labeled dataset
for model training in the server, and 50,000 samples used by client. Client will
run 10 query rounds to predict a batch of 500 unlabeled instances and re-train
the model. 1,000 samples of labeled data is used for model testing.
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Table 1. Accuracy and Execution Time of Federated Active Learning. (AL: Active
Learning, FL: Federated Learning, FL-Enc: FL with encrypted data)

Query Entropy Sampling Accuracy BALD Accuracy
Round AL with FL AL with FL-Enc AL with FL AL with FL-Enc

Query - 1 0.7361 0.7328 0.8406 0.8364
Query - 2 0.7962 0.7934 0.8590 0.8556
Query - 3 0.8208 0.8175 0.8632 0.8598
Query - 4 0.8560 0.8521 0.8875 0.8845
Query - 5 0.8627 0.8577 0.9004 0.8965
Query - 6 0.8745 0.8704 0.9087 0.9046
Query - 7 0.8792 0.8758 0.9123 0.9093
Query - 8 0.8890 0.8857 0.9184 0.9140
Query - 9 0.8975 0.8930 0.9264 0.9220
Query - 10 0.9082 0.9033 0.9320 0.9282

Execution Time (second) 403,072 3,030,203 1,320,671 9,510,541

Table 1 shows accuracy and execution time (second) of Entropy based sam-
pling and BALD sampling federated active learning strategy. With client using
both encrypted data (AL with FL-Enc) and unencrypted data (AL with FL),
the classification accuracy exceeds 80%, indicating that somewhat homomor-
phic encryption does not degrade model performance. On the other hand, there
is significantly difference in execution time for encrypted and unencrypted data.

The benefit we get from our proposed scheme are: (1) The server can update
its model based on the encrypted model of the client, (2) Ensure there is no
privacy breach, the final active learning model is encrypted before being shared
with the server.
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