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Preface

This volume contains the papers presented at CCKS 2022: the China Conference
on Knowledge Graph and Semantic Computing held during August 24–27, 2022, in
Qinhuangdao.

CCKS is organized by the Technical Committee on Language and Knowledge
Computing of the Chinese Information Processing Society. CCKS is the merger of
two previously-held relevant forums, i.e., the Chinese Knowledge Graph Symposium
(CKGS) and the Chinese Semantic Web and Web Science Conference (CSWS). CKGS
was previously held in Beijing (2013), Nanjing (2014), and Yichang (2015). CSWS
was first held in Beijing in 2006 and has been the main forum for research on Semantic
(Web) technologies in China for a decade. Since 2016, CCKS brings together researchers
from both forums and covers wider fields, including knowledge graphs, Semantic Web,
linked data, natural language processing, knowledge representation, graph databases,
information retrieval, and knowledge aware machine learning. It aims to become the
top forum on knowledge graph and Semantic technologies for Chinese researchers and
practitioners from academia, industry, and government.

The theme of this year was “Knowledge Graph Empowers the Digital Economy”.
Enclosing this theme, the conference scheduled various activities, including keynotes,
academic workshops, industrial forums, evaluation and competition, knowledge graph
summit reviews, academic paper presentations, etc. The conference invited Maosong
Sun (Full Professor of the Department of Computer Science and Technology, Tsinghua
University), Hong-Gee Kim (the CIO of Seoul National University), and Mark
Steedman (Professor of Cognitive Science in the School of Informatics at the University
of Edinburgh) to present the latest progress and development trends in natural language
processing, data-centric university and inference in question answering, respectively. The
conference also invited industrial practitioners to share their experiences and promote
industry-university-research cooperation.

As for peer-reviewed papers, 100 submissions were received in the following six
areas:

– Knowledge Representation and Reasoning
– Knowledge Acquisition and Knowledge Base Construction
– Linked Data, Knowledge Fusion, and Knowledge Graph Management
– Natural Language Understanding and Semantic Computing
– Knowledge Graph Applications
– Knowledge Graph Open Resources

During the double-blind reviewing process, each submission was assigned to at least
three Program Committee members. The committee decided to accept 37 full papers (17
papers in English). The CCIS volume contains revised versions of the 17 English full
papers.



vi Preface

The hard work and close collaboration of a number of people have contributed to
the success of this conference. We would like to thank the Organizing Committee and
Program Committee members for their support, and the authors and participants who
are the primary reason for the success of this conference. We also thank Springer for
their trust and for publishing the proceedings of CCKS 2022.

Finally, we appreciate the sponsorships from EpiK Tech and Meituan as chief
sponsors, Tencent Technology and Haizhi Xingtu Technology as diamond sponsors,
Global Tone Communication Technology, Oppo, and Haiyizhi Information Technol-
ogy as platinum sponsors, Ant Group, Xiaomi, Baidu, TOP KG, Vesoft, Yidu Cloud,
Huawei, IFLYTEK, and 360 Artificial Intelligence Institute as gold sponsors, Zhipu.ai,
Yunfu Technology, and Magic Data as silver sponsors, and OneConnect Technology as
evaluation sponsors.
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Investigating the Parallel Tractability
of Knowledge Graph Reasoning

via Boolean Circuits

Zhangquan Zhou(B), Jun Liu, and Shijiao Tang

School of Information Science and Engineering, Nanjing Audit University Jinshen
College, Nanjing, China

quanzz1129@gmail.com

Abstract. Symbolic based logic reasoning is always an important ser-
vice for correctness sensitive applications built on knowledge graphs. To
make reasoning efficient in practice, current research focuses on designing
parallel reasoning algorithms or employing high-performance comput-
ing architectures, like neural networks. No matter what architecture we
choose, the computational complexity of reasoning is upper-bounded by
the PTime-completeness or higher ones that are not parallelly tractable.
This means that the task of reasoning can be inherently sequential in
the worst cases. In this paper, we investigate the parallel tractability of
knowledge graph reasoning from the theoretical perspective. We focus on
datalog rewritable knowledge graphs and work to identify the classes of
datalog programs, for which, reasoning complies with the NC complexity
that is parallelly tractable. To this end, we utilize the tool of Boolean
circuit to obtain all the theoretical results given in this paper. One can
utilize our results to check the parallel tractability of a given knowledge
graph. Further, the Boolean circuits proposed in this paper can also be
used to construct neural networks to perform knowledge graph reasoning.

1 Introduction

Knowledge graph reasoning plays an important role in downstream applications
built on knowledge graphs (KGs) [7], such as query answering [15] and rec-
ommendation [27]. One line of studying knowledge graph reasoning proposes
to embed knowledge graphs into vector space, and to perform reasoning by the
means of vector operations [6,26] or tensor decompositions [20,28]. Although this
line is further enhanced by deep neural networks [8,24] and symbolic methods
[13,14], the issues of inaccuracy and weak interpretability of reasoning results
remain unsolved [16]. Symbolic based logic reasoning, as the second line, is still
the main choice for many correctness sensitive fields, e.g. medicine [29] and
finance [10]. The accuracy and interpretability of logic reasoning can also be
ensured in theory.

To make logic reasoning sufficiently efficient and scalable in practice, current
works mainly employs parallel techniques. Several state-of-the-art parallel rea-
soning systems have been proposed, like RDFox [19] and OWLim [17], which
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. Sun et al. (Eds.): CCKS 2022, CCIS 1669, pp. 3–15, 2022.
https://doi.org/10.1007/978-981-19-7596-7_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-7596-7_1&domain=pdf
https://doi.org/10.1007/978-981-19-7596-7_1
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are designed for reasoning on KGs modeled by ontology languages [3]. Recently,
deep neural networks have also been introduced to improve the efficiency of
logic reasoning [4,9,23] (usually quoted by logic neural networks), since they
naturally process data, i.e. vectors or tensors, in parallel. From the theoretic
perspective, no matter what parallel architecture we choose, the task of rea-
soning has to comply with its inner computational complexity. According to
[11], even for KGs modeled by lightweight logic languages, like RDFS [22] and
datalog rewritable ontology languages [12], the PTime-completeness or higher
complexities can be reached. This indicates that reasoning on such KGs is not
parallelly tractable [11], i.e., reasoning may be inherently sequential even on a
parallel implementation. More precisely, the lack of parallel tractability may
lead to uncontrolled time cost or distent sizes of neural networks. Thus, it is
meaningful to illustrate, under what conditions, reasoning on KGs is parallelly
tractable. The theoretical results can further guide engineers in creating large-
scale KGs or constructing logic neural networks for which parallel tractability
can be guaranteed for knowledge graph reasoning.

In this paper, we investigate the parallel tractability of knowledge graph
reasoning from the theoretical perspective. We focus on datalog rewritable KGs
for two reasons. Firstly, most KGs can be directly mapped to datalog predicates
[5]. Specifically, a triple 〈h, r, t〉 (resp., the attribute A of entity e) in a KG can
be translated to a 2-ary predicate in the form of r(h, t) (resp., a unary predicate
of the form A(e)) in a datalog program. In this way, user-defined datalog rules
can be easily applied on KGs to compute new facts. The second reason is that
datalog, as a fragment of first-order logic, enjoys strict definitions and has been
comprehensively studied for data management [1]. We utilize the idea of the work
[30] and specify the parallel tractability by the parallel complexity NC. That is,
we aim to identify the class of datalog rewritable KGs such that reasoning is
upper bounded by the complexity NC. The differences of our work to that of
[30] lie in the following aspects.

• The work of [30] is restricted in description logics, i.e. DL-lite and EL+, while
the results in this paper apply to general KGs that can be handled by datalog
programs.

• The proofs given in [30] are built on irregular NC algorithms, which can hardly
convince the readers to some extent. Since the NC complexity is formally
defined on NC circuits that are the restricted versions of Boolean circuits
[11], we strictly follow its definition and give all the proofs based on Boolean
circuits.

• The results in this paper have wider range of usage compared to that of [30].
One can use our results to create parallel tractable KGs. On the other hand,
the models of Boolean circuits given in this work can be used to transform
knowledge graph reasoning to the computation of logic neural networks by
applying the method given in [23].

The rest of the paper is organized as follows. In Sect. 2, we introduce some
basic notions. We then define the NC circuits for reasoning on datalog programs
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in Sect. 3. We identify the parallelly tractable classes in Sect. 4. We discuss the
usability of our theoretical results in Sect. 5 and conclude in Sect. 6. The technical
report can be found at this address1.

2 Background Knowledge

In this section, we introduce some notions that are used in this paper.

2.1 Datalog

In datalog [1], a term is a variable or a constant. An atom A is defined by
A ≡ p(t1, ..., tn) where p is a predicate (or relational) name, t1, ..., tn are terms,
and n is the arity of p. If all the terms in an atom A are constants, then A is
called a ground atom. A datalog rule is of the following form2:

‘B1, ..., Bn → H.′

where H is referred to the head atom and B1, ..., Bn the body atoms. A datalog
program P consists of rules and facts. For an atom A, if each variable x in A is
assigned by a constant in P , then A is called a ground atom. A ground instanti-
ation of a rule is just defined on ground atoms. The ground instantiation of P ,
denoted by P ∗, consists of all ground instantiations of rules in P . Furthermore
we use NP to denote the set of all possible ground atoms with respect to the
constants occurring in P .

Knowledge graph reasoning can be transformed to the reasoning of datalog
programs. Specifically, given a datalog program 〈R, I〉, where R is a set of user-
defined datalog rules and I contains all unary and 2-ary ground atoms mapped
from a given KG. Let TR(I) = {H|∀B1, ..., Bk → H ∈ R,Bi ∈ I(1 ≤ i ≤ k)},
where B1, ..., Bk → H is a ground instantiation of rule R; further let T 0

R(I) = I
and T i

R(I) = T i−1
R (I) ∪ TR(T i−1

R (I)) for each i > 0. The smallest integer n
such that Tn

R(I) = Tn+1
R (I) is called stage, and the reasoning task refers to the

computation of Tn
R(I) with respect to R and I. Tn

R(I) is also called the fixpoint
and denoted by Tω

R(I). For any ground atom H, if H ∈ Tω
R(I), we say that H

is derivable. Further, for two ground atoms B and H, if the derivability of B
implies the derivability of H, we say that H derivably-depends on B; we also say
that there is a derivability dependence between H and B.

2.2 Boolean Circuit and the NC Complexity

A Boolean Circuit (circuit for short) is a computation model that has been
widely used in the area of computational complexity due to its mathematical
simplicity [2]. The circuits used in this paper are defined as follows.

1 https://gitlab.com/p9324/CCKS2022.
2 In datalog rules, a comma represents a Boolean conjunction ‘∧’.

https://gitlab.com/p9324/CCKS2022
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Definition 1 (Boolean Circuit). A circuit C is a directed acyclic graph where
all nodes are called gates and are labeled with ∨, ∧ (i.e., the logical operations
OR, AND)3. Each gate in C has several incoming edges and a unique outgoing
edge.

For the signals or variables with only outgoing (resp., incoming) edges for
any gate in a circuit C, we call them source variables (resp., sink variables); for
each gate, the incoming edges (resp., the outgoing edges) are called the input
variables or inputs (resp., the output variables or outputs). The evaluation of
C is initialized by assigning each source variable a truth value 1 (TRUE) or 0
(FALSE). Then, the evaluation of each variable x in C, denoted by C(x), is then
defined in the natural way by easily performing the Boolean operations. The size
of C, denoted by |C|, is the number of gates in it. The depth of C, denoted by
depth(C), is the length of the longest directed path from a source variable to a
sink variable. In the following, we also use the symbols C to denote a circuit.

The parallel complexity class NC, known as Nick′s Class [11], is studied by
theorists as a class of decision problems that can be efficiently solved in parallel
(or says parallelly tractable). The NC complexity is defined based on circuits.
Formally, each decision problem in NC can be decided by a family of circuits C

where each circuit CI ∈ C is a LogSpace uniform circuit of polynomial size and
poly-logarithmic depth (such a circuit is also called an NC circuit), and decides
this problem on the input I. The key issues that influence parallel computation
can be analyzed using LogSpace uniform circuits; developers can also construct
an efficient parallel algorithm by referring to a LogSpace uniform circuit [11].

3 Performing Reasoning via Circuits

Our target is to identify a class of KGs (or the corresponding datalog programs)
for which reasoning falls in the NC complexity. However reasoning of datalog
programs is in data complexity PTime-completeness. We actually work on iden-
tifying a subclass of general datalog programs for our purpose. On the other
hand, since the NC complexity is defined on NC circuits, we should find a kind
of circuits that can equivalently perform reasoning. Before discussing the details,
we first give the formal definition of parallelly tractable class based on NC cir-
cuits as follows.

Definition 2 (Parallelly Tractable Class). Given a class D of datalog pro-
grams, we say that D is a parallelly tractable datalog program (PTD) class if there
exists a family of NC circuits C such that for each datalog program P ∈ D, an NC
circuit C ∈ C performs the reasoning of P . The corresponding class of knowledge
graphs of D is called a parallelly tractable knowledge graph (PTG) class.

Driven by the above definition, we focus on identifying a PTD class DC where each
datalog program in this class can be handled by some circuit in the NC circuits
3 the logical operation NOT is also allowed in a general Boolean circuit. We do not

consider this operation here.
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C in terms of reasoning. In the following, we first give a kind of circuits that
handle reasoning of general datalog programs. We then restrict these circuits to
NC versions and identify the target PTD class.

We say that, a circuit performing reasoning of a datalog program P is a
reasoning circuit of P . We use an example to illustrate how to simulate reasoning
of datalog programs by evaluating circuits, and then derive a kind of reasoning
circuits.

Example 1. Given a KG Gex1 that contains two facts A(b) and R(a, b) where a, b
are the two entities; A is the property of b and R is a binary relation between
a and b. A user-defined datalog rule R(x, y), A(y) → A(x) is also given. The
corresponding datalog program of this KG is Pex1 = 〈R, I〉 where I contains all
facts in Gex1 and R contains the rule ‘R(x, y), A(y) → A(x)’.

By performing reasoning on Pex1 , one can get a new ground atom A(a) through
the rule instantiation ‘r : R(a, b), A(b) → A(a)’. If we use a circuit to simulate
the rule application of r, we can map r to an AND gate, denoted by ANDr; the
body atoms R(a, b) and A(b) of r are mapped to the input variables xR(a,b) and
xA(b) of ANDr respectively; the head atom A(a) is mapped to the output variable
xA(a) of ANDr. Further, we require that xA(a) is evaluated with 1 from the gate
ANDr if A(a) is derived from r. On the other hand, there may exist several rule
instantiations with the same atom being as their heads. For example, if Pex1

also contains two ground atoms R(a, c) and A(c), then A(a) can also be derived
through the rule instantiation ‘r′ : R(a, c), A(c) → A(a)’. Similar to ANDr, we
can map r′ to a new AND gate ANDr′ with xR(a,c) and xA(c) being as its input
variables and xA(a) being as its output variable. To describe in a circuit that
A(a) can be derived in different ways, we introduce an OR gate corresponding
to A(a) (denoted by ORA(a)); let the variable xA(a) be the output of ORA(a); let
the outputs of ANDr and ANDr′ be the inputs of ORA(a). In this way, whenever
r or r′ is applied to derive A(a), xA(a) has to be evaluated with 1.

The above discussion guides us to give the following definition of reasoning
circuits.

Definition 3. (Basic Reasoning Circuits) Given a datalog program P and a
function f whose input is the size of P , denote by |P |, and the output is a
non-negative integer. A basic reasoning circuit Bf

P with respect to P and f is a
circuit containing f(|P |) layers and is built as follows:

1. For each ground atom H ∈ NP , Bf
P contains a source variable x0

H , and a sink
variable x

f(|P |)
H ;

2. In the ith layer of Bf
P where 1 ≤ i ≤ f(|P |), there are OR gates of the

number |NP |. Each OR gate is uniquely corresponding to a ground atom
H ∈ NP , denoted by ORi

H . The output of ORi
H is the variable xi

H . The
inputs of ORi

H include the following variables: (a) for each rule instantiation
‘B1, ..., Bn → H’, an AND gate is contained in Bf

P with xi−1
B1

, ..., xi−1
Bn

being
as its inputs and the output is an input of the gate ORi

H ; (b) xi−1
H is an input

of ORi
H .
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In what follows, we use the symbol B to specially denote a basic reasoning circuit.
For a datalog program P , one of its basic reasoning circuits consists of several
layers where each layer has the same structure: each OR gate corresponds to an
atom in NP and each AND gate corresponds to a rule instantiation in P ∗. The
function f in the above definition is used to bound the number of layers of a
basic reasoning circuit. Since the depth of each layer is at most 2 (an OR gate
and an AND gate), the depth of the whole circuit is thus at most 2f(|P |). We
call such a function f a depth function. Further, if a path between two variables
only contains OR gates, we call it an OR path. OR paths ensure that the variable
xi

H has to be evaluated with 1 whenever xj
H is evaluated with 1 where 0 ≤ j < i.

To this point, we can illustrate how to transform reasoning on a datalog
program P = 〈R, I〉 to valuation of its corresponding basic reasoning circuit Bf

P .
Firstly, all the source variables xA are assigned 1 where A ∈ I and the rest source
variables are assigned 0 (we call this initial assignment the valid assignment).
Then, the rest variables in the circuit are evaluated accordingly. A variable is
called a valid variable if it is finally evaluated with 1 under the valid assignment;
a gate is valid if its output is valid. We also say that checking whether a variable is
valid is deciding its validity. In addition, a variable x is evaluated in n evaluation
steps (short by E-steps) if it is evaluated with 1 (resp., 0) through the shortest
(resp., longest) path that is starting from a source variable and ending at x and
n gates are involved in this path.

The correctness of evaluating a basic reasoning circuits is ensured by its valid
assignment. That is, if Bf

P (xH) = 1 for some variable xH , then H can be derived
from P ; otherwise, H is not a consequence of P . We say that a reasoning circuit
C is a valid reasoning circuit if C is initialized with a valid assignment and
satisfies: for any ground atoms H and H ′, (completeness) H ∈ Tω

R(I) if there
exists an integer 0 ≤ i ≤ f(|P |) such that C(xi

H) = 1; (correctness) H ′ /∈ Tω
R(I)

iff for all integers 0 ≤ j ≤ f(|P |) such that C(xj
H′) = 0. We next give a basic

reasoning circuit of the datalog program Pex1 in Example 2.

Example 2. Consider the datalog program Pex1 in Example 1 again. Since Pex1

contains two entities ( a and b) and two predicates (R and A), there are
six ground atoms, i.e., A(a), A(b), R(a, b), R(b, a), R(a, a) and R(b, b) in NPex1

.
According to Definition 3, we give the basic reasoning circuit Bex1 of Pex1 in
Fig. 1 based on a constant depth function f(|Pex1 |) = 1. The OR gates in Bex1

are labeled by ‘∨’; the AND gates are labeled by ‘∧’. The size of Bex1 is the
number of nodes, that is 10. The depth of Bex1 is 2.

To perform reasoning of Pex1 via Bex1 , Bex1 is firstly initialized with the valid
assignment, i.e., the two source variables x0

R(a,b) and x0
A(b) are assigned by 1,

while other source variables are assigned by 0. Then the Boolean operations of
all gates are performed until all variables in Bex1 are evaluated. We use the bold
edges in Bex1 to represent valid variables. The variable x1

A(a) is evaluated in 2
E-steps, while x1

A(b) is evaluated in 1 E-step since there is an OR path between
x1

A(b) and x0
A(b). All the other variables in the first layer are evaluated in 1 E-step.

Since A(a) is the unique consequence of Pex1 , Bex1 is a valid reasoning circuit.
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Fig. 1. A basic reasoning circuit.

Further, we use the following theorem to show the correctness of performing
reasoning via a basic reasoning circuit.

Theorem 1. 4Given a datalog program P = 〈R, I〉, there exists a polynomially
bounded function fp such that for the basic reasoning circuit Bfp

P , we have,

1. Bfp

P is a valid reasoning circuit of P ;
2. Bfp

P is LogSpace uniform.

4 Parallelly Tractable Classes Captured by NC Circuits

We now discuss how to restrict a basic reasoning circuit Bf
P to an NC circuit.

(I) Each layer of Bf
P has a depth of at most 2. Thus, if the depth function f

is poly-logarithmically bounded, the depth of Bf
P is also poly-logarithmically

bounded. (II) In each layer of Bf
P the number of OR gates is |NP |; the number

of AND gates is |P ∗|. Since the number of predicate arities and the number of
rule body atoms are constants, |NP | and |P ∗| turn out to be polynomial in the
size of P . Thus the number of gates in each layer is also polynomial in the size
of P . Further, if the depth function f is poly-logarithmically bounded, then Bf

P

has a polynomial size. (III) Bf
P is LogSpace uniform with f being a polynomial

function (see Theorem 1). Based on (I, II, III), if the depth function f is a
poly-logarithmic function, then Bf

P is an NC circuit.
In what follows, we use the symbol ψ to represent a poly-logarithmically

bounded depth function. Based on the above analysis, for some poly-logarithmic
function ψ, we have a family of basic reasoning circuits whose depth is bounded
by ψ. We use B

ψ to denote this kind of circuit family. Further, we can identify a

4 The proofs of this theorem and other theorems can be found in the technical report.
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class of datalog programs, denoted by DBψ , where each datalog program P ∈ DBψ

has a corresponding valid reasoning circuit in B
ψ. Obviously, DBψ is a PTD class

according to Definition 2.

Example 3. Consider the datalog program Pex1 in Example 1. One can check that
Pex1 ∈ DBψ . This is because the reasoning circuit Bex1 given in Example 2 is a
valid reasoning circuit of Pex1 . Further the depth function of Bex1 is actually a
constant function, obviously being poly-logarithmically bounded.

We give the following theorem to show that DBψ can also be captured by
stages of datalog programs.

Theorem 2. Given a poly-logarithmic function ψ, we have that any datalog
program P ∈ DBψ iff the stage of P is upper-bounded by ψ(|P |).

Although DBψ covers a wide range of parallelly tractable datalog programs,
it cannot even capture the computation of transitivity. Consider a datalog pro-
gram involving only the rule: ’ancestor(x, y), ancestor(y, z) → ancestor(x, z)’,
describing the transitivity of the predicate acncestor. On can check that its cor-
responding basic reasoning circuit has the depth polynomially bounded by the
number of inputs. However, there indeed exits a kind of reasoning circuits with
poly-logarithmically bounded depths. In the following, we give the definition of
such a kind of reasoning circuits and call them efficient reasoning circuits.

Definition 4 (Efficient Reasoning Circuits). Given a datalog program P and
a function f ; the size of P is denote by |P |, and the output is a non-negative
integer. An efficient reasoning circuit Ef

P with respect to P and f is a circuit
containing n = f(|P |) layers and m = �log(|NP |) sub-layers in each layer, and
is built as follows. For each atom H ∈ NP , Ef

P contains a corresponding source
variable x0

(H,H), and a sink variable xn
(H,H).

In the ith layer of Ef
P where 1 ≤ i ≤ f(|P |), for each ground atom H ∈ NP ,

there is an OR gate, denoted by ORi
(H,H), whose output is xi

(H,H); there is a
spacial OR gate (called fast OR gate), denoted by FORi−1

(H,H). The inputs of

FORi−1
(H,H) are xj

(H,H) for 0 ≤ j ≤ i − 1 and the output is yi−1
(H,H). In the kth

sub-layer of the ith layer for 1 ≤ k ≤ m, for each atom pair (B,H) ∈ NP × NP ,
there is an OR gate denoted by ORi,k

(B,H). The output of ORi,k
(B,H) for 1 ≤ k ≤ m

is the variable xi,k
(B,H). The inputs of ORi,k

(B,H) for 1 ≤ k ≤ m and the inputs of
ORi

(H,H) involve the following variables:

1. For any atom H, let yi−1
(H,H) be an input of ORi

(H,H).
2. For each rule instantiation ‘B → H’, (a) an AND gate is contained with

yi−1
(B,B) being as the input and its output is an input of the gate ORi

(H,H). (b)

let 1 (TRUE) be an input of ORi,0
(B,H).

3. For each rule instantiation ‘B1, B2 → H’, (a) an AND gate is contained
with yi−1

(B1,B1)
, yi−1

(B2,B2)
being as inputs and its output is an input of the gate
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ORi
(H,H). (b) let yi−1

(B1,B1)
be an input of ORi,0

(B2,H); let yi−1
(B2,B2)

be an input

of ORi,0
(B1,H).

4. In the kth sub-layer for 1 ≤ k ≤ m, for any three atoms A,B,C (they may be
same pairwise), an AND gate is contained with xi,k−1

(A,B), x
i,k−1
(B,C) being as inputs

and its output is an input of the gate ORi,k
(A,C).

5. For each variable of the form xi,m
(B,H) in the mth sub-layer, an AND gate is

contained with xi,m
(B,H) and yi−1

(B,B) being as inputs and its output is an input
of the gate ORi

(H,H). �

We discuss how does an efficient reasoning circuit work by comparing its
definition to that of basic reasoning circuits. In each layer of an efficient reasoning
circuit, w.l.o.g., for the ith layer and each atom H ∈ NP , there is an OR gate
ORi

(H,H) that is similar to such a gate ORi
H in a basic reasoning circuit. For

such a variable xi−1
H that is the input of several gates in the ith layer in a basic

reasoning circuit, the variable yi−1
(H,H) plays a similar role to xi−1

H . Note that
yi−1
(H,H) is the output of the fast OR gate FORi−1

(H,H). The item 1 in Definition 4 is
similar to the item 2(b) in Definition 3. The item 2 and 3 in Definition 4 handle
different rule instantiations according to the number of their body atoms; the
item 2(a) and 3(a) in Definition 4 are similar to the item 2(a) in Definition 3.
See the item 2(b) in Definition 4, for such a rule instantiation ‘B → H’, the
variable xi

(B,H) is always valid. Thus we let the truth value 1 be the input of

the OR gate ORi,0
(B,H). In an efficient reasoning circuit, we introduce �log(|NP |)

sub-layers and fast OR gates in each layer to accelerate evaluation. Intuitively,
a fast OR gate preserves inputs from all previous layers not only its adjacencies.

We use the symbol E to denote an efficient reasoning circuit. The notions of
valid assignment and valid reasoning circuit should also be modified to adapt to
efficient reasoning circuits. Specifically, given a datalog program P = 〈R, I〉 and
its efficient reasoning circuit Ef

P for some depth function f , a valid assignment
means that all source variables of the form x0

(A,A) are assigned by 1 where A ∈ I

and other source variables are assigned by 0. We say that Ef
P is a valid reasoning

circuit if Ef
P is initialized with a valid assignment and satisfies that H ∈ Tω

R(I)
iff there exists an integer 0 ≤ i ≤ f(|P |) s.t. Ef

P (xi
(H,H)) = 1, and H ′ /∈ Tω

R(I)

iff for all integers 0 ≤ j ≤ f(|P |) s.t. Ef
P (xj

(H′,H′)) = 0, for any ground atoms
H and H ′. We give the following theorem to show the correctness of performing
reasoning via an efficient reasoning circuit.

Theorem 3 Given a datalog program P = 〈R, I〉, if there exists a polynomially
bounded function fp such that for the efficient reasoning circuit Efp

P , we have,

1. Efp

P is a valid reasoning circuit;
2. Efp

P is LogSpace uniform.
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For an efficient reasoning circuit Ef
P , it can be checked that the number of

gates are 2�log(|NP |) · |NP |2 in all sub-layers. Further, the number of gates in
a layer is polynomially bounded. On the other hand, since there are �log(|NP |)
sub-layers in each layer, the depth of each layer is at most 2(�log(|NP |) + 1).
Thus, if we restrict that the depth function f is poly-logarithmically bounded,
Ef

P has a polynomial size and a poly-logarithmic depth. Similar to the PTD class
DBψ , we get a new PTD class DEψ that is captured from efficient reasoning circuits
in terms of a poly-logarithmically bounded function ψ.

We can also prove that DEψ is subsumed by DBψ .

Corollary 1. For any poly-logarithmic depth function ψ, we have that DEψ ⊆
DBψ .

5 Practical Usability of Theoretical Results

The theoretical results given in this work can be used in two ways. One the
one hand, one can check the parallel tractability of a given knowledge graph by
deciding whether its corresponding datalog program belongs to class DBψ or class
DEψ . On the other hand, the proposed reasoning circuits can be used to analyze
the computational complexities of parallel reasoning algorithms according to
[11], or to construct high-performance computing architectures, e.g. logic neural
networks by following the methods given in [23].

YAGO. The well-known knowledge graph YAGO5 is constructed from
Wikipedia and WordNet. The version YAGO3 [18] has more than 10 million
entities (e.g., persons, organizations, cities, etc.) and contains more than 120
million facts of these entities. In order to balance the expressiveness and com-
puting efficiency, a YAGO-style language, called YAGO model, is proposed [25],
which allows stating the transitivity of a property. In [25], a group of reason-
ing rules is specified. One can check that all of the rules in YAGO model are
allowed in the datalog programs that belongs to DEψ . Thus, we have that a
well-constructed YAGO dataset belongs to DEψ .

Ontologies. In the Semantic Web community, different kinds of ontologies
are proposed as benchmarks to facilitate the evaluation of ontology-based sys-
tems in a standard and systematic way. We investigate several popular ontolo-
gies using our results and find that the ontologies used in some benchmarks
have simple structured TBoxes that can be expressed in datalog and belong to
DBψ . These ontologies include SIB6 (Social Network Intelligence BenchMark),
BSBM7 (Berlin SPARQL Benchmark) and LODIB8 (Linked Open Data Integra-
tion Benchmark). The parallel tractability of the ontology used in IIMB9 (The
ISLab Instance Matching Benchmark) is ensured by Theorem 3.
5 https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/

research/yago-naga/yago.
6 https://www.w3.org/wiki/Social Network Intelligence BenchMark.
7 http://wifo5-03.informatik.uni-mannheim.de/bizer/berlinsparqlbenchmark/.
8 http://wifo5-03.informatik.uni-mannheim.de/bizer/lodib/.
9 http://islab.di.unimi.it/iimb/.

https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago
https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago
https://www.w3.org/wiki/Social_Network_Intelligence_BenchMark
http://wifo5-03.informatik.uni-mannheim.de/bizer/berlinsparqlbenchmark/
http://wifo5-03.informatik.uni-mannheim.de/bizer/lodib/
http://islab.di.unimi.it/iimb/
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Neural Logic Networks. The reasoning circuits given in this paper are basi-
cally well-defined Boolean circuits. Thus, one can construct neural networks
to evaluate the reasoning circuits by applying the methods proposed in [23].
Briefly, each layer in a reasoning circuit can be mapped to a hidden layer in a
network, while all source variables (resp., sink variables) are mapped to input
vectors (resp., output vectors). One can also apply the reasoning circuits on the
other network architectures for logic reasoning [4,9]. Our theoretical results can
further be used to analyze the size of a neural logic network and its computa-
tional complexity according to [23]. We further checked that, the two well-known
benchmarks BlockWorld and FamilyTree [21] usually used in these works belong
to DEψ .

6 Conclusions and Future Work

In this paper, we studied to identify parallelly tractable classes of knowledge
graphs that can be rewritten by datalog programs. To this end, we constructed
NC circuits such that reasoning can be transformed to the evaluation of circuits.
Based on these NC circuits, we identified two parallelly tractable classes DBψ

and DEψ such that reasoning on the datalog programs in these classes is in the
NC complexity.

In our future work, we will study in detail how to further refine the the-
oretical results. One idea is to study some expressive symbolic operators for
knowledge graphs, like qualifiers and negator, and investigate their impacts to
parallel tractability. The other idea is to use the proposed reasoning circuits to
enhance knowledge graph reasoning. That is we can design special parallel rea-
soning algorithms for knowledge graphs whose corresponding datalog programs
belong to DBψ or DEψ . We can also study to use the tractable reasoning circuits
to construct high-performance logic neural networks.
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Abstract. In this paper, we study the problem of embedding few-shot
uncertain knowledge graphs. Observing the existing embedding methods
may discard the uncertainty information, or require sufficient training
data for each relation, we propose a novel method by incorporating the
inherent uncertainty of entities and relations (i.e. element-level uncer-
tainty) into uncertain knowledge graph embedding. We introduce differ-
ent metrics to quantify the uncertainty of different entities and relations.
By employing a metric-based framework, our method can effectively cap-
ture both semantic and uncertainty information of entities and relations
in the few-shot scenario. Experimental results show that our proposed
method can learn better embeddings in terms of the higher accuracy in
both confidence score prediction and tail entity prediction.

Keywords: Uncertain knowledge graph · Knowledge graph
embedding · Few-shot learning

1 Introduction

Knowledge graphs (KGs) [1] describe the real-world facts in the form of triples
(head entity, relation, tail entity), indicating that two entities are connected
by a sepecific relation. In addition to deterministic KGs (DKGs), much recent
attention has been paid to uncertain KGs (UKGs). UKGs, such as Probase [2],
NELL [3] and ConceptNet [4], associate each fact (or triple) with a confidence
score representing the likelihood of that fact to be true, e.g. (Twitter, com-
peteswith, Facebook, 0.85). Such uncertain knowledge representations can cap-
ture the uncertain nature of reality, and provide more precise reasoning.

KG embedding models are essential tools for incorporating the structured
knowledge representations in KGs into machine learning. These models encode
entities and relations into continuous vector spaces, so as to accurately capture
the similarity of entities and preserve the structure of KGs in the embedding
space. Inspired by the works about DKG embeddings [5–8], some efforts have
been devoted to UKGs [9–12] embedding. Existing methods usually assume the
availability of sufficient training examples for all relations. However, the fre-
quency distributions of relations in real datasets often have long tails, which
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
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means that a large potion of relations appear in only a few triples in KGs. It
is important and challenging to deal with the relations with limited number of
triples, leading to the few-shot UKG embedding problem.

To our knowledge, GMUC [13] is the first and the only embedding method
designed for few-shot UKGs. GMUC represents each entity and relation as a
multi-dimensional Gaussian distribution, and utilizes a metric-based framework
to learn a matching function for completing missing facts and their confidence
scores. In light of the success of GMUC, we further find an important issue to
be solved. Although the variance vectors in Gaussian distribution are claimed
to represent entities’ or relations’ uncertainty, it lacks rational explanations and
how such a setting influences the process of UKG embedding is unpredictable,
which may lead to the imprecise modeling of entities and relations.

To alleviate this problem, we consider the uncertainty of an entity/relation on
its semantic level. Table 1 shows an example in NELL. For relation museumincity,
the head entity must be a museum, and the corresponding tail entity must be
a city. In contrast, relation atlocation provides more rich semantics because it
can represent the connection between company and city, country and continent,
or person and country, etc. Obviously, atlocation has higher uncertainty than
museumincity. Similarly, different entities has different uncertainty extents. For
example, Alice is more certain than artist, since there are much more persons
belong to artist category. To summarize, the uncertainty of an entity/relation can
be measured by its semantic imprecision. In contrast to triple-level uncertainty
(i.e., the confidence score of a triple), we call this kind of uncertainty as element-
level uncertainty of UKGs.

Table 1. Example facts of relations museumincity and atlocation in NELL.

Relation: museumincity Relation: atlocation

(Gotoh Museum, Tokyo, 1.0) (Air Canada, Vancouver, 0.92)

(Decordova, Lincoln, 0.96) (Albania, Europe, 1.0)

(Whitney Museum, New York, 0.93) (Queen Victoria, Great Britain, 0.93)

In this paper, we propose a new few-shot UKG embedding model by incorpo-
rating the inherent uncertainty of entities and relations. In order to capture the
element-level uncertainty in UKGs, we design different metrics for quantification.
We use intrinsic information content (IIC) to measure an entity’s uncertainty.
In the taxonomy of entities, the closer an entity is to the root (i.e. the more
abstract this entity is), the higher uncertainty it contains. We use domain and
range to measure a relation’s uncertainty: the richer entity types a relation links
to, the more uncertainty it contains. Following [13], we represent each entity
and relation by a Gaussian distribution, while the mean vector denotes its posi-
tion and the diagonal covariance matrix denotes its uncertainty. To combine the
element-level uncertainty into UKG embedding, we design a constraint between
measurement and variance in Gaussian distribution and add it into parameter
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optimization process. We also use a metric-based framework, with the purpose
of learning a similarity function that can effectively infer the true facts and their
corresponding confidence scores given the few-shot support sets for each relation.

We conducted extensive experiments using two open uncertain knowledge
graph datasets on two tasks: (i) tail entity prediction, which focuses on complete
tail entities for the query; and (ii) confidence prediction, which seeks to predict
confidence scores of unseen relation facts. Our method consistently outperforms
the baseline models, justifying the efficacy of incorporation of the uncertainty
information of entities and relations.

The rest of the paper is organized as follows. We first review the related work
in Sect. 2, then provide the problem definition and propose our method in the
next two sections. In Sect. 5, we present our experiments. Finally, we conclude
the paper in Sect. 6.

2 Related Work

Here we survey three topics relevant to this work: deterministic KG embedding,
uncertain KG embedding, and few-shot KG embedding.

2.1 Deterministic Knowledge Graph Embedding

Deterministic KG embedding methods have been extensively explored by recent
works. There are two representative families of models, i.e. translation distance
models and semantic matching models. For the former, a relation embedding
is usually a transition or mapping for entity embeddings. Representative works
include TransE [5], TransH [6], KG2E [14], and RotatE [15]. KG2E [14] repre-
sents entities and relations as multi-dimensional Gaussian distributions, but it
cannot be used for embedding UKGs. For semantic matching methods, the scor-
ing function evaluates the plausibility based on the latent semantics of entities
given a triple. Representative works include RESCAL [16], DistMult [7], and
ComplEx [8]. Recently, deep neural network based models like R-GCN [17] and
KG-BERT [18] have been presented for further improvement.

2.2 Uncertain Knowledge Graph Embedding

UKGE [9] is the first work on embedding uncertain KGs, which utilizes a
mapping function to transform plausibility scores to confidence scores and
boosts its performance by applying probabilistic soft logic. GTransE [12] uses
confidence-aware margin loss to deal with the uncertainty of triples in UKGs.
PASSLEAF [10] extends UKGE for other types of scoring functions and includes
pool-based semi-supervised learning to alleviate the false-negative problem for
training.
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2.3 Few-Shot Knowledge Graph Embedding

Recently, few-shot learning has been applied to KG completion. Xiong et al. [19]
presented GMatching model for one-shot DKG embedding, which introduces a
metric-based framework for relational learning. FSRL [20] proposed a more effec-
tive heterogeneous neighbor encoder under the few-shot learning setting. GMUC
is the first work to study the few-shot UKG embedding problem, which utilizes
metric-based learning to model entities and relations as multi-dimensional Gaus-
sian distributions.

None of these models pays close attention to the uncertainty of entities and
relations, which is the key problem we aim to solve in this paper.

3 Problem Definition

In this section, we formally define the uncertain knowledge graph embedding
task and detail the corresponding few-shot learning settings.

3.1 Uncertain Knowledge Graph Embedding

An uncertain knowledge graph can be denoted by G = {(h, r, t, s)|h, t ∈ E , r ∈
R, s ∈ [0, 1]}, where E is the entity set, R is the relation set, and s is the
corresponding confidence score. Given an uncertain KG G, the embedding model
aims to encode each entity and relation in a low-dimensional space in which the
structure information and confidence scores of facts are both preserved.

3.2 Few-Shot Learning Settings

In contrast to the most previous work [9,10,12] that usually assumes enough
triples for each relation are available for training, this work studies the case
where only few-shot triples (support set) are available. The goal of our work is
to learn a metric that could be used to predict new facts with few examples.

Following the standard few-shot learning settings [21], we assume access to
a set of training tasks. In our problem, each training task corresponds to a KG
relation r ∈ R, and has its own training/testing data: Tr = {Sr, Qr}, where
Sr is the support set for training, Qr is the query set for testing. We denote
this kind of task set as meta-training set, Tmeta−train. To imitate the few-shot
relation prediction at evaluation period, there are only few-shot triples in each
Sr. Besides, Qr consists of the testing triples of r with ground-truth tail entities
ti and confidence scores si for each query (hi, r), as well as the corresponding
tail entity candidates Chi,t = {tij} where each tij is an entity in G. The metric
model can thus be tested on this set by ranking the candidates or predicting
their confidence scores given the test query (hi, r) and the support triples in Sr.

Once trained, we can use the model to predict on new relations, which is
called the meta-testing step in literature. These meta-testing relations are unseen
from meta-training. Each meta-testing relation also has its own few-shot train-
ing/testing data. These meta-testing relations form a meat-test set Tmeta−test.
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Fig. 1. The framework of our model.

Moreover, we leave out a subset of relations in Tmeta−train as the meta-validation
set Tmeta−val. Finally, we assume that the method has access to a background
knowledge graph G′, which is a subset of G with all the relations from Tmeta−train,
Tmeta−test and Tmeta−val removed.

4 Methodology

In this section, we firstly introduce how we measure the uncertainty of entities
and relations. We then present the framework for learning KG embedding and
the learning strategy, as illustrated in Fig 1.

4.1 Uncertainty of Entities and Relations

We consider that the uncertainty of one entity/relation represents its seman-
tic imprecision. The more imprecise semantic an entity/relation has, the higher
uncertainty it contains. We utilize Intrinsic Information Content (IIC) to mea-
sure an entity’s uncertainty, and utilize domain and range to measure a relation’s
uncertainty.

Uncertainty of Entities. IIC is used to measure an entity’s uncertainty, and
the lower IIC value one entity has, the more uncertainties it contains.

Information Content (IC) is an important dimension of word knowledge when
assessing the similarity of two terms or word senses. The conventional way of
measuring the IC of word senses is to combine knowledge of their hierarchical
structure from an ontology like WordNet [22] with statistics on their actual
usage in text as derived from a large corpus. However, IIC relies on hierarchical
structure alone without the need for external resources. The calculation formula
of IIC is defined as:

IIC(c) = 1 − log(hypo(c) + 1)
log(N)

(1)

where c is an arbitrary concept (essentially a node) in a taxonomy, N is a con-
stant that is set to the maximum number of concepts that exist in the taxonomy,
the function hypo returns the number of hyponyms of a given concept. The core
idea behind IIC is that the more hyponyms a concept has the less information
it expresses, otherwise there would be no need to further differentiate it.
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Our method of obtaining an entity’s uncertainty rests on the assumption
that the taxonomic structure of entities in KG is organized in a meaningful and
principled way, where entities near the root are more abstract than entities that
are leaves. We argue that the more hyponyms an entity has, i.e. the lower IIC
value, the higher uncertainty is contains. Considering the IIC value belongs to
[0, 1], we define the uncertainty value of an entity as:

UCe(h) = 1 − IIC(h) (2)

where h denotes an arbitrary entity in KG, IIC(h) is its information content
calculated by Eq. 1.

Uncertainty of Relations. We use domain and range to measure a relation’s
uncertainty. The richer the domain and range of a relation, the more uncertain-
ties it contains.

RDF-Schema (RDFs) provides rdfs:domain and rdfs:range properties to
declare the class of entities for relations. Domain restricts the class of head
entities and range restricts the class of tail entities. We argue that if a relation
links more entity classes, i.e. the domain and range are more diverse, it contains
higher uncertainty. We introduce two different functions to calculate relation’s
uncertainties. One way utilizes the size of domain and range:

UCr(r) = |Dr| × |Rr| (3)

where |Dr| and |Rr| are the size of domain and range set of relation r. The
second one leverages the uncertainty of linked entity pairs:

UCr(r) =
∑

h∈Dr,t∈Rr

(UCe(h) + UCe(t)) (4)

where h and t denote the entity class belongs to domain and range of relation r,
respectively.

To incorporate the uncertainty of entities and relations into UKG embedding,
we represent each of them as a multi-dimensional Gaussian distribution N (μ,Σ),
where μ ∈ R

d is the mean vector indicating its position, Σ = σI (σ ∈ R
d) is the

diagonal covariance matrix indicating its uncertainty. We denote it by N (μ, σ)
for convenience. We argue that the norm of variance vector is proportional to
the uncertainty value for each entity/relation, and design a loss function Luc as
a constraint on variance vectors:

Luc =
∑

i∈R

∑

i∈E
(w · ‖σi‖2 + b − UCr/e(i)) (5)

where ‖σi‖2 is the l2 norm of variance vector σ in Gaussian distribution, w and
b are learnable parameters.
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4.2 Model

Inspired by [20], we use a metric-based KG embedding framework composed of
two major parts: (i) Neighbor Encoder utilizes local graph structure (i.e. one-
hop neighbors) to enhance representation for each entity; (ii) Matching Processor
calculates the similarity between a query and support set for relation prediction.

Neighbor Encoder. Considering different impacts of heterogeneous neigh-
bors which may help improve entity embedding, we use heterogeneous neigh-
bor encoder [20] to enhance the representation of given entity. Specifically,
we denote the set of relational neighbors of given head entity h as Nh =
{(ri, ti, si)|(h, ri, ti, si) ∈ G′}, where G′ is the background KG, ri, ti and
si represent the i-th relation, corresponding tail entity and confidence score,
respectively. The Neighbor Encoder should be able to encoder Nh and out-
put a feature representation of h. We denote the output representation of h by
N (Fμ

NE(h),Fσ
NE(h)), where Fμ

NE(·) and Fσ
NE(·) are two heterogeneous neighbor

encoders respectively for mean embedding and variance embedding.
By applying the neighbor encoder FNE to each entity, we then concatenate

head and tail entity embeddings to obtain the representation of each triple in the
form of N (μi, σi), where μi = [Fμ

NE(h) ⊕ Fμ
NE(t)], σi = [Fσ

NE(h) ⊕ Fσ
NE(t)] and

⊕ is the concatenation operation. In this way, we can get the Gaussian represen-
tation of each query, N (μq, σq). Since there are few-shot triples in support set,
we utilize mean-pooling to aggregate them into one multi-Gaussian distribution
N (μs, σs).

Matching Processor. After the above operations, we can get two Gaussian dis-
tributions for each query and each support set. In order to measure the similarity
between them, we employ the LSTM-based [23] recurrent processing block [24] to
perform multi-step matching. We use two matching processors Fμ

MP and Fσ
MP to

calculate mean similarity simμ and variance similarity simσ respectively. To pre-
dict missing triples and their confidence scores, we define srank = simμ +λsimσ

as ranking scores and sconf = sigmoid(w · simσ + b) as confidence scores, where
w and b are learnable parameters, and λ is a hyper-parameter.

4.3 Learning

For the query relation r, we randomly sample a set of few positive triples and
regard them as the support set Sr = {(hi, ti, si)|(hi, r, ti, si) ∈ G}. The remaining
positive triples are utilized as positive queries Qr = {(hi, ti, si)|(hi, r, ti, si) ∈
G ∩ (hi, ti, si) /∈ Sr}. Besides, we construct a group of negative triples Q′

r =
{(hi, t

′
i)|(hi, r, t

′
i, ∗) /∈ G} by polluting the tail entities. Therefore, the ranking

loss is formulated as:

Lrank =
∑

r

∑

(h,t,s)∈Qr

∑

(h,t′,s′)∈Q′
r

s · [γ + srank − s′
rank]+ (6)
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where [x]+ = max[0, x] is standard hinge loss and γ is margin distance, srank

and s′
rank are rank scores between query (hi, ti/t′i) and support set Sr.

To reduce the difference between the ground truth confidence score si and our
predicting confidence score sconf , we utilize mean squared error (MSE) between
them as the MSE loss Lmse. Specifically, Lmse is defined as:

Lmse =
∑

r

∑

(hi,ti,si)∈Qr

(sconf − si)2 (7)

By leveraging the uncertainty loss Luc of entities and relations, we define the
final objective function as:

Ljoint = w1Lrank + w2Lmse + w3Luc (8)

where w1, w2 and w3 are trade-off factors. To minimize Ljoint and optimize
model parameters, we take each relations as a task and design a batch sampling
based meta-training procedure.

5 Experiments

In this section, we evaluate our models on two tasks: tail entity prediction and
confidence score prediction. Ablation studies are followed to verify the impact
of each module.

5.1 Datasets

The evaluation is conducted on two datasets named as NL27 k and CN15 k [9].
Table 2 gives the statistics of the datasets. NL27 k is extracted from NELL [3],
an uncertain knowledge graph obtained from web pages. CN15 k is a subgraph
of the common sense KG ConceptNet [4]. CN15 k matches the number of nodes
with FB15 k - the widely used benchmark dataset for DKG embeddings, while
NL27 k is a larger and more general dataset.

Entity’s type and taxonomy structure are needed for calculating the uncer-
tainty value of each entity/relation. For NL27 k, we utilize NELL’s ontology to
get the entity taxonomy. For CN15 k, since there is no ontology for ConceptNet,
we align all entities in CN15k to DBpedia through the ExternalURL relation
(one relation defined in ConceptNet) and string matching. Then, we leverage
DBpedia’s ontology to get the entity taxonomy. Meanwhile, both ontologies pro-
vide the type information for each entity. Then, we extract the domain and range
of each relation from raw triple data.

We select the relations with less than 500 but more than 50 triples as few-shot
tasks. There are 134 tasks in NL27 k and 11 tasks in CN15 k. In addition, we
use 101/13/20 task relations for training/validation/testing in NL27k and the
division is set to 8/1/2 in CN15 k. We refer the rest of the relations as background
relations. According to Eq. 2, 3 and 4, we calculate the corresponding uncertainty
values of entities and relations in both datasets and apply z-score normalization
to maintain the scale consistency.
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Table 2. Statistics of datasets. #Ent., #Rel., #Tri., #Task denote the number of
entities, relations, triples, and tasks, respectively. Avg(s) and Std(s) are the average
and standard deviation of the confidence scores, respectively.

Dataset #Ent #Rel #Tri #Task Avg(s) Std(s)

NL27k 27,221 404 175,412 134 0.797 0.242

CN15k 15,000 36 241,158 11 0.629 0.232

5.2 Baselines

In our comparison, we consider the following embedding-based methods: (i)
UKGE, the first UKG embedding models, (ii) FSRL, a few-shot DKG embed-
ding models, and (iii) GMUC, the first few-shot UKG embedding models. When
evaluating UKGE, we use not only the triples of background relations but also
all the triples of the training relations and the few-shot training triples of those
in validate/test relations. When evaluating FSRL, we set a threshold τ = 0.75
to distinguish high-confidence triples for training.

5.3 Experimental Setup

We tune hyper-parameters based weighted mean reciprocal rank (WMRR) on
the validation datasets. The embedding dimension is set to 100 and 50 for NL27 k
and CN15 k dataset, respectively. The maximum number of local neighbors in
Neighbor Encoder is set to 30. In addition, the dimension of LSTM’s hidden
state is set to twice the embedding dimension. The number of matching steps
equals 2. The margin distance γ is set to 5.0 for NL27 k and 6.0 for CN15 k.
The initial learning rate equals 0.001 and the weight decay is 0.25 for each 10 k
training steps. The batch size equals 256 and 64 for NL27 k and CN15 k. In entity
candidate set construction, we set the maximum size to 1000 for both datasets.
The few-shot size is set to 3 for the following experiments. The trade-off factors
in the objective function are set to w1 = 1, w2 = 1.1, w3 = 0.01.

5.4 Tail Entity Prediction

Tail entity prediction is a conventional evaluation task for knowledge graph
embedding. The goal is to predict the tail entities given a head entity and a
relation, which can be formulated as (h, r, ?t).

Evaluation Protocol. Relations and their triples in training data are utilized
to train the model while those of validation and test data are respectively used
to tune and evaluate model. We use the top-k hit ratio (Hits@k), weighted mean
rank (WMR), and mean reciprocal rank (WMRR) to evaluate performances of
different methods. The k is set to 1, 5 and 10. The mean rank and mean reciprocal
rank are linearly weighted by the confidence score.
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Results. The performance of all models are reported in Table 3. We refer to the
variant that adopt Eq. 3 to calculate relation’s uncertainties as Ours1 and name
the one using Eq. 4 as Ours2. We can see that our method produces consistent
improvements over various embedding models on NL27 k and the superiority is
lighter on CN15 k but still gets higher WMRR. UKGE performs much worse
than the remaining models, proving that the metric-based framework is very
effective in few-shot scenario. The Gaussian distribution representation is better
than the point-based one, indicating that it is necessary to consider the uncer-
tainty of entities and relations in UKGs. Our method outperforms GMUC, which
demonstrates the rationality of the proposed uncertainty metrics for entities and
relations. The results of Ours1 are close to Ours2, indicating that the two ways for
calculating relation’s uncertainties are both reasonable and effective. Comparing
the model’s performance on different datasets, all testing results on NL27 k are
much better than those on CN15 k, which is caused by the metric-based learning
process. Metric-based models aim to learn a matching function between support
sets and queries to calculate their similarities, so they need (support set, query)
pairs as many as possible, i.e., more training tasks. Nevertheless, CN15 k con-
tains only 11 tasks, lesser than 134 tasks in NL27 k. Therefore, it not surprising
that the evaluation results on CN15 k dataset are poor.

Table 3. Results of tail entity prediction

Dataset Model Hits@1 Hits@5 HIts@10 WMR WMRR

NL27k UKGE 0.031 0.038 0.046 489.537 0.037

FSRL 0.216 0.373 0.490 81.728 0.294

GMUC 0.363 0.549 0.626 65.146 0.455

Ours1 0.379 0.598 0.670 50.940 0.481

Ours2 0.386 0.573 0.663 51.539 0.474

CN15k UKGE 0.014 0.019 0.028 496.185 0.022

FSRL 0.006 0.025 0.041 374.439 0.023

GMUC 0.002 0.027 0.089 382.188 0.027

Ours1 0.010 0.042 0.090 378.854 0.029

Ours2 0.013 0.037 0.094 367.456 0.034

5.5 Confidence Score Prediction

Confidence score prediction is to predict the confidence score given a triple,
requiring the model to be uncertainty-aware. This task can be formulated as
(h, r, t, ?s).

Evaluation Protocol. For each uncertain relation fact (h, r, t, s) in the test
query set, we predict the confidence score of (h, r, t) and report the mean squared
error (MSE) and mean absolute error (MAE).
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Results. Results are reported in Table 4. Since FSRL cannot predict the confi-
dence scores of triples, we only compares with UKGE and GMUC. Our model
also achieves the best performance in the this task. The results of UKGE are
still worse, indicating that the metric-based few-shot KG embedding framework
can also improve the accuracy of confidence prediction. Our method outperforms
GMUC, illustrating that incorporating the uncertainty of entities and relations
helps the model to predict the uncertainty of facts. The performances of Ours1
and Ours2 are very close, demonstrating the effectiveness of both methods for
measuring the relation uncertainty. In the confidence prediction task, the results
on two datasets are not much different, showing that confidence score informa-
tion is easier to learn than the ranking information.

Table 4. Results of confidence score prediction

Dataset NL27 k CN15 k

Metric MSE MAE MSE MAE

UKGE 0.468 0.636 0.350 0.541

GMUC 0.017 0.100 0.021 0.112

Ours1 0.015 0.094 0.017 0.082

Ours2 0.015 0.092 0.017 0.079

5.6 Ablation Studies

To investigate the contributions of different modules, we conduct the follow-
ing ablation studies from three perspectives: (i) remove the Neighbor Encoder,
denoted by No FNE , (ii) replace the LSTM-based Matching Network with the
cosine similarity, denoted by No FMP , and (iii) exclude the uncertainty loss of
entities and relations, denoted by No Luc.

Table 5. Results of ablation studies on different components.

Configuration Hits@1 Hits@5 Hits@10 WMR WMRR

No FNE 0.091 0.154 0.204 175.535 0.148

No FMP 0.129 0.239 0.317 118.207 0.203

No Luc 0.198 0.406 0.488 58.937 0.313

Ours1 0.234 0.450 0.540 49.093 0.346

Table 5 shows the results of tail entity prediction in NL27k validate set and
best results are highlighted in bold. We can see that removing any module will
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weaken the overall effect of our method, and the Neighbor Encoder has the great-
est contribution. In addition, the results of No Luc is worse than Ours1, indicat-
ing that constraining the variance vector in Gaussian distribution by quantified
element-level uncertainty can also boost the performance.

6 Conclusion

This paper introduces a few-shot uncertain knowledge graph embedding method
by incorporating the uncertainty of entities and relations. We propose the cor-
responding metrics to measure the inherent element-level uncertainty of each
entity and relation in UKGs and incorporate it into a few-shot metric-based
framework to capture both semantic and uncertainty information. The extensive
experiments on two public datasets demonstrate that our proposed method can
outperform the state-of-the-art baseline models. Our future work might consider
extending the metrics for element-level uncertainty into deterministic knowledge
graphs to improve the learned embeddings.
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Abstract. To construct a legal knowledge graph to support the intel-
ligent computing in the domain of law, a conceptual framework of
this domain needs to be set up first. This framework usually com-
prises domain-specific inter-related concepts, their relations, and their
attributes, to achieve a comprehensive understanding of the subject
domain. While some of the topics in the task of concept framework
construction had been studied, such as the identification of hyper-
nymy/hyponymy relations, other key parts in this task have not been
fully investigated. In this work, we propose a system TraConcept, in
which we use PLM to encode traffic concept pairs with context to allevi-
ate the “lexical memorization” problem. In addition, we model this task
as a multi-relation identification problem and use a Siamese Network
with a tensor layer to solve this problem. Compared with state-of-the-
art methods, our method is more effective in detecting multi-relations
between Chinese traffic concepts and finding attributes of these concepts
in a large corpus of traffic legal texts.

Keywords: Concept framework · Hypernymy/hyponymy relation ·
Traffic legal text

1 Introduction

To construct a legal knowledge graph to support intelligent computing in the
domain of law, a conceptual framework for this domain needs to be set up first.
The construction of such a framework will greatly facilitate the organization and
representation of shareable knowledge in the law domain, and thus promote the
upper-level knowledge-enhanced applications, such as the “Smart Court”. This
framework usually comprises domain-specific inter-related concepts, their rela-
tions, and their attributes, to achieve a comprehensive understanding of the sub-
ject domain. As shown in Fig. 1, a conceptual framework constructed from traffic
legal texts comprises several traffic concepts, such as “机动车(MotorVehicle)”
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and “小轿车(Car)” , the hypernymy or hyponymy relations between these con-
cepts, and their attributes, such as “颜色(color)” and “品牌(brand)” . Concepts,
relations, and attributes play fundamental roles in building a hierarchical concept
framework [2]. In the research of taxonomy learning [13], pattern-based meth-
ods [5,9] and distributional approaches [10] were two major paradigms to predict
hypernymy/hyponymy relations between terms. The problem of pattern-based
methods is that relation between two terms can only be identified when they
co-occur in the same sentence. Distributional approaches alleviate this problem
and directly use the distributed representation of the two terms as the input
features of the learning model to infer whether the two terms have a certain
relation. However, distributional approaches suffer from the problem of “lexical
memorization” [6], in which relation classifiers are prone to identify the rela-
tionship by learning the lexical features, not the semantic features. In addition,
existing methods generally aim at binary relation classification, while concept
attributes are usually ignored in constructing the conceptual framework.

Fig. 1. Example of a simple Concept Framework

In this paper, we model the task of concept framework construction as
a multi-relation identification problem. A system of TraConcept is proposed
to resolve this problem by identifying multiple concept-concept relations and
concept-attribute relations from massive Chinese traffic legal texts. Our contri-
butions can be summarized as follows:

1) We use a Pre-training Language Model to encode domain term pairs with
context. This encoding can effectively alleviate the problem of “lexical mem-
orization”;

2) We use a Siamese Network with a tensor layer and a double affine operation
to accurately capture multiple relations among traffic legal concepts and their
attributes.

2 Related Work

Hearst et al. [5] pioneered the line of pattern-based hypernymy discovery meth-
ods which leverage hand-crafted lexico-syntactic patterns to extract explicitly
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mentioned hypernymy pairs from a text corpus. Snow et al. [11] trained a logis-
tic regression classifier to find the dependency path related to the hypernymy
and then used this classifier to identify the new hypernymy on the new corpus.
Liu et al. [7] used two syntactic templates with high quality and high coverage to
identify Chinese hypernymy. To overcome occurrence sparsity [9], distributional
approaches model the degree of hypernymy within a term pair. The earliest
use of this approaches for hypernymy discovery only focused on the relevance
between a term pair. More recently, Distributional Inclusion Hypothesis (DIH)
is the premise of these approaches. It means that the semantics of the hypernym
is often broader than the semantics of the corresponding hyponyms. An example
of a successful DIH is WeedsPrec [15].

3 Problem Statement

Constructing a conceptual framework in the traffic legal area can be depicted in
two major steps: 1) identifying domain concepts in a relevant corpus; 2) extract-
ing concept-concept and concept-attribute relations from the corpus.

We use a distant supervision paradigm to identify domain concepts in a traf-
fic legal corpus we collected. If domain concept can be matched to the knowledge
base as a positive example, if not as a negative example. By random forest, fre-
quent and subject-relevant n-gram are extracted from the corpus. Then phrases
are automatically labeled with syntactic information to characterize their popu-
larity, consistency, informativeness, and completeness. These syntactic features
are exploited in a domain concept classifier, to assign a pseudo label to each
phrase. Since concept identification is not the focus of this paper, and there is a
length limitation of this paper, we omit the details here.

Constructing Concept Framework as a Multi-Relation Identification
Task. Corpus is a large-scale electronic text library. Concepts are abstractions
of the essence of things and concept pairs are two related concepts. A knowledge
base is a collection of domain knowledge defined by experts.

Given a set of corpus D, we extract a set of concepts C using the above
method. Then We combine knowledge base K and C to extract concept pairs
Cp = <ci, cj> of hypernymy and concept-attribute. We mix five relations in a 1:1
ratio to get a set of relations R and randomly select concepts in the C for pairing
to get negative samples. These five relations include: <hypernym, hyponym>,
<hyponym, hypernym>, <concept, attribute>, <attribute, concept> and other
relations. In multi-relation identification, our task is to learn a classifier f to map
any given concept pair Cx to relations set R.

4 TraConcept

Previous models usually encode the domain terms with word embeddings, which
may trigger the “lexical memorization” problem [6]. To address this problem,
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Verga et al. [12] tried to learn a contextual embedding for a given domain term
occurring in a contextual description. In TraConcept, we use a Siamese Net-
work [8], which has an architecture containing a couple of networks with shared
parameters. We use the Siamese Network to capture the features of given domain
terms with contexts and to produce a comparable output to reflect a potential
relationship between this pair of domain terms. For each domain term in the
pair, a set of context sentences describing this term is extracted and fed into the
encoding layer. Term mentions at different positions in a contextual description
have different degrees of importance, so we use the attention mechanism to learn
how each mention contributes to the contextual embedding.

For the identification of relations and attributes, a multi-relation classifier
is needed. Glava et al. [4] used a tensor model to learn representations in the
task of hyponymy detection. It showed the effectiveness of the tensor model in
characterizing multi-relational data. Inspired by this work, we put a bi-affine
operation in a tensor layer to decide which relation a given domain term holds.
The network architecture of TraConcept is shown in Fig. 2.

Fig. 2. The Network Architecture of TraConcept.

4.1 Domain Terms Encoding

Given a domain term pair <c1, c2>, the first step is to separately get a con-
textual description of c1 and c2. We use the keyword search to retrieve a set of
term-related sentences from the corpus, and randomly select 3 sentences to form
a contextual description to represent the context for each domain term. The
contextual description of each domain term will be further divided into tokens
{Tokl

1, T okl
2, ..., T okl

m} and{Tokr
1, T okr

2, ..., T okr
m}, where l and r stand for the

left domain term c1 and the right domain term c2 in a pair. For example, given
the pair <机动车辆, 交通工具 > having a hypernymy relation and the pair
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<电动自行车, 车速 > having a concept-attribute relation, part of their contex-
tual description are shown in Table 1.

Table 1. Example table of conceptual description corresponding to domain term

Domain term Conceptual description

机动车辆 依照《机动车辆保险条款》规定，...

交通工具 ... 鼓励公众使用清洁能源交通工具出行，...

电动自行车 （一）驾驶自行车、电动自行车、三轮车在路段上横过机动车道时...

车速 ... 最大设计车速小于或等于50公里/小时的四个车轮的机动车。...

We adopt PLM(Pre-training Language Model) to encode the contextual
description of a given concept or attribute separately. We can get two encoded
contextual description: (Ol

[CLS], O
l
1, O

l
2, ..., O

l
m) and (Or

[CLS], O
r
1, O

r
2, ..., O

r
m),

where Ol
[CLS] and Or

[CLS] are the head label information of the contextual
description; Oi ∈ Rd; d denotes the dimension of the encoded words.

Domain term mention at different positions in the contextual description
have different degrees of importance, so it is helpful to learn how domain term
mention in different locations contributes to the final contextual embedding. For
example, in the sentence “依照《机动车辆保险条款》规定, ...” , “机动车辆”
are subordinate to another domain term “机动车辆保险条款” . However, in

this sentence “（五）非法拦截、扣留机动车辆, ...” , “机动车辆” is a separate
domain term, so its importance is higher than “机动车辆” in the previous sen-
tence. In our model, we introduce an attention mechanism to improve detection
performance.

As illustrated in Fig. 2, we use this method to construct the contextual
embedding of the domain term mention. Firstly, we construct a mask sequence
according to the position of the domain term mention in the contextual descrip-
tion, which is used to filter the coding information passed from the pre-training
encoding module. Then we can get two sequences: hl=(hl

[CLS], h
l
1, h

l
2, ..., h

l
m)

and hr=(hr
[CLS], h

r
1, h

r
2, ..., h

r
m). Then, we use the attention mechanism to calcu-

late the contribution of domain term mention in different positions to the final
contextual embedding, which is computed as follows:

WS = Softmax(
(HWK)(HWQ)T√

d′ ) (1)

θi = WSHWV (2)

A = [θ1; θ2; ...; θt]WO (3)

Here, H is the output sequence of the mask layer, d′ denotes the dimension
of the output of a single attention head, and WK ,WV ,WQ and WO are the
parameters of the network. Finally, we use pooling operations to compress data
and parameters to reduce the risk of overfitting.
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4.2 Multi-relation Identification

To detect multi-relations between domain terms, we use a tensor layer to capture
semantic features through double affine operations. Through the last module, we
get the contextual embedding Al , Ar of hl , hr:

Al = (al
1, a

l
2, ..., a

l
m+1)

Ar = (ar
1, a

r
2, ..., a

r
m+1)

We use a bi-affine operator to calculate an (m + 1) × L × (m + 1) tensor WT ,
which is the raw score of domain term pairs:

WT = AlWL(Ar)T (4)

where WL is a d × L × d tensor, a learned embedding matrix for each of the L
relations. Then we use the Softmax function to normalize the dimension repre-
senting the initial score of the relation. For each domain term pair<c1, c2>, we
use the LogSumExp function [1] to get the score in each relation category:

score(c1, c2) = log
m+1∑

k=1

m+1∑

i=1

exp(Softmax(WTijk
)) (5)

The LogSumExp scoring function is a smooth approximation to the max
function and has the benefits of aggregating information from multiple predic-
tions and propagating dense gradients as opposed to the sparse gradient updates
of the max. Finally, we can directly use Argmax to get the final relation category.

4.3 Model Training

We use the maximum likelihood function as the objective function based on the
score calculated by the LogSumExp function. In addition, for the detection of
binary classification relations, we will calculate the contrast loss function between
contextual embeddings based on the current objective function L1:

L1 = β1
1
L

L∑

i=1

logP (ri|score(c1, c2)) + β2L2 (6)

L2 =
∑

A′
η ∗ label ∗ d2 + (1 − label) ∗ Relu(margin − d)2 (7)

where L refers to the number of relations. ri is the type of relation. L2 is the con-
trastive Loss, and d = cos(Ar, Al) is the cosine similarity of contextual embed-
ding. β1, β2, η and margin are hyperparameter.

5 Experiments

In this section, we conduct extensive experiments to evaluate our model over
various benchmarks. We also compare it with state-of-the-art to show its effec-
tiveness.
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5.1 Experimental Setup

Dataset. Our model is evaluated on a Chinese traffic legal text corpus HITT,
which was constructed in our previous work [3]. Since the previous model
was only used to detect single relations, this corpus was divided into two
parts: HITT-h and HITT-a, in which the HITT-h dataset is used for hyper-
nymy/hyponymy identification, and the HITT-a dataset is used for concept
attribute relation detection. The ratio of positive and negative samples is 1:4.
To perform experiments on multi-relation detection, we mixed HITT-h and
HITT-a to obtain HITT-m dataset. This dataset has five categories, includ-
ing <hypernym, hyponym>, <hyponym, hypernym>, <concept, attribute>,
<attribute, concept> and other relation. The ratio of each category is 1: 1.
The number of sentences included in each dataset is shown in Table 2. The
dataset and code are available in https://github.com/wds-seu/TraConcept for
reproducibility.

Table 2. The statistical characteristics of datasets

Dataset Train Validation Test

HITT-h 18,847 6,302 6,292

HITT-a 40,412 13,449 13,451

HITT-m 19,100 6,120 6,515

Metrics. In the following experiments, widely-used performance measures such
as precision (P), recall (R), F1-score (F1), and accuracy (A) are used to evaluate
the methods. For multi-relation detection experiments, we use Micro-P, Micro-R,
and Micro-F1 to measure performance.

5.2 Comparison with State-of-the-Art Models

In the experiments, we compare our model with state-of-the-art methods. These
reference algorithms can be roughly divided into two categories: three methods
of single relation detection and two methods for multi-relation detection.

The Methods dedicated to detecting single relations used in this paper are
listed as follows:

1) U Teal [14] is an unsupervised method that uses the projection network model
trained by the taxonomy to classify the set of concept pairs of binary relations;

2) S Teal [14] is a supervised method, which classifies concept pairs by using a
word embedding learned from the corpus and artificially labeled training sets;

3) AS Teal [14] uses two adversarial classifiers to train the prediction model
through the competition between the S Teal model and the projection net-
work constructed by the Taxonomy, thereby further improving the classifica-
tion performance of the model

https://github.com/wds-seu/TraConcept
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For multi-relation detection, we selected two methods, which can detect
multi-relation and single relation detection. These methods are:

1) D-Tensor [4] uses two tensors to convert concept embeddings at different
positions into vectors in a specific semantic space for comparison;

2) Bran [12] uses Transformer to encode the spliced contextual description, and
then directly uses the double affine operation to calculate the score between
context embeddings, which is used to classify the semantic relation between
concepts;

Table 3 summarizes the comparative results of our model and five refer-
ence algorithms on the HITT-h and HITT-a. From the table, we observe that
our model outperforms these reference algorithms. More specifically, our model
achieves the best F1 scores on HITT-h compared with all reference algorithms.
While for the performance in terms of recall and precision, our model is also
highly competitive. For the adapted reference algorithms, we observe that the
accuracy (93.36%) and precision (88.67%) of AS Teal are higher than the model
proposed in this article on the HITT-h, and its F1-score on the HITT-a is higher
than our model. However, AS Teal uses additional knowledge base information
to train the adversarial network, which can capture the structural information in
the knowledge base. We extract the corresponding knowledge base information
from CN-DBpedia and CN-Probase respectively to train its projection network.
However, we have achieved considerable results without the help of knowledge
base information.

Table 3. Comparative results of our model and reference methods. The Method with
* uses additional knowledge base information

HITT-h HITT-a

A P R F1 A P R F1

D-Tensor (Glavaš et al. 2017) 87.78 74.88 61.56 67.45 83.27 70.15 60.18 65.38

Bran (Verga et al. 2018) 91.52 82.31 79.68 81.32 85.34 71.25 65.48 68.56

U Teal (Wang et al. 2019) 91.52 82.31 79.68 81.32 85.34 71.25 65.48 68.56

S Teal (Wang et al. 2019) 90.85 87.03 84.31 85.56 89.90 74.22 73.44 73.83

AS Teal (Wang et al. 2019)* 93.36 88.67 86.22 87.89 92.92 80.89 79.60 79.70

Ours 93.00 87.88 89.79 88.18 91.09 77.66 81.02 79.31

We also conduct experiments on multi-relation detection tasks on the HITT-
m dataset, and the overall experimental results are shown in Table 4. In the base-
line model, D-Tensor, and Bran can perform multi-relation phrase pair detection
like our model. It can be seen that our model achieves highly competitive per-
formance on multi-relation domain terms detection compared with these two
reference baselines. The reason is that we adopted an advanced PLM, which
significantly improved the effect. Besides, we use the attention mechanism to
encode the contextual embedding of domain terms, which can effectively cap-
ture the semantic relation between domain terms.
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Table 4. Comparative results of our model and reference methods on multi-relation
detection

HITT-m

A Macro P Macro R Macro F1

D-Tensor (Glavaš et al. 2017) 75.30 76.52 73.34 74.78

Bran (Verga et al. 2018) 78.89 79.32 75.18 77.56

Ours 81.57 82.23 81.56 81.80

5.3 Effectiveness of the Domain Term Pair Encoding

To eliminate lexical memorization, we do not directly encode the domain term
but use the contextual description corresponding to the domain term to obtain
the contextual embedding corresponding to the domain term. Therefore, the
problem of lexical memorization can be effectively eliminated. To investigate
the effectiveness of our method, we use a traditional neural network to directly
encode the domain term to capture the semantic relation between domain terms
for analysis. Based on three datasets, we compare some encode methods.

Table 5 shows the comparative results of some different encoding methods on
three datasets. The performance of our sequence encoding with the Pre-training
Language Model is better than other encoding methods. Our model improved
by about 11.3%, 8.86%, and 9.4% accuracy rate to the best baseline model
on the three datasets. The experimental results show that encoding contextual
descriptions of domain terms can effectively improve the overall performance of
our model.

Table 5. Comparative results of several encoding methods

HITT-h HITT-a HITT-m

CNN 74.38 78.67 68.32

RNN 76.81 80.22 69.84

fastText 79.61 80.36 70.60

Transformer 79.59 80.33 70.53

Seq2Seq+Attention 79.45 80.36 70.84

Ours 93.00 91.09 81.57

In addition, we also verified the effectiveness of the PLM used in our model.
Based on three datasets, we empirically compare BiLSTM and five Pre-training
Language Models.

The experimental results are shown in Fig. 3. It can be seen that the relation
detection results using Pre-training Language Models are better than those using
traditional BiLSTM for contextual description encoding. We also observe that
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Fig. 3. The accuracy of relation detection in the different Pre-training Language
Models

RoBERTa achieves better performance than BERT overall. The experimental
results also show that the use of Whole Word Masking (WWM) does not nec-
essarily improve the overall performance of the model. We think that the main
reason is that the word segmentation method of WordPiece is used when the
model is tuned, and the character-level word segmentation method is still used
for Chinese sequences, so the performance of WWM is not effectively used.

5.4 Effectiveness of the Tensor Layer

This section is devoted to investigating the effectiveness of our tensor layer. To
test the performance of our model, we designed the four variants to replace the
tensor layer.

Fig. 4. The accuracy of relation detection of different relation capture modules

The experimental results are shown in Fig. 4. We can observe that calculating
the cosine similarity between context embeddings to single relation detection
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can experimental results comparable to the model in this paper on the HITT-h
and HITT-a datasets. In terms of multi-relation detection, in addition to the
method proposed in this paper, vector subtraction operations between context
embeddings have achieved the best experimental results on the HITT-m dataset.

5.5 Error Inspection

Although our model achieves good results in relation detection, we observed
several common errors which are useful for further research. Error statistics are
shown in Table 6. In the three datasets, the majority of the sources of the errors
are contextual description problems. Such cases include <新能源汽车，汽车型
号 >, <政治权利，法规 >, etc. For these concepts and attributes, the corre-
sponding contextual description lacks sufficient scale or cannot provide effective
information. Another major error is the domain terms of error contained in three
datasets. Such cases include <会计师事务所，奔驰公司 >, <庐阳区人民法院，
前身 >, etc. This is an error in our domain terms identification task, which leads
to the inclusion of wrong domain terms in the datasets.

Table 6. Error statistics

HITT-h HITT-a HITT-m

Problems with contextual description 0.22 0.42 0.46

Wrong domain terms 0.26 0.24 0.16

Similar domain terms 0.24 0.12 0.04

Related domain terms 0.18 – 0.10

Wrong label 0.08 0.12 0.16

Other - 0.10 0.08

6 Conclusion and the Future Work

In this paper, we propose a system TraConcept for constructing a Concept
Framework. Instead of directly operating on the word embedding representa-
tion of the domain term, we use a PLM to encode the input sequence, which
effectively prevents the problem of lexical memorization. In addition, our model
can detect multi-relations of domain terms by combining the tensor model. We
conduct extensive experiments on three datasets we built to validate the effec-
tiveness of the proposed model. Experimental results show that our model over-
whelmingly outperforms state-of-the-art baselines over different scenarios, espe-
cially on multi-relation detection. In the future, we plan to explore more domain
term relations to construct a more complete Concept Framework in the field of
Chinese traffic legal.

Acknowledgments. This work was supported by the National Key R&D Program
of China (2019YFB2101802).
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Abstract. Document-level Relation Extraction is more challenging
than its sentence-level counterpart, extracting unknown relational facts
from a plain text at the document level. Studies have shown that
the Transformer architecture models long-distance dependencies with-
out regard to the syntax-level dependencies between tokens in the
sequence, which hinders its ability to model long-range dependencies.
Furthermore, the global information among relational triples and local
information around entities is critical. In this paper, we propose a
Dependency Syntax Transformer and Supervised Contrastive Learn-
ing model (DSTSC) for document-level relation extraction. Specifically,
dependency syntax information guides Transformer to enhance atten-
tion between tokens with dependency syntax relation in the sequence.
The ability of Transformer to model document-level dependencies is
improved. Supervised contrastive learning with fusion knowledge cap-
tures global information among relational triples. Gaussian probability
distributions are also designed to capture local information around enti-
ties. Our experiments on two document-level relation extraction datasets,
CDR and GDA, have remarkable results.

Keywords: Document-level relation extraction · Transformer model ·
Dependency syntax · Superviesed contrastive learning · Gaussian
probability

1 Introduction

Relation extraction (RE) extracts unknown relational facts from plain text,
which is a significant step in text mining. Earlier research focused on predicting
relations between entities in a single sentence [3,8]. However, large amounts
of relational information between entities, such as biomedical literature, are
inferred from multiple long sentences in real-world applications. Therefore, rela-
tion extraction gradually extends to the document level [6,9,13].
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
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Document-level RE is more challenging than sentence-level RE. Only one
entity pare of a sentence is to be classified in the sentence-level RE. A docu-
ment contains multiple entity pairs in document-level RE, each of which may
have multiple relations. But in sentence-level RE, there is only one relation per
entity pair. This multi-entity, multi-label (multiple relation types for a particular
entity pair) and long sentence of document-level RE make it more difficult than
sentence-level RE. Figure 1 shows an instance of the CDR dataset, where P1
describes the combination of four drugs, cis-platinum, Adriamycin, cyclophos-
phamide, and hexamethyl elamine, to treat ovarian cancer. P2 is the medication
record of the patient. P3 said that the patient showed anemia after taking the
drug. It can be inferred that CPDD induces anemia and other CID relation. How-
ever, P2 and P3 are separated by multiple sentences, which requires the model
to have excellent modeling ability for long sentence dependencies. Moreover, it
requires the model to infer the relation between target entity pair by integrating
important information, such as entity-local and entity-global information, in the
document.

Fig. 1. An illustrative instance in the CDR dataset.

The Transformer model has been used in natural language processing (NLP)
to tackle the above problems and achieved excellent results [12]. The Transformer
models rely on attention mechanisms to draw global dependencies between input
and output. Attention mechanisms allow the modeling of dependencies without
regard to the syntax-level dependencies between tokens dependencies at the syn-
tax level in the sequence. This prevents the Transformer from modeling depen-
dencies of sentences in long-range and reasoning relation between entities.

Dependency trees have been used particularly effectively in tasks to capture
long-distance relations among entities in RE. The existing method is that graph
convolutional networks(GCN) use dependency trees to update entity information
through propagation [9]. However, most of these methods are difficult to apply to
different models, significantly when the model’s overall structure has changed or
when new suggestions are made to insert the dependency tree information. Nor
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can it change the Transformer model to model the dependency relation between
tokens in articles. In addition, some relational triples can provide information to
each other due to the relevance of the information within the exact text, espe-
cially biomedical information. Local information around entities is particularly
beneficial for inferential relationships.

Inspired by the above, we propose a Dependency Syntax Transformer and
Supervised Contrastive Learning with Fused Knowledge model (DSTSC) for
document-level relation extraction. Specifically, a decomposed linear transforma-
tion is used to introduce dependency syntax information into the Transformer
to enhance the attention between tokens with dependency syntax in a sentence.
The dependency syntax guides the self-attention part of the Transformer model
to improve the Transformer model’s ability to model dependencies in long sen-
tences. Supervised contrastive learning with domain knowledge captures global
information among relational triples. Based on knowledge guidance, automati-
cally pull into the same category relational triplet and learn similar data char-
acteristics. In addition, Gaussian probability distributions are also designed to
capture local information around entities. Our research contributions can be
summarized as follows:

– We propose a Transformer model guided by dependency syntax information
to enhance the Transformer model’s ability to model dependencies on long-
distance text.

– We propose a Supervised contrastive loss with fused knowledge to capture
global information among relational triples and Gaussian probability distri-
butions to capture local information around entities.

– Experimental results on two public document-level relation extraction
datasets, CDR and GDA, demonstrate the effectiveness of our DSTSC model
and achieve SOTA performance on both datasets. DSTSC model facilitates
document-level relation extraction.

2 Method

2.1 Overview

In this section, we will detail the various modules of DSTSC. The overall struc-
ture of the model is shown in Fig. 2. The DSTSC model consists of three main
components: (1) Dependency syntax Transformer model layer, a Trans-
former model guided by dependency syntax information to enhance its ability to
model long-distance dependencies. First, the dependency syntax tree of a sen-
tence is obtained by using the dependency syntax parsing tool, such as Stanford
CoreNLP1. Then the dependency syntax tree of the whole article is designed.
Finally, the dependency syntax tree is used to guide the attention direction
of the Transformer model. (2) Guass enhancement layer, a way to capture
local information around an entity. (3) Supervision contrastive losses with
knowledge layer, a supervised contrastive loss with fused knowledge for cap-
turing global information among relational triples.
1 https://stanfordnlp.github.io/CoreNLP/.

https://stanfordnlp.github.io/CoreNLP/
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Fig. 2. The overall structure of the DSTSC model.

2.2 Dependency Syntax Pretraining Model Layer

2.2.1 Document-Level Dependency Syntax Tree
The dependency syntax relation between tokens in a sentence can be expressed
as a dependency syntax tree with only one root node. This paper uses Stanford
CoreNLP to parse the dependency syntax information for each sentence. To
obtain the dependency syntax tree of the whole article, we link the root node
of the dependency syntax tree of the latter sentence to the root node of the
dependency syntax tree of the former sentence. Finally, the dependency syntax
tree of the whole article is transformed into the corresponding adjacency matrix
A.

2.2.2 Dependency Syntax Transformer
Let x = (x1, x2, x3, ..., xn) be the token sequence of a document as input to
Transformer, where xi(1 ≤ i ≤ n) is the ith word in it. The overall framework of
the Transformer comprises several layers of the encoder, which relies entirely on
attention mechanisms to draw global dependencies between inputs and outputs.
In the lth layer, the token embedding xl

i ∈ Rdin is mapped to query, key and
value vectors, respectively:

qli = xl
iW

Q
i , kli = xl

iW
K
i , vli = xl

iW
V
i (1)



Document-Level Relation Extraction 47

where WQ
i ,WK

i ,WV
i ∈ Rdin×dout . The attention score between xl

i and xl
j is

calculated as follows:

elij =
qlik

l
j
T

√
d

(2)

The attention mechanism allows dependencies to be modeled without regard
to their dependencies information at the syntax level in the sequence. Instead,
attention between tokens with dependencies in a sequence should be significant.
Dependency syntax information guides the flow of attention in the Transformer
model by enhancing attention between tokens with dependency syntax in the
sentence. Dependency syntax information runs through the whole Transformer.
Moreover, Decomposed Linear Transformation is used to introduce dependency
syntax information into the Transformer model, with details as follows.

Decomposed Linear Transformation. Inspired by how to decompose the
word embedding and position embedding in Transformer, decomposed linear
transformation parameterizes the dependency syntax matrix on q and k, respec-
tively. It’s the principle of automatically preserving a moderate amount of inter-
token attention with dependency syntax.

Bias elij = (qliK
T
l + Qlk

l
j

T
) ∗ Aij + bl,Aij

(3)

where Kl, Ql ∈ Rdin×dout are trainable parameterization matrices assigned to
the query and key vector. Aij indicates whether xi is dependent on xj , Aij is 1
if there is a dependency. Otherwise, it is 0. bl,Aij

is a bias.
The final attention score can be calculated as Eq. 4. We softmax alij and

aggregate it with the value vector in Eq. 5.

alij = elij + Bias elij (4)

xl+1
i =

n∑

j=1

exp alij∑n
k=1 exp alij

vlj (5)

where xl+1
i ∈ Rdout is the result of the update of xl

i.

2.3 Guass Enhancement Layer

We use the Gaussian probability distribution method used in [11] to enhance
the ability of the model to capture local information by increasing the weight of
the target entity and its adjacent words. First, the relative distance list between
non-entity tokens and nearby entity tokens in the sequence is obtained. The
probability of each token is calculated using the Gaussian probability distribution
function. Then the probability of the token is multiplied by the corresponding
token in the sequence. The token guided by Gaussian probability information
is represented yl+1

i . In addition, the multi-top attention mechanism is used to
compute the correlation of textual semantic vectors between the xl+1

i and yl+1
i .
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xl+1
i is used as the query vector and yl+1

i as the key vector and the value vector.
The final representation gl+1

i with Gaussian enhancement is obtained.

yl+1
i = GP (xl+1

i ) ∗ xl+1
i (6)

gl+1
ik

= Attention(xl+1
i , yl+1

ik−1
, yl+1

ik−1
) (7)

where GP is the Gaussian probability distribution function, and k is the number
of hops in attention. In this paper, k = 2 is the best effect.

2.4 Supervision Contrastive Losses with Fused Knowledge Layer

As shown in Fig. 2, the domain knowledge trained by the RotatE model is used to
enhance the learning ability of the model. After enrichment with domain knowl-
edge, the entity information is enriched and more information can be shared
among relational triples. In this case, supervised contrastive loss to capture the
global information among relational triples is an excellent choice.

Contrastive learning focuses on learning the common features between sim-
ilar instances and differentiating the differences between non-similar instances.
Supervised contrastive learning makes the distance between features belonging
to the same labels of entity pair as close as possible and the distance between
different labels of entity pair as far as possible. Supervised contrastive learning
works as follows:

SConL = −
M∑

i=1

1
Myi

− 1

M∑

j=1

li�=j lyi=yj
ln(

exp(Si,j

t )

exp(Si,j

t ) +
∑M

k=1lyi �=yj
exp(Si,k

t )
) (8)

where M represents a batch size, yi and yj represent the label of the anchor
sample i and the sample j, respectively. Myi

represents the number of samples
whose label is yi in a batch. li�=j ∈ {0, 1}, lyi=yj

and lyi �=yj
are similar indicator

functions. Si,j is the cosine similarity between the sample i and the sample j.
We use the cross-entropy loss function to calculate the gap between the pre-

dicted and real data.

CroEL =
∑

<h,t>

∑

r

CrossEntropy(Pr(eh, et), yr(eh, et)) (9)

where eh and et are head and tail entities, respectively. Pr is the predicted label,
yr is the target label. Summing the two-loss functions as the final function.

L = SConL + CroEL (10)

3 Experiments

3.1 Dataset

We evaluate the DSTSC model on two biomedical datasets, CDR and GDA. The
dataset details are in Table 1.
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Table 1. Details of CDR and GDA dataset.

Dataset Train Dev Test Entities/Article Mentions/Article Relation

CDR 500 500 500 6.8 19.2 1

GDA 23353 5839 1000 4.8 18.5 1

Table 2. Hyperparamters setting.

Pretraining model BERT SciBERT/BioBERT

Hyperparamters Value Value

Batch size 4 4

Learning rate 2e−5 2e−5

Epoch 40 40

Seed 42 42

k 2 2

Knowledge dim 64 64

CDR. The Chemical-Disease Relations dataset is a biomedical dataset con-
structed by PubMed abstract, which contains 1500 human-annotated documents
with 4409 annotated chemicals, 5818 diseases and 3116 chemical-disease interac-
tions. It is evenly divided into the training set, development set and test set. The
task is to predict binary interactions between Chemical and Disease concepts.

GDA. The Gene-Disease relation dataset is a large-scale dataset in the biomedi-
cal domain composed of 30192 MEDLINE abstracts, divided into 29192 training
articles and 1000 test articles. It contains 10697 genes, 12774 diseases and 74928
gene-diseases associations. We follow [16] to split the training set into 80/20
sections as training and development sets. The task is to predict the binary
interactions between Gene and Disease concepts.

3.2 Experimental Setting

The pretraining models based-Transformer used in this paper are BERT, SciB-
ERT and BioBERT. SciBERT is a pretrained language model based on BERT
to address the lack of a high-multi-domain corpus of scientific publications to
improve performance on downstream scientific NLP tasks. BioBERT, Bidirec-
tional Encoder Representations from Transformers for Biomedical Text Min-
ing, is a domain-specific language representation model pre-trained on large-
scale biomedical corpora. BioBERT and SciBERT largely outperform BERT
and previous state-of-the-art models in various biomedical text mining tasks.
Some essential hyperparameters are listed in Table 2.
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Table 3. Main results (%) on the development and test set of CDR.

Model Dev Test

F1 Precision/Recall F1

Without KBs

CNN+SDP [6] – 58.02/76.20 65.88

BRAN [13] – 55.60/70.80 62.10

Bio-Seq [7] – 60.00/58.60 63.50

LSR [9] – –/– 64.80

SciBERT 66.01 61.00/68.42 64.50

DSTSC SciBERT (ours) 68.33 65.80/68.30 67.03

Without KBs

CAN(+CTD) [15] – 60.52/80.48 69.08

LSTM+CNN(+CTD) [14] – 65.80/68.30 69.60

DSTSC BERT (ours) 70.89 57.60/73.81 68.65

DSTSC SciBERT (ours) 72.16 66.24/76.14 70.85

DSTSC BioBERT (ours) 71.34 65.54/73.33 69.22

Table 4. Main results (%) on the development and test set of GDA.

Model Dev Test

F1 F1 cross/F1 noncross F1

Without KBs

EOG [2] – 49.30/85.20 81.50

LSR [9] – 51.10/85.40 82.20

SciBERT 81.30 50.80/85.60 81.25

DSTSC SciBERT (ours) 82.90 51.90/86.80 83.60

Note: F1 cross represents F1 across sentences, while F1 noncross
is F1 within sentences.

3.3 CDR and GDA Results

To evaluate our approach, we compared the DSTSC model with sequence-
based models, graph-based models, and Transformer-based models. As shown
in Table 3, the models compared are divided into two categories on the CDR
dataset. One is the method without the knowledge base. The other is the method
with the knowledge base.

Sequence-Based Models. CNN+SDP proposes to use CNN to learn the fea-
tures of diseases and chemicals on the shortest dependency path to extract the
CID relation between them. Our model uses a dependency syntax tree to enhance
the attention between entities with dependencies in the whole article to alleviate
the difficulty of the Transformer model in handling document-level tasks. Com-
pared with CNN+SDP, the DSTSC SciBERT model increased by 1.15%. The
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Table 5. Ablation Study of The DSTSC Model on CDR.

Model Dev F1 Test F1 F1 cross/F1 noncross

DSTSC SciBERT 72.16 70.85 57.34/75.82

- Dependency information 70.36 68.71 54.60/75.15

- Guess enhancement layer 71.22 69.07 55.67/75.20

- Contrast loss layer 71.43 69.52 56.93/75.32

- Knowledge 68.33 67.03 55.90/72.29

- all 66.01 64.50 51.25/70.73

DSTSC model was 2.53% higher than SciBERT. This suggests that Transformer
guided by dependency syntax information is superior in long-range modeling
dependencies than other uses of dependency syntax information.

Graph-Based Models. EoG and LSR models learn the underlying graph struc-
ture of the document to construct the document-graph, and Graph Convolu-
tional Networks (GCNs) are used for information updating and inference. LSR
and SciBERT have similar results in document-level RE. DSTSC SciBERT is
2.23% higher than LSR. It shows that the DSTSC model based on the Trans-
former guide by dependency syntax information is better than graph structure
in document-level RE.

Transformer-Based Models. BRAN encodes the token using Transformer,
and then a biaffine operation is used to score all mentioned pairs. Followed
by aggregating the mentioned pairs to form entities and finally predicting the
relations between entities. DSTSC SciBERT is also based on the Transformer
structure, which is 4.93% higher than BRAN. It shows the validity of dependency
syntax information in the Transformer model.

BERT,SciBERTandBioBERTare essential parts of theDSTSCmodel, respec-
tively. The DSTSC model composed of SciBERT [1] performs best. The DSTSC
model combined with the knowledge base has the most outstanding performance.
Experiment results on the CDR dataset demonstrate that the DSTSC promotes
document-level RE. Table 4 is the result of the DSTSC model on the GDA dataset,
which shows the strong applicability and generality of the DSTSC model.

3.4 Ablation Study

The ablation study of the DSTSC model on the CDR dataset is presented in
Table 5. We can obviously conclude that all four dependency terms contribute
to the final improvement. The dependency syntax Transformer approach has the
most significant impact in all dependency terms except domain knowledge, which
leads to a drop of 2.14%. It shows that the Transformer model guided by depen-
dency syntax information can overcome the difficulties of long-distance text mod-
eling. Supervised contrastive loss for capturing global information and Gaussian
probability enhancement for capturing local information are both effective.
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3.5 Case Study

Fig. 3. Relational weights between entities in the baseline model and DSTSC model.

To analyze the model in detail, we visualized the weights of relation (relational
triples in Part 3 of Fig. 3) between the entities (entities in Part 2) obtained in
the baseline SciBERT and the DSTSC model. As detailed in Part 4. In Part4,
the closer the color in each grid is to red, the greater the weight of the relation
between the two entities judged by the model and vice versa. Obviously, the
color difference obtained by the DSTSC model is quite distinct, while the color
obtained by SciBERT model is not distinct. This demonstrates that SciBERT
is prone to misjudgment. In this article, the DSTSC model determines that all
red relational triples are correct. This effectively demonstrates the excellence of
the DSTSC model in document-level relation extraction.

4 Related Work

4.1 Dependency Syntax Information

Dependency trees of input sentences are used in models and have proven to be
very effective in RE. They capture long-term syntactic features that are diffi-
cult to obtain from surface forms alone. Traditional statistical models handle
dependency information by combining different lexical, syntactic and semantic
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features [4]. However, sparse features and reliance on features created by external
systems pose a significant challenge to the model processing task. Recent research
has focused on document-level dependency graphs for encoding through depen-
dent syntactic information combined with GCNs to capture useful long-range
syntactic information [9]. Recently, Transformer models have shown excellent
performance in NLP. However, the ability of Transformer [12] models to process
long-distance text is hindered by not taking into account their dependency at
the syntax level in the sequence.

4.2 Contrastive Learning

Contrastive learning aims to learn an encoder, which encodes similar data of the
same kind and makes the encoding results of different kinds of data as differ-
ent as possible. Self-supervised contrastive learning enhances the data and then
compares the features of the data from the same source and the features of the
data from different sources to make the data closer to the features of the data
from the same source and farther away from the features of the data from differ-
ent sources. Work [10] explored the method of employing contrastive learning to
improve the text representation from the BERT model for relation extraction.
However, self-supervised contrastive learning does not consider the correlation
between data features belonging to the same class. Therefore, supervised com-
parative learning [5] makes the distance between features belonging to the same
kind of data as close as possible and the distance between different kinds of data
as far as possible.

5 Conclusion and Future Work

In this work, we propose the DSTSC model for document-level relation extrac-
tion, which features three novel methods. Dependency syntax Transformer model
enhances the attention between tokens with dependency syntax relations, which
enhances the Transformer’s ability to model dependencies in long-range texts.
The Gaussian enhancement module is designed to capture the local information
around the entity. The supervised contrastive loss combined with domain knowl-
edge to capture the global information among relational triples. Experiments on
two biomedical datasets, CDR and GDA, demonstrate that the DSTSC model
outperforms existing models in document-level relational extraction.

For future work, bridging the gap between the newly introduced dependency
syntax parameters and the original Transformer model parameters is a potential
research topic. It has hindered the improvement of DSTSC. Another is to explore
more suitable methods to capture local and global information.
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Abstract. The explosive growth of biomedical literature has produced a large
amount of information on drug-drug interactions (DDI). How to effectively extract
DDI from biomedical literature is of great significance for constructing biomed-
ical knowledge and discovering new biomedical knowledge. Drug entity names
are mostly nouns in specific fields. Most of the existing models can’t make full
use of the importance of drug entity information and syntax information for DDI
extraction. In this paper, we propose a model that can reasonably use domain
knowledge and syntactic information to extract DDI, which makes full use of
domain knowledge to obtain an enhanced representation of entities and can learn
sentence sequence information and long-distance grammatical relation. We con-
ducted comparative experiments and ablation studies on the DDI extraction 2013
dataset. The experimental results show that our method can effectively integrate
domain knowledge and syntactic information to improve the performance of DDI
extraction compared with the existing methods.

Keywords: Drug-drug interaction · Biomedical literature · Domain knowledge
syntactic features

1 Introduction

Drug-drug interaction relation extraction is a combination of many research achieve-
ments in bioinformatics, natural language processing and other fields. One drug can
be affected by another drug, food, or environmental changes. Some DDI may threaten
people’s lives. The precise classification of DDI will have a positive effect on avoiding
hazards [1]. DDI extraction is a multi-classification task. A sentence containing multiple
drug entities in given biomedical literature is calculated to judge the relation between
drug entities.

Biomedical relation extraction is of great significance for biomedical researchers to
obtain domain knowledge and automatic processing of biomedical information. Nowa-
days, health professionals can retrieve a large amount of DDI information from Drug
Interactions Facts, DrugBank, and Stockley, which contain rich DDI data. From this
point of view, with the continuous growth of biomedical literature, if we can extract DDI
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Fig. 1. The integration process of domain knowledge.

from a large amount of research literature, it can positively impact pharmacovigilance,
and it will increase the speed of updating databases.

In recent years, many neural network methods have been applied to DDI interaction
[2–5], and the classification of DDI interaction has made significant progress. However,
most of the drug entities are professional nouns, and the existing models do not give full
play to the importance of professional domain knowledge. The model may misjudge in
predicting the relation of the DDI text containing multiple drug entities.

We incorporate domain knowledge of entities into the model to obtain an enhanced
representation of theDDI texts. For example, the sentence inFig. 1 containsmultiple drug
entities. The relation between rifampicin and methylprednisolone needs to be predicted.
First, the drug information of two entities is extracted from the knowledge base, and
then the model will learn the representation of the drug information, which will improve
the performance of the model in predicting DDI texts containing multiple drug entities.
Furthermore, as shown in Fig. 3, biomedical texts aremostly long and difficult sentences,
so we integrate syntactic information into the model to improve the performance of the
model in extracting long and difficult sentences.

In this paper, we propose a model that can reasonably use domain knowledge and
syntactic information to extract DDI. First, the explanation information of DDI entities
is crawled by DrugBank and Wikipedia. The interpretation information is converted
into vectors by the pre-trained model to obtain the vector representation of domain
knowledge. Then send the syntactic dependency matrix obtained by StanfordCoreNLP
to graph neural networks to obtain the syntactic information representation. Finally, the
final classification result is obtained through softmax. The experimental results show
that domain knowledge and syntactic information can improve the performance of the
model. In general, the contributions of this paper can be summarized as follows:
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(1) We propose a model that integrates domain knowledge to obtain enhanced text
representations, which can improve the performance in predicting the relation of
the DDI text containing multiple drug entities

(2) We integrate the syntactic information into the model to improve the learning
ability of the model to the sequence information of sentences and long-distance
grammatical relations.

(3) We conduct extensive experiments on the DDI corpus. Experimental results suggest
that our model achieves the state-of-the-art result for the DDI relation extraction
task.

2 Related Work

In the early days, a rule-basedmethodwas used to extractDDI [6]. The rule-basedmethod
has many problems: low recall rate, high labor costs, and difficult design. Subsequently,
researchers used many machine learning methods. Machine learning methods can be
divided into traditional machine learning methods and deep learning methods. Support
vector machines (SVM) with kernels are used on biomedical datasets and have achieved
good performance [7]. Kim et al. [8] applied a feature-based method in the corpus.

As the neural network gradually moves into people’s field of vision, people begin to
pay attention tomethods based on neural networks. The neural network can directly learn
the feature representation from the training data, thus saving a lot of human resources
and material resources. Liu et al. applied the convolutional neural networks (CNN)
model [9] to DDI extraction and demonstrated the good performance of the model. The
CNN [10–12] model can obtain local features so that the CNN-based method can obtain
the semantic information and position information of the words very well. But in the
long sentence, the CNN model ignores some syntactic information and the dependence
between words. Then, the researchers found that the recurrent neural networks (RNN)
model can better process sequence information, so the RNN model was applied to the
DDI extraction task. Ramkanth et al. [13] applied the word-based RNN model and the
character-based RNN model to DDI extraction tasks. The advantage of the RNN model
is that it can alleviate the problem that the CNN model can only obtain local features.

However, the RNNmodel brings new problems of gradient disappearance and gradi-
ent explosion. Researchers have found that the long short-term memory (LSTM) model
[14, 15] can effectively alleviate these problems. Huang et al. [16] applied a two-stage
LSTMmodel to the DDI extraction task. The two-stage models are feature-based binary
SVM classifier and LSTM-based multi-class classifier. Zheng et al. [17] used the atten-
tion mechanism to extract drug relations and proposed an attention-based BiLSTM
(ATTBLSTM) model. Zhang et al. [18] applied the ASDP-LSTM model to the DDI
extraction task. This model uses the shortest dependent path (SDP). The researchers
found the graph convolutional neural network [19], has a good effect on the DDI
extraction task. Peng et al. [20] applied the Bidirectional Encoder Representation from
Transformers (BERT) model to the biomedical literature, and the experimental results
showed that the BERT model has strong performance. BioBERT [21] is a pre-trained
model trained using a large biomedical corpus. The pre-trained model has achieved the
most advanced performance on some biomedical datasets. The R-BERT [22] model is
a derivative model of BERT for relation extraction.
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In the DDI extraction task, the BERT model only uses the semantic information of
the text, ignoring the importance of expertise in the biomedical field. In order to improve
the model’s performance in predicting the relation of the DDI text containing multiple
drug entities, we added entity explanation information to the model to learn enhanced
text representations. The model can effectively distinguish different drug entities in the
DDI text. Furthermore, the BERT model does not fully consider information such as
part of speech and syntactic structure. Misjudgments may occur when predicting drug
entity relation in complex sentence structures in biomedical texts. In this regard, we add
syntactic information to improve this phenomenon.

3 Method

Figure 2 shows the structure of our model. The interpretation information of the drug
entity crawled from Wikipedia and DrugBank is sent to the pre-trained model to obtain
the vector representation document of knowledge. The interpretation information of the
drug entity is taken as domain knowledge and integrated into the entity vector. Then
the syntactic dependency of DDI sentences is obtained through StanfordCoreNLP. The
syntactic features are extracted through the GCN model. The model fuses the semantic
features obtained by BioBERT and the syntactic features obtained by the GCN model.
The performance of our model has been further improved.

Fig. 2. The architecture of our model.



KGSG: Knowledge Guided Syntactic Graph Model 59

3.1 Input Layer

The input of our model consists of two parts. The first part is the sentences in the DDI
dataset, and the second part is the interpretation information of the drug entity.

Encoding Sentences from the DDI Dataset. For a sentence in the DDI corpus, it is
expressed as S = {W1,W2,W3, ...,WN }, where Wi is the i-th word, and N represents
the length of the sentence. Each word in the sentence is segmented, and each token is
represented by a d-dimensional vector. Moreover, an embedding (‘[CLS]’) is appended
at the beginning of each sequence. In addition, special symbols are inserted on both sides
of each drug entity. The special symbols on both sides of the first entity are ‘$’, and on
both sides of the second drug entity are ‘#’.

Encoding Sentences from Domain Knowledge. The interpretation information of the
drug entity as the domain knowledge is crawled on Wikipedia and DrugBank through
crawler technology. Because some words may be biased, the explanation information
will be filtered. The information irrelevant to the drug entity is deleted to avoid the
impact of useless information on the performance of themodel. For a sentence in domain
knowledge, it is expressed as Se = {E1,E2,E3, ...,EN }, where Ei is the i-th word, and
N represents the length of the sentence.

3.2 Feature Extraction

Biomedical Text Semantic Feature Extraction. For a given sentence Swith drug enti-
ties e1 and e2 in the DDI corpus, the output of the final hidden layer of ‘CLS’ from the
BioBERT model is H0. The vector of the e1 can be represented as the average of the
final hidden layer vectors from Hi to Hj. The vector of the e2 can be represented as the
average of the final hidden layer vectors from Hk to Hm. These vectors are averaged to
get an entity vector representation. After the activation function and the full connection
layer, the output of e1 and e2 are H ′

1 and H ′
2 respectively. The calculation formulas of

H ′
1 and H ′

2 are as follows:

H
′
1 = W1

⎡
⎣tan h

⎛
⎝ 1

j − i + 1

j∑
t=i

Ht

⎞
⎠

⎤
⎦ + b1 (1)

H
′
2 = W2

[
tan h

(
1

m − k + 1

m∑
t=k

Ht

)]
+ b2 (2)

For the final hidden layer vector of ‘[CLS]’, the output H ′
0 is obtained through the

activation function and the full connection layer, which is expressed as follows:

H
′
0 = W0(tan h(H0)) + b0 (3)

where W0 ∈ Rd×d, W1 ∈ Rd×d and W2 ∈ Rd×d are weight matrices. d is the hidden
layer size of BioBERT. b0, b1, b2 are bias vectors.
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The semantic feature representation of domain knowledge is obtained through the
BioBERT model. Then the entity interpretation vector is fused with the entity vector.
For the sentence Se of domain knowledge is successfully matched with the entity e1.
The final hidden layer vector He1 of ‘CLS’ is obtained through BioBERT. He1, He2
respectively represent the e1 and e2 entity information vectors. The final vectorsH ′

1 and
H ′
2 are averaged withHe

′
1 andHe

′
2 respectively to obtain the new entity representations.

They are expressed as H ′′
1 , H

′′
2 .

The calculationmethods are shown in formula (4) and formula (5). The representation
of semantic features of the sentence is shown in formula (6).

He
′
1 = W3(tan h(He1)) + b3 (4)

He
′
2 = W4(tan h(He2)) + b4 (5)

f b = W5

[
concat

(
H

′
0,H

′′
1 ,H

′′
2

)]
+ b5 (6)

where W5 is the weight matrix. b3, b4, b5 are bias vectors.

Biomedical Text Syntactic Feature Extraction. As shown in Fig. 3, the dependency
parsing output of sentence S in the DDI dataset obtained by StanfordCoreNLP is denoted
as D = [(Ai,Pi,Pi)], where Ai is the attribute of the dependency tree. Pi is the position
information of the dependency tree node.

The dependent parsing output is converted to adjacency matrix A, and self-
connections are added to the adjacency matrix. The calculation formula is as follows:

Ã = A + IN (7)

where IN is the identity matrix.

We send the adjacency matrix and the feature representation of the sentence in the
DDI dataset into the GCN network. The hidden layer of the final sentence is represented
as H (l+1).

H (l+1) = σ
(
D̃− 1

2 ÃD̃− 1
2H (l)θ (l)

)
(8)

where Ã is the adjacencymatrix. D̃ is the degreematrix. σ denotes an activation function.
H (l) is the matrix of activations in the l-th layer. H (0) = H0. θ is a weight matrix.

The calculation formula of the final syntactic feature f g is shown in formula (10):

Â = D̃− 1
2 ÃD̃− 1

2 (9)

f g = Âσ
(
ÂH0W6

)
W7 (10)

where W6 ∈ RC×H, W7 ∈ RH×F are weight matrices. C is the size of the input layer. H
is the size of the hidden layer. F is the size of the output layer.
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Fig. 3. The extraction process of dependency parsing.

3.3 Classification

DDI extraction is a multi-class classification task. The two drug entities in each sentence
in the DDI dataset will be classified into a specific type. The probability distribution of
each type is obtained by softmax. In the training process, we use the cross-entropy loss
function. The result f ′ is obtained by fusing the feature f b and the feature f g . Then f ′
is sent to the classifier. The model selects the type with the highest probability as the
classification result. The calculation formulas are as follows:

f ′ = W ′[concat
(
f b, f g

)]
+ b′ (11)

p = softmax
(
f ′) (12)

where p is the probability of each type. W ′ is a weight matrix. b′ is a bias vector.

4 Result and Discussion

4.1 Datasets and Evaluation Metrics

We use the DDI extraction 2013 dataset [23], which is the public dataset for the DDI
extraction task. It is more authoritative and representative. The five types in the dataset
are as follows:

(1) Advice: This sentence describes the recommendation to use two drugs simultane-
ously. (e.g., “Patients who take both ezetimibe and cyclosporine should be carefully
monitored”).
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(2) Mechanism: This type states a pharmacokinetic mechanism. (e.g., “Probenecid
competes with meropenem for active tubular secretion and thus inhibits the renal
excretion of meropenem.”).

(3) Effect: The sentence describes the effect of the interaction between drugs or
the pharmacodynamic mechanism of the interaction. (e.g., “Rifabutin: There
have been reports of uveitis in patients to whom fluconazole and rifabutin were
coadministered”).

(4) Int: The sentence describes the drug interactions in this sentence but does not
indicate any other information. (e.g., “Data from in vitro studies of alprazolam
suggest a possible drug interaction with alprazolam for the following: sertraline
and paroxetine.”).

(5) Negative: The sentence states that there is no interaction between two target drugs.

The performance of the model in this experiment is reflected by the precision (P),
recall (R), and F1 score (micro-average F-score).

4.2 Experimental Settings

Weuse the BioBERTmodel to encode the input sentence. In order to prevent over-fitting,
this experiment uses the dropoutmechanism. Table 1 shows the specific hyper-parameter
settings.

Table 1. The setting of hyper-parameters parameter

Parameter name Value

Sentence feature dimension 768

Max sentence length 400

Number of hidden layers of BioBERT 12

Batch size 8

Dropout rate 0.1

Epoch 10

Learning rate 2e−5

Number of hidden layers of GCN 16

Weight decay 5e−4

4.3 Experimental Results

Comparison with Other Models. We test the performance of our model on the DDI
extraction 2013 test set, and Table 2 shows the comparison results of our model with
other methods.
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It can be seen from the comparison results that our model is better than the existing
models. We use the values of P, R, and F1 score to prove the performance of our model.
From the Table 2, we can see that the values of P, R, and F1 are 82.8%, 81.0%, and 81.9%,
respectively. In terms of the F1 score, our model is higher than the R-BioBERT model
by 1.2%. Furthermore, in terms of P and R, our model is better than the R-BioBERT
model.

Table 2. Comparison with other models. The ‘-’ denotes the value is not provided in the paper.

Model P R F1

FBK-irst 65.0 66.0 65.0

KIM - - 67.0

CNN 75.7 64.7 69.8

DCNN 77.2 64.4 70.2

ACNN 76.3 63.3 69.1

RNN 78.6 63.8 72.1

LSTM 73.4 69.7 71.5

Two-stage LSTM - - 69.0

ASDP-LSTM 74.1 71.8 72.9

ATT-BLSTM 78.4 76.2 77.3

BERT - - 79.9

BioBERT - - 78.8

R-BioBERT 82.7 78.8 80.7

Our model 82.8 81.0 81.9

Table 3. Comparison of each type between other models

Model F1 score on each DDI type

Advice Mechanism Effect Int

FBK-irst 69.2 67.9 62.8 54.7

KIM 72.5 69.3 66.2 48.3

CNN 77.8 70.2 69.3 46.4

DCNN 78.2 70.6 69.9 46.4

LSTM 79.4 76.3 67.6 43.1

ASDP-LSTM 80.3 74.0 71.8 54.3

(continued)
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Table 3. (continued)

Model F1 score on each DDI type

Advice Mechanism Effect Int

ATT-BLSTM 85.1 77.5 76.6 57.7

R-BioBERT 83.8 83.3 81.0 59.5

Our model 87.3 84.6 82.0 56.1

In order to evaluate the multi-class performance of our model, we evaluated each
type of DDI. Table 3 shows the comparison results of the F1 score of each type between
our model and other methods. The F1 score of our model in Advice, Mechanism, Effect,
and Int types are 87.3%, 84.6%, 82.0%, and 56.1%, respectively. Compared with R-
BioBERT, our model shows better performance in Advice, Mechanism, and Effects
types.

Ablation Study. In order to prove the validity of domain knowledge and syntactic
information, we conducted ablation studies.

Table 4. Comparison of the results of ablation studies.

Model Overall performance

P R F1

R-BioBERT 82.7 78.8 80.7

Domain knowledge 82.1 80.8 81.4

Syntactic information 82.9 80.3 81.6

Our model 82.8 81.0 81.9

The ablation study is divided into four sub-experiments to verify the validity of
domain knowledge and syntactic information. The results of specific ablation studies are
shown in Table 4. The R-BioBERT experiment is the baseline. The domain knowledge
experiment represents adding domain knowledge to the R-BioBERTmodel. The syntac-
tic information experiment represents adding syntactic information to the R-BioBERT
model.

It can be seen from the experimental results that after adding domain knowledge to
the R-BioBERT model, the F1 score is improved by 0.7%. It can be seen that for DDI
extraction, additional entity interpretation information can make the model easier to
understand the semantics of DDI text. This shows that domain knowledge is effective for
drug-drug relation extraction. Then we added syntactic information to the R-BioBERT
model, and the F1 score increased by 0.9%. There is no doubt that the syntactic structure
features extracted by GCN play a great role in DDI relation extraction. When domain
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knowledge and syntactic information are added to our model, the F1 score is increased
by 1.2%. The results of ablation studies proved the importance of domain knowledge
and syntactic information for the DDI extraction task. Moreover, it proves the powerful
performance of our model in extracting drug-drug relation.

4.4 Case Study

To further demonstrate domain knowledge and syntactic information can improve the
performance of the model, in Table 5, we show some cases from the DDI extraction
2013 test set.

Sentence 1 contains multiple drug entities, which may affect the model to learn the
semantic information of the DDI text. After the information of drug entities is matched
to the domain knowledge from the knowledge base, the model can clearly distinguish
each drug entity, so the model makes the correct prediction.

In Sentence 2, probably because of the word “recommended”, the prediction result
from the original model is Advise types. The entity information of drugs is obtained
through DrugBank. After adding domain knowledge, the model can learn the repre-
sentation information of two entities. However, syntactic information may have played
a more important role. After adding syntactic information, the model can learn the
long-distance grammatical relation of the sentence. The model can accurately grasp the
syntactic structure of the sentence.

For Sentence 3, a short sentence, the original model and our model made correct
predictions.

Table 5. Examples of extraction results by different methods on the DDI dataset.

Sentence instance Prediction results

Sentence 1 Drugs that induce hepatic enzymes such as
phenobarbital, phenytoin, and rifampin may increase the
clearance of methylprednisolone and may require increased in
methylprednisolone dose to achieve the desired response

R-BioBERT: Mechanism
Our model: Advise

Sentence 2 Vaccinations with live organism vaccines are not
recommended in immunocompromised individuals. Nalidixic acid
together with high-dose intravenous melphalan has caused deaths
in children due to haemorrhagic enterocolitis

R-BioBERT: Advise
Our model: Effect

Sentence 3 The findings suggest that the dosage of S-ketamine
should be reduced in patients receiving ticlopidine

R-BioBERT: Advise
Our model: Advise

5 Conclusion

In this paper, we propose a model that can reasonably integrate domain knowledge and
syntactic information to extract DDI relation. Domain knowledge can make the model
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obtain an enhanced representation of the DDI text, and syntactic information can make
the model better learn sentence sequence information and long-distance grammatical
relation. Ourmodel is evaluated on theDDI extraction 2013 test set, and the experimental
results show that our model performs better than the existing models. In addition, from
the ablation studies, we can analyze the effectiveness of our various modules on the
model performance. The results of the ablation study show that domain knowledge and
syntactic information can improve the performance of the model.

In future work, we will try to improve the model’s performance in the type with
a small amount of data and apply our model to document-level biomedical relation
extraction.
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Abstract. Event Detection (ED) is a very important sub-task in the field of infor-
mation extraction, which studies how to correctly identify the trigger words that
trigger event generation from unstructured text containing event information. We
can regard ED as a token-based multi-classification task and sequence labeling
task. However, in the previous methods, the ED task is performed for fine-grained
types of events, ignoring the more abstract information of coarse-grained event
types, which leads to missing conceptual semantic information about the class
hierarchy of events. We propose a new ED method (Hierarchical Modular Event
Detection Based on Dependency Graphs, HMED) in this paper. First, we imple-
ment dynamic modeling of multi-order dependency label information between
words, which is used to generate the fine-grained representations of event types.
Then we design an upper-level conceptual module based on the characteristics
of the ACE corpus to compute the coarse-grained representations of event types
and fuse fine-grained and coarse-grained event conceptual semantic information
through global attention. On the widely used ACE2005 corpus, our hierarchical
module can significantly improve the performance when compared with the most
current state-of-the-art results.

Keywords: Event detection · Hierarchical · Dependency label · Upper-level
concepts

1 Introduction

Event extraction (EE) is an important information extraction task that consists of two
stages of tasks in a given document. Event detection (ED) is a crucial subtask of event
extraction, which aims to identify event triggers and classify them into specific types
from texts. Taking Fig. 1 as an example, ED is supposed to recognize the event trigger
“died” and “fired”, and classify them separately to the event type Die and Attack, while
other words are marked as “O” for the non-event type “None”.

In many ED systems, it has been shown that dependency trees [9, 17] can capture the
dependency relationships betweenword pairs. As shown in Fig. 1, the top of the sentence
shows many information about the dependency labels between entities, and these rich
labels will give us additional contextual information. However, the relationships between
word pairs are subject to change, and we cannot simply use this fixed dependency
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Fig. 1. A sentence from the ACE2005 corpus, the above is the result of the dependency parsing.

information. But due to the superior performance of GCNs in handling unstructured data
in recent years, graphs can capture and represent more dependencies than tree structures,
so more research use dependency graphs [8–10, 17] to handle diverse dependencies.

However, one of the problems is that many words can convey different meanings in
different contexts, due to the existence of polysemes. In Fig. 2, the “charged” in S1means
“Charge-Indict” event, but without the previous information, the model may classify it
as a “Transfer-Money” event in fine-grained event types (lower-level). Another problem
is in the ED task, the event classification task is also required after the model extracts the
event triggers, and the existing classification methods (call fine-grained event types) do
not take into account the upper-level broad classes to which the fine-grained event types
belong. In the fine-grained event classification task, the upper-class event information
(called coarse-grained event types) should be fully considered. Someexamples are shown
in Fig. 2. Specifically, “charged”, “deal” and “fired” can be classified correctly by the
upper-level concept types, however, they are misclassified in the lower-level concept
view.

Fig. 2. In sentence S3, the “fired” is incorrectly classified as the “End-Position” in the lower-
level concept frame. But its real lower-level concept type is the “Attack”. If we use the upper-level
concept frame, it can be classified as “Conflict” correctly in the upper-level concept.

In this paper, we propose a Hierarchical Modular Event Detection Based on Depen-
dency Graph (HMED) to address the above problem in the ED task. We first design a
multilayer graph structure based on dependency relations, which can convert the input
sentences into a graph in which nodes represent words and edges represent dependency
relations between words. And attention is used to score the multi-order dependencies
so that the information represented by nodes and edges is dynamically updated. Finally,
HierarchicalModular Network enables themodel to fully consider the higher-level infor-
mation when classifying trigger words and more accurately determine the type of trigger
words. We conducted an experimental study on the ACE 2005 corpora to demonstrate
the advantages of our approach. Our contributions are summarized as follows:
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• We introduce syntactic structure features and multi-order dependency label informa-
tion in the neural network. We use attention to perform a convolution operation on
the syntactic dependency graph to dynamically update the dependency label.

• For event classification, we propose amodule called HierarchicalModular Network to
improve the accuracy of event classification by fusing coarse-grained and fine-grained
event information.

• We analyzed the individual and compound effects of the dynamic update module and
the hierarchical module on the event detection task and achieved the best performance
(F1 values) on the ACE 2005 corpus.

2 Related Work

The earliest event detection studies were pattern-matching methods [1, 2]. Subse-
quently, some researchers have combined document-level features for event detection,
[3] designed a document-level prediction model, and [4] utilized cross-document feature
information. However, the performance of this method is mainly related to the accuracy
of the template, so it is poorly portable and requires experienced experts to prepare it,
and the preliminary work takes a lot of time. Later, machine learning and deep learning
enable a good improvement in event detection performance. [20] Machine learning is
applied to combine linguistic and structural information, which in turn improves the
pattern-based approach to obtaining grammatical features.

Most recent event detection works are based on a deep learning architecture, and
typical works such as Convolutional Neural Networks [5], Recurrent Neural Networks
[6, 7], and Graph Convolutional Networks [8–10]and Transformer [11, 12]. Another
type of approach enhances the ED by introducing additional information, such as an
external knowledge base [13], document information [14, 15], cross-language detection
[16, 21] decodes the three subtasks of entity extraction, trigger word extraction, and
argument extraction completely jointly to achieve a better combination of information.
Other recent research advances include combining few-shot [22] for meta-learning and
combining image information [23] in news articles for ED tasks. There are also many
authors who have adopted the new idea of Q&A [11, 19] for ED tasks.

Dependent syntactic analysis is one of the key techniques in natural language pro-
cessing and is widely used in the ED domain to parse text and obtain interdependencies
between words in a sentence. [7] proposes to use dependency trees to model syntactic
information, [17] proposes to transform dependency trees into graphs for ED, and the
latest study [10] adds typed dependency label information to dependency graphs.

3 Methodology

In this section, we will introduce the overall framework of HMED. The model first
designs a multilayer graph convolutional network, which generates fine-grained event
types by dynamically modeling multi-order dependency label information. Secondly,
the global attention mechanism in the hierarchical module is used to determine the
coarse-grained event type to which the trigger word belongs, and finally, the mixed
representation of the two is used as the final input to the classifier. Figure 3 shows the
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event detection architecture of HMED, which consists of four main components: (1)
Encoding Module, (2) Feature Aggregator, (3) Hierarchical Modular, (4) Classification
Layer. Next, we detail all components in turn.

Fig. 3. The architecture of hierarchical modular event detection based on dependency graph.

3.1 Encoding Module

Given a sentence S = {w1, w2, …, wn}, where n is the length of sentence S. Then we
transform each word wi to a real-valued vector x1. We convert the sentence into a vector
sequence X = {x1, x2, …, xn}and xi is concatenated by two parts: 1) Word embedding
vector: Same as the previous work [14], we use the word embedding pre-trained by Skip-
gram model on NYT corpus; 2) Entity type embedding vector: We obtain real-valued
embedding by looking up the random initialized entity type embedding table.

We useBiLSTM to capture the contextual semantic ofwords, and encode the forward

semantic dependency and backward semantic dependency of each word w as
−→
hi and

←−
hi .

Finally, we stitch the two together as a final semantic representation hi,

hi =
[−→
hi ,

←−
hi

]
(1)

3.2 Feature Aggregator

GCN is an extension of convolutional neural networks. It extends the two-dimensional
convolutional space into three-dimensional, thus conveying and aggregating more infor-
mation. Recently, GCN-basedmethods [8–10] have been widely used for ED tasks. Here
we use EE-GCN [10] as a feature aggregator and optimized its update strategy.

The ordinary GCN uses a binary matrix to describe the graph structure. When we
input a sentence S of length n, the adjacency matrix is represented as A ∈ Rn×n. If there
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is a relationship between two words in the sentence, the representation of the two nodes
in the corresponding graph in the matrix is 1, otherwise it is 0.

Relation Aware
According to this idea, and because the text contains rich contextual semantic informa-
tion, we build a relation-aware adjacency tensor matrix E ∈ Rn×n×p, and p denotes the
number of channels in the adjacency tensor. We introduce trainable embedding lookup
table and then initialize the relation-aware adjacency tensor based on the dependencies
between words. In the undirected graph, if there is a dependency between words xi and
xj, Eij will be initialized to the corresponding relation representation vector from the
lookup table, and if there is no relation between words xi and xj it is initialized to a zero
vector of dimension p.

The relation-aware, specifically, aggregates syntactically connected words through
the relation-aware adjacency tensor E, generating a new representation for each word.

Hl = RA
(
El−1,Hl−1

)
(2)

= σ
(
Pool

(
Hl
1,H

l
2, . . . ,H

l
p

))
(3)

each element of E represents a relational representation between words, so that rela-
tional information can be embedded in the aggregation process. Each dimension of the
relational representation can be considered as a channel of the tensor E, so words from
different channels can be aggregated separately by relation-awareness. In order to uti-
lize the information of multi-order dependencies, we fill the zero vector positions in
the matrix with edges whose dependency distances are greater than 2, thus allowing
the multi-order distance dependency labels to participate in node updates as well. The
relation-aware aggregation operation is defined as follows:

Hl
i = El−1

.,.,i H
l−1W (4)

W ∈ Rd×h is a learnable filter, h denotes the hidden unit dimension of the graph
neural network. El−1 ∈ Rn×n×p denotes the adjacency tensor matrix obtained after
initialization or the previous layer of the graph convolutional neural network layer, El−1

..i
denotes the ith channel slice of El−1, n is the sentence length. Hl−1 ∈ Rn×d denotes the
input word representation vector, d denotes the dimension of the word vector, and σ is
the ReLU activation function.

Dynamic Update
However, since the relationship between two words may change in different contexts,
i.e., there are different dependency labels between words in different contexts, we need
to dynamically update the dependency labels again according to the updated nodes, in
addition to updating the node representation. Since multi-order distance dependencies
are included, we add attention here in order to prevent semantic ambiguity. We assign
different weights to the edges based on the two nodes connecting this edge. Edges useful
for identifying central trigger words are enhanced, and finally the dependency labels of



Hierarchical Modular Event Detection Based on Dependency Graph 73

the edges are dynamically updated. Here we use the improved EEGCN [10] method.
The operation is defined as follows.

El
i,j,. = WuE

l−1
i,j,.

[
hli ⊕ hlj

]
, i, j ∈ [1, n] (5)

here, Wu ∈ R(2×h+p)×p denotes a learnable parameter matrix, h denotes the hidden
unit dimension. ⊕ denotes the matrix splicing operation, hli and hlj denote the word
representation vector of word xi and word xj in the current graph neural network layer.
El−1
ij ∈ Rp is the dependency representation vector between word xi and word xj, and p

denotes the dimension of the dependency representation vector.

3.3 Hierarchical Modular

To provide an effective generalization bias at the conceptual level of event trigger word
types, specifically, we designed a neural module network for each basic unit of the
conceptual level to identify the upper-level broad classes of that event type. We then
fuse this information with fine-grained event type information to improve the correct
event classification by reducing the solving space of the classifier.

Fig. 4. Modular layering for event types in ACE2005.

The modular hierarchical design of event types is illustrated in Fig. 4, with each
upper-level major class containing several lower-level minor classes, which is translated
into mathematical form as a two-dimensional matrix d34×9. The corresponding One-hot
vectors for each type in the matrix are shown in Table 1.

The input sentence S = {w1, w2,…, wn} is encoded to obtain the hidden vector hi =
{h1, h2,…, hn}. By using the global attentionmechanism, we take the hidden embedding
and the upper-level concept module as input, and calculate the score of the upper-level
module corresponding to each hidden embedding by a multi-layer perceptron, and map
the correlation between the two by the score. For each upper-level concept c, we use dc
to denote semantic features, which hidden states are calculated as:

hci = tanh(Wa[hi; dc]) (6)

w represents the trainable matrix shared between different upper modules. The score of
hi is calculated by softmax:

sci = exp
(
Wbhci

)
∑n

j=1 exp
(
Wbhcj

) (7)
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Table 1. Modular hierarchical vector representation.

[1, 0, 0, 0, 0, 0, 0, 0,
0]

#B-Be_Born Life [1, 0, 0, 0, 0, 0, 0, 0,
0]

#I-Marry Life

[1, 0, 0, 0, 0, 0, 0, 0,
0]

#I-Be_Born Life [0, 0, 0, 0, 1, 0, 0, 0,
0]

#B-Attack Conflict

[1, 0, 0, 0, 0, 0, 0, 0,
0]

#B-Die Life [0, 0, 0, 0, 1, 0, 0, 0,
0]

#I-Attack Conflict

[1, 0, 0, 0, 0, 0, 0, 0,
0]

#I-Die Life [0, 0, 0, 0, 1, 0, 0, 0,
0]

#B-Demonstrate Conflict

[1, 0, 0, 0, 0, 0, 0, 0,
0]

#B-Marry Life [0, 0, 0, 0, 1, 0, 0, 0,
0]

#I-Demonstrate Conflict

the final representation of the event type embedding that incorporates the upper-level
concepts is as follows:

Ec =
∑n

i=1
sci h

c
i (8)

3.4 Classification Layer

By integrating fine-grained event types and coarse-grained event types, the fused hybrid
representation of the two is fed into the classifier to predict event types. We fuseHl with
the Ec obtained from the hierarchical modular network by matrix stitching to obtain the
hybrid representation p:

p =
[
Hl ⊕ Ec

]
(9)

we then feed p into a fully connected network and use the Softmax function to calculate
the final distribution y of event types. The label with the highest probability is the final
event type. The b is a bias term, and we use Adam to optimize here.

y = softmax
(
Wp + b

)
(10)

4 Experiments

4.1 Data and Settings

We perform extensive experimental studies on the ACE 2005 corpora. The ACE05
contains 599 documents and defines 33 types of events. We also use the same test set
with 40 documents as previous works and the same development set with 30 documents
and 529 documents are used to train [9]. We use the ‘BIO’ tag scheme. The tags ‘B-’
and ‘I-’ represent the starting position and internal position of the word in the trigger
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word, respectively, and the tag ‘O’ represents the non-trigger word. In keeping with the
previous work, we also use Precision(P), Recall(R) and F measure(F1) as an evaluation.

During preprocessing, we used the Stanford CoreNLP toolkit [24] for word separa-
tion, annotation, and syntactic analysis. We specified the maximum length of the input
sentences as 30 and the word embedding dimension as 100. The number of layers of the
graph convolutional neural network was set to 2, the hidden layer dimension was set to
200, and the batch size was set to 30. And the Adam optimization algorithm was used
for training with a learning rate of 0.001 and a dropout setting of 0.5.

4.2 Baselines

Wecompare ourmodelswith various state-of-the-art baselines onACE2005: 1)DMCNN
[5], which uses a dynamicmulti-pooling CNN for event detection in a sentence; 2) JRNN
[6], which combines hand-designed features to detect events using bidirectional RNN; 3)
GCN-ED [9], which first attempts model dependency trees using GCN; 4) HBTNGAM
[14], which fuses sentence-level and document-level information for multi-event detec-
tion in a sentence; 5) JMEE [8], which uses self-attention and GCN to model event
interdependencies for event detection; 6) MOGANED [17], which models syntactic
representations using aggregated attention and GCN; 7) EE-GCN [10], which performs
event detection using both syntactic structure and dependency label information; 8)
MLBiNet [15], which proposes a multilayer network using cross-sentence semantic
information and event dependencies to extract multiple events.

4.3 Overall Performance

As can be seen from Table 2, our proposed HMED model has higher classification
accuracy compared to the results of the above baseline model in event classification. It
even shows that our model achieves a 3.3% performance improvement over the original
EE-GCN. Although the results in terms of accuracy are not ideal, the model achieves
the highest value in terms of recall and F1 value, so the model’s overall efficiency in
event classification is the best. This indicates that the performance of event detection
can be improved by combining lower-level concepts with upper-level concepts through
a hierarchical modular network.

Table 2. Performance comparison of different methods on the ACE2005.

Model P R F1

DMCNN 75.6 63.6 69.1

JRNN 66.0 73.0 69.3

GCN-ED 77.9 68.8 73.1

(continued)
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Table 2. (continued)

Model P R F1

HBTNGAM 77.9 69.1 73.3

JMEE 76.3 71.3 73.7

MOGANED 79.5 72.3 75.7

EE-GCN 76.7 78.6 77.6

MLBiNet 80.6 77.4 78.6

HMED (ours) 78.3 83.7 80.9

5 Analysis

5.1 Ablation Study

We conduct an ablation study of each module in this section. Table 3 shows: 1) We
remove the multi-order dependency labels and use the one-order approach of EEGCN
for dynamic updates with little performance degradation, which shows that although the
multi-order labels are assigned lower attention, but still have an important role in expand-
ing semantic information. 2)When we remove the dynamic update module (DUM) from
the GCN, the results drop by 2.6%. It confirms our previous mention that words will
represent different meanings in different contexts. 3) When the Hierarchical Modular
(HM) is removed, the results drop by 1.4%, with significant performance degradation.
This indicates hierarchical modular network can works well to enhance classification
ability in ED tasks. 4) Removing the BiLSTM from the encoding stage leads to a 5.7%
drop in results. This is because when converting sentences into sequence structures, by
using BiLSTM has a more obvious advantage in capturing important sequence infor-
mation over a longer distance. 5) The model drop reaches 3.1% after removing both
HM and DUM, which once again indicates that combined with dynamically updated
multi-order dependency label information, our proposed HM can classify trigger words
more accurately.

Table 3. The table shows the effect of removing the corresponding component.

Componet F1

HMED 80.9

-Multi-order 80.5

-DUM 78.3

-HM 79.5

-BiLSTM 75.2

-DUM&HM 77.8
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5.2 Effect of Hierarchical Modular

In this section, we experimentally demonstrate the effectiveness of the hierarchical mod-
ular network. We add HM to some of the following baselines, as shown in Table 4. We
have the following observations: 1) The addition of the hierarchical network module
results in a subtle improvement in DMCCNN. 2) Since we are dealing with a lot of
data with non-Euclidean structures, the GCN that incorporates syntactic representations
improves by 2.0% by adding HM, and theMOGANED that aggregates information from
multilayer GCNs by aggregating attention improves by 2.6%. 3) MLBiNet is utilized for
document-level information, compared to the first two which perform extraction at the
sentence level, MLBiNet iteratively propagates sentence and inter-sentence information,
but we still obtain some improvement.

Table 4. Performance of different baselines with the addition of HM.

Model P R F1 F1↑
DMCNN + HM 76.4 64.9 70.2 +1.1

GCN + HM 77.1 73.2 75.1 +2.0

MOGANED + HM 81.3 75.5 78.3 +2.6

MLBiNet + HM 76.7 82.3 79.4 +0.8

5.3 Effect of GCN Layers

We experimentally demonstrate the parameter selection of the GCNwith specific effects
as shown in Fig. 5. The model achieves the best performance at 2 layers. We consider
that it may be because when the GCN is 1 layer, the dependency information is still
represented in the tree structure, which is not enough to consider more contextual infor-
mation. This also demonstrates the significant effect of using graph structures to represent
sentences for ED tasks. The increase in the number of layers causes the nodes to gain
more information, and when there are too many layers, the nodes represent redundant
information and some of them become similar. This causes the model to be over-fitted
and model’s ability to judge trigger words is weakened.

Fig. 5. The influence of GCN layers on F1 value.
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5.4 Case Study

We use heat maps to verify the effectiveness of the hierarchical module. Using the
previous example sentence, we use the visualized scores to map the correlation between
the upper and lower strata. Figure 6 (a) shows that words with obvious connections to the
upper-level concept modules correspond to higher scores and darker colors. If the word
has multiple meanings, such as fired, so it may be classified as other event types when
we do a direct fine-grained classification. But the upper-level concept module allows us
to more easily assign it to the corresponding broad category. Then we can train it with
the upper-level concept it belongs to and various information to accurately determine
the type of trigger words.

Fig. 6. The horizontal coordinates of heat map (a) are the eight coarse-grained event types of
ACE05 and (b) are the 33 fine-grained event types.

6 Conclusion

In this paper, we propose Hierarchical Modular Event Detection based on Dependency
Graph (HMED) in this paper. First, we design a dynamically updated dependency graph
based on multi-order dependencies to obtain the representation of lower-level concepts
and introduce a new representation of upper-level conceptual module to improve the
classification accuracy of event detection. The effectiveness of our method is demon-
strated experimentally and the start-of-the-sort was achieved in the ACE2005 dataset.
In the future, we will focus on the main issues that exist at the document level, i.e.,
multi-event situations and co-reference resolution.
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Abstract. Multi-modal named entity recognition (MNER) is a multi-modal task
aim to discover named entities in text with visual information. Existing MNER
approaches model dense interactions between visual objects and textual words by
designing co-attention mechanisms to achieve better accuracy. However, mapping
interactions between each semantic unit (visual object and textual word) will
force the model to calculate irrelevant information, which results in the model’s
attention to be distracted. In this paper, to tackle the problem, we propose a novel
model which concentrates the model’s attention by explicitly selecting the most
relevant segments to predict entities. This method based on top-k selection can
reduce the interference caused by irrelevant information and ultimately help the
model to achieve better performance. Experimental results on benchmark dataset
demonstrate the effectiveness of our MNER model.

Keywords: Multimodal named entity recognition · Attention mechanism ·
Sparse attention

1 Introduction

Multimodal Named Entity Recognition (MNER) has become an important research
direction of Named Entity Recognition (NER) [1], Due to its research significance in
multimodal deep learning and wide-ranging applications, such as structure extraction
from massive multimedia news and web product information. The assumption behind
this is that structured extraction is expected to be more accurate than pure text-based
NER because visual context helps resolve ambiguous polysemy [2, 3].

Obviously, how to make full use of visual information is one of the core issues of
MNER, which directly affects model performance. To this end, many efforts have been
made, roughly including: (1) Encoding the entire image into a global feature vector
(Fig. 1(a)), which can be used to enhance the representation of each word [4], or to
guide word learning visual perception representation based on RNN framework [1,
5]; (2) Based on Transformer framework [6], the entire image is evenly divided into
multiple regions (Fig. 1(b)) and interacts with text sequences. (3) (Fig. 1(c)) Object-
level features can reflect themapping relationship between visual objects and text words.
These mapping relationships help the model to distinguish different types of entities and
extract entities accurately [7].
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Fig. 1. An example for multi-modal named entity recognition with (a) the whole image, (b)
segmented regions, (c) targeted objects.

However, modular co-attention models like [5, 6, 7], which model the interaction
between each image region and each text word, force the model to compute irrelevant
information, thus causes the model’s attention to be distracted. This distraction hinders
the NER process, so NER models require an effective attention mechanism.

In this paper. Inspired by the Explicit Sparse Transformer [8], we propose a new
model called Multimodal Sparse Co-Attention Network (MSCAN), which employs
explicit selection based on top-k selection and only focuses on a specified number of
texts word and image objects that most relevant to MNER.We believe that this approach
can reduce the interference caused by irrelevant information and ultimately help the
model achieve better performance.

The main contributions of this paper can be summarized as follows:

• We introduce a multimodal sparse co-attention network to fuse visual and textual
representations. Our multimodal sparse co-attention module can model the correla-
tions between visual objects and textual entities as well as the internal connections of
objects or entities, which facilitates precise entity extraction.

• We conduct experiments on the multimodal social media NER dataset, and the
experimental results show that our model outperforms previous state-of-the-art
methods.

2 Related Work

2.1 Multi-modal NER

As multimodal data becomes more popular across many media platforms, several recent
studies have focused on the MNER task, which aims to leverage associated images to
better identify named entities contained in text. Specifically, [4] proposed a multimodal
NER network with modal attention to fuse textual and visual information. To model
interactions between modalities and filter out noise in visual context, [1, 5] proposed
an adaptive co-attention network and a gated visual attention mechanism for MNER,
respectively. [6] utilize Transformers to model text sequences and evenly divide images
for many and many cross-modal interactions. Furthermore, they introduce the auxiliary
task of entity span detection to further improve the performance.

In this work, we follow this line of work. But unlike them, our goal is to propose an
efficient multimodal approach based on the recent Transformer architecture [9].
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2.2 Attention Mechanism

Attention mechanisms are widely used in various deep learning tasks [5, 10–12] men-
tioned visual objects as a more natural basis for attention and proposed a bottom-up
attention model for the visual question answering task [11]. Object-level features are
considered as fine-grained visual features that may help to extract entities related to dif-
ferent visual objects in multimodal NER tasks. For the multimodal NER task, a modal
attention focusing on image, word and character level representations is proposed in
[4]. Their method only considers text span and single image attention. [5] proposed
an adaptive co-attention model in which both text and image attention are captured
simultaneously. Variants of co-attention networks have emerged in recent years [13, 14].
However, these co-attentionmethods use separate attention distributions for eachmodal-
ity, ignoring the interactions between modalities. In contrast, we propose a co-attention
mechanism to establish complete interactions between visual objects and textual entities,
leading to improved NER performance.

3 Methodology

In this section, we present a novel multimodal named entities recognition model which
combines object-level image features and textual features. we first introduce how we
extract the image features and text features. For each input image, we extract objects
with an object detector. Fine-grained image object-level features are utilized to help
identify different types of entities. Then we describe the explicit sparse attention used
in our model, and employ a fusion mechanism to obtain the joint embedding of the
attended image features and attended text features, After that, An explicit selection is
implemented to filter out completely irrelevant information and outputs the multimodal
representations. Finally, the conditional random field (CRF) layer takes the multimodal
representations as input to predict a NER label sequence. The overall architecture is
given in Fig. 2.

3.1 Feature Extractor

Word Representations. We employ the recent contextualized representations from
BERT [15] as our sentence encoder, which can give different representations for the
same word in different contexts. Following [15], Each input sentence is preprocessed
by inserting two special tokens: [CLS] to the beginning and [SEP] to the end, respec-
tively. Formally, Given an input sentence with n words let S = (w1,w2, . . . ,wn), let
S

′ = (w0,w1, . . . ,wn+1) be the modified input sentence, where w0 and wn+1 denote
the two inserted tokens, we represent each word in a sentence by combining the sum of
word, segment, and position embeddings for each token wi. Let X = (x0, x1, . . . , xn+1)

be the word representations of S
′
. As shown in the bottom left of Fig. 2, X is then fed to

the pre-trained BERT encoder to obtain A = (a0, a1, . . . , an+1), where ai ∈ R
d is the

generated contextualized representation for xi.
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Fig. 2. The overall architecture of our model. Our model combines the multi-level word repre-
sentations and object-level visual features to predict entities. A multimodal sparse co-attention
module is applied to find relevant objects and entities and filter out irrelevant visual information

Visual Feature Extractor. As one of the state-of-the-art CNNmodels for image recog-
nition, Mask RCNN [16] has demonstrated its ability to extract meaningful feature rep-
resentations of input images in its deep layers. Unlike previous work on multimodal
named entity recognition [1, 4, 5], we leverage Mask RCNN [16], an object detection
model pretrained on the COCO dataset [17], to identify objects in images.We choose the
output of the last pooling layer of Mask RCNN as visual object features, which contains
the discriminative information describing the semantics of each object. In most cases,
only salient objects are related to the entities mentioned in a sentence. Therefore, we
consider the top k objects with the highest object classification probabilities, denoted by
U = (u1, u2, . . . , uk)∈R1024×k, where ui is the 1024-dimensional vector representation
for the i-th visual object.

To project the visual representations into the same space of the word representations
and make sure that the feature projector has sufficient representation capacity to capture
a large number of statistical properties between image and text modalities, we choose a
feedforward network as the feature projector, denoted asWu, The visual feature projector
maps object features from the Mask RCNN to new vectors with the same dimensions as
the projected text features:

B = WT
u U (1)

The projected features of object set can be denoted as B = (b1, b2, . . . , bk)∈Rk×d,
where bi∈Rd is the i-th object projected visual features.
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3.2 Multimodal Sparse Co-attention Layer

In this subsection, we propose our proposed multimodal sparse co-attention layer for
MNER. We design a multimodal sparse co-attention layer module that combines visual
and textual features into predicted entities. The multimodal sparse co-attention layer
module learns to model self-attention to objects or entities and guided attention between
objects and entities, and generates vector representations with aggregated knowledge
between image and text. As shown in Fig. 2, our multimodal sparse co-attention layer
module takes input from the visual object representations and textual representations
mentioned in the previous section.

Our model is composed of the SA (self-attention) units that can learn self-attention
for textualwords, and theSGA(self&guided-attention) units that can learn self-attention
of image objects and textual-guided attention for input images. The SA and SGA units
are inspired by the scaled dot-product attention proposed in [9], and the difference is
that we implement an explicit selection [8] based on top-k selection to obtain more
concentrated attention.

The attention function consists of a query and a set of key-value pairs, where query,
key and value are all vectors. As shown in Fig. 3(a), it first measures the similarity score
between query and key, and then reduces the score by

√
dk , where dk is usually the

dimension of query and key. Then it applies a softmax function to get the weights of the
values. The final output of the matrix can be calculated as:

Att(q, k, v) = softmax(
qKT

√
dk

)v (2)

where q, k, v represent query, key and value, respectively, In Fig. 3(b), we integrate our
sparse module between the scale function and the softmax function to convergent atten-
tion by selecting the items with higher numerical value and ignoring the elements with
smaller numerical values, since softmax function is dominated by the largest elements.

As shown in Fig. 3(c), based on the assumption that elements with higher values in
matrixP represent closer correlations, we select the element with the largest contribution
in each row of matrix P to aggregate the focus, where P is the multiplication matrix in
the query and key.

P = qKT

√
d

(3)

Specifically, it first selects the k-th largest value of row i and mark it as ti. If the value
of the j-th element is larger than ti, the position (i, j) is recorded. The sparse module
masking function M (·) is as follows:

M (P, k) =
{

Pij, Pij ≥ ti
−∞, Pij < ti

(4)

The elements smaller than the k-th largest value are set to negative infinity, then we
apply the softmax function to get the weight of this value, those elements with negative
infinitywill close to zero, thus avoiding the influence of negative noise. It should be noted
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Fig. 3. (a) Original scaled dot-product attention. (b) Attention integrated with sparse module. (c)
Top-k selection sparse module

that our proposed sparsemodule borrows frompreviousmethods and can effectively filter
noisy information. Finally, the participation feature F is given by:

F = softmax(M (P, k))V (5)

We apply multi-head attention [22] to jointly pay attention to information from
different representation subspaces from different locations to improve the representation
ability of attention features. Using the same idea, our multi-head sparse attention has n
parallel attention heads, each corresponding to an independent sparse scaled dot-product
attention function. Multi-head sparse attention is formulated as:

Multihead(Q,K,V ) = Concat(head1, head2, . . . , headn)W
o (6)

headj = A
(
QWQ

j ,KWK
j ,VWV

j

)
(7)

where Wo,WQ
j , WK

j ,WV
j are the projection matrices.

Then, we use the SA and SGA attention units to build the multimodal sparse co-
attention layer module:

The self-attention (SA) unit has two sublayers: the first sublayer is a multi-head
sparse attention layer, and the second sublayer is a feed-forward layer. First, the multi-
head attention layer takes a set of input text features A∈Rn×dn as query, key and value.
Then, the output features of the multi-head attention layer are transformed by two fully
connected layers with ReLU activation and dropout (FC-RELU-Dropout-FC). Further-
more, to facilitate optimization, we apply a residual connection [11]with a normalization
layer [3] to the outputs of both layers.

The SGA (self & guided-attention) unit is composed of three sub-layers and outputs
the attended image features. The first and the second sub-layers are both a multi-head
sparse attention layer with sparse scaled dot-product attention. The first sub-layer of the
first SGA unit takes image features B∈Rk×dv obtained by Eq. (1) as input and each other
SGA unit takes the output attended image features of its previous SGA unit as input to
its first sub-layer for capturing the intra connections of objects. The second sub-layer
takes the attended image features obtained from its previous sub-layer and the output of
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the SA, i.e., the attended textual features as input to learn textual-guided attention for
the input image features to capture the inner relationship between the each paired word
and object. The last sublayer is a feedforward layer, the same as in SA, which also takes
as input the output of its previous sublayer.

ASA = SA(A,A,A) (8)

BSGA = SGA(ASA,B,B) (9)

where BSGA ∈ R n×dv is the output features of SGA unit, which contain the attended
object features for each word in the sentence. Figure 4 shows the details of SA and SGA
units. Finally we add the textual representation from BERT and the output features of
SGA unit to generate the multimodal representation:

C = A + BSGA (10)

where C denotes the multimodal representation of the input sentence.

Fig. 4. The details of SA (self-attention) and SGA (self & guided-attention) units.

3.3 CRF Decoding

Label dependencies are helpful for named entity recognition tasks. After obtaining the
multimodal representation from the Multimodal Sparse Co-attention Layer, we apply a
Conditional Random Field (CRF) layer to model label dependencies and predict NER
label sequences.

To integrate the word and the visual representations, we concatenate A and B to
obtain the final hidden representations C = (c0, c1, . . . , cn), where ci∈R2d. Following
[18], we then feed C to a standard CRF layer, which defines the probability of the label
sequence y given the input sentence S and its associated image V:

P(y|S,V ) = exp(score(C, y))∑
y′ exp(score(C, y′))

(11)
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score(C, y) =
∑n−1

i=0
Tyi,yi+1 +

∑n−1

i=1
Eci,yi (12)

Eci,yi = Wyi
MNER.ci (13)

where Tyi,yi+1 is the transition score from the label yi to the label yi+1, Eci,yi is the

emission score of the label yi for the i-th word, andW
yi
MNER∈R2d is the weight parameter

specific to yi.

4 Experimentation

4.1 Experimental Settings

Dataset. Weevaluate ourmodel on themultimodal socialmedia dataset [5] fromTwitter.
It contains 8257 tweets. The dataset contains four different types of entities: Person,
Location, Organization, Misc. We utilize the standard BIO2 labeling scheme, as most
previous NER works [5, 19] label non-entities with label O. The total number of entities
is 12784. Following the same setup as Zhang et al. [5], we divide the dataset into training
set, development set and testing set containing 4000, 1000 and 3257 tweets, respectively.
The statistics of various types of named entities in the training set, development set and
testing set are shown in Table 1.

Table 1. Statistics of the twitter dataset

Entity type Train Dev Test Total

Person 2217 552 1816 4583

Location 2091 522 1697 4308

Organization 928 247 839 2012

Misc 940 225 726 1881

Total entity 6176 1546 5078 12784

Experimental Setup. For each unimodal and multimodal approach compared in the
experiments, themaximum length of the sentence input and the batch size are respectively
set to 128 and 16. For our approach, (1) the word representations A are initialized with
the cased BERT-base model pre-trained by [15], and fine-tuned during training. (2) The
visual embeddings are initialized byMaskRCNNwith dimension of 1024 and fine-tuned
during training, The number of objects is tuned from 1 to 5. (3) The number of attention
heads in multi-head attention set to 2. (4) Our model is trained with an SGD optimizer,
where we set the learning rate for 0.008. Our dropout rate is 0.5 and the learning rate
decay is 0.05.
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4.2 Result and Discussion

Results and Ablation Studies. We conduct extensive experiments and ablation studies
on the Twitter dataset to explore the performance of our models. In order to limit the
size of the models and save computing time, we set the appropriate stacked layers N
of attention units and the number of head h of multi-head sparse attention, according
to the experience of AdapCoAtt [5] and UMT [6]. Therefore, we only need to explore
the effectiveness of sparse attention networks with different variants and choose the
appropriate k to make the models achieve the best performance. The results are shown
in Table 2, Table 3. And the best results in the tables are bold.

MSCA-SA: MSCA-SA means that only the SA units for learning textual features
self-attention adopt explicit sparse attention, while the SGA units adopt the ordinary
scaled dot-product attention. The length of the input textual words is 128, thus we need
to select k1∈ [1, 128] most relevant textual key words for subsequent experiments.
During ablation studies, we evaluate the performance of k1 ∈ {10, 30, 50, 70, 90, 110}.
From Table 2, we can see that the accuracy of the model roughly increases first and
then decreases with the increase of k1. When k1 = 70, the model achieves the highest
accuracy, 71.68%.

Table 2. Ablation results of MSCA-SA on Different textual words

k1 Overall PER. LOC. ORG. MISC

10 67.28 79.23 74.25 51.33 28.35

30 68.32 84.71 79.92 58.26 38.82

50 69.24 84.75 80.52 60.29 37.30

70 71.68 85.23 81.57 63.04 39.45

90 70.47 85.32 81.22 61.11 37.96

110 69.89 85.29 80.65 59.39 38.90

MSCA-SA & SGA: MSCA-SA & SGA means that both the SA units and the first
sub-layer for learning image self-attention in SGA adopt explicit sparse attention, while
the second sub-layer for learning textual-guided attention in SGA adopts the ordinary
scaled dot-product attention. Considering that the input features of the second sub-layer
in SGA are selected by top-k selection, we no longer use sparse attention in it. The
number of objects is tuned from 1 to 5, During ablation studies, we set the parameter k1
of top-k selection used in SA to 70 and evaluate the performance of different k2∈{1, 2,
3, 4, 5} of top-k selection used in SGA. From Table 3, we can see that the performance
of the model rises first and then falls as k2 increases. When k2 = 3, the model achieves
the highest accuracy, 74.86%.

Comparison With Existing Models. We compare our methods with several state-of-
the-art methods. Table 4 Shows the testing results of compared models and our models.
OurMSCA-SA&SGA(k1 = 70, k2 = 3) achieve better results thanAdapCoAtt and other
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Table 3. Ablation results of MSCA-SA&SGA on Different object number

k2 Overall PER. LOC. ORG. MISC

1 71.03 82.64 77.46 55.14 35.17

2 72.68 83.82 78.93 57.04 38.87

3 74.86 84.76 79.43 59.32 41.73

4 72.85 85.09 79.21 57.17 38.61

5 72.81 84.46 79.26 56.25 39.03

models in Table 4. Our MSCA-SA & SGA model outperforms the compared models in
F1 value. CNN + BiLSTM + CRF [20] is a textual baseline of our models without the
visual information. HBiLSTM-CRF [19], which is an improvement of CNN-BiLSTM-
CRF, replacing the bottom CNN layer with LSTM to build the hierarchical structure.
BERT [15], which is most competitive baseline for NER with multi-layer bidirectional
Transformer encoder and followed by stacking a softmax layer for entity prediction.

The state-of-the-art multimodal NER methods: MNERMA [4], VAM [1] and Adap-
CoAtt Model [6], outperform the textual baseline by considering the image-level fea-
tures. However, we show that when incorporating the object-level features, the model
performance is improved from 70.69% to 74.86%. We also compare our model with
the most recent approach UMT [6]. Our proposed MSCA-SA&SGA gains comparable
results against UMT, our model can outperform the UMT in Precision and F1 values
from 71.67% to 74.50%, and 73.41% to 74.86% respectively. This is a good proof of the
robustness of our method that using explicit sparse attention on the task of MNER. All
the above experimental results, including ablation experiments, prove the effectiveness
of our models.

Table 4. The overall performance of our models and other state-of-the-art methods.

Modality Model Prec. Recall F1

Text CNN + BiLSTM + CRF [20] 66.24 68.09 67.15

HBiLSTM-CRF [19] 70.32 68.05 69.17

BERT [15] 68.30 74.61 71.32

Text + Image MNERMA [4] 72.33 63.51 67.63

VAM [1] 69.09 65.79 67.40

AdapCoAtt [5] 72.75 68.74 70.69

UMT [6] 71.67 75.23 73.41

MSCA-SA & SGA (k1 = 70, k2 = 3) 74.50 75.21 74.86
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5 Conclusion

In this paper, we propose a novel model called Multimodal Sparse Co-Attention Net-
work (MSCAN) for MNER. Considering that many existing co-attention-based MNER
methods model dense interactions between each image region and each text word, which
would force the model to compute irrelevant information and negatively affect the per-
formance of the model, MSCAN reduces interference from irrelevant information and
focuses the model’s attention by using explicit selection based on top-k selection. The
experimental results demonstrate the effectiveness of our model.

In future research, we will focus on exploring methods that can adaptively learn the
optimal value of parameter k, and strive to explore more effective attention mechanisms,
not only for MNER, but also for more multi-modal Tasks.
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Abstract. Temporal knowledge is crucial in many knowledge-based systems. A
common approach for expressing temporal knowledge on the syntactical level is
to add temporal triples as metadata for triples, called RDF reification. However,
this will increase the volume and complexity of data, and leads to a decrease
in the storage and retrieval performance for temporal RDF. In the field of RDF
storage, the bit matrix is a simple yet highly efficient structure for indexing RDF
data. In this paper, we provide an extension to bit matrix architecture (TBitStore)
to support the indexing of temporal RDF. To begin with, TBitStore constructs
an index over both Subject-Object key and temporal information. Then, it uses
a time-bound matching mechanism to accelerate subquery execution. Moreover,
it leverages a temporal statistics-based index to optimize the query plans. The
experimental results show that TBitStore can reduce the storage space compared
to the original bit matrix database for temporal RDF data, as well as improve the
performance of querying temporal RDF.

Keywords: Temporal RDF · Bit Matrix · Temporal index · Query optimization

1 Introduction

Knowledge graphs have been a key technology for enabling AI in many domains [1, 2].
However, the conventional RDF structure does not cater to time-sensitive scenarios in
the volatile domain (e.g., finance). Despite many efforts, storing and querying temporal
knowledge is still challenging.

Handling temporal knowledge requires both time-oriented representation and stor-
age/querying mechanisms. Most existing temporal RDF storage systems build on top
of the conventional RDF database, which can be divided into two categories: relational
databases that use relational tables to organize RDF data and native databases designed
specifically for knowledge graphs that use models such as the graph or the bit matrix
to represent and manage RDF data. For example, Chen et al. [3] and Huang et al. [4]
extend the relational and graph database to satisfy the need to manage temporal RDF
data, respectively.
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Compared to the relational and graph model, the bit matrix [5–7] was proposed to
cope with the growth of RDF data and achieve efficient management of large-scale RDF
data. It is a simple but expressive structure for RDF data with good compressibility
for modeling billion-level RDF data. Such a storage structure facilitates the widespread
use of merge joins for join processing. In summary, considering that the temporal RDF
data contains more information and therefore has more data volume compared with the
conventional RDF data, the bit matrix database has advantages over other storagemodels
in handling temporal RDF data.

However, since the current bit matrix database can only parse and store RDF data
in regular triple format. There are also some problems in managing temporal RDF data
directly using the bit matrix database. As shown in Fig. 1, adding time information to the
data will lead to complications of the original triple relationships as well as additional
reasoning steps for querying and answering. Moreover, the existing indexing and query
plan optimization would fail to efficiently locate sub-graphs, because one predicate may
relate to an enormous amount of temporal-related triples. All the above will reduce the
efficiency of the bit matrix database for managing data.
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V3

P1

P1

P2

V1

V2

V3

P1

P1

V4

subject

object

Ts

startTime

P2
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predicate

endTime

P2
V1 1 0 1

V2 1 1 0

V3 0 1 1

P1

subject predicate object startTime endTime

V1 1 0 1 0 0 0 0

V2 1 1 0 0 0 0 0

V3 0 1 0 0 1 0 0

V4 0 0 1 1 1 1 1

P2 0 0 0 1 0 0 0

Ts 0 0 0 0 0 1 0

Te 0 0 0 0 0 0 1

P1

(a)                                                                             (b)

Fig. 1. Adding valid time to the relationship (V1, P2, V3) using RDF Reification. (a) RDF graph.
(b) The bit matrix corresponding to the RDF graph

In this regard, we present a temporal RDF database (TBitStore) as a tension of bit
matrix database TripleBit [6], to improve the storage and query efficiency of temporal
RDF data. The main contributions of this paper are 2-fold:

1) we propose a novel storage structure on top of TripleBit that constructs SO (Subject-
Object) keys by combining the subject and object of each predicate, and associating
SO keys with the temporal information, to store and retrieve temporal information.

2) we propose a time-oriented statistics index that divided the statistical information
related to the predicate into multiple components which have different temporal
intervals, and a 2-dimensional K-D tree is employed to enable the time-bounded
search of all components.
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The rest of this paper is organized as follows. Section 2 provides a brief overview
of the work related to temporal RDF and the TripleBit system. Section 3 presents our
storage and indexing structure for temporal RDF. Section 4 describes the flow of the
TBitStore for handling temporal queries. Section 5 presents the experimental evaluation
of our approach. Section 6 concludes the paper and outlines our future work.

2 Related Work

2.1 Temporal RDF

Temporal RDF Representation. Existing temporal RDF representation usually uses
two kinds of method: 1) extending RDF vocabularies by a set of temporal predicates,
such as RDF reification, OWL-Time; 2) adding timestamps to the predicate of a triple
or to the triple itself, such as extending a triple into a quadruple [3]. For the first method,
Gutierrez et al. [8] proposed a temporal RDFmodel to represent the syntax and semantics
of temporal RDF by using RDF vocabularies and temporal tags. Gao et al. [9] developed
a set of temporal hypergraph representation models for financial domain knowledge and
defined inference rules for temporal and polynary relations in the financial domain.

For the secondmethod, Bellamy-McIntyre [10] used a representation of the temporal
RDF data model stRDF in the form of a quaternion (s, p, o, i) to represent the effective
time using the time-dependent mathematical formula. Zimmermann et al. [11] described
a generic framework for semantic Web data representation and inference, capable of
handling multiple annotation information such as time, authenticity, or provenance.

Temporal RDF Storage. Nowadays, there are various techniques to store temporal
RDF data, including the use of well-known relational databases, and some special
systems such as graph databases.

In the relational database part, Pugliese et al. [12] built the tGRIN index based on
the GRIN index. tGRIN introduces the consideration of the temporal spacing factor
in the nodal distance calculation. In [13], the KDTree index and the combined bitmap
index are used for fast indexing temporal information globally and locally, respectively.
Although the relational-based temporal storage scheme is mature, it cannot reflect the
graph characteristics of RDF data and has drawbacks in coping with data growth and
handling large-scale RDF data.

In the graph database part, Huang et al. [4] presented the TGraph system which
applies the Neo4j database to store static data in the temporal graph, while constructing
a multi-layer file structure to store dynamic attributes and relate them to static data.
However, in the case of gradually increasing data size, since the TGraph records all
changes in memory, many data are repeatedly recorded resulting in redundant space
occupation.

2.2 TripleBit

The TripleBit system uses the bit matrix model and is designed as a storage structure
that allows direct and efficient querying of compressed data. In the bit matrix model
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of TripleBit, each row of the matrix represents an entity, and each column represents a
triple. For a column in the matrix, 1 and 0 are used to mark whether the corresponding
entity row exists in the triple represented by that column. Only two positions in each
matrix column are 1, and the rest are 0.

TripleBit lexicographically sorts the columns by predicates and vertically partitions
the matrix into multiple disjoint buckets, one for each predicate. In addition, TripleBit
designs three auxiliary index structures to speed up the retrieval operations on the data:
(1) ID-Chunk Index, which is used to quickly locate the position of a subject or object in
the data chunks corresponding to the predicate; (2) ID-Predicate Index, which provides
a mapping from a subject or object to its associated predicate and is used to speed
up queries in the case of unknown predicates; (3) Statistics Index(Aggregate Indexes),
which contains four tables recording information on the number of associated subjects,
objects, subject-predicate pairs, and object-predicate pairs in the dataset, and is used to
estimate the selectivity of query pattern, which reflects the number of triples that match
the pattern [14].

The execution time of a query is heavily influenced by the number and execution
order of join operations and the means to find the results of the query [6], TripleBit uses
the selectivity estimation to generate query plans to optimize the query process. The
lower the selectivity, the smaller the result sets, the fewer subsequent searches and joins,
and hence the higher the priority of the operation’s execution.

3 Temporal RDF Storage and Indexing

3.1 Temporal Data Model

To improve the efficiency of handling temporal data, as shown in Fig. 2, TBitStore
transforms the temporal RDF data modeled using RDF reification into a quadruple form
model for parsing and representation i.e., (s,p,o):[t], where s, p, and o are the subject,
predicate, and object in the triple, and t represents the time information.

person1 type Person

company1 type Company

person1 hold company1:[2021-10-01, 2021-12-10]

person1 type Person

company1 type Company

node1 subject person1

node1 predicate hold

node1 object company1

node1 start “2021-10-01”

node1 end “2021-12-10”

Fig. 2. Converting RDF data containing temporal information into the temporal data model

In addition, we use three different time types to describe the time information
corresponding to the triples:

1) CONSTANT: This type does not contain time information, and is mainly used to
describe triples that are always valid throughout the RDF database’s life cycle;
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2) POINT: This type includes only a time point and can describe the triple valid at a
certain moment in the dataset;

3) PERIOD: This type includes both start time and end time, and is used to describe
triples that are valid for a period.

3.2 Storage Structure

In terms of temporal RDF data storage, TBitStore applies the bit matrixmodel tomanage
the subject, predicate, and object data in temporal RDF data and adopts the key-value
mapping approach to store and manage the temporal information of the triple.

TripleBit uses a prefix-suffix mapping table to transform entity URIs and strings into
corresponding entity IDs for compression and representation. Here we use sid, pid, and
oid to denote the entity ID of subject, predicate, and object respectively.

As shown in the solid line part of Fig. 3, the subjects and objects corresponding to
each predicate will be stored as two copies using the structure of chunk list (bucket),
sorted by sid as well as oid, respectively [6]. In addition, <x, y> pairs are used in the
chunk to record the sid and oid, where x denotes the ID with the smaller value and
y is the difference between the larger ID and the smaller ID. Obviously, within the
predicate bucket, the combination of sid as well as oid can uniquely specify a certain
triple. Therefore, sid, oid can be used to construct the SO(Subject-Object) key(soid) to
represent the triple and link it to its time information.
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Fig. 3. The Storage scheme of TBitStore

Definition 1 (soid). For an RDF dataset, let Sp be the set of triples whose predicate is
P. For any triple r ∈ Sp, there exists the function G and a unique integer n satisfying n
= G(sr, or). Where sr and or are the IDs of the subject and object in the r, respectively.
The integer n is called the subject-object key of the r, soid.

TBitStore constructs soid by shifting the sid left and performing the binary-and
operation with oid. For the time information, as shown in the dashed part of Fig. 3,
TBitStore no longer stores it as an entity in the chunk, but extracts and stores it in
the mapping table of SO keys and time information corresponding to the predicate
(Soid-Time Map). To save space, the system converts the time information into integers
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for storage and comparison. For example, “2020–10-01T12:30:00” will be coded as
20201001123000. Especially, CONSTANT type of time data will be recorded as 0.

To further speed up the efficiency of temporal query, based on the original sorting by
sid and oid, TBitStore executes a secondary non-decreasing sorting according to the start
time code of the time information belonging to each triple. If the end time of the time
constraint is less than the start time of the matching item during the scanning process,
the subsequent matching can be interrupted directly.

3.3 Temporal Statistics Index

TripleBit’s Statistics Index does not consider the effect of time when estimating the
selectivity and thus can lead to errors between the estimated value and the true value of
the selectivity when handling temporal queries, which will lead to incorrect judgments
about the execution order of each pattern. Therefore, we design the Temporal Statistics
Index (TSI) to estimate the selectivity of temporal query patterns. The index divides the
predicate statistics into multiple temporal components based on time, which is used to
record the statistical information related to predicates at different periods and applies a
two-dimensional K-D tree to achieve range retrieval of all temporal components.

Definition 2 (Temporal Component). For an RDF dataset, Tp is the set of valid times
of all triples associated with the predicate P. By integrating the time in Tp into n mutu-
ally distinct time intervals Ti, the predicate P can be divided into n components. Each
component PTi has different temporal information. These components can be called the
temporal components of the predicate P.

The temporal component of the predicate records the temporal triples associatedwith
the predicate. Each component counts the triples with the same time information. As for
the triple whose time intersects with, contains, or is contained by the existing compo-
nent, a new temporal component will be constructed for recording. In the following, we
describe the index structure with the time information in years as an example.
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Fig. 4. K-D tree partitioning and structure of predicate temporal components
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Since the temporal data has two-dimensional attributes, start time and end time. As
shown in Fig. 4, a two-dimensional K-D tree structure is used to implement the range
query for all predicate temporal components, and the K-D tree is constructed based on
temporal nodes with start and end time, and each node stores components with the same
start and end time as the node. Especially, for the CONSTANT type of components, a
temporal node of the CONSTANT type is constructed for storing, which is not involved
in the K-D tree construction but will be added to the K-D tree range retrieval result.
As shown in Fig. 4(a), the K-D tree divides the region in which the temporal node is
located until only one node remains in each region. Then, as shown in Fig. 4(b), the only
remaining node in each region are stored in the leaf node of the K-D tree.

4 Temporal Query Processing

TBitStore uses τ-SPARQL [15] as the temporal query syntax, which extends the FROM
keyword in SPARQL to add a FROM τ expression, where τ is the time constraint for
this query.

Definition 3 (Time Constraint, TC). TC is used to describe the time constraints of
query patterns in the query graph. Let S be the result set of a subquery pattern in the
query graph, r be a triple in the S, and tr be the time of r. Then ∀r ∈ S, tr ⊆ TC.

For example, for the query statement SELECT * FROM T1 WHERE {pattern1.
Pattern2.}, pattern1 and pattern2 have the same TC, i.e., T1. The time information of
each triple in the result set is in the time range specified by T1.

Table 1. Calculation of selectivity estimates for temporal query patterns

Temporal query pattern Calculation of selectivity estimation

(S ?P ?O):TC KDTree.range(TC).forEach().count(S)

(S P ?O):TC KDTree.range(TC).forEach().check(P).count(S)

(?S ?P O):TC KDTree.range(TC).forEach().count(O)

(?S P O):TC KDTree.range(TC).forEach().check(P).count(S)

(?S ?P ?O):TC KDTree.range(TC).forEach().count(Triple)

(?S P ?O):TC KDTree.range(TC).forEach().check(P).count(Triple)

(S ?P O):TC Constant: 2

(S P O):TC Constant: 1

4.1 Selectivity Estimation

As described in Sect. 3.3, the TSI is mainly used to optimize temporal queries, while
TBitStore also retains the Statistics Index of TripleBit for non-temporal queries.
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Query plan generation is based on the estimation of the triple pattern selectivity and
the join selectivity. For a triple pattern, it can be calculated using the TSI. The selectivity
of the join operation is computed by the estimated result of two triple patterns involved
in the join [7]. In total, there are eight triple query patterns, each pattern in the temporal
query is bounded by a temporal constraint TC, such as (S ?P O):TC.

Table 1 shows the calculation of the estimated selectivity of eight temporal query
patterns by the TSI. As shown in the table, KDTree.range(TC) means K-D tree range
query the temporal nodes that match the temporal constraints TC; forEach() iterates
through all temporal components in the temporal nodes of the K-D Tree range query
results; check(P) determines whether the temporal component belongs to the predicate
P; count(S/O/Triple) is used to calculate the subject S, object O or the total number
of triples in the predicate temporal component, and return the final calculated sum as
the estimates of selectivity. Finally, the system generates the query plan based on the
selectivity estimates of each pattern. Especially, for the triple pattern (S P O):TC and
(S ?P O):TC, since the relationship between the two entities is finite, their selectivity
estimates are set as the constant, 1 and 2, respectively, just like in TripleBit.

4.2 Query Execution

After generating a query plan, the system begins querying and joining each pattern. As
described in Sect. 4.1, there are eight query patterns in total, and TripleBit responds
to the query requirements of different patterns by applying ID-Chunk Index and ID-
Predicate Index. Based on this, TBitStore extends the temporal-constrained filtering
step by combining Soid-Time Map in the original pattern query process. Due to space
limitation, we focus on describing the query process of two representative temporal triple
patterns, (S P ?O):TC and (S ?P ?O):TC.
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Fig. 5. (S P ? O):TC query process

For the temporal triple pattern shaped as (S P ?O):TC, as shown in Fig. 5, TBitStore
obtains the chunk list based on the known P and S, then locates the corresponding offsets
of S according to the ID-Chunk Index. Then, the program scans the chunk list starting
from the offset position and reads <x, y> pairs to calculate the sid and oid for query
pattern matching. After that, the program constructs soid from the sid and oid and uses
soid to get time information for temporal filtering. For the pattern like (S ?P ?O):TC, the
set Ps of all predicates related to S can be obtained from the ID-Predicate Index. And
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then, for traversing all predicates in Ps, each traversal query pattern is (S Pi ?O):TC,
where Pi ∈ Ps and the query process are the same as Fig. 5.

5 Evaluation

To verify the effectiveness of TBitStore, we compare and analyze it with the TripleBit
system in terms of storage space occupation, selectivity estimation accuracy, and tempo-
ral query efficiency, respectively. Both systems are implemented in C++ and deployed
on the same server with CentOS 7.7 operating system, Intel(R) Xeon(R) CPU E5–2660
v4 @ 2.00 GHz, and 128 GB of RAM.

Table 2. Dataset characteristics

Dataset source Dataset name Number of triples

LUBM LUBM-1M 1316700

LUBM-5M 5358624

LUBM-10M 11108166

LUBM-50M 53845210

FIN FIN-50K 54200

FIN-100K 106000

FIN-300K 363216

FIN-1M 1089604

The experiments use LUBM as well as the financial equity dataset (referred to below
as FIN) as the test dataset. As shown in Table 2, four sets of temporal test datasets of
different sizes are constructed based on LUBM and the financial equity data, respec-
tively. For the LUBM dataset, we add CONSTANT, POINT, and PERIOD types of time
information to the triple according to the semantics of each triple predicate. Both LUBM
after adding time information and FIN are represented using RDF reification.

5.1 Storage Space

TBitStore converts temporal data represented using RDF reification into a temporal
data model shown in Fig. 2, and the storage structure for handling temporal RDF data is
optimized.Thedifferent handlingmethods for temporalRDFdatamake somedifferences
in the space occupied by the two in storing the same dataset.

As shown in Fig. 6(a), (b), for the same temporal dataset, the space occupied by
TripleBit is larger than that of TBitStore. In the simulated dataset LUBM, the space
occupied by TripleBit storage is 3–4 times larger than that of TBitStore. In FIN, for
FIN-50K, the smallest data set, TripleBit storage occupies 3 times more space than
TBitStore, while for FIN-1M, the largest data set, this ratio is 4.42.
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This is because TBitStore reduces the complexity of handling temporal RDF data
from the underlying storage model level, it constructs the association of triples with their
time information and extracts the time information to store in the Soid-Time Map. In
contrast, Triplebit combinesRDF reification to represent andmanage temporalRDFdata,
which in turn increases the number of nodes and relations in the dataset. For example,
for LUBM-1M, the number of relations increases by 274.96%, and the number of nodes
increases by 69.57% after adding the time information. Therefore, TripleBit needs to
construct more chunk lists to store the extra entity data.

(a) LUBM data storage (b) FIN data storage (c) Selectivity estimation

Fig. 6. Storage space and selectivity estimation comparison: TBitStore vs. TripleBit

5.2 Selectivity Estimation

Here we take the relative error approach to compare the selectivity estimation results of
TBitStore and TripleBit. As shown in Eq. 1, m is the query pattern, Em is the estimated
selectivity of m, and Sm is the actual selectivity of m. The relative error δ is calculated
as the ratio of the absolute error of Em and Sm to Sm.

δ = |Em − Sm| /Sm (1)

The experiments are based on the LUBM-1M dataset. As described in Sect. 4.1,
only the first six patterns are compared, since the estimates for the latter two models
selectivelywere the same for both. Figure 6(c) shows the results, because time constraints
are taken into account, the estimation accuracy of temporal triple pattern selectivity is
often higher in TBitStore with TSI than in Triplebit.

5.3 Query Performance

To evaluate the performance of TBitStore in handling temporal queries, we define three
different types of queries:

1) The Simple query, which contains only one triple pattern;
2) The Path query, which consists of two triple patterns connected through one common

node;
3) The Star query, consisting of two Path queries, includes four triple patterns and two

common nodes.
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Each type of query contains five query statementswith different temporal constraints.
For TBitStore, all three types of queries are written using τ-SPARQL syntax. Mean-
while, for TripleBit, the temporal query statements are converted into standard SPARQL
statements, and the time is filtered using the FILTER keyword.

ST = Tf/Tt (2)

In this paper, we use the geometric mean to record the elapsed time for each query
type. The use of geometric mean is less affected by extreme values than the arithmetic
mean [16], so individual queries with longer and shorter elapsed time have little impact
on the overall performance evaluation. To compare the performance of the two systems
more obviously, as shown in Eq. 2, we use the speedup ratio ST to show the comparison
of the retrieval efficiency of the two systems.Where Tf is the elapsed time of retrieval by
TripleBit using FILTER keywords and Tt is the elapsed time of retrieval by TBitStore.

The experimental results are shown in Fig. 7. The query efficiency is improved by
tens of times in the LUBM dataset, and the improvement becomes progressively larger
as the size of the dataset increases. TBitStore outperforms TripleBit in terms of temporal
queries, and has a large improvement, reaching 2 orders of magnitude faster. In the FIN
dataset, the efficiency of all three queries is also improved by several times. Since the key-
value mapping-based indexing structure of TBitStore can obtain the time information of
the triples in constant time, this makes it possible to add temporal-constrained matching
to the original execution process without much additional overhead, and reducing the
size of the candidate dataset, thus further reducing the time consuming of subsequent
join operations.

Fig. 7. Speedup ratios for different query types on different datasets

6 Conclusions

To achieve efficient management of temporal RDF data, we propose a temporal RDF-
oriented indexing architecture TBitStore in combination with an existing bit matrix RDF
database, which adopts key-value mapping to store and index temporal information, and
introduces time factor consideration in query plan generation. Compared to the existing
bit matrix database, the storage space usage is reduced by 50%–80%, while the time
retrieval efficiency is improved by several times, up to two orders of magnitude.

At the same time, the key-value mapping-based association method in this study suf-
fers from hash conflicts, which will lead to unstable retrieval efficiency. In the future, we
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will further test TBitStore using more datasets such as YAGO2 [17], etc., and compare it
with other temporal RDF databases to optimize and improve the system. In addition, the
existing knowledge graph representation mechanism is mostly based on dual relation-
ships of ordinary graphs, which simplifies the complexity of data relations. In contrast,
the hyperedge that can connect any number of nodes in the hypergraph can more accu-
rately describe the relations between multiple associated entities. TBitStore currently
does not support the management of polynary relationships in hypergraphs, and we will
further investigate the management of temporal hypergraph data.
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Abstract. Text-based logical reasoning requires the model to understand the
semantics of input text, and then understand the complex logical relationships
within the text. Previous works equip pre-trained languagemodels with the logical
reasoning ability by training these models on datasets obtained by logical-driven
text extension. However, these methods only generate instances based on logical
expressions entailed within the input text. And we argue that external common-
sense knowledge is still necessary for restoring the complete reasoning chains
for generating more reasonable and abundant instances. To address this issue, in
this paper, we propose CSKE, a commonsense knowledge enhanced text exten-
sion framework. CSKE incorporates abundant commonsense from an external
knowledge base to restore the potentially missing logical expressions and encodes
more logical relationships to then extend them through logical equivalence laws.
Experiments on the benchmark datasets show that our method can improve the
performance of logical reasoning, especially on the instances containing complex
logical relationships.

Keywords: Logical expression · Logical reasoning · Commonsense knowledge

1 Introduction

The text-based logic reasoning task requires a model to understand the semantics of text
and then underlying the logical relationship within a text. Figure 1 provides a typical
example for illustrating the text-based logical reasoning task. Given an input text and
a corresponding question, to choose the correct answer, a model should recognize the
logic expressions embedded in the input question and candidate options, such as α →
β and δ → ¬γ, and then combine them with the necessary commonsense knowledge to
find the most plausible answer.

This ability is a core cognitive ability of human beings, and developing models with
such ability has been a long-perused yet still challenging goal for researchers. Primary
Artificial Intelligence systems exploit symbolic reasoning methods to model the logical
relationship between the symbolized proposition, which are too rigid to generalize to
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complex natural languages. In recent years, the neural network-based methods, espe-
cially large-scale pre-trained models have expressed impressive performance on natural
language processing (NLP) tasks [2–7]. However, analyses have demonstrated that the
pre-trained language models may struggle in understanding the logical relationships
within input text, especially when the underlying logical relationships are complex.
They prefer the bias that selects correct answers without knowing the context and ques-
tion, and thus they hardly capture logical relationships and only use word-level semantic
information [8].

Fig. 1. An example for illustrating the text-based logical reasoning task. Given an input con-
text, a corresponding question, and candidate options, to choose the correct answer, a model
should understand the logic relationships between logic symbols , necessary
commonsense knowledge described in . (Color figure online)

To derive models with both strong logical understanding ability and logical reason-
ing ability, recently, works propose to combine the strength of these two lines of previ-
ous works. Specifically, Jiao et al. [12] proposed a self-supervised contrastive learning
approach to enhance the understanding of the logical information ability of neural mod-
els, while it cannot leverage underlying logical information in the input text directly
and still struggle to solve complex logical reasoning task. Wang et al. [8] proposed to
understand logical information in the text and extend logical expressions in context to
cover implicit logical expressions following logical equivalence laws, while the logical
expressions that can be used in their work are limited and struggle to cover the necessary
underlying logical expressions due to intermediate logic relationships and commonsense
knowledge missing, such as commonsense δ → α missing in Fig. 1. Although lead to
certain progress on benchmark datasets, however, they cannot make full use of logical
information in the text and thus suffer from complex logical reasoning problems.

To address these issues, we propose a logical CommonSense Knowledge Enhanced
text extension framework (CSKE). In our framework, we introduce logical common-
sense knowledge and encode multiple logical relationships, such as causal relationships,
timing relationships, and conditional relationships, to not only restore potentially miss-
ing logical propositions but also get more logical expressions, which contribute to our
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approach to understanding more complex logical information and uncover the under-
lying logic structure. We extend our logical expression by logical equivalence laws to
enhance the logical reasoning ability of the model. Through contrastive learning based
on data augmentation in our framework, a richer negative sample can be generated, and
it facilitates the model’s full understanding of logical relationships.

The experimental results show that our approach outperforms strong baselines meth-
ods on the widely adopted benchmark dataset ReClor, especially on the samples which
require complex logical reasoning.We also conduct an ablation experiment,which shows
that each component helps promote the logical reasoning ability of the model.

2 Related Work

Textual-based logical reasoning requires a model for understanding the logical informa-
tion of input text and has attracted increasing research attention recently.

Early approaches to logical reasoning focused on modeling the relationship between
atomized propositions [11–15], but they cannot adapt to NLP. To promote the devel-
opment of logical reasoning methods based on natural language, researchers focus on
multiple-choice question-answer tasks because it requires strong logical reasoning capa-
bilities. For example, LigiQA [1] dataset has been proposed and is collected from the
National Civil Servants Examination of China. ReClor [8] dataset has been proposed.
It comes from Law School Admission Test (LSAT) [16] and Graduate Management
Admission Test (GMAT) [17] and requires more logical reasoning skills to solve.

In the beginning, researchers prefer to devise a specific model architecture suited
to logical reasoning and viewing symbolic knowledge as prior knowledge of graphs,
such as Focal Reasoner [18] and DAGN [19]. Recently, Betz et al. [20] and Clark
et al. [21] demonstrated that large-scale pre-training models based on mass training data
also had the potential to solve complex reasoning tasks. Built on top of the pre-trained
model, Jiao et al. proposed a self-supervised contrastive learning approach to enhance
the logical reasoning ability of neural models [12]. Wang et al.proposed LReasoner
[8], a context extension framework and data augmentation algorithm. It extends logical
expression in context to cover implicit logical expressions following logical equivalence
laws. However, they cannotmake full use of logical information and suffer from complex
logical reasoning problems.

In this paper, we propose a logical commonsense knowledge enhanced text extension
framework. It restores potentially missing logical propositions and get more logical
expressions by introducing common sense knowledge andmultiple logical relationships.
Furthermore, it is better to understand logical information in input text by contrastive
learning based on data augmentation.

3 Methodology

In this paper, we devise a logical commonsense knowledge enhanced text extension
framework and it is illustrated in Fig. 2. The framework can be divided into five steps
as follow. First, logic extraction, it extracts logical symbols and their relationships to
obtain logical expressions of text. Second, commonsense enhanced logic extension, it
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introduces commonsense relationships between logical symbols, restoring potentially
missing logical expressions and increasing the number of logical expressions, and uncov-
ering underlying logical relationships by logic laws. Third, logic verbalization, it con-
verts logical expressions into text described in natural language and feeds them as an
extended context into a pre-trained model to match the options and find the answer.
Finally, contrastive learning, it generates negative samples by modifying the existing
logical expressions in the context to better understand logical information in the input
text.

Fig. 2. The overall architecture of logical commonsense knowledge enhanced text extension
framework. c, q, oi, and ei are the context, question, i-th option, and the extended context for
the i-th option, respectively. denote the logical symbols, denote the logical
relationships. denote the logical expressions, logical commonsense expressions are
shown in . (Color figure online)

3.1 Problem Formulization

Before introducing our approach in detail, we first formalize the text-based logical rea-
soning task. In this paper,we study logical reasoningonmultiple-choice question answer-
ing. Specifically, given a context c, a question q, andK associated options {o1, o2, . . . ok},
the model is required to select a correct option as the answer oa.

3.2 Logic Extraction

Logic extraction is the first step in this approach. It extracts logical symbols and logical
expressions explicitly mentioned in context and options.

We first employ a constituency parser to extract constituents including noun phrases
and gerundial phrases as basic symbols. We define a set of negative words, such as
“unable”, “not”, “hardly”, and “neither”. If any negative word is related to a logical
symbol α. , we add a negative tag¬ before it, such as¬α. Then we determine if there is a
logical relationship between the logical symbols for cause, purpose, result, condition, and



CSKE 115

time. If there is a logical relationship or a close connection between two logical symbols
in a sentence, then we can construct a logical expression based on them. We define
a set of logical relationship words that contains multiple logical relationships, which
is illustrated in Table 1. If there is a logical relationship word between two adjacent
logical symbols in a sentence, it can be determined that there is a corresponding logical
relationship between them, such as “α in order to β”, “α after β” and “α resulting in β”.
Here, we define five group logical relationships and they can be described as follows.

Table 1. Logical relationships words for purpose, cause, result, condition, time

Purpose In order to, thus, in order for

Cause Due to, owing to, thanks to, according to, attributed to, since, because

Result Resulting in, leading to, causing

Condition If, unless, on condition that, as long as

Time Before, after

3.3 Commonsense Enhanced Logic Extension

Commonsense introduction addresses the need to restore the missing logical relation-
ships in context and options from common sense while increasing the number of logical
relationships. But not all common sense is necessary, so we limit the number of com-
monsense by only considering the commonsense relationship between candidate options
and context, commonsense knowledge is introduced when commonsense is needed.
Specifically, the model starts with logic extraction, and then extends logical expressions
existing in the context, then tries to match the most appropriate logical expression for
each option, we introduce common sense when all options cannot match the logical
expression. Since in most cases common sense knowledge is missing between context
and options, we consider the common sense between them.

As the example in Fig. 2, a logical expression set {α → β, β → ¬γ} and a logical
symbol set {αβγ} in context, a logical expression set { (δ → ¬γ), }(¬α → ¬β)} and
logical symbols {α, β, γ, δ} in option A and B. We cannot match an appropriate logical
expression for options A and B, so query the Common Sense Knowledge Base (CSKB)
for commonsense relationships by matching the logical symbols between context and
options. For example, there is a commonsense triplet Is (gardening equipment, a sale
item) in CSKB, we query the relationship of logical symbol α (gardening equipment)
and β (a sale item) by trying to match a triplet and take them as subject and object in
CSKB. Based on this, we introduce a new commonsense logical expression (α → β).
The Common Sense Knowledge Base (CSKB) we use is ConceptNet [22].

In addition to the logical expressions explicitly mentioned in the context, there are
still some other underlying ones that we need to logically infer and extend. We combine
the extracted logical expressions existing in the context with introduced commonsense
logical expressions as a logical expression set S and perform logical inference over them
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to further extend the underlying logical expressions according to logical equivalence
laws. Here we follow two logical equivalence laws s including contraposition [23] and
transitive law [24]:

Contraposition:

(α → β) ⇒ (¬β → ¬α) (1)

Transitive Law:

(α → β) ∧ (β → γ) ⇒ (α → γ) (2)

Then the extended underlying logical expressions form an extensive set of the current
logical expression set S as SE .

3.4 Logic Verbalization

After a logical extension,we need to try tomatch themost appropriate logical expressions
for each option and verbalize them into natural language for better utilization in the pre-
trainedmodel. Different from previous work, we select the related expressions from both
S. and SE for each option.We calculate the cosine similarity between logical expressions
by word vectors of logical symbols. A logical expression is regarded as related to an
option if their cosine similarity is more than a threshold and we set the threshold to 0.9,
then we select the logical expression with the highest cosine similarity as a result. We
transform all logical expressions related to the option as symbolic space into natural
language by filling them into a predefined template [8]. For example, (¬α → ¬γ) can
be converted to “if do not α, then it will not γ”.

Pre-trained models for multiple-choice question answering concatenate the context,
the question, and each option as the input and encode the sequence to calculate its
score. Specifically, the concatenated sequence is formulated as [CLS]c[SEP]q||o[SEP],
in which c is the context and q||o is the concatenation of the question and each option.
We take an extended context as sentence e, and introduce a special token [EXT], and
then we reformulate the input sequence as [CLS]c[SEP]q||o[EXT ]e[SEP] for encoding
and feed the [CLS] representation into a classification layer to get each option’s score
and select the correct answer. The cross-entropy loss is calculated as:

LA = −∑
logP(oa | c, q) (3)

where oa is the correct answer.

3.5 Contrastive Learning

In order to make the model more sensitive to logical relationships to better solve the
logical reasoning problem, we propose a logic-driven data augment for contrastive learn-
ing, and it enhances the ability of the model to identify logical symbols and logical
relationships [25].
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Background. Contrastive learning, as an unsupervised technique, focuses on learn-
ing common features between samples in the same class and distinguishes differences
between samples in different classes. It is illustrated in Fig. 3, it starts with the original
data. Positive and negative samples are obtained by data augmentation. The encoder
encodes the positive and negative samples respectively. Representations of the same
samples are drawn closer, while different samples are further away in the encoding
space by loss functions.

Fig. 3. A general framework for contrastive learning

The goal can be described as follows.

s
(
f (x), f

(
x+)) � s

(
f (x), f

(
x−))

(4)

x+ is a positive sample and x− is a negative sample, f (·) is an encoder to learn a
representation and the s(·) is a metric function that measures the similarity between two
representations.

Our Application. Inspired by [8, 26], we use a similar data augment to build contrastive
learning. We construct positive and negative samples in the following way. For negative
samples, we simply take the original context and the correct option as the positive
sample, which is formalized as

(
c+, q, oa

)
, where c+ represents the positive context,

q represents the question, oa represents the correct option. For negative samples, we
construct literally similar but logically different contexts based on logical expression,
which are formalized as

(
c−, q, oa

)
, c− is the negative context.

Specifically, we generate a negative sample bymodifying the existing logical expres-
sions in the context and verbalizing the modified logical expressions into a negative
context and it is illustrated in Fig. 4. Inspired by previous work, we randomly delete,
reverse, and negate logical expressions to build negative context. The deletion operation
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is used to remove several logical expressions in the context, the reverse operation is used
to reverse the relationship between logical symbols, and the negative operation is used
to mark the logical symbol negatively.

Fig. 4. Procedure to construct a logical negative sample

In this task, our goal is to calculate the score that the question can be solved by the
correct answer under a given context:

s′
(
c+, q, oa

) � s′
(
c−, q, oa

)
(5)

where (c+, q, oa) and
(
c−, q, oa

)
are the positive and negative sample, and s’ is the

score function. The contrastive loss can be formalized as follows:

LC = −log
∑

(
exp(s′(c+,q,oa))

exp(s′(c+,q,oa))+exp(s′(c−,q,oa)) ) (6)

where LC denotes the contrastive loss. Our method is trained with a combined loss as
L = LA + LC .

4 Experiments

Dataset. We evaluated our method on a challenging logical reasoning benchmark
ReClor. It is extracted from the logical reasoning question of the standardized grad-
uate admission exam. The held-out test set is further divided into EASY and HARD
subsets, denoted as Test-Easy and Test-Hard, respectively. The instances in Test-Easy
are biased and can be solved even without knowing contexts and question by neural
models.

Baseline. We compare our method with not only basic baselines, including GPT [2],
GPT-2 [3], BERT [4], Xlnet [5], but also several strong baselines, including DAGN [19],
Focal Reasoner [18], MERIt [12] and LReasoner [8]. Besides, we add an extra baseline
model, named Random, which means no training, and a random selection of answers.



CSKE 119

Implementation Detail. We take RoBERTa-large as our backbone models and imple-
ment them using Huggingface [27]. We use a batch size of 8 and fine-tune on ReClor
for 8 epochs and the learning rate is set to 1e–5. In negative sample construction, we
select one or two logical expressions to modify depending on the number of logical
expressions. We set the random seed to 10086 to guarantee the reproducibility of the
result. We get the experimental results on an NVIDIA a100 with 80 G memory.

5 Result and Analysis

5.1 Overall Results

The overall results on ReClor are shown in Table 2.

Table 2. The overall results on ReClor. * denotes the average under 5 different random seeds.

Model Test Test-Easy Test-Hard

Random 25.0 25.0 25.0

GPT 45.4 73.0 23.8

GPT-2 47.2 73.0 27.0

BERT 49.8 72.0 32.3

Xlnet 56.0 75.7 40.5

DAGN 58.2 76.1 44.1

Focal Reasoner 58.9 77.1 44.6

RoBERTa 55.6 75.5 40.0

MERIt (RoBERTa) 59.6 78.1 45.2

LReasoner (RoBERTa)* 58.3 78.8 42.1

CSKE (our) 60.2 77.3 46.8

It can be observed that:

1. A simple pre-training model, such as GPT, does not perform well on the current
dataset, especially their performance is similar to Random on Test-Hard, indicating
that they are not capable of complex reasoning. Strong baselines, such as Xlnet,
DAGNandFocalReasoner, have improved their performance significantly compared
to simple pre-training models.

2. Built on top of RoBERTa, our model exceeds all baselines and delivers the best
performance on Test sets and Test-Hard sets, including MERIt and LReasoner. This
shows that our logical commonsense knowledge enhanced text extension framework
can enhance the logical reasoning ability of the model. This is because, introducing
commonsense knowledge and encoding multiple logical relationships can capture
more logical information and make better use of logical information than baselines.
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3. Our model is comparable to the strong baseline LReasoner and MERIt on Test-Easy
sets. While it outperforms all baseline on Test-Hard evidently, which shows our
approach makes better use of underlying logical information and it has an advantage
in solving complex logical reasoning problems. This is because, by introducing
external commonsense knowledge and encoding multiple logical relationships, our
approach can restore the complete logical reasoning chain to support for reasoning
process.

5.2 Ablation Study

To investigate the specific effect of each component of our approach, we conduct an
ablation study. And the results are shown in Table 3. To observe the impacts brought
by commonsense knowledge and multiple logical relationships, we built three baseline
models by not using commonsense knowledge -(CSK), multiple logical relationships
-(MLR), and both -(CSK + MLR).

From Table 3, it can be observed that:

1. Commonsense knowledge (CSK) and multiple logical relationships (MLR) can
improve the performance of the model respectively.

2. CSK and MLR work better when added all than a single one, indicating that their
promotion to the model is not entirely overlapping but independent.

3. MLR can improve performance on Test-Hard evidently, which shows that it can
promisingly enhance the ability of models to solve complex logical reasoning.

Table 3. Ablation study of our method built on top of RoBERTa.

Model Dev Test Test-Easy Test-Hard

CSKE (our) 66.6 60.2 77.3 46.8

- (CSK) 66.8 59.6 76.6 46.2

- (MLR) 66.6 58.7 78.9 42.9

- (CSK + MLR) 64.7 58.3 78.8 42.1

To visualize the impact of commonsense knowledge and multiple logical relation-
ships on the results, we calculated their impact on the number of matched options which
means an option can match an appropriate logical expression for itself and this is a mea-
sure of logical information injected into the pre-trained model. The results are shown
in Table 4, and from it, we can observe evidently that CSK and MLR can significantly
increase the number of matched options.
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Table 4. Impaction of CSK and MLR on the number of matched options.

Model Sample size Matched options CSK Logic expressions

CSKE (our) 4638 7851 1021 1993

- (CSK + MLR) 4638 1989 0 1007

6 Conclusion

In this paper, we focus on text-based logical reasoning on multiple-choice question
answering. we propose a logical commonsense knowledge enhanced text extension
frameworkCSKE. In our framework, we introduce logical commonsense knowledge and
encode multiple logical relationships which not only restore underlying missing logical
propositions but also get more logical expressions. We extend our logical expression by
logical equivalence laws to cover implicit ones. Through contrastive learning based on
data augmentation in our framework, a richer negative sample can be generated, and it
facilitates the model’s full understanding of logical relationships. Experimental results
on the ReClor dataset show that our model exceeds all baselines and delivers the best
performance on Test sets and Test-Hard sets. About the further work, we plan to encode
full logical relationships directly and optimize data augment to capture more logical
information.
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Abstract. Discovering and understanding the causal relationships
underlying natural phenomena is important for many scientific disci-
plines, such as economics, computer science, education, medicine and
biology. Meanwhile, new knowledge is revealed by discovering causal
relationships from data. The causal discovery approach can be character-
ized as causal structure learning, where variables and their conditional
dependencies are represented by a directed acyclic graph. Hence, causal
structure discovery methods are necessary for discovering causal rela-
tionships from data. In this survey, we review the background knowledge
and the causal discovery methods comprehensively. These methods are
isolated into four categories, including constraint-based methods, score-
based methods, functional causal models based methods and continuous
optimization based methods. We mainly focus on the advanced methods
which leverage continuous optimization. In addition, we introduce com-
monly utilized benchmark datasets and open source codes for researchers
to evaluate and apply causal discovery methods.

Keywords: Causal discovery · Causal structure learning · Directed
acyclic graphs · Continuous optimization

1 Introduction

Learning causality is considered as the foundation of human intelligence and
an essential component of artificial intelligence [26]. Note that causality is dif-
ferent from correlation. Correlation refers to when two variables show a trend
of increasing or decreasing, they are related [1]. However, Causality is usually
manifested as cause and effect, where the cause contributes to the occurrence
of the effect and the effect partially depends on it. Causality is widely applied
in numerous fields, such as advertisement [4], biology [39], psychological science
[15], medical treatments [28]. Therefore, in recent years, causal discovery meth-
ods have been a significant research topic for inferring causal relationships from
data [25,27].

The causal relationship between one thing and another seems obvious in
many cases. Nevertheless, in many real-world situations, it is hard to discover
and determine causal relationships. Therefore, learning causal relationships is
a very challenging task. Conducting a randomized controlled experiment is a
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traditional and effective method of discovering causality, but in real life, such
experiments may not be possible due to prohibitive cost and ethics. For example,
in the medical field, conducting the randomized controlled experiments to verify
the effectiveness of drug treatment is likely to delay the optimal treatment time
for patients. Therefore, researchers often get non-experimental observation data.
Without intervention and manipulation, observation data presents researchers
with many challenges: Firstly, observed datasets may not contain all relevant
variables, and there may be unobservable variables, which are often referred to
as unmeasured confounding variables [41]. Secondly, learning causality from real
observation data can be challenging due to selection bias. For example, in a
dataset, samples are collected from people with a bachelor’s or higher degree,
not randomly from the general population. Thirdly, there are potential causal
relationships in the data that may not be known in advance. These are three
problems that exist in the causal discovery.

To solve these problems, researchers develop various frameworks, including
the structural causal model [25] and the potential outcome framework [32]. The
structural causal model aims to learn a causal graphical structure among vari-
ables form observation data. While the potential outcome framework estimates
potential outcomes and calculates the treatment effect, known as causal infer-
ence. Under these frameworks and some assumptions, these methods are capable
of inferring causal structure and causal effects using relatively abundant obser-
vation data.

In this paper, we comprehensively review the causal discovery methods under
structural causal model. There are a number of surveys are already available,
such as [42]. Different from previous work, this survey provides a clearer summary
of current causal discovery methods, focuses more on continuous optimization
based methods and more advanced methods. Additionally, we provide an intro-
duction to some important and basic knowledge of causal discovery. Besides, we
introduce some commonly utilized benchmark datasets and open-source code
packages are summarized for researchers evaluate and apply causal discovery
methods.

2 Background

In this section, we introduce the background knowledge about causal discovery,
involving the task description and the structural causal model used in causal
discovery.

Generally speaking, the causal discovery task entails learning the relation-
ships between causal variables between variables from observation data, and
causal graph are often used to represent the causal relationship between vari-
ables.
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Fig. 1. A simple structural equation model, and its correlative diagrams

2.1 Structural Causal Model

The Structural Causal Model (SCM) provides a thorough theory of causality
[24], which combines the structural equation models (SEM) [25] and the causal
graphical models for causal analysis and inference based on probabilities.

Causal Graph. The causal graph is a particular type of Bayesian network
whose edges represent causal effects and satisfy the conditional independence
criterion. A causal graph is a directed graph that demonstrates the causal rela-
tionships between variables, indicated as G = (V,E), where V and E represent
the node set and edge set, respectively. And each node indicates a variable and
x → y represents a directed edge that indicates a causal relationship from x to
y. In this paper, we only take into account directed acyclic graphs (DAGs) which
are directed graphs without cycles.

Structural Equation Models. How people use mathematics to express causal
relationships between diseases and symptoms? The geneticist Sewall Wright [44]
first attempts to express this relationship mathematically and the causal rela-
tionship is conveyed by combining equations and graphs. For example, a linear
equation would be derived if X denotes a disease and Y denotes a symptom:

y = βx + UY , (1)

where x denotes the disease severity, y denotes the symptom severity, and UY

represents all other factors except x that affect the Y . In a similar way, if UX

represents all factors affecting X, then x = UX . Due to the symmetry of alge-
braic equations, Eq. (1) still unable to accurately reflect the causal relationship
between the disease X and the symptom Y , if (1) is rewritten as follows:

x = (y − UY )/β, (2)

it can be misunderstood as indicating that the symptom has an influence on the
disease. Wright proposed the equation with a diagram to illustrate the direction-
ality. For example, as shown in Fig. 1, symptom Y does not affect the disease
X because there is no arrow from Y to X. Thus, the complete causal model of
a symptom and a disease is shown in the Fig. 1: The graph represents that X
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has causal effect on Y and the equations describe the quantitative relationships
among the variables which are determined from the data. In the equation, the
parameter β is the path coefficient which quantifies the causal effect of X on Y .

3 Methods

In this section, we introduce the four categories methods on Causal Discovery
which are list in the Table 1.

Table 1. This table contains four categories of causal discovery methods

Category Methods

Constraint-based SGS [36], PC [37], FCI [9,38], CIT [31]

Score-based GES [8], FGES [30], hybrid [40]

Functional causal models based LiNGAM [34,35], ANM [16,27], CGNNs [13]

Continuous optimization based NOTEARS [47], DAG-GNN [45], GAE [23],
Gran-DAG [19], RL-BIC [49], LEAST [48],
CORL [43], BCD Nets [10], DAG-GAN [11],
DAG-WGAN [29]

3.1 Traditional Methods

Constraint-based Methods discover a number of causal graphs that imply the
conditional independence found in data by performing hypothesis tests [20]. Sta-
tistical tests are used to confirm that the candidate graphs satisfy the indepen-
dence based on the faithfulness assumption. And faithfulness means that all con-
ditional independences in the data underlying distribution are represented by the
causal graph G. The SGS algorithm [36] is a common constraint-based method
that starts from a completely undirected causal graph and removes redundant
edges in the graph through a conditional independent decision method. In prac-
tice, the number of candidate causal graphs increases exponentially as the num-
ber of nodes increases. So the PC algorithm [37] use an effective schedule of
tests to explore the whole space of possible causal graph. But there may be
unmeasured variables in the data which are the common cause of two or more
measured variables. The Fast Causal Inference(FCI) algorithm and a set of exten-
sions [9,38] are designed to search across a larger causal graph space that includes
unobserved common causes. Furthermore, Gaussian or multinomial distributions
are required for most standard statistical tests. New statistical tests of condi-
tional independence are constantly being exploited, which provide constraint-
based algorithms for nonlinear and non-Gaussian data [31].
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However, constraint-based methods have two major drawbacks. First, the
faithfulness assumption can be countered. Second, due to the inability to dis-
tinguish graphs that belong to the same Markov equivalence class, the causal
direction between the two variables may still undetermined.

Score-based Methods assign each directed acyclic graph (DAG) G a score
calculated from the observed data via a scoring function F , and then searches
the space of all DAGs for Ĝ with the best score. [27] set the goal as

Ĝ = argmaxG over XF(D,G), (3)

where D denotes the observed data of variables X. There are many common
scoring functions such as Bayesian Information Criterion [33], Bayesian Gaus-
sian equivalent score [12], Minimum Description Length [8] and so on. Due to
its combination of acyclic constraints and the number of possible DAGs growing
exponentially as the number of nodes growing, Problem (3) is a NP-hard prob-
lem. In order to handle it, Greedy Equivalence Search (GES) [8] and the faster
and optimized Fast GES (FGES) [30] are proposed which search in a local and
heuristic manner but converge to the global optimal scoring model under the
constraints of infinite data. There are also hybrid methods, such as the max-
min hill-climbing method [40], which uses a constraint-based approach to reduce
the search space before applying a score-based method. But there is a lack of
principled methods to combining scoring functions and search strategies.

The score-based methods also have two disadvantages, one is that the search
space is large and the time complexity is high, and the other is that the solution
may be local optimal.

Functional Causal Models Based Methods. A Functional Causal Model
(FCM) upon a variable vector X = (X1, ...,Xd) is a triplet C = (G, f, E), repre-
senting a set of equations [13]:

X ← fi(XPa(i;G), Ei), Ei ∼ E , for i = 1, ..., d. (4)

Each equation describes the direct causal relationship within a set of causes
XPa(i;G) ⊂ {X1, ...,Xd} to observed variable Xi, described by some causal func-
tion fi up to the effects of noise variable Ei in distribution E . FCMs-based
methods are different from constraint-based methods which are assumed faith-
fulness and only identify Markov equivalence classes. FCMs-based methods can
distinguish distinct DAGs within the same equivalence class due to supplemen-
tary assumptions about data distribution and functional classes. There are many
methods based on FCMs, for example, Linear Non-Gaussian Acyclic Model
(LiNGAM) [34,35] and nonlinear additive noise model [16,27]. And the Causal
Generative Neural Networks (CGNNs) [13] learn FCMs as generative neural net-
works, trained by backpropagation to minimize the Maximum Mean Discrepancy
(MMD) [14] between the observational data and the generated data.
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3.2 Continuous Optimization Based Methods

DAGs with NOTEARS (2018). The method NOTEARS [47] is a new app-
roach for learning DAGs based on score by firstly turning the traditional com-
binatorial optimization problem into a continuous problem:

minA∈Rd×d F (A) minA∈Rd×d F (A)
subject to G(A) ∈ DAGs subject to h(A) = 0, (5)

where G(A) denotes a d-node graph that is induced by a weighted adjacency
matrix A, and h is a smooth function for enforcing acyclicity:

h(A) = tr
(
eA◦A) − d = 0. (6)

NOTEARS demonstrates on the linear SEM by Xj = aT
j X+ Uj , where aj is

the weight of the edge pointing to Xj in the adjacency matrix. And it utilizes
a least-squares loss with a l1 penalty and an enhanced Lagrangian method [22]
with L-BFGS [5] to optimize the objective.

NOTEARS transforms the combinatorial constraint problem into a continu-
ous constraint problem, which can be solved more efficiently. And they demon-
strate that the approximation algorithm is close to the optimal solution. But
there are also two disadvantages, one is that it only focuses on linear SEM, and
the other is that the time complexity of acyclic constraint is O(d3), which is not
suitable for large-scale causal graphs.

DAG with Graph Neural Networks (DAG-GNN, 2019). To capture com-
plex nonlinear mappings, DAG-GNN [45] uses deep generative models (specifi-
cally, variational autoencoders [17]) to learn the DAG and uses Evidence Lower
BOund (ELBO) [3] as the score function. The method assumes faithfulness and
utilizes an encoder to encode X into the potential posterior Z:

Z = f4
((
I − AT

)
f3(X)

)
, (7)

where f3, f4 are parameterized function and A is a weighted adjacency matrix
of the DAG and X is a sample of a joint distribution of variables and a variable
is a scalar or vector. DAG-GNN uses the decoder to recover observations:

X = f2

((
I − AT

)−1
f1(Z)

)
. (8)

If f2 is invertible, then (8) is equivalent to

f−1
2 (X) = AT f−1

2 (X) + f1(Z), (9)

a generalized version of the linear SEM model and better captures nonlinearity.
Acyclicity constraint is derived from NOTEARS [47]:

tr
[
(I + αA ◦ A)d

] − d = 0, (10)

where α is a hyperparameter. Similar to NOTEARS, they also utilize the Aug-
mented Lagrangian methods for optimization.
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Graph AutoEncoder (GAE, 2019). GAE [23] proposes a graph autoencoder
framework that supports nonlinear SEM and is readily applicable to vector-
valued variables. They handle the more complex nonlinear model by drawing a
connection with GAE and use the message passing operation which is similar to
the graph convolutional layer used in [18]:

f (Xj ,A) = g2
(
AT g1 (Xj)

)
, (11)

where g1 and g2 are multilayer perceptrons (MLPs). To solve the constrained
optimization, they utilize the Augmented Lagrangian method and acyclic-
ity constraint used in NOTEARS. They demonstrate that GAE outperforms
NOTEARS and DAG-GNN especially on large causal graphs.

Gradient Based Neural DAG Learning (Gran-DAG, 2020). Gran-DAG
[19] extends NOTEARS to deal with nonlinear causal relationships between vari-
ables by using neural networks and follows a nonlinear additive noise structure:
Xj = fj (Paj + Uj), where the nonlinear function fj is simulated by a fully-
connected neural network. They use the neural network path and neural network
connectivity matrix C to maintain mechanism independence corresponding to
the independence implied by adjacency matrix. Then redefine the weighted adja-
cency matrix Aφ with C and adapt the acyclicity constraint as follows:

h(φ) = tr(eAφ) − d = 0. (12)

They propose solving the maximum likelihood optimization problem:

max
φ

EX∼PX

d∑

j=1

log pj

(
Xj | XPaφ

j
;φ(j)

)
s.t. tr(eAφ) − d = 0, (13)

and utilize the augmented Lagrangian method to achieve an approximate solu-
tion to problem (13). They show GraN-DAG outperforms other gradient-based
approaches including NOTEARS and DAG-GNN.

Causal Discovery with Reinforcement Learning (RL-BIC, 2020). RL-
BIC [49] applies Reinforcement Learning (RL) to discover causal structure, which
uses a encoder-decoder model as actor to generate directed graphs from the
observed data and computing a reward consisting of a predefined scoring func-
tion BIC together with two penalty terms to enforce acyclicity. They assume
the model in [16] for data generating procedure. Furthermore, they prune the
generated edges in a greedy approach based on regression performance or score
function. They show the effectiveness of RL-BIC with causal graphs of 30 nodes,
but it is still challenging to deal with large graphs exceeding 50 nodes.

Scalable Learning for Bayesian Networks (LEAST, 2021). LEAST [48]
formulates the structure learning into an optimization problem with a continuous
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constraint and enforces graph acyclicity by using an upper bound of the graph
spectral radius, as follows:

δ̄(j) =
∑d

i=1 b(j)[i],
where b(j) =

(
r
(
F (j)

))α � (
c
(
F (j)

))1−α
and

F (j+1) =
(
D(j)

)−1
F (j)D(j) and

D(j) = Diag
(
b(j)

)
.

(14)

Combing Eq. (14) with the least squares loss and l1-regularization, the time
complexity is close to O(d) and the training time is 5 to 15 times faster than
NOTEARS and can solve 100k-level node problems.

Ordering-Based Causal Discovery with RL (CORL, 2021). In order
to solve existing RL-based methods limited to small-scale problems, a novel
RL-based approach for causal discovery CORL [43] is proposed, which incor-
porates RL into the ordering-based paradigm. Specifically, they define the vari-
able ordering search problem as a multi-step Markov decision process, use an
encoder-decoder architecture to implement the ordering generating process, and
finally use RL to optimize objective based on the reward mechanisms designed
for each ordering. And in this work, variable selection methods are used. For lin-
ear data, they apply linear regression to the obtained fully-connected DAG and
then prune edges by using thresholding. While for the non-linear model, they
adopt the CAM pruning used in [19]. They validate that CORL performs fewer
episodes than RL-BIC2 [49] before the episode reward converges and improves
the performance of existing RL-based causal discovery methods.

Bayesian Causal Discovery Nets (BCD Nets, 2021). BCD Nets [10] esti-
mate a distribution over DAGs that characterizes a linear-Gaussian SEM by
using a variational inference [3] framework. They use the deep neural network to
express a variational family of decomposed posterior distributions over the SEM
parameters. Further, they achieve low-variance stochastic optimization of varia-
tional objective via continuous relaxations [21]. Moreover, on the edge weights,
they apply a horseshoe prior [6] to promote sparsity. They demonstrate that BCD
Nets outperform the maximum likelihood method on low-dimensional data.

DAG Learning with Generative Adversarial Nets (DAG-GAN, 2021).
DAG-GAN [11] considers causal structure learning from a distribution optimiza-
tion perspective and proposes an adversarial framework to discover the causal
structure from data. In terms of distributional optimization, score-based learning
can be formulated as follows:

min
G

M (pd, pc) subject to G ∈ DAGs, (15)

where pd and pc respectively represent the real distribution and the generated
distribution and M denotes a probability measure. Furthermore, they propose a
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score function based on Maximum mean discrepancy as M , which is a common
probability measure defined on a unit ball (‖f‖H<1) in Reproducible Kernel
Hilbert Space H [14] as

M(pd, pc) = supf∈H,‖f‖H<1Epd
f(x) − Epc

f(x). (16)

DAG-GAN is composed of two parts: a generator and a discriminator. They
utilize a h-layer MLP as generator to simulate the causal generative mechanism.
And the output is a collection of fake samples that shares the same DAG as
the real data in order to fool the discriminator. In contrast to the generator,
the objective of the discriminator is to distinguish whether a sample is from
the generator or not. And DAG-GAN is extensively tested to demonstrate its
superiority over other advanced methods.

DAG-WGAN (2022). DAG-WGAN [29] proposes an auto-encoder architec-
ture and uses the Wasserstein-based adversarial loss together with an acyclicity
constraint. Similar to [45], DAG-WGAN uses SCM to simulate the causal struc-
ture by the encoder and decoder. The encoder produces latent representations
of the data as

Enc ≡ Z =
(
I − AT

)
f1(X). (17)

The corresponding decoder Dec is as

Dec ≡ X̃ = f2

((
I − AT

)−1
Z

)
. (18)

The auto-encoder calculates the latent representations through a reconstruc-
tion loss and a regularizer loss to avoid over-fitting. DAG-WGAN utilizes the
decoder of the auto-encoder as the generator. Additionally, they use critics to
provide gradient penalties for adversarial losses which is based on the popular
PacGAN [7] framework and is implemented as follows:

X̂ = MLP (X̃,X, leaky − ReLU,Dropout,GP, pac), (19)

where GP stands for Gradient Penalty [2] and pac is a notion coming from
PacGAN. DAG-WGAN shows that generalizing the current auto-encoder archi-
tecture with Wasserstein-based adversarial loss can further improve the perfor-
mance. But the model can not support vectors or mixed-typed data.

4 Guideline About Experiments

In this section, we introduce the related experimental information, containing
the available datasets and the open-source code packages.
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4.1 Available Datasets

Bayesian Network Repository (Bnlearn)1 provides a variety of datasets
as well as their ground truth graphs including Gaussian Bayesian Networks,
Conditional Linear Gaussian Bayesian Networks, Discrete Bayesian Networks
and so on.

4.2 Open-Source Code Packages

Causal Discovery for Python (Causal-Learn)2 is a python package for
causal discovery that implements both classical and state-of-the-art causal dis-
covery algorithms, which is implemented based on Python. Further, it provides
visualization and evaluation.

gCastle. [46] is a toolbox developed by Huawei Noah’s Ark Lab for causal struc-
ture learning, which includes various causal learning functions and evaluation
tool, including data generation and processing, causal structure learning meth-
ods containing classic and advanced methods, especially gradient-based methods
and evaluation metrics (F1, SHD, FDR, etc.).

5 Conclusion

Causal discovery has become a significant and popular research topic in recent
years. We provide a thorough review of the causal discovery methods under
structural causal model and present the relevant background in this survey.
We introduce both classic and advanced causal discovery methods based on
continuous optimization. Additionally, we list the available benchmark datasets
and open-source code packages for experiments.

Continuous optimization based methods greatly reduce the time complexity
of causal discovery, but the acyclic constraint is still a limitation. In addition,
in the future, the accuracy of learning causality can be improved from the per-
spective of solving confounding factors and selection bias.
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paper more comprehensive. This work is supported by the Natural Science Foundation
of China (Grant No. 61872113).
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Abstract. Pre-trained language models (PLMs), such as BERT, have achieved
good results on many natural language processing (NLP) tasks. Recently, some
studies have attempted to integrate factual knowledge into PLMs for adapting
to various downstream tasks. For sentiment analysis task, sentiment knowledge
largely helps determine the sentiment tendencies of texts, such as sentiment words.
For Chinese sentiment analysis, historical stories and fables give richer connota-
tions and more complex emotions to words, which makes sentiment knowledge
injection more necessary. But clearly, this knowledge has not been fully con-
sidered. In this paper, we propose EK-BERT, an Enhanced K-BERT model for
Chinese sentiment analysis, which is based on the K-BERT model and utilizes
sentiment knowledge graph to achieve better results on sentiment analysis task.
In order to construct a high-quality sentiment knowledge graph, we collect a large
number of emotional words by combining several existing emotional dictionaries.
Moreover, in order to understand texts better, we enhance local attention through
syntactic analysis to make EK-BERT pay more attention to syntactically rele-
vant words. EK-BERT is compatible with BERT and existing structural knowl-
edge. Experimental results show that our proposed EK-BERT achieves better
performance on Chinese sentiment analysis task.

Keywords: Chinese sentiment analysis · Sentiment knowledge graph · Local
attention

1 Introduction

Pre-trained languagemodels (PLMs), such as BERT [1], RoBERTa [2], and Transfermor
[3] have achieved remarkable improvement on various NLP tasks. However, due to the
domain difference between pre-training and downstream tasks, these models cannot be
fully effective in specific domains.

Sentiment analysis refers to the use of NLP, text analysis and computational linguis-
tics to identify and extract subjective information from source materials, and to mine the
sentiment tendencies expressed in user-generated content [4]. Polysemy and metaphor
add some difficulty to sentiment analysis task. For Chinese sentiment analysis, historical
stories and fables give rich connotations to words. For example, the word “chicken rib”
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originally refers to the ribs of a chicken and does not contain sentiment tendency. But
now the word is used to describe the things of little value or interest and often carries
negative sentiment. This kind of information is hard to get from a simple text itself
without external knowledge. Therefore, it is more necessary to inject related knowledge
to help models understand texts.

Recently, many researches have been devoted to linking knowledge with PLMs.
One approach is to treat the PLM as a database [5] and use the knowledge in it for
downstream tasks. A more popular approach is to inject external knowledge into PLMs.
K-BERT [6], K-Adapter [7] and KEPLER [8] have made use of structured knowledge
in different ways. But these models do not take emotional knowledge further. SKEP
[9] injects sentiment knowledge into the model, but it needs to retrain a model, which
consumes a lot of time and resources.

Meanwhile,many studies have proved that improving local attention can helpmodels
understandnatural languagebetter. LISA [10] andSG-Net [11] have achieved remarkable
results on different downstream tasks by modifying the attention mechanism. Inspired
by these studies, in this work, we use syntactic dependency analysis to enhance local
attention and apply it to sentiment analysis task.

In this paper, we propose an enhanced K-BERT model (dubbed EK-BERT) for
Chinese sentiment analysis, to improve the K-BERT model which is compatible with
existing PLMs. Our proposed EK-BERT uses sentiment knowledge graph to acquire
domain knowledge related to Chinese sentiment analysis. The model also uses type-
embedding to learn knowledge more effectively and adds local attention mechanism to
improve the understanding ability of natural language. The experimental results show
EK-BERT achieves better performance on Chinese sentiment analysis task.

Our main contributions in this paper can be summarized as the follows:

• We construct a sentiment knowledge graph Sen-Graph and uses it to fine-tune the
model. As a result, EK-BERT can learn more domain knowledge and achieve better
effect on sentiment analysis task.

• We add type embedding to the embedding layer of K-BERT, so EK-BERT can better
learn text and knowledge differently.

• We use grammar knowledge to enhance local attention, which makes EK-BERT pay
more attention to syntactically relevant words and their knowledge.

2 Related Work

Recently, in addition to applying PLMs, many researches have begun to improve their
performance from other aspects, such as the injection of external knowledge introduced
in Sect. 2.2 and the modification of attention mechanism introduced in Sect. 2.3.

2.1 Sentiment Analysis

Sentiment analysis methods can be divided into three categories. (1) Based on emotional
dictionary. The core is the construction of the emotional dictionary. Hatzivassiloglu et al.
[12], Tsai et al. [13], Yang Xiaoping et al. [14] use different methods to try to build
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a better emotional dictionary. (2) Based on traditional machine learning. Wang et al.
[15] implement the sentiment analysis task based on support vector machine (SVM).
Cloud machine learning (CML) techniques offer contemporary machine learning ser-
vices. Arulmurugan et al. [16] implement an emotional modeling methodology based on
cloud-based approach. (3) Based on deep learning. The core is the use of neural network.
Kim et al. [17] use convolutional neural networks on text classification task for the first
time and achieve good results.

PLMs also show strong capabilities on sentiment analysis task. However, the input
of only text or word sequences will result in the ignorance of external knowledge and the
failure to consider that the semantic information of words will change with the context,
which affects the accuracy of the sentiment analysis task. Therefore, there have been
some researches linking knowledge with PLMs.

2.2 Knowledge-Enhanced PLMs

Knowledge has been shown to facilitate NLP tasks. ERNIE [18] enhances the language
representation of text through external knowledge. K-BERT [6] combines each sentence
with knowledge triples to form a sentence tree as the input of the model. CoLAKE
[19] uses word-knowledge graph to connect text and knowledge. K-Adapter [7] uses a
component to learn knowledge. Each adapter learns a new kind of knowledge, which is
thought to solve the catastrophic forgetting phenomenon. KEPLER [8] does knowledge
injection without adding new parameters. SKEP [9] mines sentiment knowledge from
unlabeled data and uses this knowledge to pre-train language models.

Although these researches have achieved good results on their respective tasks, most
do not consider sentiment knowledge. SKEP combines sentiment knowledge, but it is
only for English sentiment analysis and requires retraining a model.

Different above researches, our proposed EK-BERT model is based on the K-BERT
and does not require retraining. Moreover, we build a sentiment knowledge graph Sen-
Graph and utilize it to achieve better results on Chinese sentiment analysis task.

2.3 Local Attention

Local attention can enhance the influence of some words and make the model focus on
more important areas. LISA [10] uses syntax to train one attention head for semantic
role labeling task. SG-Net [11] incorporates explicit syntactic constraints into attention
mechanism toobtain betterword representation.Nguyen et al. [20] propose differentiable
windows to enhance the local attention. All of these attempts demonstrate that the use of
local attention enables the model to focus on more important areas, thereby improving
performance on various downstream tasks.

Text comprehension is an important step for sentiment analysis, and correct gram-
matical analysis is obviously beneficial. Therefore, it can be concluded that enhancing
local attention based on grammatical structure and making each word pay more atten-
tion to grammatically related words can improve the language comprehension ability
of the model and thus improve the performance of the model on sentiment analysis
task. Inspired by this, in EK-BERTmodel, we use grammar knowledge to enhance local
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attention so that the model pays more attention to syntactically relevant words and their
knowledge.

3 Approach

The overall framework of EK-BERT is shown in Fig. 1. In this section, we detail its
implementation.

Fig. 1. Overall structure of EK-BERT.

3.1 Sentiment Knowledge Graph

The knowledge graph in Fig. 1 includes general knowledge graph and sentiment knowl-
edge graph. The general knowledge graph provides factual knowledge for EK-BERT.
There are many perfect Chinese general knowledge graphs that we can use directly. Sen-
timent knowledge graph provides domain knowledge for EK-BERT and it needs to be
constructed. Here we construct a sentiment knowledge graph based on existing Chinese
emotional dictionaries.

In this work, we combine four emotional dictionaries: Affective Lexicon Ontology
[21], NTUSD (The NTU Sentiment dictionary) [22], HowNet [23] and a sentiment
dictionary labeled by Tsinghua University [24], to ensure the accuracy and completeness
of the emotional words contained in the sentiment knowledge graph. The construction
of sentiment knowledge graph can be divided into three steps:
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(1) Combine emotional dictionaries.Wededuplicate sentimentwords and evaluate their
quality to obtain a high-quality sentiment word set. For example, NTUSD contains
traditional characters, which need to be converted into simplified characters. In
addition, there are many redundant emotional words in NTUSD such as “stupid”,
“stupid person” and “stupid thing”, which need to be further generalized;

(2) Classify emotional words. Different emotional dictionaries use different rules to
classify emotional words, and make these words have different labels. For exam-
ple, the dictionary labeled by Tsinghua University divides words into praise and
derogatory, while Affective Lexicon Ontology subdivides words into seven emo-
tions. Therefore, we summarize the sentiment tendency categories of all words, and
reclassify these words to get the last available sentiment word set. Table 1 shows
some of them;

(3) Construct a sentiment knowledge graph using the sentiment word set. Figure 2
shows the sentiment knowledge graph constructed in this paper, and we call it as
Sen-Graph. In Sen-Graph, there are 20,290 positive sentiment words and 23,938
negative sentiment words, including nouns, verbs, adjectives, idiom and slang. Sen-
Graph contains three types of nodes: word node, sentiment tendency node and part
of speech node. Each word node is connected with the corresponding sentiment
tendency node and part of speech node. We also use common knowledge to supple-
ment other attributes of emotional words such as meaning and store them as node
attributes.

Table 1. Some examples of sentiment word set.

3.2 Embedding Layer

The embedding layer of BERT [1] consists of token embedding, segment embedding and
position embedding. K-BERT [6] proposes soft position and modifies position embed-
ding. In EK-BERT, the token embedding and position embedding are consistent with
K-BERT. For the segment embedding, since sentiment analysis task involves only one
sentence, there is no need to distinguish different sentences.Moreover, the input contains
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Fig. 2. Part of sentiment knowledge graph Sen-Graph.

both text and knowledge triples. Inspired by CoLAKE [19], our EK-BERT uses type
embedding instead of segment embedding and divides the input into two types: word and
knowledge, as shown in Fig. 3. In summary, the embedding layer of EK-BERT consists
of token embedding, type embedding and position embedding.

Fig. 3. Embedding layer of EK-BERT.

3.3 Local Attention

Analyzing grammatical structure contributes to natural language comprehension. Due to
the complexity of Chinese grammar, correct analysis of grammatical structure is more
important for Chinese sentiment analysis. In addition to global attention, when there
is some grammatical correlation between words, the attention between them should
increase accordingly, that is, the model should focus on more relevant words. Therefore,
we use SLA [25] to modify attention mechanism of EK-BERT to combine syntax-based
local attention with global attention, which is shown in Fig. 4.

The syntactic structure of the input text is obtained by using Chinese syntactic analy-
sis tool and treated as an undirected graph.Words are considered to care about each other
when they have dependencies. In order to make the model learn more semantic infor-
mation, we not only make the directly connected words visible, but determine whether
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Fig. 4. The attention mechanism of EK-BERT: combining local attention and global attention.

a word wi can pay attention to another word wj according to the distance between the
two word nodes in the grammar diagram. In global attention, knowledge is visible only
with corresponding vocabularies. In local attention, the knowledge of one word can also
be seen by another if words are visible to each other. The syntax mask matrix M syn is
defined as Formula (1):

Msyn
ij =

{
1 D(i, j) ≤ m
−∞ D(i, j) > m

(1)

where D(i, j) is the distance between wi and wj, m is a threshold to limit the distance
between word nodes. The local attention score S loc is formally defined as Formula (2):

Sloc = softmax

(
QKT

√
d

+ Msyn
)

(2)

where Q, K and V are model parameters trained according to the hidden vector, and d
is the scaling factor.

The final attention Att is expressed as Formula (3):

Att =
(
gSloc + (1 − g)Sglb

)
V (3)

where g is a decimal between 0 and 1 from the hidden vector, and S glb is used to represent
global attention score. When the correctness of syntactic dependency analysis cannot be
guaranteed, g can be set small enough to reduce the weight of local attention.

4 Experiments

4.1 Experimental Setup

4.1.1 Datasets

We conduct experiments on two Chinese sentiment classification datasets. Each of them
is divided into three parts: train, dev and test. We use the train and dev parts to fine-tune
the model and then evaluate its performance on the test part.
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• Chinese_metaphor1: The dataset contains more than 4,000 sentences, published by
DUTIR (the Information Retrieval Laboratory of Dalian University of Technology).
We split it into three sets: 60% train, 20% dev and 20% test. This dataset classifies
sentences into seven categories of emotion: joy, good, anger, sadness, fear, evil and
shock. In order to adapt to the sentiment knowledge graph constructed in this work,
we reclassify it into positive and negative. Joy and good are positive emotions. Others
are negative emotions.

• Book_excerpet2: The sentences in this dataset are from books, online articles, novels,
etc. We filter these sentences to obtain a dataset with uniform length distribution,
including 3500 positive samples and 3500 negative samples. We split it into three
sets: 80% train, 10% dev and 10% test.

4.1.2 Knowledge Graph

We employ two general knowledge graphs and one sentiment knowledge graph.

• HowNet [26]: HowNet is a large language knowledge base, and eachword is described
by smaller semantic units, which are called sememes. Following K-BERT, we regard
HowNet as a knowledge graph and take {word, contain, sememes} as a triplet.

• CN-DBpedia [27]: CN-DBpedia is a large-scale open-domain structured encyclopedia
developed by the Knowledge Works Laboratory of Fudan University. It is the earliest
and currently the largest Chinese knowledge graph of open encyclopedia launched in
China.

• Sen-Graph: Sen-Graph is the sentiment knowledge graph constructed in this paper.
As mentioned above, its construction combines four emotional dictionaries.

4.1.3 Baselines

We compare the performance of EK-BERT to four models. BERT [1] and RoBERTa [2]
are general PLMs.ERNIE [18] andK-BERT [6] arePLMswith open-domain knowledge.

• BERT: The PLM published by Google, which employs new pre-training tasks (MLM
and NSP). BERT achieved new SOTA results on 11 NLP tasks when it was published.

• RoBERTa: The enhanced version of BERT. RoBERTa achieves better and more stable
performance.

• ERNIE: The model is proposed by Baidu in 2019. ERNIE adds external knowledge
during pre-training and gets SOTA results on Chinese NLP tasks.

• K-BERT: The model combines the knowledge graph with BERT, which does not
require pre-training.

4.2 Results and Analysis

4.2.1 Main Results

We compare the results of multiple models on two datasets. For BERT, RoBERTa and
ERNIE, we use the official release. For K-BERT and EK-BERT, we initialize them using

1 https://github.com/DUTIR-Emotion-Group/CCL2018-Chinese-Metaphor-Analysis.
2 https://blog.csdn.net/u013733326/article/details/105621880.

https://github.com/DUTIR-Emotion-Group/CCL2018-Chinese-Metaphor-Analysis
https://blog.csdn.net/u013733326/article/details/105621880
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Google BERT and conduct experiment using two different general knowledge graphs.
For EK-BERT, we add the sentiment knowledge graph Sen-Graph, to inject domain
knowledge.

During the experiment, it is found that for the local attention mechanism, the dis-
tance limit between word nodes is very important. We have tried different distance limits
and find that the performance of EK-BERT deteriorates when the distance limit is inap-
propriate. If it is too short, important words with dependencies cannot be seen; if it is
too long, the words will notice too much irrelevant knowledge, resulting in knowledge
noise. It should also be noted that for short texts, we can choose a small distance limit.
Besides, there are many conjunctions and prepositions with no real meaning in Chinese.
In this case, the local attention mechanism is likely to enhance the attention of these
words and reduce the weight of semantic information. At this point, we can lower the
weight of the local attention, as we do on Chinese_metaphor dataset.

Table 2. Results of various models on Chinese sentiment analysis task. We use the abbreviations
“HN”, “CN”, and “Sen” to represent theHowNet, CN-DBpedia, and Sen-Graph knowledge graphs
respectively.

Model\Datasets Chinese_metaphor Book_excerpet

Acc F1 Acc F1

BERT 87.24% 88.74% 87.90% 87.77%

RoBERTa 88.12% 89.47% 87.50% 87.26%

ERNIE 87.02% 88.86% 85.69% 85.28%

K-BERT(HN) 86.47% 87.76% 89.30% 89.33%

K-BERT(CN) 86.25% 87.90% 89.60% 89.28%

K-BERT(HN + Sen) 87.90% 88.96% 90.10% 90.03%

K-BERT(CN + Sen) 87.02% 88.54% 89.60% 89.52%

EK-BERT(HN + Sen) 88.12% 89.72% 90.80% 90.89%

EK-BERT(CN + Sen) 87.35% 88.78% 90.80% 90.78%

EK-BERT (HN + CN + Sen) 87.46% 89.10% 89.50% 89.45%

The experimental results are shown in Table 2. It can be seen from the results that:
EK-BERT does achieve better performance. On dataset Chinese_metaphor, the per-
formance of K-BERT deteriorates. We analyze the reason is the incorrect knowledge
injection. Compared with K-BERT, EK-BERT adds the sentiment tendency of words,
which can largely determine the sentiment of sentences. Although a word can have dif-
ferent sentiment tendencies, they are in the minority. This ensures that EK-BERT can
use the correct sentiment knowledge most of the time. Thus, EK-BERT achieves a more
stable performance on sentiment analysis task and gets the best results on both datasets.
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4.2.2 Ablation Experiments

We perform ablation study on three important parts of EK-BERT and the results are
shown in Table 3. EK-BERT still uses above two general knowledge graphs and one
sentiment knowledge graph.

Table 3. Results of ablation experiments. We use the abbreviations “HN”, “CN”, and “Sen” to
represent the HowNet, CN-DBpedia, and Sen-Graph knowledge graphs respectively. Moreover,
we use “-x” to represent the EK-BERT model without x.

Model\Datasets Chinese_metaphor Book_excerpet

Acc F1 Acc F1

EK-BERT(HN + Sen) 88.12% 89.72% 90.80% 90.89%

-Local attention 86.25% 87.92% 90.40% 90.30%

-Type embedding 84.93% 86.50% 90.90% 90.91%

-Sen 87.02% 88.50% 88.80% 88.93%

EK-BERT(CN + Sen) 87.35% 88.78% 90.80% 90.78%

- Local attention 86.03% 87.63% 89.40% 89.31%

-Type embedding 85.59% 87.37% 89.30% 89.46%

-Sen 86.25% 88.13% 89.70% 89.56%

From the results, we can observe that: (1) Note that after removing sentiment knowl-
edge graph, the performance of EK-BERT has great decline. This demonstrates Sen-
Graph injects sentiment knowledge into EK-BERT and sentiment knowledge is effective
for sentiment analysis task. (2) Type embedding promotes the performance of EK-BERT
most of time. (3) Local attention mechanism does improve the language comprehension
ability of the model. Compared with others, local attentionmechanismmakes EK-BERT
achieve better performance.

There is an accident about the results on the Book_excerpet dataset, that is the perfor-
mance increases after type embedding is removed. We analyze the phenomenon. Type
embedding canmake EK-BERT treat knowledge and text differently. This difference can
make the influence between texts different from the influence of knowledge on texts, so
the influence of wrong knowledge can be reduced to a certain extent. When type embed-
ding removed, the model treats knowledge and text equally. If the knowledge is well
matched to the text, the model does improve. But this is just an occasional phenomenon
and we cannot guarantee that knowledge is always beneficial. But on the whole, type
embedding is still needed.

5 Conclusion

In this paper, we propose EK-BERTmodel, which ismore suitable for Chinese sentiment
analysis task. Specifically, we use sentiment knowledge and local attention mechanism
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to improve the ability of the model to understand Chinese texts with sentiment ten-
dencies. We also add type embedding hoping to help the model differentiated learning
knowledge and ordinary text. The experimental results show that EK-BERT achieves
better performance results than baseline models on Chinese sentiment analysis task and
does not require retraining like RoBERTa and ERNIE. In future work, we will further
investigate the influence of sentiment knowledge on other PLMs.

Acknowledgement. We thank the anonymous reviewers. The work is supported by Natural
Science Foundation of China (62172086, 61872074, 62272092).
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Abstract. Multilingual knowledge distillation is proposed for multi-
lingual sentence embedding alignment. In this paper, it is found out
that multilingual knowledge distillation could implicitly achieve cross-
lingual word embedding alignment, which is critically important for
reference-free machine translation evaluation (where source texts are
directly compared with system translations). Then with the framework
of BERTScore, we propose a metric BERTScore-MKD for reference-
free machine translation evaluation. From the experimental results on
the into-English language pairs of WMT17-19, the reference-free metric
BERTScore-MKD is very competitive (not only best mean scores, but
also better than BLEU on WMT17-18) when the current state-of-the-art
(SOTA) metrics that we know are chosen for comparison. Moreover, the
results on WMT19 demonstrate that BERTScore-MKD is also suitable
for reference-based machine translation evaluation (where reference texts
are used to be compared with system translations).

Keywords: Multilingual knowledge distillation · Machine translation
evaluation · BERTScore-MKD

1 Introduction

In traditional machine translation (MT) evaluation (also referred to as reference-
based MT evaluation), reference texts are provided and compared with system
translations. The common metrics for such evaluation include the word-based
metrics BLEU [1] and METEOR [2], and the word embedding-based metrics
BERTScore [3] and BLEURT [4].

However, reference sentences could only cover a tiny fraction of input source
sentences, and non-professional translators can not yield high-quality human
reference translations [5]. Recently, with the rapid progress of deep learning
in multilingual language processing [6,7], there has been a growing interest in
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Fig. 1. First two principle components of contextual token embeddings of mBERT,
XLM-R and pmmb-v2 for 100 zh-en parallel sentences in WMT19 by t-SNE (The
more areas that do not cover each other, the worse the word embedding alignment
effectiveness)

reference-free MT evaluation [8], which is also referred to as “quality estimation”
(QE) in the MT community. In QE, evaluation metrics compare system transla-
tions with source sentences directly. And lots of methods have been proposed to
approach this task. Popović et al. [9] exploited a bag-of-word translation model
for quality estimation, which sums over the likelihoods of aligned word pairs
between source and translation texts. Specia et al. [10] used language-agnostic
linguistic features extracted from source texts and system translations to esti-
mate quality. YiSi-2 [11] evaluates system translations by summing similarity
scores over words pairs which are best-aligned mutual translations. Prism-src [12]
frames the task of MT evaluation as one of scoring machine translation output
with a sequence-to-sequence paraphraser, conditioned on source text. COMET-
QE [13,14] encodes segment-level representations of source text and translation
text as the input to a feed forward regressor. To mitigate the misalignment
of cross-lingual word embedding spaces, Zhao et al. [15] proposed post-hoc re-
alignment strategies which integrate a target-side GPT [16] language model.
Song et al. [17] proposed an unsupervised metric SentSim by incorporating a
notion of sentence semantic similarity. Wan et al. [18] proposed a unified frame-
work (UniTE) with monotonic regional attention and unified pretraining for
reference-only, source-only and source-reference-combined MT evaluations.

In a word, most of the above mentioned methods try to directly achieve
cross-lingual alignment on lexical, word embedding or sentence embedding levels,
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which is critically important for reference-free MT evaluation. In this paper, we
find out that cross-lingual word embedding alignment could be achieved implic-
itly by multilingual knowledge distillation (MKD) [19] for sentence embedding
alignment, of which the training procedure is to map the sentence embeddings
of source and target sentences in parallel data that are obtained through a
multilingual pretrained model to the same location in the vector space as the
source sentence embedding that is obtained through a monolingual Sentence-
BERT (SBERT) [20] model by means of the MSE loss. To illustrate the align-
ment effect intuitively, a simple example shown in Fig. 1 is designed to compare
the distilled multilingual model (paraphrase-multilingual-mpnet-base-v21, here-
inafter referred to as pmmb-v2) with the classic multilingual pretrained models
mBERT [6] and XLM-R [7]. In Fig. 1, each point represents a word in 100 zh-
en parallel sentences from the WMT19 news translation shared task [8] and is
composed of the first two principle components of the contextual word embed-
dings of the respective models by t-SNE [21]. Because each word could be well
aligned in the high-quality parallel sentences, the points representing the two
language words will be covered by each other if no misalignment exists in the
cross-lingual embedding spaces. From Fig. 1, it could be clearly discovered that
the misalignment areas in the parts (c) and (d) for pmmb-v2 are much smaller
than the parts (a) and (b) for mBERT and XLM-R. This show that multilingual
knowledge distillation benefits cross-lingual word embedding alignment.

In this paper, with the framework of BERTScore, we incorporate multilingual
knowledge distillation into MT evaluation and propose a reference-free metric
BERTScore-MKD. And then we test the performance of BERTScore-MKD on
the into-English language pairs of WMT17-19 for both system-level and segment-
level evaluations. The experimental results show that BERTScore-MKD is very
competitive when compared with the current SOTA reference-free metrics that
we know. Furthermore, from the comparison results on WMT19, it is interesting
to find that BERTScore-MKD is also suitable for reference-based MT evaluation.

2 Method

In this section, the metric BERTScore-MKD will be given after the descriptions
of multilingual knowledge distillation and BERTScore.

2.1 Multilingual Knowledge Distillation

The procedure of multilingual knowledge distillation (MKD) proposed by
Reimers and Gurevych [19] for sentence embedding alignment is described in
Fig. 2, where the teacher model is monolingual SBERT [20] which achieves state-
of-the-art performance for various sentence embedding tasks, and the student
model is a multilingual pretrained model like mBERT or XLM-R before distil-
lation. From Fig. 2, it could be seen that MKD achieves the alignment of paired
1 Distilled from XLM-R, more details in https://www.sbert.net/docs/pretrained

models.html.

https://www.sbert.net/docs/pretrained_models.html
https://www.sbert.net/docs/pretrained_models.html
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Fig. 2. Multilingual knowledge distillation [19]

sentence embedding directly. And the effectiveness of the student model’s sen-
tence embedding after distillation is demonstrated for over 50 languages from
various language families [19].

2.2 BERTScore

BERTScore2 [3] is an effective and robust automatic evaluation metric for text
generation, which computes a similarity score for each token in the candidate sen-
tence x̂ with each token in the reference sentence x by using contextual embed-
ding instead of exact matches. In the absence of token importance weighting,
the recall R, precision P and F1 score are defined as:

R =
1

|x|
∑

xi∈x

max
x̂j∈x̂

E(xi | x)�E(x̂j | x̂), (1)

P =
1

|x̂|
∑

x̂j∈x̂

max
xi∈x

E(x̂j | x̂)�E(xi | x), (2)

F1 = 2 · P · R

P + R
, (3)

where E is a contextual word embedding function, the outputs of E are nor-
malized to reduce similarity computation, and xi and x̂j denote the i-th and
j-th tokens in x and x̂ respectively. For MT evaluation, BERTScore with a pre-
trained model is usually used as a reference-based metric which demonstrates
stronger correlations with human judgments than BLEU, and we will show that
BERTScore using the distilled student model in Sect. 2.1 is suitable for both
reference-free and reference-based MT evaluations.

2.3 BERTScore-MKD

Suppose s and r are two parallel sentences, which could be denoted as:

s = (s1, . . . , si, . . . , sm), (4)
2 https://github.com/Tiiiger/bert score.

https://github.com/Tiiiger/bert_score
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r = (r1, . . . , rj , . . . , rn), (5)

where si and rj denote the i-th and j-th tokens in s and r respectively.
According to the mean pooling strategy used in SBERT and MKD [19,20],

the sentence embedding is the average of all token embeddings in the last layer
of the given model. So the two sentence embeddings of s and r for the student
model could be represented as:

SE(s) =
1
m

m∑

i=1

ELL(si | s), (6)

SE(r) =
1
n

n∑

j=1

ELL(rj | s), (7)

where SE denotes the sentence embedding of the given sentence, and ELL stands
for the contextual word embedding function in the last layer (LL).

As illustrated in Fig. 2, after distillation with MSE loss for the student model,
we could have SE(s) ≈ SE(r), i.e.,

1
m

m∑

i=1

ELL(si | s) ≈ 1
n

n∑

j=1

ELL(rj | r). (8)

Therefore, from the above equation, it could be intuitively seen that the
token embeddings in the last layer of the student model could have some degree
of alignment effect (if m and n are close to 1). And for the paired sentences
of normal length, the word embedding alignment could also be maintained, as
shown in the parts (c) and (d) of Fig. 1. However, it is not obvious that part
(d) (last layer) has a better alignment effect than part (c) (9th layer). We will
show that the last layer is the best choice for cross-lingual word embedding
alignment in Sect. 3.4, and denote BERTScore using the last layer embeddings
of the student model as metric BERTScore-MKD. Nevertheless, the reason why
cross-lingual word embedding alignment could be achieved by MKD is still very
worthy of in-depth analysis.

3 Experiments

In this section, we evaluate the performance of our metric BERTScore-MKD by
correlating its scores with human judgments of translation quality for reference-
free MT evaluations, where both segment-level and system-level evaluations are
included for full comparisons and are defined as follows.

Segment-level evaluation (the input is a source sentence and a system
translation sentence): The metric BERTScore-MKD chooses the outputs of the
last layer in the model pmmb-v2 as the cross-lingual word embedding function,
and takes the F1 score (without token importance weighting) in Eq. 3 as its value.

System-level evaluation (the input is a set of source sentences and the
corresponding system translation sentences): The mean value of BERTScore-
MKD on each pair of the sentences is used as its score for system-level evaluation.
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It should be pointed out that the above definitions are for reference-free MT
evaluations, and reference-based MT evaluation is implemented by just replacing
source sentences with reference sentences.

3.1 Datasets

The source language sentences, and their system and reference translations are
collected from the WMT17-19 news translation shared tasks [8,22,23], which
contain predictions of 166 translation systems across 16 language pairs in
WMT17, 149 translation systems across 14 language pairs in WMT18, and 233
translation systems across 18 language pairs in WMT19. Each language pair in
WMT17-19 has about 3,000 source sentences, and each is associated with one
reference translation and with the automatic translations generated by partici-
pating systems. In this paper, all the into-English language pairs in WMT17-19
are chosen for reference-free MT evaluation.

3.2 Baselines

In this paper, a range of reference-free metrics are chosen to compare with our
metric BERTScore-MKD: LASIM and LP [24], UNI and UNI+ [8], YiSi-2 [11],
CLP-UMD [15] and SentSim [17]. To the best of our knowledge, the above metrics
could cover most of the current SOTA metrics for reference-free MT evaluation.
In addition, BERTScore that uses the multilingual pretrained model XML-R3 is
denoted as BERTScore+XLM-R4 and is selected to directly compare the cross-
lingual word embedding alignment effect with our metric BERTScore-MKD; and
reference-based baseline metrics BLEU and sentBLEU [8] are selected as refer-
ences. It should be pointed out that only the results of the metrics BERTScore-
MKD and BERTScore+XLM-R are calculated in this paper, and the results of
the other metrics are from their respective papers.

3.3 Results

Evaluation Measures. Pearson correlation (r) and Kendall’s Tau correlation
(τ) [8] are used as measures for metric evaluations, and are defined as follows:

r =
∑n

i=1(Hi − H)(Mi − M)√∑n
i=1(Hi − H)2 ·

√∑n
i=1(Mi − M)2

, (9)

τ =
|Concordant| − |Discordant|
|Concordant| + |Discordant| . (10)

3 https://huggingface.co/xlm-roberta-base.
4 The 9th layer of XLM-R is chosen for the cross-lingual word embeddings and F1

score is used as its metric score according to the recommendations in [3].

https://huggingface.co/xlm-roberta-base
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Table 1. Segment-level metric results (Pearson correlation) for the into-English lan-
guage pairs of WMT17. Best results excluding sentBLEU are in bold.

Metrics cs-en de-en fi-en lv-en ru-en tr-en zh-en Avg

sentBLEU 0.435 0.432 0.571 0.404 0.484 0.538 0.512 0.481

SentSim 0.499 0.523 0.578 0.574 0.551 0.569 0.600 0.556

CLP-UMD 0.494 0.462 0.647 0.664 0.511 0.560 0.528 0.552

BERTScore+XML-R 0.319 0.409 0.414 0.402 0.337 0.382 0.510 0.396

BERTScore-MKD 0.499 0.475 0.644 0.584 0.597 0.579 0.565 0.563

Table 2. Segment-level metric results (Kendall’s Tau correlation) for the into-English
language pairs of WMT19. Best results excluding sentBLEU are in bold.

Metrics de-en fi-en gu-en kk-en lt-en ru-en zh-en Avg

sentBLEU 0.056 0.233 0.188 0.377 0.262 0.125 0.323 0.223

LASIM −0.024 - - - - 0.022 - -

LP −0.096 - - - - −0.035 - -

UNI 0.022 0.202 - - - 0.084 - -

UNI+ 0.015 0.211 - - - 0.089 - -

YiSi-2 0.068 0.126 −0.001 0.096 0.075 0.053 0.253 0.096

BERTScore+XLM-R 0.084 0.185 0.149 0.176 0.144 0.057 0.157 0.136

BERTScore-MKD 0.093 0.234 0.171 0.310 0.211 0.089 0.208 0.188

In Eq. 9, Hi are human assessment scores of all systems (or sentence pairs)
in a given translation direction, Mi are the corresponding scores predicted by
a given metric, and H and M are their mean values respectively. In Eq. 10,
Concordant is the set of all human comparisons for which a given metric suggests
the same order, and Discordant is the set of all human comparisons with which
a given metric disagrees. It should be pointed out that the measure r could be
used for both system-level and segment-level evaluations, while the measure τ is
mainly for segment-level evaluation.

Segment-Level Results. Table 1 and Table 2 show the comparison results of
the metrics for the reference-free segment-level evaluations on the into-English
language pairs of WMT17 and WMT19 respectively.

From the comparison results of BERTScore+XLM-R and BERTScore-MKD
in Table 1 and Table 2, it could be seen that BERTScore-MKD has significantly
better results on all the into-English language pairs of WMT17 (avg. 0.396 →
0.563) and WMT19 (avg. 0.136 → 0.188), which indicates the cross-lingual word
embeddings by MKD have much better alignment effects because only the word
embeddings are different for the two metrics.
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Table 3. System-level metric results (Pearson correlation) for the into-English lan-
guage pairs of WMT17. Best results excluding BLEU are in bold.

Metrics cs-en de-en fi-en lv-en ru-en tr-en zh-en Avg

BLEU 0.971 0.923 0.903 0.979 0.912 0.976 0.864 0.933

CLP-UMD 0.984 0.904 0.861 0.968 0.850 0.922 0.817 0.901

BERTScore+XLM-R 0.750 0.692 0.653 0.650 0.332 0.689 0.635 0.629

BERTScore-MKD 0.953 0.974 0.958 0.871 0.976 0.950 0.913 0.942

Table 4. System-level metric results (Pearson correlation) for the into-English lan-
guage pairs of WMT18. Best results excluding BLEU are in bold.

Metrics cs-en de-en et-en fi-en ru-en tr-en zh-en Avg

BLEU 0.970 0.971 0.986 0.973 0.979 0.657 0.978 0.931

CLP-UMD 0.979 0.967 0.979 0.947 0.942 0.673 0.954 0.919

BERTScore+XLM-R −0.528 0.958 0.908 0.957 0.905 0.489 0.770 0.637

BERTScore-MKD 0.948 0.963 0.936 0.952 0.978 0.939 0.925 0.949

Table 5. System-level metric results (Pearson correlation) for the into-English lan-
guage pairs of WMT19. Best results excluding BLEU are in bold.

Metrics de-en fi-en gu-en kk-en lt-en ru-en zh-en Avg

BLEU 0.849 0.982 0.834 0.946 0.961 0.879 0.899 0.907

LASIM 0.247 - - - - 0.310 - -

LP 0.474 - - - - 0.488 - -

UNI 0.846 0.930 - - - 0.805 - -

UNI+ 0.850 0.924 - - - 0.808 - -

YiSi-2 0.796 0.642 0.566 0.324 0.442 0.339 0.940 0.578

CLP-UMD 0.625 0.890 −0.060 0.993 0.851 0.928 0.968 0.742

BERTScore+XLM-R 0.785 0.866 −0.007 0.117 0.657 −0.372 0.728 0.396

BERTScore-MKD 0.823 0.956 0.420 0.828 0.946 0.747 0.924 0.806

And when being compared with the current SOTA metrics involved in this
paper, our metric BERTScore-MKD gets the best average scores and ranks first
on the all language pairs except zh-en of WMT19 and 3 language pairs (cs-en,
ru-en and tr-en) of WMT17. Moreover, as the sentence embeddings of SBERT
are adopted in SentSim [17], and BERTScore-MKD uses the word embeddings
distilled from SBERT, it could be seen from Table 1 that using word embeddings
has better performance than using sentence embeddings (avg. 0.563 vs. 0.556),
which means using the cross-lingual word embeddings by MKD is a better choice
for reference-free MT evaluation.
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System-Level Results. Tables 3, 4 and 5 illustrate the comparison results of
the metrics for the reference-free system-level evaluations on the into-English
language pairs of WMT17, WMT18 and WMT19 respectively.

From the experimental results in Tables 3, 4 and 5, it could be seen again
that BERTScore-MKD has significantly better results than BERTScore+XLM-
R on all the into-English language pairs of WMT17-19 (avg. 0.629 → 0.942,
0.637 → 0.949, 0.396 → 0.806) except fi-en of WMT18 (0.952 vs. 0.957), and gets
the best average scores on the into-English language pairs of WMT17-19 when
the current SOTA metrics are chosen for comparison. Moreover, the reference-
free metric BERTScore-MKD even gets better results than the reference-based
metric BLEU on WMT17 and WMT18 (avg. 0.942 vs. 0.933, 0.949 vs. 0.931).

Therefore, from the segment-level and system-level experimental results in
Tables 1, 2, 3, 4 and 5, it could be seen that BERTScore-MKD is very competitive
for reference-free MT evaluation when the current SOTA metrics that we know
are chosen for comparison. And in Sect. 3.5 we will show that BERTScore-MKD
is also suitable for reference-based MT evaluation.

3.4 Effects of Embedding Layers

Since BERTScore is sensitive to the layer of the model selected to generate the
contextual token embeddings [3], we investigate which layer of the model pmmb-
v2 is the best choice for BERTScore-MKD as a reference-free metric through
experimental comparisons on the into-English language pairs of WMT19.

BERTScore+XLM-R is chosen for comparison, and the mean values on the
into-English language pairs of WMT19 for segment-level and system-level eval-
uations are illustrated in Fig. 3.

Fig. 3. Mean measure values of BERTScore-MKD and BERTScore+XLM-R with dif-
ferent layers of word embeddings for segment-level and system-level reference-free MT
evaluations on the into-English language pairs of WMT19

From Fig. 3, it could be clearly seen that the last layer is the best choice for
MKD-BERTScore on both segment-level and system-level evaluations, which
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Table 6. System-level reference-based metric results (Pearson correlation) for the into-
English language pairs of WMT19. Best results are in bold.

Metrics de-en fi-en gu-en kk-en lt-en ru-en zh-en Avg

BLEU 0.849 0.982 0.834 0.946 0.961 0.879 0.899 0.907

BERTScore+XLM-R 0.932 0.981 0.919 0.998 0.992 0.912 0.962 0.957

BERTScore-MKD9th 0.931 0.994 0.897 0.970 0.991 0.971 0.964 0.960

BERTScore-MKDlast 0.934 0.990 0.801 0.943 0.981 0.974 0.968 0.941

Table 7. System-level reference-based metric results (Pearson correlation) for the from-
English language pairs of WMT19. Best results are in bold.

Metrics en-cs en-de en-fi en-gu en-kk en-lt en-ru en-zh Avg

BLEU 0.897 0.921 0.969 0.737 0.852 0.989 0.986 0.901 0.907

BERTScore+XLM-R 0.979 0.990 0.980 0.922 0.983 0.978 0.985 0.929 0.968

BERTScore-MKD9th 0.966 0.986 0.956 0.899 0.980 0.938 0.991 0.871 0.948

BERTScore-MKDlast 0.942 0.982 0.928 0.889 0.972 0.876 0.985 0.814 0.924

is consistent with our analysis. And it is interesting to find that the best lay-
ers of BERTScore+XLM-R for reference-free and reference-based evaluations
are almost the same (9th). Meanwhile, it could be also found that our met-
ric BERTScore-MKD outperforms BERTScore+XLM-R on every layer for both
segment-level and system-level reference-free MT evaluations.

3.5 As Reference-Based Metric

In this section we investigate the performance of BERTScore-MKD as a
reference-based metric, where source sentences in the input are replaced with
reference sentences. As the system translations and the reference sentences are
in the same language, there is no need for cross-lingual alignment. Therefore,
besides the last layer, BERTScore-MKD also uses the outputs of the 9th layers
(recommended in [3]) in the model pmmb-v2 as the contextual word embedding
function.

Table 6 and Table 7 report the results of BERTScore-MKD as a reference-
base metric for system-level evaluations on the into-English and from-English
language pairs of WMT19, and the metrics BLEU and BERTScore+XLM-R are
chosen for comparison.

From the comparison results in Table 6 and Table 7, it could be seen that both
BERTScore+XLM-R and BERTScore-MKD are clearly better than the classical
metric BLEU, and our metric BERTScore-MKD is almost the same with the
current SOTA metric BERTScore+XLM-R. Meanwhile, the 9th layer is slightly
better than the last layer for BERTScore-MKD. In summary, BERTScore-MKD
shows its effectiveness and robustness as a reference-base metric.
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4 Conclusion

In this paper, it is found out that the cross-lingual word embedding align-
ment could be achieved implicitly through multilingual knowledge distillation
(MKD) for sentence embedding alignment. With the framework of BERTScore,
a reference-free metric BERTScore-MKD is proposed by incorporating MKD into
MT evaluation. As shown in the performance test of BERTScore-MKD on the
into-English language pairs of WMT17-19 for both segment-level and system
level evaluations, the reference-free metric BERTScore-MKD is very competi-
tive (best mean scores on WMT17-19 and better than BLEU on WMT17-18)
with the current SOTA metrics that we know. Furthermore, the comparison
results on WMT19 show the effectiveness and robustness of BERTScore-MKD
as a reference-base metric. Although we have found that MKD could achieve the
alignment of cross-lingual word embeddings and the last layer of the distilled
student model is the best choice for reference-free MT evaluation, the reason
why MKD could achieve the alignment is still worthy of further study.
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Abstract. The difficulty in acquiring a large amount of labelled training
data and the demand of complex neural network models in text learn-
ing make developing effective regularization techniques an important
research topic. In this paper, we present a novel regularization scheme for
supervised text learning, Competitive Word Dropout, or CWD. Exper-
iments on three different natural language learning tasks demonstrate
that CWD outperforms significantly the standard regularization schemes
such as weight decay and dropout. The CWD scheme has another unique
advantage, namely that it can be interpreted semantically.
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dropout · Deep learning

1 Introduction

Deep learning has reshaped the research frontier of natural language processing.
Over the past decade, numerous neural network models have been proposed for
learning text and language data and exciting successes have been reported.

In supervised text learning, it is now a common practice that a sentence
or a text is encoded in a distributed representation, namely, as a vector that
contains features relevant to the learning target. The encoding usually starts with
representing words as word-embedding vectors and treating the input sentence as
a sequence of such vectors. The sequence is then processed by a neural network,
usually built with recurrent neural net (e.g., LSTM or GRU) or CNN, to generate
the encoding vector of the sentence. A loss function is then defined for the
encoding vector based on the learning target, and the learning is performed by
minimizing the loss function over the network parameters.

Despite the great successes in such practice, supervised text learning using
neural networks is significantly challenged by several interacting factors. First, it
is very expensive to obtain the labelled text data for training purpose, and as a
consequence, text learning often suffers from inadequate training examples. On
the other hand, most training data involve a large word vocabulary, which further
emphasizes the insufficiency of training data. Additionally, feature extraction
from text is arguably an extremely complex problem. This often requires high-
capacity network models, in which a large number of parameters need to be
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learned. These facts, interacting with each other, make the networks prone to
over-fitting and unable to generalize. As a consequence, effective regularization
techniques are highly desirable in text learning.

A number of regularization techniques are well known in the deep learn-
ing literature. They include, for example, dropout, weight decay, and penalizing
other forms of weight norm. A recently proposed adversarial training technique
[3] has also been applied for regularizing text learning models [7]. Unlike weight
decay and droppout, adversarial training, when applied to text learning mod-
els, is data-dependent. Besides using the original word embeddings, perturbed
word embeddings are also used to train the model. In a sense, such a technique
may also be regarded as a data-augmentation scheme for text learning. Despite
its demonstrated effectiveness in [7], regularizing text-learning models appears
highly under-instigated and we believe that there is plenty of room for develop-
ing improved techniques. In particular, the working of adversarial training can
not be interpreted semantically, since the perturbed word embeddings no longer
represent valid words. Thus what the technique does to a model can only be
explained mathematically rather than semantically.

Inspired by the great needs of regularization techniques for text learning as
well as their semantic interpretability, this paper proposes a new regularization
scheme, which we call Competitive Word Dropout, or CWD in short.

To illustrate the key idea of CWD, let us consider a question-answering task
as an example. In this task, we need to train a model capable of predicting
which one of several given sentences contains the answer to a given question.
Table 1 is an example of a training instance (where A1 is given as the correct
answer). Usually models for such a task computes a score measuring the match
of each candidate sentence to the question. Through the training process, the
scoring function is learned to distinguish the correct answers from the wrong one.
When CWD is applied to such a model, it makes uses of the model increasing
capability of detecting semantic matches, and automatically (soft-)deletes, from
each wrong answer , some words that match the question poorly. In the example
in Table 1, A2 is the wrong answer, and CWD may delete the words “Toronto”,
“is”, “the”, and “largest” from it, since they do not match well the question.
When these words exist in A2, they serve as “noise” for scoring A2. Deleting
these words thus makes A2 scored higher under the current scoring function.
Then the wrong answers become harder to distinguish from the correct one. This
impose more pressure on training, and the model must learn to further increase
the score of the correct answer in order to compete against the increased score
of the wrong answer. In the above example, the model must learn to further
distinguish the phrase”national capital of Canada” and the phrase “Canadian
city” in their fitness as the correct answer. This serves to further constrain the
model’s parameter space and hence regularize the model.

We note that not only applicable in question-answering settings, the same
idea is in fact applicable to a wide class of supervised text learning models.

In this paper, we formally develop the CWD regularization scheme, and
demonstrate its use in three different supervised learning tasks: question-



Regularizing Deep Text Models by Encouraging Competition 163

Table 1. A question-answering example

What is the capital city of Canada?

A1: Ottawa is the national capital of Canada

A2: ///////////Toronto //is/////the //////////largest Canadian city

answering, text classification, and semantic relatedness prediction. Through
experiments, we show that CWD significantly outperform the standard regu-
larization techniques such as weight decay and dropout. The performance of
CWD appear to level with adversarial training applied to the word embeddings.
Comparing with adversarial training, however, CWD has better interpretability.

2 Related Works

In deep learning, a popular regularization scheme to improve the generalization
of neural network is dropout [14]. By randomly assigning masks on input or
hidden layers in the neural network during its training, dropout can effectively
alleviate the occurrence of overfitting. A complete theoretical treatment of the
link is built between Gaussian Process and dropout in [2], which can obtain
model uncertainty from existing deep leanring models.

Some researchers have found that some architectures of neural network are
particularly sensitive to the perturbation, even when the perturbation is so small
that human eyes can hardly tell the difference between the original sample and
the disturbed one. Adversarial training [3] was proposed to solve this problem.
By training the model to mix some slight disturbances in the input data, adver-
sarial training makes the neural network adapt to this change, so as to improve
generalization performance and make the model robust against adversarial exam-
ples.

Several representative approaches for generating adversarial examples are
proposed afterwards, such as FGSM [3], and CPPN EA [8]. [22] systematically
analyzed the method of generating adversarial samples and classifies adversar-
ial attack methods in different dimensions, summarized and compared some
recent methods of generating adversarial examples and finally discussed three
major challenges (transferability, existence of adversarial examples and robust-
ness evaluation) in adversarial examples and the potential solutions.

An adversarial training method that was proposed to prevent existing adver-
sarial attacks [1] was later shown to be vulnerable to some new attacks, which
means that the adversarial robustness is necessary to be improved. A min-max
optimization framework was utilized in [5] and it made use of the Projected
Gradient Descent (PGD) method to generate adversarial examples and then
eventually achieved good performance in adversarial robustness. It is proved in
[19] that the adversarial robustness and the generalization ability of the model
(accuracy) may be essentially contradictory and there is a trade-off between
them, which means that the accuracy will drop after adversarial training.
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3 Encoding and Scoring in Text Learning

A supervised text learning problem can be formulated generically as follows.
Each training example contains a pair (x; y), where x is a single or a set of text
documents or sentences and y is a supervising signal. The objective of learning
is to leverage the training set {(xi; yi) : i = 1, 2, . . . , N} and obtain a predictor
of y for a given x not in the training set.

When neural networks are used for text learning, we note that popular mod-
elling strategies often implicitly treat each x as two components (u, T ), where
we call u the input and T the set of targets. Such a treatment is largely reflected
by a generic component in those models where u is first encoded using a neural
network, and then scored based on each target t in T . We call such a component
an encoding-scoring branch. Specifically, an encoding-scoring branch is a com-
position of an encoding function ENC with learnable parameter ϕ and a scoring
function SCORE with learnable parameter θ. The function ENC encodes the
input sentence (or document) u to a vector u by

u := ENC(u;ϕ). (1)

Here u is represented as a sequence of word-embedding vectors, each in some
space R

KW , and the encoding u is a vector in some space R
KE . The function

SCORE maps the encoding u and a target t ∈ T to a scalar score

s = SCORE(u, t; θ). (2)

We note that the objective of SCORE is to evaluate how well the encoding fits
the target t.

Example 1 (Text Classification). In an M -class text classification problem,
each training example is specified by a input text u, and a supervising signal y,
which is the correct text label taking values in T = {1, 2, . . . ,M}. In this case T
is also taken as the set of targets. Such a setting is reflected by the models with
architecture shown in Fig. 1(a).

Example 2 (Question Answering). In a form of question-answering prob-
lem, each training example is specified by a question q text, a list of answer
texts a(1), a(2), . . . , a(M), and the index y of the correct answer. Here the correct
answer refers to the text that contains the answer to question. In this case, we
may take the input u as a(1), a(2), . . . , a(M), the set T of targets as the singleton
set {q}. The model architecture reflecting such a setting is shown in Fig. 1(b).

It is remarkable that all these model architectures contains several encoding-
scoring branches. Such branches exist widely in many supervised text learning
models. In some cases, these branches are parallel and have different inputs (e.g.
Fig. 1(b)), and in some other case, these branches may have the same input
(e.g. Fig. 1(a)). Even in the latter case, it is also possible to duplicate the input-
encoder and convert the model to contain parallel encoding-scoring branches,
namely, converting the structure in Fig. 1(a) to the one in Fig. 1(c).
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Fig. 1. Popular model architectures. (a) Architecture for text classification and sen-
tence similarity. (b) Architecture for question answering. (c) Re-expressing (a) as par-
allel encoding-scoring branches.

For the ease of reference, an encoder-scoring branch will be called a positive
branch if its input u matches its target t. For example, in text classification
models, the positive branch is the one in which the target t is the correct label.
In question-answering models as shown in Fig. 1(b), the positive branch is the
one in which the input is the correct answer. An encoder-scoring branch that is
not positive will be called negative. We note that whether a branch is positive
or negative is known for the training examples.

4 Competitive Word Dropout

The Competitive Word Dropout (CWD) scheme is a regularization technique
we propose to train a deep neural network model in supervised text learning.
Briefly, the technique is to modify the network at the training time, where each
negative encoding-scoring branch is related by a CWD module. At the heart
of the CWD module is a “word-neglecting” component, which is denoted by D
throughout the paper. In this section, we will first describe this word-neglecting
component, and then discuss its design rationale and where it is situated in the
overall CWD structure. We will conclude the section with a description of how
CWD is used.

4.1 The Word-Neglecting Component D
The word-neglecting component D takes u and the target t as input and outputs
a modified version u− of u, namely, a sequence of modified word-embedding
vectors in R

KW , and the sequence u− has the same length as u. That is,

u− := D(u, t;ϕ, θ). (3)

Suppose that the sentence u is a sequence of L words and is represented as
(w1, w2, . . . , wL), where wl is the word embedding vector for the lth word in the
sentence. We note that u is also treated as a KW × L matrix.

For each j = 1, 2, . . . , L, let dj be a length-L one-hot vector representing
integer j. That is, dj is a binary vector where the only the jth element dj [j] is 1
and all other elements are 0.
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Let UNK be a vector in the word-embedding space RKW , which represents the
embedding of an “unknown” or “meaningless” word. Further let UNK

L
denote

the KW × L matrix in which each column is UNK.
For each j = 1, 2, . . . , L, let

u−j := u · Diag(dj) + UNK
L · (I − Diag(dj)) (4)

where I refers to the L × L identity matrix. We note that u−j is essentially
the matrix u with the jth column set to UNK, namely, the jth word of u is
“neglected”.

For each j = 1, 2, . . . , L, let

sj := SCORE (ENC (u−j ;ϕ) , t; θ) (5)
̂dj := sigmoid (α · (sj − s0 − b)) · dj (6)

where α and β are hyper-parameters and ̂dj is also an L-vector. Define

d̂ :=
J

∑

j=1

̂dj (7)

and let
u− := u ·

(

I − Diag(d̂)
)

+ UNK
L · Diag(d̂). (8)

At this end, the D, or Eq. (3), is completely specified via Eqs. (4) to (8).

4.2 Property of D
We now show that the component D in fact implements a “soft” version of a
word dropout algorithm (Algorithm 1).

It can be seen that the key function of NEGLECT is to remove some useless
words with respect to the target t. Specifically, NEGLECT first tests whether
replacing a word of u at each location j with the “unknown” word will lead to a
significant increased score of encoding (namely, the score increased by a margin
larger than b). When this is the case, the word is replaced with the “unknown”
word.

Lemma 1. For the same u and t, the output of D approaches that of function
NEGLECT in Algorithm 1, as α → ∞.

To see why this lemma holds, let STEP(x) denote the function that evaluates
to 0 when x < 0 and to 1 otherwise. Then it can be verified that sigmoid(α ·x) →
STEP(x) as α → ∞. The lemma then follows. By this lemma, we see that the
component D is a softened version of the NEGLECT function.
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Algorithm 1. Hard Word-Neglecting Algorithm
Require: ENC with parameter ϕ
Require: SCORE with parameter θ
Require: REPLACE, where REPLACE(A, i, v) replaces the ith column of matrix A

with column vector v and returns the resulting matrix.

1: function NEGLECT(u, t)
2: s0 ← SCORE (ENC (u; ϕ) , t; θ)
3: u− ← u
4: for j ← 1 to L do
5: u−j ← REPLACE(u, dj , UNK)
6: sj ← SCORE (ENC (u−j ; ϕ) , t; θ)
7: if sj − s0 > b then
8: u− ← REPLACE(u−, dj , UNK)
9: end if

10: end for
11: return u−
12: end function

Fig. 2. Application of CWD to models (a) and (b) in Fig. 1

4.3 Using CWD

For any model that can be expressed as M parallel encoding-scoring branches
followed by loss computation, namely, the structure in Fig. 1(b) and (c), CWD
can be applied as follows: Replace each negative encoding-scoring branch by its
corresponding CWD module, which concatenates the word-neglecting compo-
nent D, the encoding component ENC and scoring component SCORE. The
parameters (ϕ, θ) are shared across D, ENC and SCORE. Figures 2(a) and (b)
show respectively the architectures of the models (a) and (b) in Fig. 1 after CWD
is applied.

When CWD is applied to a network, the component D identifies the useless
or noisy words in the negative branches and drop them out (softly). This raises
the score of each negative branch to a higher value s−, making these scores
more competitive to the score s0 of the positive branch. Note that the training
of the network aims at forcing the score s0 of the positive branch to stay at a
sufficient contrast above the scores of the negative branches. This in term causes
the model to further shape its encoding and scoring functions and squeeze out its
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Table 2. Dataset

Dataset #Train #Valid #Test

WikiQA 8627 1130 2351

SST-1 8544 1101 2210

SICK 4500 500 4927

dependency on the non-essential features. We note that a model being sensitive
to non-essential features is a manifest of over-fitting. When the score given by the
model is made less dependent on the presence of such non-essential information,
the model is expected to generalize better. This has been the rationale in the
design of the CWD scheme.

5 Experiments

5.1 Tasks

Question Answering. The task is in the form as stated in Example 2. The
WikiQA [20] dataset is used in this task. The dataset contains 3,047 questions
from Bing query log. Each question is associated with one wikipedia page, where
each sentence in the summary paragraph of the page is chosen as a candidate
answer. Among the candidate answers, the correct answer is marked according
to labels given by crowd workers. In total, 1,473 questions are labeled and exact
one correct answers is identified. The standard Mean Reciprocal Rank (MRR)
and Mean Average Precision (MAP) are used as the performance metrics in this
task.

Sentiment Analysis. The task is defined as in Example 1. The SST-1 [13]
dataset is used in this task, in which each sentence is to be classified into one
of the 5 sentiment classes. The dataset contains 11,855 sentences. Each sentence
is associated with a label, i.e. very positive, positive, neural, negative and very
negative. The model performance in this task is measured by the prediction
accuracy.

Semantic Relatedness Prediction. The SICK [6] dataset is used in this task.
Each training example consists of a pair (a, b) of sentences, together with a super-
vising signal y indicating the semantic relatedness of the sentence. It contains
9,927 sentence pairs together with their respective average user assessment score.
To evaluate the model performance for this task, we used the standard Pearson
Correlation and the Spearman Correlation coefficients between the predicted
user assessment scores and the true user assessment scores.

The numbers of training, validation and testing exampels in each of the used
datasets are given in Table 2.
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5.2 Models and Regularization Schemes

For each task, we choose the popular CNN and Bidirectional LSTM (“LSTM”)
as the baseline, and evaluate the performances of various regularization schemes
on baselines. The studied regularization schemes include weight decay (“WD”),
dropout (“DROP”), word dropout (“wDROP”), adversarial training (“ADV”)
and CWD. We note that the difference between DROP and wDROP is that in
DROP, some randomly selected dimensions of a word embedding vector in u are
dropped, whereas in wDROP, some randomly selected word embedding vectors
in u are dropped in their entirety.

The word embedding vectors are taken from GloVe [10] with dimension 300.
For CNN we choose filter sizes of 3, 4, and 5, and model contains 50 filters at
each size. For LSTM the state dimension is taken as 150 for WikiQA and SICK
and 300 for SST-1.

5.3 Experimental Results

Performances. Tables 3, 4 and 5 show the performances of CNN and LSTM
models and their regularized versions on the three tasks. The hyper-parameter
settings of the compared regularization schemes (i.e. dropout probabilities for
DROP and wDROP, weighting factors for WD) are also provided in the tables
(in the brackets). Also given in the tables are the state-of-art performances for
these tasks.

From these results, it is apparent that in these studied tasks, CWD and
ADV provides the greatest performance gain over the baseline model. The per-
formance improvements brought by CWD and ADV are in general significantly
greater than those provided by other regularization schemes. For example, the
best performing regularization scheme in Table 3 results in a performance gain of
no more than 1–1.5% over the baseline CNN and LSTM models, whereas CWD
brings a performance gain of 2.5% over the baseline LSTM and of more than 4%
over the baseline CNN. In semantic analysis, CWD shows a performance gain of
3% over the baselines, whereas other schemes only shows a gain of about 1%. It
can also be seen that the performance of ADV levels with that of CWD, where
in some cases ADV performs slightly better and in other cases, the observation
reverts.

Although the baseline models are quite basic, when trained with the CWD
regularization scheme, they appear to perform quite close to the best possible
performances known for these tasks. For example, in the semantic analysis task,
CWD-regularized LSTM model presents an accuracy of 0.5109, very close to the
best known performance of 0.517.

Training Behaviours. Figure 3 shows the performances of the compared
schemes over training iterations, where the performances on both the training
set and the testing set are plotted. On CNN, the training performances of all
regularization schemes reaches a plateau in about 2 epochs, where CWD appears
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Table 3. Model performances in question answering.

Model MRR MAP

CNN 0.6671 0.6519

CNN+WD(1e–4) 0.6716 0.6582

CNN+DROP(0.05) 0.6702 0.6557

CNN+wDROP(0.05) 0.6658 0.6506

CNN+wDROP(0.15) 0.6385 0.6218

CNN+ADV 0.7200 0.7075

CNN+CWD 0.7113 0.6978

LSTM 0.7001 0.6863

LSTM+WD(5e–4) 0.7026 0.6874

LSTM+DROP(0.2) 0.7135 0.6998

LSTM+wDROP(0.15) 0.7122 0.6960

LSTM+ADV 0.7081 0.6957

LSTM+CWD 0.7257 0.7109

CNNWO+SO [9] 0.7391 0.7224

Multihop-Seq-LSTM [18] 0.738 0.722

MVFNN [11] 0.7576 0.7462

Table 4. Model performances in
sentiment analysis

Model Accuracy

CNN 0.4702

CNN+WD(5e–4) 0.4801

CNN+DROP(0.2) 0.4814

CNN+wDROP(0.05) 0.4774

CNN+ADV 0.5014

CNN+CWD 0.5014

LSTM 0.4805

LSTM+WD(1e–4) 0.4910

LSTM+DROP(0.05) 0.4923

LSTM+wDROP(0.01) 0.4860

LSTM+ADV 0.5100

LSTM+CWD 0.5109

Paragraph Vector [4] 0.487

DSA [21] 0.506

DiSAN [12] 0.517

Table 5. Model performances in semantic
relatedness prediction

Model Pearson Spearman

CNN 0.8536 0.7950

CNN+WD(1e–5) 0.8653 0.8069

CNN+DROP(0.05) 0.8622 0.8157

CNN+wDROP(0.01) 0.8418 0.7922

CNN+ADV 0.8732 0.8263

CNN+CWD 0.8721 0.8144

LSTM 0.8609 0.7994

LSTM+WD(5e–5) 0.8671 0.8147

LSTM+DROP(0.15) 0.8595 0.8000

LSTM+wDROP(0.01) 0.8624 0.7989

LSTM+ADV 0.8727 0.8276

LSTM+CWD 0.8670 0.8112

Tree-LSTM [15] 0.868 –

large RNN-CNN [16] 0.8698 –

Multi-view [17] 0.8785 –
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Fig. 3. Training/testing performances vs training iterations for compared regulariza-
tion schemes in question answering. Left: CNN. Right: LSTM

to grow the fastest. More interesting results are revealed when these regulariza-
tion schemes apply to the LSTM baseline. Specifically, except for CWD and
ADV, the testing performances of all other schemes start to decay after certain
epochs, exhibiting signs of over-fitting. It is worth noting that the training per-
formance of CWD again grows fastest in this case, consistent with its behaviour
on CNN. Additionally, the training performances of CWD stay at a much higher
level than other schemes, particularly ADV. This suggests that CWD operates
with very different principle from ADV and other schemes. That is, to achieve
regularization, CWD sacrifices much less its fit to the training data. The fact
that this is not observed on the CNN baseline suggesting that this might be
a model-dependent phenomenon. Further understanding of such behaviours of
CWD is certainly of great curiosity.

6 Conclusion

Perhaps a common wisdom, the student who is trained on harder questions
does better in exams. CWD does exactly that. Selectively dropping out noisy
words in the negative encoding-scoring branches increases the score of those
branches. This pressures the model to train harder so as for the positive branch
to maintain a competitive score and translates to additional constraints on the
model’s parameter space, hence serving to regularize the model.
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Abstract. Table Question Answering (Table QA) refers to providing
precise answers from tables to answer a user’s question. In recent years,
there have been a lot of works on table QA, but there is a lack of com-
prehensive surveys on this research topic. Hence, we aim to provide an
overview of available datasets and representative methods in table QA.
We classify existing methods for table QA into five categories according
to their techniques, which include semantic-parsing-based, generative,
extractive, matching-based, and retriever-reader-based methods. More-
over, because table QA is still a challenging task for existing methods, we
also identify and outline several key challenges and discuss the potential
future directions of table QA.

Keywords: Natural language processing · Table QA · Semantic
parsing

1 Introduction

Tables, which are an effective way to store and present data, are pervasive in
various real-world scenarios, for example, financial reports and scientific papers.
To leverage valuable information in tables, recent studies have applied table
question answering as one important technique [30,35,51]. Given the user’s

Fig. 1. An illustration example of table QA (tailored from [23]). The bold number
(201,351) is the target answer.
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question, table QA aims to provide precise answers through table understanding
and reasoning. For example, Fig. 1 illustrates the question answering over the
tables from airline industry.

Generally speaking, table QA tasks can be traced back to querying relational
databases with natural language, in which the tables are relatively structured. In
this case, table QA task is solved by using a semantic parser that transforms nat-
ural language into a structured query (e.g., SQL), then executing it to retrieve
answers [11,49]. For the tables that do not come from a database (non-database
tables, e.g., web tables, spreadsheet tables), researchers also treat semantic pars-
ing as an important method [27,35]. However, for tables with surrounding text,
some methods directly extract [13,18,51] or generate answers [7,31] from the
tables and their surrounding text without generating a structured query. For
open-domain table QA, a retriever is needed to retrieve the related tables from
a large corpus; then a reader is used to produce the answers from the retrieved
tables [5,17].

Despite plenty of studies being conducted on table QA, there is a lack of
systematic survey of this research field. In contrast, for entirely structured data
(e.g., knowledge base), [14] provides a detailed survey of knowledge base question
answering (KBQA). For unstructured text, [1] discusses the existing approaches
and challenges of text-based question answering. Hence, our survey aims to pro-
vide a relatively thorough introduction to related datasets, existing methods and
challenges of table QA, to help researchers grasp the recent advancements.

The main contributions of our survey are as follows: (1) we present most of the
available datasets of table QA and create a mapping between each dataset and
existing methods, to show which methods can be applied on a given dataset. (2)
We summarize five kinds of table QA methods and make a relatively thorough
introduction of each one. (3) We identify and discuss two main challenges of
table encoding and table reasoning, which might be helpful for future research.

The remainder of the paper is organized as follows: In Sect. 2, we introduce
the preliminary knowledge of table QA. In Sect. 3, we provide an overview of
the available datasets. After that, we introduce semantic-parsing-based methods
individually in Sect. 4 because they are a big group, and introduce the rest of
methods in Sect. 5. Finally, in Sect. 6, we discuss several key challenges and
potential future directions to explore.

2 Background

This section provides preliminary information for an in-depth understanding of
table QA, including the composition of tables, definitions of semantic parsing
and table question answering.

2.1 The Composition of Tables

A table can be seen as a grid of cells arranged in rows and columns [48]. Tables
that come from database are relatively structured and consist of several columns



176 N. Jin et al.

(i.e., attributes). However, there are additional elements in web tables [48],
including page title, caption, headers, and so forth. Considering that tabular
data is usually surrounded by textual annotations in table QA, we refer two
additional elements called pre-annotation and post-annotation as supplement
parts of a table. Specifically, pre/post-annotation refers to the related sentences
that appear before or after a table.

2.2 Semantic Parsing

Semantic parsing refers to transforming the natural language utterance into a
logical form that can be executed by machines. One of classical semantic parsing
tasks is text2sql, which converts the natural language utterances into structured
query language (SQL). For instance, the question “What’s the lowest pick in
round 1?” should be transformed into “SELECT MIN(Pick) FROM mytable
WHERE Rnd = 1;”.

2.3 Table Question Answering

In this subsection, we disentangle the relationship between KBQA, text-based
QA and table QA, and introduce two classifications of table QA.

Three QA tasks aim to provide answers to a user’s question. The main differ-
ence is their reference source. KBQA is conducted over knowledge base, which
is regarded as a kind of structured knowledge, text-based QA is conducted over
unstructured text, and table QA is conducted over non-database tables which
are regarded as semi-structured knowledge [35], as well as over database tables
which are relatively structured. We introduce two classifications of table QA
below.

Open-Domain vs. Closed-Domain. This classification is for web tables.
Open-domain table QA answers the question based on large-scale table doc-
uments. In contrast, closed-domain table QA answers the question based on a
limited number of tables (usually one table).

Free-Form vs. Non-free-form. This classification is based on the form of
the answers. Give the user’s question, free-form table QA requires generating
dialog-like answers from the tables [31]. However, non-free-form table QA aims
to provide a factual answer, which usually consists of a few words.

3 Overview of Datasets

The research on table QA has been increasing over the past few years due to
the availability of large datasets. In this survey, we present an overview of these
table QA datasets. As shown in Table 1, most of the datasets are closed-domain,
and their question type is factoid1.
1 We extend the question type with free form and multiple choice, which originally

includes factoid, list, definition and complex.
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Table 1. An overview of table QA datasets. The representative methods without marks
(e.g. ✝✫❢) can be used on the datasets aligned in the same horizontal zone, and the
methods with marks are currently adopted on the datasets with the same mark.

Dataset Closed-Domain Question type Representative methods

Table-Only WTQ✫ [35] Yes Factoid Semantic-parsing-based

[10–12,16,19,20,27,33,35]

[37,40,41,43,45,49]

Generative method❢ [30]

Matching-based

method✝ [15]

Extractive method✫ [18]

SQA❢✫ [20] Yes Factoid

WikiSQL✫ [49] Yes Factoid

Spider [46] Yes Factoid

HiTab [8] Yes Factoid

AIT-QA✝✫ [23] Yes Factoid

Non-table-only FeTaQA [31] Yes Free form Generative method [31]

FinQA [7] Yes Factoid Semantic parsing-based [7]

TAT-QA [51] Yes Factoid Extractive methods

[6,13,51]HybridQA [6] Yes Factoid

TabMCQ [22] Yes Multiple choice Matching-based methods

[22,26]GeoTSQA [26] Yes Multiple choice

OTTQA [5] No Factoid Retriever-reader-based

methods [5,17,25,34,50]NQ-tables [17] No Factoid

Table-Only Datasets contain database tables or non-database tables with-
out pre/post-annotation. These datasets contain different kinds of supervision
for model training. Some datasets, such as WikiSQL [49] and Spider [46], pro-
vide logical form annotations as supervision. However, others provide the final
answers as supervision, for example, WTQ [35] and SQA [8]. Most of the table-
only datasets consist of relational tables with regular structure except HiTab
[8] and AITQA [23], whose tables have hierarchical structure and a number of
merged cells.

Non-table-only Datasets include samples that consist of a table and its
pre/post-annotation. Among these datasets, OTTQA [5] and NQ-tables [17],
which are used for open-domain table QA, are constructed from existing closed-
domain datasets. TAT-QA [51] and FinQA [7] are extracted from financial
reports with a large number of tables. Moreover, researchers propose TabMCQ
[22] and GeoTSQA [26] datasets that contain multiple choice questions. Gener-
ally, non-table-only datasets require modelling over tables and text, which have
been a popular and challenging research topic in recent years.

4 Semantic-Parsing-Based Methods

In table QA tasks, the semantic-parsing-based methods first transform the ques-
tion into a logical form (e.g., SQL), and then execute the logical form on tables
to retrieve the final answer. These methods can be categorized into weakly-
supervised and fully-supervised methods. In the weakly supervised setting, given
the question q and table t, the semantic parser for table QA is to generate the
logical form y with weak supervision of the final answer z. In this setting, no gold
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logical forms are provided. However, in the fully-supervised setting, logical forms
that execute to the correct answers will be provided as stronger supervision. We
depict two of these methods in Fig. 2 and discuss them in more detail below.

Semantic-Parsing-
Based Methods

Weakly-Supervised

Maximum Marginal
Likelihood

Reinforcement
Learning

Maximum Margin
Reward

Fully-Supervised

Generation-Based
Methods

Sketch-Based
Methods

Fig. 2. The overview of semantic-parsing-based methods for table QA

4.1 Weakly-Supervised Table Semantic Parsing

In earlier research, weakly-supervised semantic parsing for table QA was based
on hand-crafted features and grammar rules. For instance, Floating Parser [35]
builds logical forms by applying predefined deduction rules recursively; it uses
beam search to contain a limited number of partial logical forms at each recursion
and prunes invalid partial logical forms with type constraints. The final logical
form will be executed on related tables to obtain the answers.

However, the Floating Parser is domain-specific and only a few of learnable
parameters of it can be adjusted. Hence, Yin et al. [43] propose a more powerful
semantic parser, Neural Enquirer. They use a query encoder and table encoder to
encode the question and table, respectively. Then, an executor implemented with
DNN generates the partial logical form, and final result will be generated by the
final layer. Similarly, Neelakantan et al. [32] provide an approach based on Neural
Programmer [33]. Neural Programmer takes the hidden states of question RNN
and history RNN as input and selects an operation and column that are related
to the final answers. In practice, [32,33] find it difficult to train the model under
weak supervision. Hence, some learning strategies [20,24,49] are proposed to
tackle the problem, which can be categorized into maximum marginal likelihood,
reinforcement learning, and maximum margin reward.

Maximum Marginal Likelihood (MML). The MML strategy in a weakly-
supervised setting is to optimize the objective function log p(zi|xi, ti), which
represents the probability of generating the correct answer zi by using candidate
logical forms Y , based on question xi and table ti.

JMML = log p (zi | xi, ti) = log
∑

y∈Y

p (zi | y, ti) p (y | xi, ti) (1)

The MML algorithm is usually adapted with an encoder-decoder neural
network, where the encoder encodes the questions and tables, and the decoder
generates the logical forms step by step [24,39]. Based on this, Dasigi et al. [10]
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extends MML training with a coverage-augmented loss function. The usage of
coverage-augmented training and searching provides extra guidance to search for
more consistent logical forms under binary supervision signals, which leads to
better performance. Recently, Min et al. [28] have proposed a variation of MML
(called HardEM) that simplifies the sum operation in the MML objective with
a max operation and that outperforms previous methods in several QA tasks.

Reinforcement Learning (RL). In this learning strategy, semantic parsing
for table QA is accomplished by an agent that takes a sequence of actions based
on a certain policy. In practice, the policy is initialized as stochastic and trained
with the goal of maximizing the expected reward. The expected reward for the
sample (xi, zi, ti) is shown in Eq. 2.

JRL =
∑

y∈Y

p (y | xi, ti)R (y, zi) (2)

Zhong et al. [49] are the first to apply policy gradient, an important method of
reinforcement learning, on the WikiSQL-weak dataset. It adopts the attentional
sequence to sequence neural semantic parser [11] and augment this model with
a pointer network to enable copying the input symbol as a part of the output.
To further improve the performance, Misra et al. [29] adopt policy shaping that
refers to introducing prior knowledge into a policy. They propose two kinds of
prior knowledge-match(x, y) and co occur(y, x), which help to select the logical
form with the higher probability of being correct. Additionally, the semantic
parser MAPO [27] utilizes memory buffer to store the logical forms (trajectories)
with high rewards for stabilizing and accelerating the model training.

Maximum Margin Reward (MMR). The MMR strategy maximizes a mar-
gin objective, which only update the score of the highest scoring logical form and
the logical form that violates the margin constraint the most. Iyyer et al. [20] use
this learning strategy in DynSP model [20], which achieves better performance
against previous methods on SQA dataset.

4.2 Fully-Supervised Table Semantic Parsing

We have discussed the weakly supervised semantic parsing in the above subsec-
tions. However, there are also a number of methods requiring a fully supervised
setting to achieve better performance for real-world applications. In the question
answering task over database tables (e.g., WikiSQL), fully supervised semantic
parsing can be roughly categorized into generation-based methods and sketch-
based methods.

Generation-Based Methods. Generation-based methods usually adopt a
sequence-to-sequence (Seq2Seq) framework, where an encoder is used to encode
the question and optional table, and the decoder generates the logical form
autoregressively [11,49]. Based on this framework, Sun et al. [37] leverage the
structure of a table and syntax of SQL language for better SQL generation. To
further constrain the decoder, Yin et al. [44] utilize a grammar model to evaluate
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the generation at each timestep and exclude those invalid candidates based on
grammar rules. Similarly, Wang et al. [40] detect and exclude faulty programs
by conditioning on the execution of partially generated program. Besides, Cho
et al. [9] replace SQL annotations in WikiSQL dataset with special logical forms
that annotate operand information, and improve the robustness of the semantic
parser by supervising attention weights through the operand information and
using cascade selective unit at each decoding step. Recently, some researchers
(e.g., [4,38]) have proposed schema linking that links the mentions in questions
to the schema content; they use relation-aware Transformer or graph neural net-
work (GNN) as the encoder to model the links, which is proved to be an effective
method.

Sketch-Based Methods. Sketch-based models decompose the target SQL
query into several modules. Through performing classification for each module,
complete SQL is then recomposed based on the classification results. For exam-
ple, SQLNet [41] formulates the SQL sketch as “SELECT $AGG $COLUMN
WHERE $COLUMN $OP $VALUE (AND $COLUMN $OP $VALUE)” and
predicts the value for each $ variable through classification. Following this, Type-
SQL [45] leverages the type information of the question entities based on external
knowledge base to better understand the rare entities. Further, some researchers
[16,19] have adopted pre-trained model as an encoder to better understand the
question for the classification, which significantly enhances the performance. In
another type of sketch-based method, the Coarse-to-Fine model [12] uses two-
stage decoding. Unlike SQLNet [41], the sketch in the Coarse-to-Fine model are
not statically predefined but generated by an decoder. Based on the sketch, the
complete SQL is then generated through the second decoder.

5 Non-semantic-Parsing-Based Methods

5.1 Generative Methods

Notice that there are a number of semantic-parsing-based methods adopting gen-
erative models, for example, Seq2Seq neural network [11,40,49]. The main differ-
ence between generative methods and Seq2Seq semantic-parsing-based methods
is that the former does not generate the logical form, but instead generates the
answer directly. Hence, compared with Seq2Seq semantic-parsing-based meth-
ods that can handle both database tables and non-database tables, generative
methods mainly focus on question answering over non-database tables.

For free-form table QA, a generative model becomes necessary to generate
free-form answers. [31] is the first to conduct free-form question answering over
tables. It adopts an end-to-end pre-trained model to encode the question and
linearized tables, as well as to generate free-form answers. Generative models
can also be used for non-free-form table QA. Müller et al. [30] propose a graph-
based generative model for SQA task [20]; they transform tables into graphs by
representing the columns, rows and cells as nodes, introducing cell-column and
cell-row relation. Then, the graphs are encoded using a graph neural network,
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and the answers are generated by a Transformer-based decoder. However, the
graph-based generative model [30] is only feasible for table-only tasks because
it dose not model the pre/post-annotation of the tables. Hence, Zayats et al.
[47] extend this method to hybrid question answering tasks. Because it tech-
nically belongs to extractive methods, we present this method in the following
subsection.

5.2 Extractive Methods

Rather than generating the answer through a decoder, extractive methods
directly select or extract the token spans from the linearized table as candidate
answers or evidences. For example, Herzig et al. [18] use a pre-trained encoder
to represent tables and select table cells with the highest probability as answers.
Zhu et al. [51] also follow the same paradigm to extract evidences from tables;
then, they retrieve answers by simple reasoning over the evidences.

In this kind of methods, the semantic representations of table cells become
important because the model needs to understand which table cells are relevant
to the question. To avoid incorporating irrelevant information into the table
cell representations, several structure-aware approaches have been proposed by
researchers. The simplest way to incorporate structural information into table
cell representations is by adding hand-crafted features. For example, TAPAS [18]
uses row/column embedding as an additional input of Transformer to indicate
the position of a table cell, which implicitly models the table structure. But this
setting does not models the relation between tables cells, which is achieved by
the following methods.

Attention Mask. This type of methods model the table structure through
attention mask that selectively masking the irrelevant token in self-attention
layer of Transformer. Eisenschlos et al. [13] propose a multi-view attention
mechanism that splits attention heads into row heads and column heads, where
each row/column head only incorporates the information of cells from the same
row/column and information from the question into current token. Further, they
reorder the input sequence for row heads and column heads separately and apply
a windowed attention mechanism. This technique turns quadratic time complex-
ity into a linear one, leading to better structure-aware table representations and
smaller time complexity simultaneously.

Attention Bias. Another way to represent the table structure is to inject atten-
tion bias into the attention layer of Transformer. For example, Zayats et al. [47]
propose an extractive model based on the Transformer-based GNN model [30].
The “GNN model” is implemented by introducing attention bias when calculat-
ing the attention weight. Furthermore, they enrich the table representations with
the embedding of the relevant text, leading to more precise and richer table cell
representations. Similarly, TableFormer [42], a variation of Transformer, also pro-
poses 13 table-text attention biases in the self-attention layer (e.g., same row,
cell to column header). Through pre-training, this model achieves remarkable
performance on several benchmarks.



182 N. Jin et al.

5.3 Matching-Based Methods

Matching-based models usually process the question and each fragment of the
table (e.g., row, cell) individually, and predict the matching score between them.
The final answer is retrieved by simple reasoning on the most relevant fragments.
For example, Sun et al. [36] formulate the table QA task as a joint entity and
relation matching problem. They first transform the question and each row of
the table into chains, which are two-node graphs. Then, this model matches the
question chain to all candidate column chains through snippets matching and
deep chain inference, hence retrieving top-K candidate chains for final answer
generation. Similarly, in a multiple-choice table QA task, Jauhar et al. [22] match
each question-choice pair (also referred to QA pair) to the rows of the table and
return the highest matching score as the confidence of the QA pair. In a similar
way, the RCI model [15] predicts a matching score between a row/column and
question. Then, the confidence of a table cell as being the correct answer can be
calculated by combining the matching score of its row and column.

5.4 Retriever-Reader-Based Methods

The methods discussed in the above subsections are used for closed-domain table
QA. In this subsection, we discuss the retriever-reader architecture that is usually
adopted for open-domain table QA, which provides answers by retrieval and
reading. The retrieval model is in charge of retrieving the related documents con-
taining tables from a large corpus, and the reader is used to produce the answers
from the retrieved table documents. The retriever can be further categorized
into sparse retriever, dense retriever, and iterative retriever. The sparse/dense
retriever uses sparse/dense representations for the question and candidate doc-
uments and then performs matching between them. The iterative retriever tries
to retrieve the relevant documents in multiple steps, which appends the reliable
retrieval from the previous step for the next step of retrieval. As for the reader,
it can be further classified into generative reader and extractive reader, which
adopt the generative method and extractive method discussed in Subsects. 5.1
and 5.2, respectively. We depict an overview of these categories in Fig. 3 and
present the representative works below.

Extractive Reader. Chen et al. [5] propose the fusion retriever (a dense
retriever) and cross-block reader for OTT-QA task. The fusion retriever first
pre-aligns the table segments to their related passages by entity linking and
groups them into a fused block. Then, it retrieves the top K fused blocks for

Retriever

Sparse
Retriever

Dense
Retriever

Iterative
Retriever

Reader

Extractive
Reader

Generative
Reader

Fig. 3. The category of retriever and reader
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cross-block reading that uses the long range Transformer [2]. Moreover, Zhong
et al. [50] also train a chain extractor as the auxiliary model for RoBERTa-based
dense retriever and Longformer-based [3] extractive reader. The chain extractor
extracts possible reasoning chains from the table; then the reasoning chains are
flattened and appended to the retrieved tables as the input of the reader, which
leads to better answer selection. Instead of using general pre-trained models,
Herzig et al. [17] adopt a table-oriented pre-trained model, TAPAS [18], as both
the dense retriever and extractive reader to achieve better performance.

Generative Reader. Li et al. [25] adopt a sparse retriever using BM25 to
retrieve tables or text, in which the tables are flattened into passages by con-
catenating the cell values of each row. After retrieving the top-K candidate
tables or passages, a generative dual reader-parser that is based on FiD model
[21] is used to generate the answer directly or produce an SQL query. The FiD
model is a Seq2Seq transformer that takes the question and top-K candidates as
input and fuses them in decoder for answer or logical form generation (referred
to as Fusion in Decoder, FiD). Whether the output will be a final answer or
SQL query is decided by the FiD model automatically based on the input ques-
tion and its context. UniK-QA [34] also adopts a FiD model as the reader but
takes a BERT-based dense retriever. Moreover, it adapts the model to multiple
knowledge sources, including text, tables, and knowledge base, by flattening the
(semi-)structured data.

The open-domain table QA task is a new challenge that has appeared in
recent years. Most works [18,25,34] simply flatten the tables and adapt methods
used in open-domain text-based QA for this task. However, this may lead to
the loss of important information in the (semi-)structured data [34]. Hence, the
encoding methods of tables can be further explored in the open-domain setting.

6 Challenges and Future Directions

This paper presents an overview of existing datasets and five different methods
for table QA. Some methods have revealed desirable performance on relatively
easier benchmarks. However, there are still several key challenges for future
work, especially in table QA for non-database tables. In this survey, we share
our thoughts on some of the main challenges in table QA.

Numerical Representation for Table QA. Numerical values are the com-
mon content of table cells, especially for spreadsheet tables. Dedicated numerical
representation might be a key factor for non-database table QA. For example,
Zhu et al. [51] report that about 55% of errors in the RoBERTa-based model
(called TAGOP) are caused by incorrect evidence extraction, most of them aris-
ing because of premature numerical representation. Hence, it is an interesting
challenge to incorporate better numerical representations into table QA models.

Complex Reasoning in Non-database Table QA. For database tables,
researchers have developed semantic parsing-based methods for complex reason-
ing. However, most existing methods for non-database table QA only support
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simple reasoning. For example, TAGOP [51] only support one-step operation,
FinQANet [7] supports nested operations but limited to four basic arithmetics.
Hence, future works include how to design a more general logical form that could
support complex reasoning on most non-database table QA tasks.
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Abstract. Knowledge graphs (KGs) play a critical role in recommender
systems, aiming to provide diverse, accurate, and explainable recommen-
dations to users. Enhanced with KGs, recommender systems are able to
leverage valuable auxiliary information, which is beneficial to predict
new user-item interactions. Specifically, the connectivity between rela-
tions and entities in a KG can reveal the structural and semantic infor-
mation, as well as help to provide inferences for user choices. However,
the information of the holistic topological structure in KGs has not been
fully taken into account in most existing studies. To this end, we pro-
pose the Knowledge-aware Topological Recurrent Network (KTRN), an
end-to-end network for recommendation with recurrent neural network
and knowledge graph embedding. To simultaneously discover sequential
dependencies and semantic information in a KG, we consider both rele-
vant paths and triplets. Moreover, we focus on the importance of relation-
entity pairs in learning representations, rather than treating relations and
entities as independent units. We conduct experiments on three public
datasets about movie, book, and music recommendation scenarios, and
extensive experimental results show that our method outperforms bench-
mark approaches.

Keywords: Recommendation system · Knowledge graph ·
Representation learning

1 Introduction

Recommender systems (RS) have been actively studied in the past decade in
both industry and academia. The success of RS makes it prevalent in many
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aspects of web applications, since it is indispensable when providing suitable
contents/services to users. To infer users’ preferences, various side information [2,
5], has been adopted to advance RS, such as context information [3], images [13]
and social networks [10]. A few recent studies [3,9] not only simply used isolated
attributes but also linked up with items by relations, which form a heterogeneous
information network called knowledge graph (KG).

Existing KG enhanced recommender systems utilize knowledge graph embed-
ding (KGE) or meta-path to facilitate recommendation. Despite the wide recog-
nition of the advantage of applying KGs to RS in the existing literature, we
identify two key challenges that may hinder KG from reaching its full poten-
tials. First, the facts are defined as triplets (eh, r, et) in a KG, eh and et rep-
resent entities, r is the relation between eh and et. One entity can be involved
in multiple triplets, serving as the bridge connecting two triplets and propagat-
ing information. Taking [(e1, r1, e2), (e2, r2, e3)] as an example, e1 can transmit
information to e3 over a path which is made up of r1, e2 and r2. However,
most existing works did not explicitly model the sequential dependency such as
e1 → r1 → e2 → r2 → e3. Thus, the information of connectivity within KG was
not captured. Second, entities and relations affect each other. The same entity
with different relations have diverse meanings, also the same relation may be
involved with different entities. Yet existing works tend to neglect the contex-
tual information and to regard entities and relations as independent units. In
other words, the difference of the combinations between relations and entities
has not been taken into account. Therefore, it is vital to distinguish different
combinations of entities and relations to generate appropriate representations of
entities and relations.

The aforementioned challenges call for a more efficient and comprehensive
approach to make the most of KGs for recommendations. In this paper, our
objective is to automatically and integrally capture both sequential dependen-
cies and semantic information by the connections between relations and enti-
ties. Inspired by recurrent neural network (RNN) and word2vec [4], we propose
Knowledge-aware Topological Recurrent Network (KTRN) for recommender sys-
tems. Similar to the CBOW model, we believe that the central entity can be
represented by neighboring entities. The key idea is to utilize LSTM, one of
the RNN models, to aggregate the latent representations of neighboring entities
as auxiliary data to calculate the representation of the central entity, simulta-
neously paying attention to the indivisibility of relation and entity as a pair.
Such a design has two advantages: (1) through the special learning of latent
representations of neighboring entities, the local topological structure is success-
fully captured and stored in each entity; (2) the representations of entities are
dependent on sequential dependencies and specific users, which characterizes
sufficient information of KG, difference of relation-entity sequences, and users’
personalized interests. Empirically, we apply KTRN to three real-world datasets
of MovieLens-1M (movie), Book-Crossing (book), and Last.FM (music). The
experimental results show that our model outperforms baselines on datasets
from different domains.
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Fig. 1. The overall framework of the KTRN. It takes one user and one item as input,
and outputs the predicted probability that the user will click the item.

Below, we highlight the key contributions in this paper as follows:

– We develop an end-to-end network for recommendation named Knowledge-
aware Topological Recurrent Network (KTRN). Specifically, it utilizes recur-
rent neural network to model sequential dependencies, and incorporates
knowledge graph embedding to capture the information of the topological
structure in KG.

– By combining entities and relations into pairs, our proposed model can learn
the reasonable representations of entities and provide personalized entity rep-
resentation.

– We conduct experiments on three real-world datasets, and experimental
results prove the effectiveness of our framework in accurate recommendation.

2 Methodology

In this section, we discuss the framework of Knowledge-aware Topological Recur-
rent Network (KTRN). As shown in Fig. 1, the overall framework of KTRN
consists of two main components: (1) topological graph network, which parame-
terizes each node as a vector by preserving the topological structure of the KG;
(2) personalized entity embedding based on sequential relation-entity pairs.

2.1 Background and Preliminary

First, we present the background and preliminaries of this study in two folds:
item recommendation and knowledge graphs.

Given users U and items V , the purpose of the item recommendation is
to identify items which each user is most likely to interact based on historical
information. A user expresses his or her preferences by purchasing or scoring
items, then a matrix can represent these interaction information. With m users
U = {u1, ..., um} and n items V = {v1, ..., vn}, we define the user implicit feed-
back matrix Y = {yuv | u ∈ U, v ∈ V }, which yuv = 1 indicates that user u had
interacted with item v; otherwise yuv = 0.
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Fig. 2. An illustration of hierarchical aggregation methods. Green dotted lines repre-
sent the broken connections when eiagg is calculated. eiagg is the representation of the
central entity and its neighbors. (Color figure online)
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Fig. 3. The left subfigure shows the two-hop neighboring entities (blue entities) of the
red entity e in a KG. Dotted lines represent the information learned by KGE. The mid
subfigure shows relevant paths constructed according to the left subfigure. The right
subfigure shows relevant entities with different entities. (Color figure online)

Additionally, a knowledge graph G is a heterogeneous information graph
composed of entities e and relations r as nodes and edges, respectively. We can
use many (entity, relation, entity) as triplets (h, r, t) to represent the facts in the
knowledge graph [11]. Here h ∈ E, r ∈ R, and t ∈ E denote the head, relation,
and tail of a triplet, respectively. E and R denote the set of entities and relations
in the KG.

2.2 Topological Graph Network

A knowledge graph usually contains fruitful facts and connections among enti-
ties. The connections between relations and entities within a KG also play a
pivotal role, no matter such connections are within triplets or among a path
consisting of multiple triplets. But existing methods can not fully model the
sequential dependency, such as the hierarchical aggregation method, which aggre-
gates neighboring entities iteratively as the central entity embedding or a sub-
stitute of the user embedding. The hierarchical aggregation methods typically
separate a KG into individual layers, breaking the connections between layers
when aggregating entities of a certain layer as shown in Fig. 2.

To characterize valuable sequential dependencies and connectivity in KG, in
KTRN, we first define the set of relevant information for the given entity e.
Considering a candidate entity e, the definition of relevant relation-entity pair
for entity e is as follows:
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Definition 1 (relevant relation-entity pair). Given a knowledge graph G, the
set of relevant relation-entity pairs for entity e is defined as:

εe = {(r, t) | (h, r, t) ∈ G and h is e} (1)

Relevant relation-entity pairs εe can be regarded as natural extensions of
an item’s local information concerning the KG. Given the definition of relevant
relation-entity pairs, we then define the relevant path set of entity e. For the
given entity e, we can find out the relevant relation-entity pairs by εe, then
iteratively getting next-hop relations and entities by the relevant relation-entity
pairs. Finally our model links these entities with corresponding relations to model
sequential dependencies as shown in Fig. 3. A relevant path is defined as follows:

Definition 2 (relevant path). The k-hop relevant path is defined as the set of
knowledge triples starting from εe:

pke =
{

pk−1
e ∼ r ∼ t | (r, t) ∈ ε[pk−1

e ]−1

}
, (2)

where ∼ is the operation of adding an element at the end of the sequence and
p0e = {e}. [pk−1

e ]−1 is the last element of pk−1
e . The pattern of pke explicitly

preserves the sequential dependencies among entity e and its neighboring entities.
After constructing the relevant paths, we can employ RNN models to explore

the sequential dependency of a relevant path and generate a latent representation
that encodes holistic semantics of this path into the last state. We choose LSTM
among various RNN methods finally, since LSTM is capable of memorizing long-
term dependency in a sequence. Such an ability is crucial to retain the topological
information of KG.

Assuming a relevant path [e, r1, e2, · · · , rL−1, eL], LSTM is used to generate
the latent vector of the sequential holistic semantic. At the (l − 1)-th path-step,
the LSTM layer outputs a hidden state vector hl−1. We use LSTM to learn the
representation of the path. Noted that, the dimension of the mapping coefficient
matrices in LSTM is Rd×d, e ∈ R

d and r ∈ R
d are entity embedding and relation

embedding respectively. Taking advantages of the memory state, the last state
hL is capable of storaging the sequential representation of the whole path. We
take hL as the latent vector to supplement the first entity e.

The final step is to aggregate the entity e and the latent vectors hL of its
multi-hop neighboring entities into a single vector. We implement four types of
aggregators agg : Rd × R

d → R
d:

– Add aggregator takes the summation of two representation vectors as the final
vector:

aggadd = e +
I∑

i=1

hi
L (3)

– Sum aggregator takes the summation of two representation vectors, followed
by a nonlinear transformation:

aggsum = tanh(W · (e +
I∑

i=1

hi
L) + b). (4)



194 J. Pan et al.

– Concat aggregator concatenates the two representation vectors first before
applying nonlinear transformation:

aggconcat = tanh(W · concat(e,
I∑

i=1

hi
L) + b). (5)

– Bi aggregator takes bidirectional LSTM to learn hL, so we get forward output
[hi

L]+ and reverse output [hi
L]−:

aggbi = tanh(W · concat(e,
I∑

i=1

[hi
L]+,

I∑
i=1

[hi
L]−) + b), (6)

where I is the number of relevant paths, hi
L is the last state of the LSTM

which takes the i-th relevant path as input. [hi
L]+, [hi

L]− are the last state of
bidirectional LSTM.

KG is a kind of heterogeneous information network that leads to serious 1-
to-N, N-to-1, and N-to-N issues. Therefore, to alleviate the issues mentioned
above, TransH [11] defines relation hyperplanes that projects head entity h and
tail entity t to the hyperplane of relation r. If (h, r, t) exists in KG, the translation
between head entity and tail entity is valid. It defines a score function for a triplet
as follows:

f (eh, r, et) =
∥∥e⊥

h + r − e⊥
t

∥∥ (7)

Triplets with lower scores indicate higher plausibility. eh and et are projected
into the relation hyperplane as vectors e⊥

h and e⊥
t .

Finally, the training of TransH encourages the discrimination between posi-
tive triplets and negative ones using margin-based ranking loss:

Lkge =
∑

(eh,r,et)∈G

∑

(e
′
h,r,e

′
t)∈G−

[f(eh, r, et) + γ − f(e
′
h, r, e

′
t)]+ (8)

where [·]+ := max(0, ·), G− contains incorrect triplets constructed by replacing
head entity or tail entity in a true triplet randomly, and γ controls the margin
between positive and negative triplets.

Incorporating KGE makes the topological graph network learn the semantic
meaning of triplets, simultaneously it supplements the connection among rel-
evant paths to a certain degree. Such supplements make local structure more
complete, so as to achieve the goal of a better use of KG.

2.3 Personalized Relation-Aware Entity Embedding

Personalized relation-aware entity embedding emphasizes the integration of user
information and sequential relation-entity pairs. User information plays a per-
sonalized role and relation-entity pairs make representation learning more rea-
sonable.
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As we discussed earlier in Sect. 2.2, the first category of entity embedding is
hierarchical aggregation method. And the second category is collaborative knowl-
edge graph method [7], which combines user-item interactions and knowledge
graph as a unified graph called Collaborative Knowledge Graph (CKG). These
methods first define each user-item interaction as a triplet (u, Interact, v) and
incorporate these triplets into a KG.

In general, both of the two methods mentioned above neglect sequential
dependency in KG and the importance of aggregation weights. Entities among
KG can transmit information to each other. Such information must associate
with the sequential dependencies of entities and relations. For example, there
are two paths consisting of the same start and end as follows:

– c1 : Far Away
isIncluded−−−−−−−→ Remini

isAuthorof−1

−−−−−−−−−→ YuChing Fei
isSingerof−−−−−−−→

Yi Jian Mei

– c2 : Far Away
isSingerof−1

−−−−−−−−−→ Jay Chou
isFriendof−−−−−−−→ YuChing Fei

isSingerof−−−−−−−→
Yi Jian Mei

There are two types of recommendation modes c1 and c2 when recommending
the same song Yi Jian Mei depending on Far Away. c1 recommends Yi Jian
Mei for music appreciation while c2 leans towards social attributes. One of the
reasons for such a difference is the various sequences, so it is crucial to attach
importance to the sequential dependencies within a KG. Due to the operation,
hierarchical aggregation method and collaborative knowledge graph method cut
off entities’ connectivity. It is hard for them to discover multi-hop consequent
sequential dependency explicitly.

The aggregation weight is also an important part of representation learning,
we consider relation and entity as a whole, such a relation-entity pair embodies
the difference between various combinations of relations and entities. No longer
learning a weight for a single relation or entity, the same relation with different
entities should have different weights, and different relations with the same entity
should also be so. While personalized entity embedding retains the sequences in
the KG, it also emphasizes the importance of relation-entity pairs, and finally
learns a personalized latent vectors for neighboring entities.

With the idea of relation-entity pairs, we extend the topological graph net-
work module by combining relations and entities. Moreover, for the personalized
embedding, user information and user-item interactions are also necessary. For
a given user-item interaction (u, v), we concatenate them as a vector for the
first input x0 of LSTM. u ∈ R

d and v ∈ R
d are user embedding and item

embedding respectively. In this way, the model starts with the user and the
user’s previous behavior. Furthermore, the cell state vector saves user interac-
tion information, thereby exerting influence on every input relation-entity pair.
For the same entity, it will own personalized embedding due to different users.

Therefore, we concatenate the embedding of current relation rl−1 and
entity el−1 as the input vector. The relevant path defined as sequence
pe : [e, r1, e1, · · · , rL−1, eL−1, rL, eL] should be changed to puv : [u ⊕ v, r1 ⊕
e1, · · · , rL−1⊕eL−1, rL⊕eL], where e is the corresponding entity of v in the KG,
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⊕ is the concatenation operation. As a result, the state of LSTM observes fruit-
ful information, including personalized information, the historical behavior, the
relatedness of entities and relations, and the sequential contextual information.

At the (l−1)-th path-step (l > 0), the LSTM layer outputs a hidden state vec-
tor h

′
l−1, preserving the sequential dependency of [u ⊕ v, r1 ⊕ e1 · · · , rl−1 ⊕ el−1].

The hidden state of the l-th path-step is calculated by h
′
l−1 and x

′
l, x

′
l is the l-th

element in puv. Noted that, the dimension of the mapping coefficient matrices
are R

2d×d due to the new input. We can obtain the final state h
′
L that is the

latent vector of the last element in a path. We use the result of the aggrega-
tion method agg as the final representation of the item v. Finally, we conduct
inner product with the representations of user u and item v, so as to predict the
probability:

ŷ(u, v) = σ
(
uT · agg

(
v, h

′
L

))
(9)

To optimize the recommendation model, we have the following loss function:

Lrs =
∑

(u,v)∈Y

− (yuvlog (ŷ) + (1 − yuv) log (1 − ŷ)) , (10)

we combine Eqs. (8) and (10) jointly as the complete loss function of KTRN,
which is shown as follows:

LKTRN = Lrs + λLkge + μ ‖Θ‖22 . (11)

λ and μ are hyper-parameters. The last term is the L2-regularizer, and hyper-
parameter μ on Θ is conducted to prevent overfitting.

3 Experiments

3.1 Datasets

We use the following three publicly available datasets in our experiments:

– MovieLens-1M1 collects nearly one million scoring data on the Movie-Lens
website. It is the most commonly used dataset for movie recommendation.

– Book-Crossing2 consists of approximately 1 million explicit ratings in the
Book-Crossing community.

– Last.FM3 contains musician listening information from a set of 2 thousand
users from Last.FM online music platform.

We followed KGCN [6] to transform them into implicit feedback. Microsoft
Satori4 is used to construct the KG for each dataset. Three datasets are pre-
sented in Table 1 for basic statistics.
1 https://grouplens.org/datasets/movielens/1m/.
2 http://www2.informatik.uni-freiburg.de/∼cziegler/BX/.
3 https://grouplens.org/datasets/hetrec-2011/.
4 https://searchengineland.com/library/bing/bing-satori.

https://grouplens.org/datasets/movielens/1m/
http://www2.informatik.uni-freiburg.de/~cziegler/BX/
https://grouplens.org/datasets/hetrec-2011/
https://searchengineland.com/library/bing/bing-satori
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Table 1. Basic statistics and hyper-parameter settings for the three datasets (K:
neighbor sampling size, d: dimension of embedding, H: depth of receptive field, λ:
learning rate, L2: L2 regularizer weight, B: batch size)

Datasets Users Items Interactions KG triplets Hyper-parameters

MovieLen-1M 6,036 2,347 753,772 20,195 d = 8, H = 2, λ = 0.02,
L2 = 0.01, B = 1024, K = 4

Book-Crossing 17,860 14,910 139,746 19,793 d = 6, H = 1, λ = 0.02,
L2 = 0.003, B = 512, K = 16

Last.FM 1,872 3,846 42,346 15,518 d = 8, H = 1, λ = 0.02,
L2 = 0.05, B = 1024, K = 8

Table 2. The results of AUC and Accuracy in CTR prediction.

Model MovieLens-1M Book-Crossing Last.FM

ACC AUC ACC AUC ACC AUC

PER 0.662 0.705 0.576 0.613 0.576 0.633

CKE 0.735 0.796 0.630 0.671 0.674 0.764

KGCN 0.786 0.865 0.628 0.685 0.711 0.780

Wide&Deep 0.815 0.890 0.629 0.701 0.672 0.761

KGAT 0.824 0.895 0.631 0.704 0.686 0.771

KGIN 0.831 0.906 0.639 0.707 0.699 0.785

KTRN-add 0.835 0.911 0.636 0.702 0.711 0.782

KTRN-sum 0.840 0.917 0.642 0.705 0.711 0.792

KTRN-bi 0.833 0.910 0.635 0.701 0.713 0.783

KTRN-concat 0.845 0.920 0.647 0.712 0.715 0.793

KTRN-w/o r 0.829 0.910 0.634 0.702 0.710 0.779

3.2 Baselines

We compare our proposed KTRN with the following baselines.

– PER [12]: a classic KG-enhanced recommendation method, which represents
the connectivity between users and items based on manually designed meta-
paths in KG.

– CKE [13]: a KG-based recommendation model, which extracts structural,
textual, and visual knowledge to facilitate recommendation.

– KGCN [6]: a state-of-the-art KG-enhanced recommendation method, which
calculates weights for neighboring entities and aggregates them as the repre-
sentation of the central entity.

– Wide&Deep [1]: a deep recommendation model combining a linear module
with a deep neural network module.

– KGAT [8]: a strong KG-enhanced recommendation model which explores
high-order connectivity with semantic relations for recommendation.
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– KGIN [9]: a recent KG-enhanced recommendation model which uncovers
user-item relationships at the granularity of intents.

3.3 Experiments Setup

Table 1 shows hyper-parameter settings in KTRN. We optimize ACC on the val-
idation set to get the best setting of hyperparameters. We split each dataset into
a ratio of 6 : 2 : 2 as training, evaluation, and test set, respectively. The reported
performance is the average of 3 times repeated test experiments. We evaluate
our model in two experiment scenarios: (1) We use ACC and AUC to evalu-
ate the model in click-through rate (CTR) prediction. (2) We choose Recall@K
and Precision@K to evaluate the recommended sets in top-K recommendation.
Finally, we test the trained model on the test set.

3.4 Results

Overall Comparison. The results of all methods in CTR prediction are pre-
sented in Table 2. We add a variant named KTRN-w/o r to verify the impact of
relation-entity pair. Particularly, we disable the relation as the part of the input
of LSTM in KTRN-w/o r. Figure 4 and Fig. 5 show the performance of top-K
recommendation. We have the following observations:

– In CTR prediction, our proposed method performs the best compared with
the baseline methods on the three datasets. The result shows that only the
structural information or the paths can not explore the KG sufficiently. It is
observed that the improvement of KTRN on the movie dataset is higher than
that on book and music datasets. Since the movie dataset is denser than the
other two, this result demonstrates that KTRN can make better use of the
wealth of information to benefit recommendations in the scenario with more
information.

– PER performs worst among all baselines on movie, book, and music recom-
mendation. In fact, manually designed meta-path can not explore the KG
effectively and sufficiently, the designed path has a fixed length and poor
scalability.

– The two KG-aware baselines KGCN and CKE perform worse than the KG-
free baseline Wide&Deep, we can conclude that inappropriate embedding
methods cannot make full use of the KG. While our model is better than
Wide&Deep, it indicates that topological graph network is a more suitable
method.

– On MovieLens-1M, all models perform much better due to the relatively suf-
ficient training data. Obviously, the improvement by utilizing KG is larger
on the dense dataset of MovieLens-1M than that on the sparse datasets of
Book-Crossing and Last.FM. For this result, more connections within KG
may own more real topological structure.
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Fig. 4. The results of Precision@K in top-K recommendation.
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Fig. 5. The results of Recall@K in top-K recommendation.

Comparison with KTRN Variants. The performance of KTRN variants is
shown in Table 2. The four (add, sum, concat, bi) different aggregation have been
introduced in Sect. 2.2. From the results, we find that:

– KTRN performs best compared with all baselines, while there is a slight
difference between their performances: KTRN-concat achieves the best per-
formance in general. The reason may lie in that the concat aggregator con-
catenates the neighborhood representation and the central entity as an input
of fully-connected layer, thus the fitting capacity of the neural network is
most effectively utilized.

– KTRN-add and KTRN-bi do not achieve satisfactory performance. This
demonstrates that methods that are too simple or too complex will not cap-
ture users’ personalized preferences and semantic information of the KG well.
A naive aggregator may not exploit enough information, while too much noise
is mixed in a complex aggregator.

Impact of the LSTM Layer. Compared with KGCN, our proposed method
incorporates LSTM to learn the representations of neighboring entities, and
achieves better performance. In KGCN, the inner product function is used to
compute the weight of neighboring entities. The weights are used to calculate the
representations of neighboring entities. In spite of this, KGCN still sees relations
as isolated individuals rather than as important roles linked to entities in a KG.

Intuitively, this is not a good solution that changes such a complex situa-
tion to a simple one. Exactly, the LSTM can handle such changing scenarios
because of its powerful ability to process sequential data. As shown in Table 2,
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the performance of all KTRN models is better than KGCN. It denotes that the
sequential dependency in a KG is vital to exploit the topological structure. Due
to the structure of a KG and our designed operations, the LSTM layer can cap-
ture complex connections between relations and entities. The results show that
the LSTM layer is able to significantly improve the recommendation results.

Impact of Relation-Entity Pair. To verify the impact of relation-entity pair,
we do an ablation study by considering a variant of KTRN. We disable the rela-
tion as the part of the input of LSTM, termed KTRN-w/o r. We summarize the
experimental results and have the findings: (1) Removing relation component
degrades the model’s performance. It makes sense since KTRN-w/o r breaks
connectivity within relation-entity pairs. The model can not specialize in differ-
ent combinations of relations and entities. (2) KTRN-w/o r still achieves better
performance than KGCN, which indicates the superiority of LSTM on the sec-
ondary side.

4 Conclusion

This paper proposed a novel approach called Knowledge-aware Topological
Recurrent Network (KTRN) for recommender systems. KTRN applied LSTM to
KG to aggregate neighborhood information sequentially, which can learn both
structural information and semantic information of the KG. Experimental results
on three real-world datasets validated that KTRN consistently outperformed
state-of-the-art baselines in movie, book, and music recommendations.
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Abstract. This paper introduces a dataset for event extraction in the
field of investment research. Event extraction is a key area of research
in the field of investment. In recent years, a large number of datasets
for common event extraction as well as financial event extraction have
been released. However, they only cover few event types compared with
real-world business scenarios. Hence, by combining actual requirements
of financial investment risk management with business needs and expe-
rience in terms of investment, we construct a dataset for financial event
extraction. The released dataset is the first fine-grained dataset for event
extraction in investment research areas, with 5 main categories and
59 event types totally. The dataset is available on http://openkg.cn/
dataset/iree.

Keywords: Event extraction · Dataset · Investment research

1 Introduction

Event extraction aims to identify all the target event types and roles according
to pre-specified schema from given context. The event type and role decide the
range of extractions. The event types like abnormal fluctuation of stock price
and roles like subject, time as well as numerical values are significant factors in
the field of investment research.

Recently, the focus of event extraction is gradually shifting from event detec-
tion, event subject extraction and event argument extraction to full event extrac-
tion. Many related competitions have been held and the corresponding open-
source datasets have been released as well. Those well-known Chinese datasets
come from LUGE by Baidu, CCKS held by CIPS, CCF-BDCI held by CCF, etc.
But few event types are involved in these datasets, which is still distinct from
real business scenarios.

Therefore, based on the experience of investment as well as actual demands
of financial transactions in investment research areas, we construct the dataset
for financial event extraction. We conclude contributions of the paper as follows:

All authors contribute equally.

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. Sun et al. (Eds.): CCKS 2022, CCIS 1669, pp. 205–210, 2022.
https://doi.org/10.1007/978-981-19-7596-7_16
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– High applicability: The data are all from a real investment decision support
system which have been operated over 2 years since 2020, with tens of millions
of public sentiment news.

– Wide coverage: The dataset involves 15 industries, 4000 A-share listed com-
panies and 59 event types.

– Strong professionalism: Each piece of data is annotated by 5 financial industry
annotators. If the marked results are consistent, it will be reviewed by a senior
researcher and then entered into the database.

2 Related Work

The Event extraction datasets for common scenarios are comparatively well-
labelled, including ACE20051, Rich ERE [1], TAC KBP 20172, MAVEN [2],
TimeBank3, MUC4 and DuEE [3]. Datasets in areas of expertise require the
involvement of business experts and are relatively expensive to annotate. For
example, CySecED [4] and CASIE [5] focus on cyber security, Commodity News
Corpus for Event Extraction [6] is commodity news event extraction and LitBank
[7] is document-level news event extraction of fictional novel works. Datasets in
the finance scenario include DuEE-fin5, Document-level event argument extrac-
tion in the field of finance6 and Small-scale financial event extraction and adapt-
ing to new types7, which have narrow event coverage and are coarse-grained.

3 Datasets Construction

3.1 Data Resource

We use the news corpus from the investment decision support system as the
source of data. Original corpus contains various mainstream information plat-
forms, traditional media and new media. The corpus contains the industries,
the texts and the corresponding risk types. The data are firstly annotated by 5
business experts. Then they are checked by experienced experts.

After discussions with operation specialists, we divide all the news into 5 main
categories, including market conduct, financial reports, corporate operations,
credit assessment and company reputation. There are 98 kinds of event types
originally. With discussion and voting, those that have high similarity, such as
the risk types, receipts of court summons and winning or losing the case, are
merged. Finally, we get 59 event types which are demonstrated in Fig. 1.

1 https://catalog.ldc.upenn.edu/LDC2006T06.
2 https://tac.nist.gov/2017/KBP/Event/index.html.
3 https://catalog.ldc.upenn.edu/LDC2006T08.
4 https://www-nlpir.nist.gov/related projects/muc/muc data/muc data index.html.
5 https://aistudio.baidu.com/aistudio/competition/detail/46.
6 https://www.biendata.xyz/competition/ccks 2021 task6 1.
7 https://www.biendata.xyz/competition/ccks 2020 3/.

https://catalog.ldc.upenn.edu/LDC2006T06
https://tac.nist.gov/2017/KBP/Event/index.html
https://catalog.ldc.upenn.edu/LDC2006T08
https://www-nlpir.nist.gov/related_projects/muc/muc_data/muc_data_index.html
https://aistudio.baidu.com/aistudio/competition/detail/46
https://www.biendata.xyz/competition/ccks_2021_task6_1
https://www.biendata.xyz/competition/ccks_2020_3/
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Fig. 1. Overview of schema
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3.2 Data Annotation

Data Annotation includes originalq texts reading, subject prompting, event type
detecting, argument annotating and tag integrating. Event subject is automati-
cally highlighted based on the company knowledge base. Event types detection
and argument extraction are based on Label Studio8. The details are shown in
Fig. 2.

Fig. 2. Detail of data annotation

4 Experiments

We conducted internal evaluations of event detection and argument extraction
respectively based on the pipeline.

Event Detection. Event detection is based on whether the event type is cor-
rectly detected, with a detection label as 1 and a non-detection label as 0.
For event detection, we considered three options: do multi-label binary clas-
sification of text with TextCNN based on open-source word vectors; input

8 https://labelstud.io/.

https://labelstud.io/
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[CLS]context[SEP] into BERT and do multi-label binary classification with
[CLS] based on open-source language models; combine the event type or descrip-
tion as a prompt with the context, like [CLS]event type[SEP]context[SEP], as
an input into BERT to do a binary classification with [SEP].

Argument Extraction. Argument extraction only evaluates whether the argu-
ment type is correct. The correctly extracted argument types are labeled as 1,
while the opposite is labeled as 0. For event argument extraction, we also con-
sider three options: as an entity recognition task, with [CLS]context[SEP] as an
input into BERT and the entity, event type and argument attributes as outputs;
as a reading comprehension task with event type or description as queries, like
[CLS]event type[SEP]context[SEP], as an input into BERT to get entities and
argument attributes of context; as an entity recognition task for feature fusion,
with [CLS]context[SEP] as an input into BERT where context is merged with
event type vector to output entities and argument attributes of the texts.

P =
TP

TP + FP
R =

TP

TP + FN
F1 = 2 · P ·R

P + R
(1)

The performances are demonstrated in the tables below (Tables 1 and 2).

Table 1. Event detection

Micro-F1 Macro-F1

TextCNN 0.6857 0.4952

BERT 0.7091 0.5014

BERT-Prompt 0.6769 0.4663

Table 2. Argument extraction

Micro-F1 Macro-F1

BERT-NER 0.5085 0.4531

BERT-MRC 0.6336 0.5775

BERT-CasRel 0.6649 0.6139

Because trigger words do not always exist explicitly, it is difficult to detect
events through text classification. On the one hand, irrelevant description will
affect the representation of the full text. On the other hand, events in terms of
investment are very similar in terms of semantics, such as profit transmission
and insider trading. The similarity of events also leads to argument extraction
errors, which are mainly reflected in semantic roles, including irrelevant argument
extraction and argument category errors.

The events can be divided in terms of identification difficulty based on the
performance of the model and actual feedback from business, which is shown in
Table 3.
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Table 3. Difficulty level of event types

Difficulty Event

Easy

利益输送、业绩承诺未达标、造假欺诈、产品服务负面消息、
大股东减持、股份回购、延期披露、债务增加、债务减少、

业务合作、股份解禁、债务重组、股权质押、行政整改、退市、
内幕交易、监管处罚、股权激励、裁员、主营业务收入减少、
利润下滑、董监高—主动离职、董监高—被迫离职、复牌、

债券违约、爆炸事故、场所失火、利润增速下滑、主体评级上调、
重大资产重组、债券评级上调、主体评级下调、债券评级下调、
戴帽、停牌、股价异常波动、自然灾害、资产被查封、内部丑闻

Hard

公司收购、破产清算、关联交易、引进战略投资、提起诉讼、
收到起诉、企业转型、发行股份、净资产减少、业绩暴雷、
担保风险预警、业务重组、资产剥离、行业整顿、通报批评、
自查违规、其他违规行为、产品创新、 资产注入、停业整顿

5 Conclusion

This paper presents a Chinese fine-grained dataset for event type extraction,
which provides experience for the construction of the datasets for event extrac-
tion in the investment field. Annotators identify the significant financial events
that reflect investment risks based on their domain expertise in investment. As
the field covers widely and investment risks are subject to policies and regula-
tions, we will make continual update as our follow-up work.
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Abstract. The domain-specific knowledge graph construction and its
corresponding applications are gradually attracting the attention of
researchers. However, the lack of professional knowledge and term datasets
restricts the development of domain-specific knowledge graph. In the elec-
tric power field, knowledge graph has been verified effective in electric
fault monitoring, power consumer service, and decision-making on dis-
patching. Although the electric power knowledge graph is of great appli-
cation prospects, it is difficult for artificial intelligence experts to create
professional knowledge and terms for knowledge graph construction. To
assist the process of building electric power knowledge graph, we intro-
duce a new Chinese electric term dataset (ELETerm) containing 10,043
terms. We make full use of reliable data resources from State Grid Jiangsu
Electric Power Company Research Institute to extract terms. Our app-
roach includes four stages: word extraction, candidate term selection, term
expansion, and dataset generation. We give the statistics and analysis of
the dataset. The dataset is publicly available under CC BY-SA 4.0 in
github.

Keywords: Term dataset · Term extraction · Electric power
knowledge

Resource type: Dataset
Github Repository: https://github.com/wuyike2000/ELETerm

1 Introduction

Knowledge Graph [16] has been proven effective in modeling structured informa-
tion and professional knowledge. In the electric power field, knowledge graph is
attracting attention from both academic and electric industries due to its power
to break the knowledge isolated island and the corresponding applications [14].
Different from general knowledge graphs, the electric power knowledge graph is
highly professional, which means the construction process usually requires large
numbers of domain-specific terms.

The definition of the term is a set of expressions used to represent concepts
in a specific domain. Unithood and termhood are two basic characteristics of
terms. Unithood refers to the possibility that words become a stable structure,
and termhood is defined as the degree that a linguistic unit relates to domain-
specific concepts [15].
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To extract such domain-specific terms, lots of existing studies have explored
different methods. Some of them [4,13] leverage the experience of experts and
semantic rule based methods to design hand-crafted features and extract terms
from domain-specific corpus, which requires sufficient labeled data, and large
annotation costs. With the great success of deep learning models, some studies [2,
3] attempt to propose a term extraction model using the combination of Bi-
directional Long Short-Term Memory (BiLSTM) [5] and Conditional Random
Field (CRF) [11].

Although the previous studies have achieved good results, it still has the
following problems, especially in the electric power field. Firstly, the existing
studies are usually used for method testing, and seldom generating large-scale
domain-specific datasets; secondly, in the evaluation phase, it is hard for technol-
ogists to judge the correctness of the extracted terms since they are not familiar
with domain-specific knowledge.

As a result, a high-quality dataset of electric power terms is still blank, which
restricts the construction of professional knowledge graphs and their applica-
tions. To address this issue, we introduce ELETerm, a new Chinese term dataset,
in which terms are extracted from business documents and professional docu-
ments. We first utilize various statistical textual features to extract keywords
in documents, and invite experts to select terms from these keywords. Then
we adopt the IOB2 format [12] to annotate the extracted terms for discover-
ing more domain-specific terms with the BiLSTM-CRF model. We summarize
contributions of this paper as follows:

– We build the first Chinese term dataset ELETerm in the field of electric
power. We combine automated techniques and expert experience to extract
high-quality terms from real-world electric power relevant documents.

– We publish ELETerm as an open resource. This dataset could help artifi-
cial intelligence (AI) experts to develop the electric power knowledge graphs.
ELETerm is publicly available under CC BY-SA 4.0 in github.

2 The ELETerm Dataset

2.1 Data Resources

ELETerm is derived from a large scale text corpus composed of 87 business
documents and professional documents from State Grid Jiangsu Electric Power
Company Research Institute. As shown in Table 1, business documents contain
the documents about equipment ledgers, protection setting values, power grid
events, protection action information, device alarm information, defect disposal,
and etc., which are stored in the provincial D5000 system (a document man-
agement system), the operation management system, and the production man-
agement system. The professional documents include the documents about sub-
station secondary drawings, regulations, technical standards, work instructions,
calibration reports, installation instructions, training courses, and competition
question bases.



ELETerm: A Chinese Electric Power Term Dataset 213

Table 1. Resources of ELETerm dataset.

Business documents Equipment ledgers, Protection setting values

Protection action information

Device alarm information, Defect disposal

Power grid events, etc.

Professional knowledge documents Substation secondary drawings

Installation instructions, Training courses

Regulations, Technical standards

Work instructions, Calibration reports

Competition question bases

2.2 Data Processing

To construct ELETerm, we propose a electric power term dataset construction
approach, which has four stages. As shown in Fig. 1, in Stage One: Word
Extraction, we extract words from our text corpus; Stage Two: Candidate
Term Selection is divided into two steps, and we first select keywords by many
statistical textual features, then electric power experts select terms among the
keywords; as for Stage Three: Term Expansion, we adopt the IOB2 format
for data annotation, and get terms by the BiLSTM-CRF model; in Stage Four:
DatasetGeneration, we use the terms from the above stages to build ELETerm.

Fig. 1. The overview of the ELETerm dataset construction approach.

Stage One: Word Extraction. We first extract words from text corpus. We
employ a classic statistical feature based word extraction method [7] to generate
words from text corpus due to its good generalization ability in Chinese word
extraction. In this stage, we can extract 32,758 candidate words.
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Stage Two: Candidate Term Selection. We propose a term selection app-
roach, including two steps: 1) keyword selection: we adopt a voting method
to select keywords from the extracted candidate words. We first use three meth-
ods, including RAKE [10], TextRank [6], YAKE [1], to extract keywords from the
candidate words. RAKE and YAKE are statistical textual feature based models
for keyword extraction; TextRank is another graph-based ranking model for key-
word extraction. Only the candidate words which are determined as keywords
by at least two of these three methods will be accepted. We obtain approxi-
mately 6,100 keywords after this step; 2) term selection: we invite electric
power experts from State Grid Corporation of China to filter out the keywords
(e.g., “人工智能控制 (artificial intelligence control)”) which are irrelevant to
the electric power field. Here, we obtain 4,328 accurate terms.

Stage Three: Term Expansion. While the terms extracted from stage two are
of high accuracy, their number is too small. Thus, we propose a term expansion
approach, including two steps: 1) data annotation: we use the extracted terms
to annotate the text corpus in the IOB2 format [12]. “B” denotes that the char-
acter is the begin of a term; “I” denotes that the character is the intermediate
of a term; “O” denotes others which mean that the character does not belong
to any term. We first segment the corpus into sentences, and remove the stop
words. Then, we take the extracted terms as seeds to annotate the processed
sentences. Specially, for each character in a given sentence, if it is the begin of a
term, then it will be annotated “B”; if it is the intermediate of a term, then it
will be annotated “I”; else it will be annotated “O”. 2) term recognition: We
first use the annotated sentences to train a BiLSTM-CRF model [8] which uses
the Conditional Random Field (CRF) to output the optimal label sequences in
the IOB2 format. The BiLSTM-CRF model is proved to have good performance
in term extraction; then, we send the unlabeled sentences as the input to the
model, it will output the labels of sentences. For example, the input is “模拟
信号的特征在于时间和数值的连续变化 (The analog signal is characterized
by continuous changes in time and value)”. The predicted label will be “BII-
IOOOOOOOOOOOOOOO”. We will get the term “模拟信号 (analog signal)”
by selecting the characters which are corresponded to label “B” and “I”. After
manual verification by experts, we obtain 5,484 terms to expand the dataset.

Stage Four: Dataset Generation. Finally, we use the terms obtained from
stage two and stage three to build ELETerm, and this term dataset contains
10,043 terms in total.

3 Datasets Statistics and Application

3.1 Statistics and Analysis

Owing to the different usage between nouns and verbs, we divide terms in
ELETerm into two categories, and respectively analyze their words, the result is
shown in Table 2.
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Table 2. The analysis result of terms in different categories includes the lexicology
feature: the average word length (Ave-Len), the statistical feature: the average word
frequency in text corpus (Ave-Wfreq), and the dictionary feature: the proportion of
words in dictionary of common words (Common-Wrate).

Noun Verb

Numb 6,408 3,625

The lexicology feature Ave-Len 5.095 3.976

The statistical feature Ave-Wfreq 0.078 0.069

The dictionary feature Common-Wrate 0.114 0.132

It can be found that the Ave-Len of both nominal and verbal terms in
ELETerm is not small. This phenomenon reflects that terms usually are complex
due to the extensive use of word nesting. For example, the term “压力传感器
(pressure sensor)” contains the shorter term “传感器 (sensor)”. As for the sta-
tistical feature and the dictionary feature, both Ave-Wfreq and Common-Wrate
are quite small, which shows that most of the obtained terms are sparse, and it
is difficult to be extracted from general corpora and dictionaries.

3.2 Application

We introduce ELETerm to help AI researchers to develop knowledge graphs in
the field of electric power without excessive supports of electric power experts.
The verbal terms extracted from the text corpus usually is a concrete expression
of the relationship in knowledge graphs. Therefore, a simple matching (e.g.,
automatic lexical comparison or manual judgement) between verbal terms and
widely used relationship expressions in knowledge graphs could help the task of
relation extraction. Moreover, ontology construction methods [9] can be divided
into top-down methods driven by knowledge, the bottom-up methods driven by
data, and the combination of both methods. The top-down ontology construction
methods often define the classes using manually summarized domain-specific
terms, while researchers can directly start to build a electric power ontology
through the terms in ELETerm.

4 Conclusion and Future Work

In this paper, we introduce ELETerm, a Chinese domain-specific term dataset in
the field of electric power. Based on high-quality resources, we carefully design a
extraction approach to obtain a high-quality dataset. The statistics and analysis
show the great prospect for ELETerm to further build electric power knowledge
construction. The introduction of this dataset can help fill in the blank of the
Chinese electric term dataset. As for the future work, we plan to continually
expand this dataset and build large-scale electric power knowledge graph.
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