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Abstract. As Human-Computer Interaction (HCI) moves towards deep collab-
oration, it is urgent to study users’ trust in chatbots. This study takes customer
service chatbots as an example. Firstly, literature review is conducted on the rel-
evant research on users’ trust in chatbots, and the value chain model of customer
service chatbots is analyzed. Taking Taobaoxiaomi as the specific research object,
we conducted in-depth interviews with 18 users, organized the interview data
with value focused thinking method (VFT), constructed the users’ trust model
of customer service chatbots, and carried out an empirical test by questionnaire
survey. The results show that professionalism, response speed and predictability
have positive effects on users’ trust in chatbots, while ease of use and human-
likeness have no significant positive effects on users’ trust. Besides, brand trust
has a positive impact on users’ trust in chatbots, risk perception negatively affects
users’ trust in chatbots, and human support has no significant negative effect on
users’ trust. Finally, privacy concerns have a moderating effect on environmen-
tal factors (brand trust, risk et al.). This study will deepen the understanding of
human-computer trust and provide reference for the industry to improve chatbots
and enhance users’ trust.

Keywords: HCI - Computational affection - Artificial intelligence - Trust -
Customer service chatbots - VFT

1 Introduction

Chatbots are software agents that interact with users through natural language conver-
sations [1] and are seen as a promising customer service technology. Recent advances
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in artificial intelligence (AI) and machine learning, as well as the widespread adoption
of messaging platforms, have prompted companies to explore chatbots as a comple-
ment to customer service [2]. According to a new report by Grand View Research,
the global chatbots market is expected to reach $2.4857 billion by 2028 [3]. In addi-
tion, major platforms, such as Amazon, eBay, Facebook, Wechat, Jingdong and Taobao,
have adopted chatbots for conversational commerce [4]. Al chatbots can provide unique
business benefits [5]. They automate customer service and facilitate company-initiated
communications. Chatbots are equipped with sophisticated speech recognition and natu-
ral language processing tools, enabling them to understand complex and subtle dialogue,
and in a sympathy, and even humorous way to meet the requirements of the consumers
[6]. Despite this potential benefit for vendors, one of the key challenges facing Al chat-
bots applications is customer response [7]. Human may be biased against chatbots,
believing that they lack human emotion and empathy, and they are less credible in pay-
ment information and product recommendations (i.e., the Uncanny Valley theory and
algorithm-based aversion proposed by Dietvorst et al. [8] and Kestenbaum[9]). In addi-
tion, some enterprises collect and use customer data illegally, resulting in the risk of user
privacy disclosure [10].

Customer service is currently only an emerging application field of chatbots and
has not yet achieved the expected general acceptance of customers [2]. From other
technology areas, we know that users’ trust is critical for the widespread adoption of
new interactive solutions [11]. However, our understanding of users’ trust in chatbots
and the factors that influence this trust is very limited [2]. Therefore, it is of great
theoretical and practical significance to study the users’ trust construction of customer
service chatbots.

2 Literature Review

There is a wide range of studies on trust, ranging from psychology, sociology to technol-
ogy [11]. Therefore, there are many definitions of trust. Trust refers to one’s dependence
on another [12]. The relationship between people requires trust to make continuous
interaction successful [13]. Trust is not only an important part of interpersonal commu-
nication but also an important part of the rapid development of the “human-machine”
relationship [14]. Mayer et al. defined trust as a belief and will, emphasizing the risk
of trust, the cause and effect of trust behavior [15]. They believe that “trust means that
the trustor is willing to be in a vulnerable state influenced by the other party’s behavior
based on the expectation that the trustor will show an important behavior toward him or
her, and it has nothing to do with the ability to monitor or control the other party” [15].
Rousseau et al. proposed an interdisciplinary definition of trust that reflects the com-
monality, believing that trust is based on the positive expectation of others’ intentions
or behaviors, while trusting (willing to take risks) is a psychological state that accepts
vulnerability based on the positive expectation of another party’s intentions or behaviors
[16]. Mayer et al., and Rousseau et al., both emphasized the importance of the will of
fragile states and the actions at stake [16], and did not limit the concept of trust to the
interaction between people. The object of trust could be technology, including artificial
intelligence [17].
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Most of the existing studies on non-human trust focus on automated systems, and
many foreign scholars have studied the trust in robot systems [2, 18—20], but the research
on the trust in customer service chatbots is relatively new. While the study of trust in
automated and robot systems provides a solid foundation for understanding users’ trust
in customer service chatbots to some extent, customer service chatbots are different from
other forms of automation, and these differences will affect trust in ways that are not yet
fully understood. This paper reviews the relevant literature on users’ trust in customer
service chatbots, and lists the influencing factors of trust, as shown in Table 1.

Table 1. Literature review on users’ trust in chatbots.

Categories Scholars Influencing factors
External factors | Chatbots-related Fglstad et al. (2018) [2] | The quality of
factors interpreting requests and
suggestions, human
likeness,

self-presentation,
professional image

Nordheim (2018) [21] Professionalism, quick

response,
human-likeness, lack of
marketing

Corritore et al. (2003) Professionalism,

[11] predictability, ease of use

Ho and MacDorman Human-likeness

(2010) [22]

Environment-related | Fglstad et al. (2018) [2] | The brand of the chatbot
factors provider, perceived
privacy and security
while using the chatbot,
and overall perceived risk
regarding the subject of
the request

Nordheim (2018) [21] | Brand, low risk, human
support

Corritore et al. (2003) | Risk

[11]
User-related factors | Nordheim (2018) [21]; | Trust in technology
McKnight et al. (2011)
[23]

Corritore et al. (2003) Reputation
[11]

(continued)
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Table 1. (continued)

Categories Scholars Influencing factors
Perceived factors Corritore et al. (2003) Perceived ease of use,
[11] perceived reliability and
perceived risk

According to the results of the above literature review, the influencing factors on
users’ trust in chatbots can be divided into three categories: factors related to chatbots,
environment, and user [2, 11, 22, 23, 25]. Corritore et al. classified the above three
influencing factors as external factors. Besides external factors, they also put forward
perceived factors, including perceived ease of use, perceived reliability, and perceived
risk [11].

Based on the above scholars on the research of the users’ trust in chatbots, this paper
puts forward the chatbots value chain, and analysis the main involving entities and their
relations, thus confirming trust object. Then we conducted interviews with 18 users and
made qualitative analysis of the influence factors of users’ trust in chatbots using VFT
methods. And a model of users’ trust in customer service chatbots is established. Finally,
we verified the model quantitatively by a questionnaire survey.

3 Interview Analysis Based on Value Focus Thinking

3.1 Value Focused Thinking

Due to the complexity of customer service systems containing chatbots, the factors that
influence the users’ trust in customer service chatbots are more complex. This paper uses
value focused thinking (VFT) method to find out some of the key factors. This paper
analyzes the forms of users’ trust in online customer service chatbots, and establishes a
users’ trust model of online customer service chatbots.

Value focused thinking is a creative decision-making analysis method proposed by
Keeney(1992), which is suitable for solving complex multi-objective problems requiring
highly subjective decision-making based on the value goals of decision-makers and
stakeholders [25]. This method firstly focuses on value rather than scheme, believing
that value is the primary criterion to evaluate the satisfaction of any possible scheme, and
then the scheme to realize value [26]. Value refers to the criteria for evaluating possible
solutions or results, which are externalized by the way of goal recognition, while the goal
is defined as a state that a person wants to achieve to a certain extent [27]. Value is the
core connotation of VFT method, including economic value, personal value, social value,
or other values [25]. The goals consist of three factors: decision background, subject,
and general direction [28]. Keeney applied this method to the study of e-commerce
and analyzed the consumer value of e-commerce by comparing the perceived value
difference between online shopping and shopping through other channels [29]. Zhaohua
Deng et al. studied consumer trust in mobile commerce by using VFT method [29]. The
analytical steps of VFT method adopted in this paper are shown in Fig. 2 [29] (Fig. 1).
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Translate abstract Identify relationships

Make a wish list —> .
values into goals between goals

Fig. 1. The analytical steps of VFT method.

3.2 Interview Data Collection

According to the analysis steps of VFT method, the value of users should be directly
inquired from users [29]. This paper takes the users’ trust in online customer service
chatbots as the target, and interviews 18 users of the shopping platform. These users
are all college students and postgraduates with online shopping experience. Before the
interview, we explained the purpose and general situation of the interview to each inter-
viewee, and explained that the interview content would be recorded but without personal
information, and it would only be used for this study and no other purposes. The inter-
view in this study was conducted after the consent of the interviewee. This interview
is mainly conducted through online meetings or voice calls. Taobaoxiaomi is taken as
the main research object. And several major questions are asked for the interviewees to
answer. The interview raw data is stored at the following address: https://github.com/
Yangyangyounglv/chatbots-interview-record.git.

3.3 Analysis Steps

According to VFT method, the specific analysis steps are as follows.

Step 1. Make a list of all values. In order to obtain the value of users, we asked inter-
viewees questions such as “What are the advantages of Taobaoxiaomi, Taobao’s customer
service chatbots? What are the advantages over human customer service?” “What are
the shortcomings of Taobaoxiaomi? What are the disadvantages compared to human
customer service?” “What do you think Taobao can do to repair or improve your trust
in it?” “What future suggestions or assumptions do you have for Taobaoxiaomi?”. We
sorted out the answers of interviewees and obtained the value list, as shown in Table 2.
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Table 2. Wish list.

1. It is convenient and quick to solve procedural problems; 2. Good software interface design,
easy to operate common problems; 3. Relatively complete functions; 4. High security
performance when it comes to payment; 5. Polite and patient; 6. Relieved the pressure of
human customer service and coordinated human customer service; 7. The functions of voucher
receiving center and evaluation management are quite useful; 8. Good question association
function; 9. One-to-one precise service, fast and efficient; 10. Clear process and steps; 11.
Professional; 12. Not competent when it comes to disputes with doubts and issues requiring
communication and coordination between both parties; 13. Lack of intelligence, unable to
solve personalized problems, limited database, blunt and repetitive answers; 14. No emotion,
not close enough; 15. Insufficient authority to solve special problems; 16. Advanced functions
with average performance in recommendation functions; 17. Can’t understand what I’'m
asking; 18. It’s harder to reach real human customer service; 19. After a long communication, I
still find that I am not satisfied; 20. Not an information collator and content producer; 21. It
may compromise personal privacy; 22. Customer service Xiaomi belongs to Taobao, so it’s
worthy to trust; 23. After all, it’s just a robot. It can not complete the kind of human sensibility,
understanding, and empathy;...

Step 2. Translate abstract values into goals. Three characteristics of goal in VFT
method are decision context, subject, and decision of preference. For example, most
interviewees believe that ensuring the professionalism of Taobaoxiaomi is the key factor
influencing users’ trust in online customer service chatbots. In this goal, the decision
situation is related to chatbots, and the decision purpose is professional. The more pro-
fessional the chatbots are, the more considerate and intelligent it is, the more users will
trust the chatbots. Therefore, the decision maker’s preference is the more considerate
and intelligent situation. In this way, the abstract values in Table 3 are transformed into
goals of the same format, as shown in Table 3.

Step 3: Identify relationships between goals. After the general formalization of goals
in step 2, common goals with the same format were obtained, followed by the distinction
between basic goals and means goals. Basic goals involve “goals that decision-makers
attach importance to in a specific context”, while means goals are “methods to achieve
goals” [30]. In order to separate the basic goals and means goals to establish the relation-
ship between them, our each goal was identified using a test called “why so important”.
Asking “why so important” will produce two possible responses. First, the goal is to
focus on one of the fundamental causes of the situation, which also is the root of the
decision, this is known as the basic goal. Another reaction is that a goal is important
because it has an impact on other goals, which is called the means goal [31]. According
to this method, the target is analyzed and the results obtained are shown in Table 4.



Research on Users’ Trust in Customer Service

297

Table 3. General formalization of goals.

Decision context

Subject

Preference

Factors related to chatbots

Professionalism

Solve problems efficiently

Response speed

Answer questions quickly

Predictability

Provide expected results

Ease of use

More convenient operation

Human-likeness

Be emotional, polite and patient

Factors related to environment

Band trust The service provider’s brand is more
reliable
Risk The using environment is safer

Human support

Human customer service is always
available

Factors related to users

privacy concerns

Sensitive personal information is
protected

Trust in technology

More willing to rely on technology

Table 4. Classify goals relation.

Goals categories Main goals

Sub-goals

Means goals

Chatbots are more powerful

1. Professionalism; 2. Response
speed; 3. Predictability; 4. Ease of
use; 5. Human-likeness

Environment is more reliable

1. Brand trust; 2. Risk; 3. Human
support

technology

Users are more receptive to

1. Privacy concerns; 2. Trust in
technology

Basic goal

Users’ trust in Customer service
chatbots maximization

Chatbots are more powerful

Environment is more reliable

Users are more receptive

3.4 Construction of Users’ Trust Model for Customer Service Chatbots

According to the above analysis of customer service chatbots users’ trust, there are three
main factors influencing customer service chatbots users’ trust, which are chatbots-
related factors, environment-related factors and user-related factors. The specific forms
of users’ trust in customer service chatbots are more powerful chatbots, more reliable
environment and users that more receptive. Based on the above analysis of the influencing
factors of users’ trust in customer service chatbots, this paper builds a model of users’
trust in customer service chatbots, as shown in Fig. 2.
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Chatbots are more
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Fig. 2. The model of users’ trust in customer service chatbots based on VFT.

4 The Questionnaire Survey

4.1 Hypothesis

Based on the theoretical model constructed by the interview, the following hypotheses
are proposed:

H1. The professionalism of chatbots has a positive impact on users’ trust in them.

H1a. Users’ privacy concerns negatively moderates the positive relationship between
chatbots’ professionalism and users’ trust.

Hl1b. Users’ trust in technology positively moderates the positive relationship
between chatbots’ professionalism and users’ trust.

H2. Chatbots’ response speed has a positive impact on users’ trust in chatbots.

H2a. Users’ privacy concerns negatively moderates the positive relationship between
chatbots’ response speed and users’ trust.

H2b. Users’ trust in technology positively moderates the positive relationship
between chatbots’ response speed and users’ trust.

H3. Chatbots’ predictability has a positive impact on users’ trust in chatbots.

H3a. Users’ privacy concerns negatively moderates the positive relationship between
chatbots’ predictability and users’ trust.

H3b. Users’ trust in technology positively moderates the positive relationship
between chatbots’ predictability and users’ trust.

H4. Chatbots’ ease of use has a positive impact on users’ trust in chatbots.

H4a. Users’ privacy concerns negatively moderates the positive relationship between
chatbots’ ease of use and users’ trust.
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H4b. Users’ trust in technology positively moderates the positive relationship
between chatbots’ ease of use and users’ trust.

HS. Chatbots’ human-likeness has a positive impact on users’ trust in chatbots.

H5a. Users’ privacy concerns negatively moderates the positive relationship between
chatbots” human-likeness and users’ trust.

HS5b. Users’ trust in technology positively moderates the positive relationship
between chatbots’ human-likeness and users’ trust.

H6. Users’ brand trust in chatbots providers has a positive impact on users’ trust in
chatbots.

Hé6a. Users’ privacy concerns negatively moderates the positive relationship between
users’ trust in the chatbots provider and users’ trust.

H6b. Users’ trust in technology positively moderates the positive relationship
between users’ trust in the chatbots provider and users’ trust.

H?7. The risk of using a chatbot has a negative impact on users’ trust in the chatbots.

H7a. Users’ privacy concerns positively moderates the negative relationship between
the risk of using a chatbot and users’ trust.

H7b. Users’ trust in technology negatively moderates the negative relationship
between the risk of using chatbots and users’ trust.

HS8. Human support has a negative impact on users’ trust in chatbots.

H8a. Users’ privacy concerns positively moderates the negative relationship between
human support and users’ trust.

HS8b. Users’ trust in technology negatively moderates the negative relationship
between human support and users’ trust.

To sum up, further theoretical models are obtained by integrating various variables
and their relations (see Fig. 3).

Chatbots-related factors

Users’ trust in chatbots ‘

Environment-related factors User-related factors Control variables

Fig. 3. The empirical test model of users’ trust in customer service chatbots.



300 Y. Lv etal.

4.2 Questionnaire Data Collection

We collected data through a questionnaire survey, which lasted for two days from June 20,
2020 to June 21, 2020. Questionnaires were issued mainly through Credamo, an online
data research platform. After the completion of the collection, the data were screened.
And the person who adopted the questionnaire was rewarded with 2 yuan, while the
person whose questionnaire was rejected was not rewarded. After the screening, the
questionnaire was re-issued and repeated until 500 qualified samples were obtained.
Samples were collected from Chongqing, Zhejiang, Shanghai, Yunnan, Tianjin, Shan-
dong, Henan, Hebei, Shanxi, Sichuan, and Jiangsu provinces. During data screening, the
questionnaires with the same answers to consecutive questions or contradictory answers
to positive and negative questions were removed. A total of 592 questionnaires were
collected, and finally, 500 were valid, with an effective rate of 84.46%.

4.3 Data Analysis

Before model verification, we performed skewness and kurtosis test, common method
bias test on the data. After these test, the data from the formal questionnaire conform
to the standard and can continue the following analysis. And the reliability and validity
analysis results are showed in Table 5. Therefore, the structural model had good model
fitness.

Table 5. The reliability and validity indexes of each variable.

Variables Mean | Standard Composite | Average | Cronbach’s

(M.) | deviation(S.D.) | reliability | variance |alpha
(CR) extraction
(AVE)

Professionalism 398 10.718 0.8148 0.5954 0.812
Ease of use 4.19 1 0.601 0.7453 0.6448 0.740
Human-likeness 326 | 1.01 0.8912 0.6732 0.890
Brand trust 4.37 10.531 0.7671 0.5249 0.764
Risk 1.85 |0.647 0.7311 0.4823 0.709
Predictability 3.82 | 0.669 0.7224 0.4695 0.704
Response speed 4.33 | 0.604 0.7859 0.5518 0.784
Human support 3.17 1 0.955 0.8266 0.6138 0.824
Trust 4.30 |0.544 0.7728 0.4698 0.761
Trust in technology 4.19 |0.465 0.7133 0.3839 0.712
Privacy concerns 3.63 |0.772 0.8017 0.5742 0.801
Personality | Extraversion 4.14 10.957 0.806 0.6873 0.792
Conscientious-ness | 4.54 | 0.810 0.5904 0.4254 0.564
Openess 4.50 |0.758 0.5679 0.4026 0.550
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Regression analysis. Stepwise regression method is adopted to screen independent
variables to ensure that the optimal model is finally obtained. Tolerance is close to
1, and variance inflation factor (VIF) is greater than 0. Therefore, there is no obvious
colinearity problem in the model. After regression analysis, professionalism (§ = 0.351,
P < 0.001), risk (B = —0.231, P < 0.001), brand trust (3 = 0.211, P < 0.001), speed
of response (f = 0.103, P < 0.05), and predictability (8 = 0.103, P < 0.05). H1, H2,
H3, H6, and H7 are supported, while H4, HS, and H8 are not. The regression results are
shown in Table 6.

Table 6. Model regression results.

Model Normalization coefficient |t Significance | Collinear statistics
Beta Tolerance | VIF

(constant) 8.625 |.000

Professionalism 351 7.423 |.000 455 2.198
Risk =231 -5.890 |.000 .659 1.518
Band trust 211 4.966 |.000 .560 1.785
Response speed .103 2.601 |.010 .653 1.530
Predictability .103 2.156 |.032 448 2.232

The results of model verification show that professionalism, response speed, and
predictability of variables related to chatbots positively affect users’ trust in chatbots. In
variables related to environment, brand trust positively affects users’ trust in chatbots, and
risk negatively affects users’ trust in chatbots. The professional regression coefficient
is the largest, indicating that it has the greatest influence on trust. The coefficient of
predictability and response speed is the smallest, which indicates that they have the least
influence on trust.

Robustness test. In order to ensure the scientific nature and effectiveness of regression
results, it is necessary to conduct robustness test for sample data, and use the whole sam-
ple and subsample (N = 500, after deleting ease-of-use, human-likeness and human sup-
port variables) to conduct input method regression test. Professional test results (whole
sample: p = 0.331, P < 0.001; Subsample: § = 0.351, P < 0.001), risk (whole sample:
= —0.226, P < 0.001; Subsample: § = 0.231, P < 0.001), brand trust (whole sample:
=0.207, P < 0.001; Subsample: § = 0.211, P < 0.001), response speed (whole sample:
B = 0.097, P < 0.05; Subsample: = 0.103, P < 0.05) and predictability (whole sam-
ple:  =0.114, P < 0.05; Subsample: f = 0.103, P < 0.05) was significantly correlated
with the dependent variable trust, and there was significant correlation between the two
variables, such as human-likeness (whole sample: 3 = —0.071, P = 0.081), ease of
use (whole sample: = 0.067, P = 0.195), and human support (whole sample: f = —
0.027, P = 0.422) was not significantly correlated with the dependent variable trust. In
conclusion, it is consistent with the original results. Its robustness is proved.
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Difference analysis. This part mainly uses the independent sample T-test and one-way
variance analysis method to analyze whether there are significant differences between
demographic variables of samples and task characteristics on trust. In this study, T-test of
independent samples was used to analyze gender and task characteristics, and one-way
ANOVA was used to analyze age, education background, and personality.

The results showed that there were no significant differences in task characteristics (P
=0.998 > 0.05), age (P = 0.849 > 0.05), education level (P = 0.922 > 0.05) and trust in
chatbots. Gender, and personality (extraversion, conscientiousness, and openness) were
significantly correlated with the level of trust in chatbots. There is a significant correlation
between the users’ gender and the level of trust between the user and the chatbots (P =
0.037 < 0.05), and the level of trust in males is higher than that in females.

The moderating effect analysis. H4, H5, and H8 fail, so we drop its assumptions,
namely the adjustment effect test, and continue to test the assumptions of H1, H2, H3,
H6, and H7, respectively test trust in technology and privacy concerns of professionalism,
response speed, predictability, brand trust and risk the five variables and the moderation
effect between users trust effect.

The results show that the moderating effect of trust in technology on all variables
is not significant. The results of hypothesis verification in this study are summarized in
Table 7, and the moderating effect of privacy concerns is shown in Fig. 4. Professionalism
* trust in technology (f = 0.041, P = 0.333), response speed * trust in technology (f = —
0.064, P = 0.262), predictability * Trust technology propensity (f = -0.023, P = 0.660),
brand trust * trust in technology (B = —0.052, P = 0.441), risk * trust in technology (B
=0.016,P =0.784), H1b, H2b, H3b, H6b, and H7b are not supported. Privacy concerns
have moderating effects on environment-related factors, brand trust ( = 0.097, P <
0.05), and risk (B = 0.104, P < 0.05). H6a, and H7a are supported. As for chatbots
related factors, professionalism (f = 0.037, P = 0.303), response speed (f = 0.036, P
= (0.347), and the predictability ( = —0.059, P = 0.103) showed no moderating effect.
Hla, H2a, and H3a are not supported.

S Summary

5.1 Conclusions

It is found that the professionalism, response speed, and predictability of chatbots have
a positive impact on users’ trust in chatbots, which verifies the previous hypothesis.

Environment-related factors, brand trust, and risk are significantly correlated with
users’ trust in chatbots, in which brand trust is positively correlated and risk is negatively
correlated, which verifies previous hypotheses. Human customer service and chatbots
customer service are in a relatively independent position, so human support does not
significantly change users’ trust in chatbots customer service.

Although trust in technology can reflect the personal differences of users to a certain
extent, our results showed that trust in technology is not a moderating variable.

The relationship between environmental factors (brand trust, risk, etc.) and trust is
moderated by privacy concerns, while chatbot-related factors (professionalism, response



Research on Users’ Trust in Customer Service 303

Table 7. Table of hypothesis verification results for the model.

Relationship Supported or not | Moderating effect test | Supported or not

H1: Professionalism— Trust | Yes Hla No
Hib

H2: Response speed— Trust | Yes H2a No
H2b

H3: Predictability— Trust Yes H3a No
H3b

H4: Easy of use— Trust No H4a -
H4b

HS: Human-likeness— Trust | No HS5a -
H5b

H6: Brand trust— Trust Yes Ho6a Yes
H6b No

H7: Risk— Trust Yes H7a Yes
H7b No

HS8: Human support— Trust | No H8a ---
HS8b

. ~ —o—High prvacy con -

Users' trust in chatbots

Fig. 4. The moderating effect of privacy concerns on brand trust (left) and risk (right).

speed, predictability, etc.) are not moderated by privacy concerns. Moreover, privacy
concerns weaken the positive correlation between brand trust and chatbots trust, and
enhance the negative correlation between risk and chatbots trust. In other words, enter-
prises need to increase the user privacy protection mechanism, establish clear and suf-
ficient policy norms, and reduce users’ privacy concerns. At the same time, the study
found that for users with high privacy concerns, organizations should strive to improve
environment-related factors rather than chatbot-related factors, which means improving
brand management, improving users’ trust in brands, or reducing users’ perceived risks
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in using chatbots. But making chatbots more professional is a common approach for all
users (high/low privacy concerns).

5.2 Contributions

In theory, this study further accumulates the knowledge of trust construction and promo-
tion. At the same time, the interaction model between users and chatbots needs to take
into account the trust factor, and the process of human-computer trust creating value for
all parties in human-computer interaction as a whole.

In practice, the findings of this study can point out the improvement direction of
chatbots, provide insights for improving users’ trust in chatbots, and have practical
guiding significance for the development of chatbots.

5.3 Limitations and Further Research

Distrust and trust are relatively independent and coexist with different constructs [32].
If we use Hertzberg’s two-factor theory to divide factors into hygiene factors and moti-
vators, and explore their correlation coefficients with trust and distrust, you might get
some valuable research. Users’ trust in chatbots should be measured from several angles,
such as functional, helpful, and reliable, or cognitive versus affective.

The object of this study is Taobaoxiaomi, which can represent the current e-
commerce field and other task-oriented chatbots. But there are chatbots in physical and
virtual forms, task-oriented and non-task-oriented. Future chatbots already have bet-
ter emotional interaction functions, such as Jingdongzhilian cloud intelligent emotional
customer service. With the development of science and technology and the change of the
scene, the influencing factors of the interaction between users and chatbots must change,
and the theory and model construction of human-machine trust should be improved over
time.
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