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Preface

Since the development of mobile internet applications and big data, there has been
explosive growth in the volume of data. Therefore, how to dig out insightful information
from big data has become a crucial matter. In general, big data analysis includes data
capturing, data storage, data analysis, search, sharing, transfer, visualization, querying,
updating, and information privacy. Moreover, with the popularization of artificial intel-
ligence algorithms and big data technology in the last decade, social computing has
emerged, becoming a crossing field of computer science. For example, blogs, email,
instant messaging, social network services, wikis, online gaming, and other instances
of what is often called “social software” all evolve the idea of social computing. Nowa-
days, big data technology and the idea of social computing have been gradually applied
to more industries, including internet searches, fintech, healthcare analytics, genomics,
geographic information systems, urban informatics, andbusiness informatics.Webelieve
that in the near future, big data will become a part of everyday life.

This volume contains the papers presented at the China National Conference on Big
Data & Social Computing (BDSC 2022), held in August, 2022, in Hangzhou, China.
This was held as the seventh conference in its series with an emphasis on the state-of-
the-art advances in big data and social computing. The main conference received 99
submissions, out of which 24 papers were accepted as regular papers and are presented
here. All papers underwent a rigorous peer review process in which each paper was
reviewed by 2 to 3 experts. The accepted papers, together with our invited speeches
and flash mob videos, led to a vibrant technical program. The Program Committee
shairs, Zi-Ke Zhang, Yang Yue and Yang Yang, supervised the review process of the
technical papers and compiled a high-quality technical program. Meanwhile, we have
also invited leading scholars in the field to deliver keynote speeches based on the theme of
the conference, Digital Transformation and Common Prosperity. Besides, we organize a
variety of academic events, including the Social Computing Innovation Competition, the
Rising Stars Scholars Forum, and the FrontiersWorkshop. These activities have played a
positive role in promoting academic progress and dissemination.We are looking forward
to future events in this conference series.

The conference would not have been successful without help from so many people.
Wewould like to thank the Organizing Committee for their hard work in putting together
the conference. First, wewould like to express our sincere thanks to the guidance from the
general assembly co-chairs: JianxingYu,Yi-KeGuo andYi-ChengZhang.Wewould like
to express our deep gratitude to organizing chair ChaoWu for his support and promotion
of this event. We greatly appreciate the excellent support and hard work of the chairs of
Frontiers in the Social Computing workshop: Xiangjie Kong and Jianguo Liu; publicity
chairs: Xiang Gao and Liming Suo; publication chair Qi Xuan; membership/committee
development chair Yong Li; registration chair Hao Li and thematic chairs Jiayin Qi and
Xiaolin Zhou. Most importantly, we would like to thank the authors for submitting their
papers to BDSC 2022 conference.



vi Preface

We believe that the BDSC conference provides a good forum for both academic
researchers and industrial practitioners to discuss advanced topics on big data and social
computing. We also expect that the future BDSC conference will be as successful as
indicated by the contributions presented in this volume.

August 2022 Xiaofeng Meng
Qi Xuan

Yang Yang
Yang Yue

Zi-Ke Zhang
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Resilience-Based Epidemic Strategy Evaluation
Method Under Post-Covid-19

Chenyang Wang, Rui Ba, and Hui Zhang(B)

Institute of Public Safety Research, Tsinghua University, Beijing 100084, China
zhhui@mail.tsinghua.edu.cn

Abstract. COVID-19 has heavily attacked the urban system and has continued to
cause economic losses and human fatalitiesworldwide.Methodologies to properly
evaluate the advantages and disadvantages of epidemic prevention strategies are
urged, and to develop mitigation and improvement are required post-COVID. The
urban system includes many elements; existing epidemic prevention and control
strategy evaluation only focus on the effectiveness of containing confirmed cases.
Therefore, a new resilience concept by combing multifaceted effectiveness is pro-
posed for evaluating how epidemic prevention strategy influences urban system.
The approach reflects the short-term factual effectiveness for epidemic mitigation
and long-term value, including urban social and institutional resilience improve-
ment and PDCA-cycle-based dynamic adjustability. An integrated model is used
to evaluate prevention and control strategies in Shenzhen and Shanghai, China.
The scores obtained are consistent with the facts and indicate that Shenzhen has
more reasonable strategies for urban system than Shanghai. The strategy evalua-
tion framework based on resilience proposed in this paper presents an innovative
approach for assessing public health emergencies more comprehensively.

Keywords: Strategy evaluation · Urban resilience · Epidemic · Integrated
mode · Post-Covid-19l

1 Introduction

City as a complex system is increasingly studied and simplified into several subsystems
when assessed [1]. Transportation and mobility networks, Internet, mobile phone net-
works, power grids, social and contact networks, and neural networks were the forms
that reflected that complex systems were organized under the form of networks where
nodes and edges were embedded in space. Tyler, S. and M. Moench thought that the
framework included the characteristics of urban systems, the agents that depend on and
manage those systems, and institutions that link systems and agents [2]. Sharifi, A. and
Y. Yamagata were categorized into five themes: infrastructure, resources, land use, urban
geometry andmorphology, governance, socio-demographic aspects, andhumanbehavior
[3]. A proposed framework of the urban FEWnexus was from resource interdependency,
resource provision, and system integration [4].

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
X. Meng et al. (Eds.): BDSC 2022, CCIS 1640, pp. 3–22, 2022.
https://doi.org/10.1007/978-981-19-7532-5_1
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Cities as a complex system face a wide variety of threats. Therefore, Resilience, as
the ability to anticipate, absorb, accommodate, or recover from the effects of a hazardous
event in a timely and efficient way for a system and its component, is increasingly valued
[5]. Urban Resilience is proposed to resist climate change for the first time. Furthermore,
Lovell, S. T. and J. R. Taylor [6] applied it to urban ecosystem services assessment
and multifunctional green infrastructure resilience planning. Bene, C. et al. [7] thought
that resilience had become popular in ecology. Rink, E. et al. [8] used it in climate
change adaptation [9], urban planning, and governance [10]. Policymakers and interna-
tional development agencies also increasingly referred to it. The core competencies of
Resilience were resistance, recovery, and adaptation.

Moreover, therewas a tendency to expand fromanarrowdefinition to a system theory.
Research on resilience has focused on urban ecosystems and green space planning for
ages [11]. Then the theoretical studies have been refined from the initial definition to a
massive system concept encompassing the complex network structure of urban systems
[12] with 11 characteristics [13]. The complexity of resilience is recognized when it is
studied as a scientific issue rather than theoretical studies [14]. Furthermore, the interests
change from a city or even an entire complex ecosystem to the resilience of a community
and individuals [15]. It is defined more broadly as the concentration of psychological
resilienceof a group [16]. There is consensus that resilience is essentially an improvement
of capacity, policies must guide, and studies have begun to include policy assessment,
decision support, and governance [17]. The short history of resilience development and
the overly complex theoretical framework [18] have resulted in a lack of quantitative
assessment methods.

Policy evaluation includes prior, concurrent, and ex-post evaluation and is narrowly
defined as ex-post evaluation. Policy evaluation has evolved from objective evaluation to
a combination of objective and value evaluation. Public health events such as pandemics
cause a large number of casualties and greatly impact economies. The COVID-19 which
emerged in 2019 attacks urban health system and harms public physical and psycho-
logical health. Because changes in confirmed cases are mainly determined by strategies
which also influence the open market policy and economic growth in the post-COVID.
Studies focus on available strategy evaluation methods to help evaluate and promote
strategies for outbreak prevention and control.

Strategy evaluations are based on emergency control effectiveness previously. How-
ever, an epidemic impacts the total urban system [19], which requires consideration of
more aspects, especially urban system resilience when evaluation [20]. Exploring the
strategy impact on urban resilience for a major dynamic event in a city over a period
of time taking strategy evaluation for the epidemic as a public health emergency as an
example. Therefore, an integrated approach to evaluating strategy for public health emer-
gencies the post-COVID is proposed. The new method evaluates epidemic prevention
and control strategies in short-term effectiveness and long-term urban system resilience
capacity recovery or improvement.
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2 Theoretical Basis

2.1 Urban Subsystems Applied to Resilience

A city is a complex system that includes multiple forms of connections between peo-
ple, information, and materials and is classified into economic, natural, physical, social,
and institutional subsystems. The institutional and social subsystems are the focuses
because they show the importance of strategy and adequate directions and are strongly
correlated with each other when studying public health emergency, which has essentially
no damage to urban infrastructure but the society. Moreover, the urban health system
is significantly influenced by strategies under epidemic. The social subsystem consists
of eight indicators: human capital, lifestyle and community competence, social and
economy, community capital, social and cultural capital, population and demographics,
environmental, and risk knowledge. The institutional subsystem consists of seven indi-
cators: governance, mitigation policies, organized governmental services, management,
warning and evacuation, emergency response, and disaster recovery. The description and
division of the urban system are shown in Fig. 1 [21].

Fig. 1. Urban system and the division.

U = urban system;
μi =urban subsystem, including economic, natural, physical, social, and institutional

subsystems.

μ4 = {μ41, μ42, μ43, μ44, μ45, μ46, μ47, μ48}
μ4i = social subsystems, including human capital, life style and community compe-
tence, social and economy, community capital, social and cultural capital, population
and demographics, environmental, and risk knowledge.

μ5 = {μ51, μ52, μ53, μ54, μ55, μ56, μ57}
μ5i = institutional subsystem, including governance, mitigation policies, organized gov-
ernmental services, management, warning and evacuation, emergency response, and
disaster recovery.



6 C. Wang et al.

2.2 Resilience Concept Applied to Urban System

Urban resilience refers to the ability of an urban system and all its constituent
social networks across temporal and spatial scales to maintain a dynamic balance of
desired functions. Characteristics of urban resilience include redundancy, diversity, effi-
ciency, robustness, connectivity, adaptation, resources, independence, innovation, inclu-
sion, and integration. The characteristics including efficiency, connectivity, adaptation,
resources, independence, innovation, inclusion, and integration aremost important when
considering urban system resilience under epidemics.

Resilience curves are employed to express the resilience quantitatively. The quali-
tative resilience value is typically treated as a fixed one represented by the area S under
the curve in each time range dt, as shown in Fig. 2(A). However, the resilience value
is treated not as a fixed value S2, but as an interval that contains top S21 and bottom
S20 values, more like a strip in the paper, as shown in Fig. 2(B). The bottom value is
determined by physical conditions such as infrastructure and economic prosperity. The
urban social system consists of people, and personal decisions also affect the resilience
value, which is an uncertainty value dS2. When resilience is applied to the epidemic, the
dredging and blocking strategy used to mitigate the flood is appreciated. Resilience is
addressed through blocking strategies such as zone division and dredging strategies such
as rapid nucleic acid testing. The resilience curve has a low strike resistance threshold,
leading to a disaster spillover effect and making it difficult for dredging strategies to
work once the epidemic spreads to more regions.

Fig. 2. The resilience curve diagram.

2.3 Strategy Evaluation Method Applied to Urban Resilience

The effectiveness of strategies includes short-term effectiveness in response to the emer-
gency and long-term value in maintaining and improving urban resilience in the future
for public health emergencies. Therefore, the epidemic response strategy evaluation is
divided into factual assessment, which relies on infrastructural improvements and eco-
nomic development already existing, and value evaluation which applies to improve
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the urban social subsystem and institutional subsystem for the epidemic in this paper.
Moreover, the value evaluation includes the resilience indexes representing the static
characteristics such as the reasonability and PDCA-cycle indexes representing dynamic
characteristics such as timeliness and adjustability.

3 Strategy Evaluation Framework

The evaluability of epidemic prevention and control strategies is analyzed by 11 guide-
lines for investing in policy evaluation proposed by B.Bozeman and J.Massey, and the
evaluability determination report should be passed. Ten inspection criteria for identify-
ing whether the strategy is evaluable are developed based on the 11 guidelines, as shown
in Table 1. Whether the strategy is evaluable is scored by the criteria, with yes being one
point and no being zero. There is necessary to be evaluated when the scores are more
remarkable than five points.

Table 1. Inspection criterions for evaluable strategies.

No Inspection criterions Yes No

1 Direction of causality is apparent

2 Direct effects are more significant than “spillover” effects

3 Short-run benefits

4 Have generalizability

5 Evaluation in late stage

6 The costs and stake of strategies are major

7 Effectiveness can be manipulated or controlled

8 Treatment can be clearly specified

9 Parties are supportive

10 Possible funding sources

Then the strategy evaluation method of short-term factual assessment for the public
health emergency is studied, and the index system of urban system resilience capacity
assessment is proposed. The principal objective of strategies for public health emergen-
cies is to prevent infections and deaths caused by the emergency and reduce economic
losses and costs. Therefore, short-term factual assessment of strategies for public health
emergencies is based on the typical critical indicators of the emergency, and different
assessment methods are applied to different emergencies.



8 C. Wang et al.

Principles for evaluation index selection concentrate on short-term and medium to
long-term effects on improving the urban public health system resilience in response
to similar emergencies. On one hand, we consider whether strategies consider vari-
ous aspects of personnel, materials, and information influenced by the emergency, rep-
resenting the degree of coverage and completeness of the strategies based on urban
resilience. The evaluation reflects the strategy’s resilience characteristics, including
diversity, robustness, inclusion, redundancy, and integration. The elements included in
the urban social and institutional subsystem selected above are employed to obtain the
index system applied for epidemic prevention and control strategy evaluation, as shown
in Table 2. The index system refers to China’s GB/T 40947–2021.

Table 2. Urban public health system resilience of social subsystem index.

Subsystem ID Inspection criterions Index

Social μ41 Human capital Number of medical personnel

μ42 Life style and community
competence

Diversity of residents

μ43 Social and economy The per capita budget

μ44 Community capital Self-organizing Capacity

μ45 Social and cultural capital Group expectation

μ46 Population and demographics The ratio of the elderly and
children

μ47 Environmental Green cover coverage

μ48 Risk knowledge Successful experience

Institutional μ51 Governance Government capacity

μ52 Mitigation policies Reasonableness of strategies

μ53 Organized governmental
services

Ability to secure the necessities

μ54 Management Community and other lower
management level

μ55 Warning and evacuation Warning and placement

μ56 Emergency response Timely response

On the other hand, the PDCA cycle is a dynamic process to assess the epidemic
prevention and control strategy’s efficiency, adaptation, innovation, and timeliness char-
acteristics. PDCA-cycle contains seven essential elements, including the organization’s
environment, leadership and employee engagement, planning, support, operation, per-
formance evaluation, and improvement, as shown in Fig. 3. The operation pattern fol-
lows the plan-do-check-action cycle and continuous improvement management model
referred to as ISO4 45001 of China.

The development of public health emergencies relies heavily on the timeliness and
effectiveness of strategies. Each stage of the PDCA cycle contains the elements that
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Do

Check

Action

Plan

Lead

Environment

Interruptions Expectations

Fig. 3. PDCA-cycle.

contribute to this closed-loop success, characterized by indexes to assess whether pub-
lic health emergency strategies have been adjusted timely and are beneficial for urban
resilience construction in the future, as shown in Table 3.

Table 3. Urban public health system resilience of PDCA-cycle assessment index.

First level index Second level index Third level index

Strategies efficiency, adaptation,
innovation, and timeliness

Plan Consideration of various sections of
society

Information completeness

Risk assessment

Multi-objective

Do Comprehensive budget

Information platform and
communication

Human and material resource
guarantee

Cultural and psychological needs

Development Strategy

Check Goal achievement

Economic expenditure

Sustainability

New risks

Action Feedback on evaluation results

Improvement measures

Post-improvement evaluation
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The scores obtained above are normalized and integrated reasonably for the cor-
responding emergency to obtain a comprehensive quantitative value of the strategy
evaluation.

The key steps include a. determining whether epidemic prevention and control strat-
egy is evaluable, b. strategies factual assessment by adapting appropriate assessment
methods corresponding to various characteristics of different emergencies, c. construct-
ing public health system resilience index through urban social subsystem and institu-
tional subsystem, d. PDCA-cycle assessment for dynamic processes such as strategy
adaptability and continuous improvement. The framework of epidemic prevention and
control strategies evaluation is shown in Fig. 4.

a. Identifying whether strategy is evaluable 

Social 
subsystem

Institutional 
subsystem

Basic data and 
appropriate 

model

Long-term value evaluation 

d. PDCA 
dynamic 
model

Strategy 
Adjustment

b. Policy 
evaluation 

method

Strategy evaluation for urban resilience

Accumulate to obtain a quantitative value

Short-term factual assessment

Urban social resilience index

c. Urban social resilience framework

Fig. 4. Strategies evaluation framework.

4 Case Analysis and Discussion

In this paper, the strategies are chosen to be evaluated by the method proposed above,
for which outbreaks in Shenzhen and Shanghai caused by the Omicron strain. The
Shenzhen outbreak began in February 2022 and ended in April. Moreover, the Shanghai
outbreak began in late March 2022 and lasted through June. The public in Shenzhen
rapidly resumed everyday life. At the same time, Shanghai suffered a significant effect
under different strategies taken by local governments, whichmake sense to evaluate their
epidemic prevention and control strategies.

4.1 Identifying Evaluable Strategies

Whether the prevention and control strategies for outbreaks are evaluable is deter-
mined through the inspection criteria which are identified above. Results show they
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are evaluable because the score obtained is eight points out of five points, as shown in
Table 4.

Table 4. Identify whether outbreak prevention strategies are evaluable.

No Inspection criterions Yes No

1 Direction of causality is apparent
√

2 Direct effects are more significant than “spillover” effects
√

3 Short-run benefits
√

4 Have generalizability
√

5 Evaluation in late stage
√

6 The costs and stake of strategies are major
√

7 Effectiveness can be manipulated or controlled
√

8 Treatment can be clearly specified
√

9 Parties are supportive
√

10 Possible funding sources
√

4.2 Identifying Evaluable Strategies

The short-term factual assessment of outbreak prevention and control strategies indicates
their effectiveness. Therefore, key parameters such as infection and fatality rates obtained
from the coronavirus case trajectories fitting are essential to assess the strategies. The
SEIR model is selected for curve fitting in this paper, proposed as Eq. (1).

dS(t)

dt
= −βS(t)

I(t)

N

dE(t)

dt
= βS(t)

I(t)

N
− γ1E(t)

dI(t)

dt
= γ1E(t) − γ2I(t)

dR(t)

dt
= γ2I(t)

N = S(t) + I(t) + R(t) + E(t) (1)

S(t) is the number of susceptible cases;
I(t) is the number of infected cases;
R(t) is the number of recovered cases;
E(t) is the number of exposed cases;



12 C. Wang et al.

β is the infection rate;
1/γ1 is incubation period;
1/γ2 is infection period.
The β in SEIR model is improved to be a dynamic value which is correlated with

the strategies and varies over time. It is imposed as Eq. (2).

β(t) =
{

β, t < τ

β0 + (β − β0)e−k(t−τ), t ≥ τ
(2)

β0 is the initial value of infection rate;
k is the attenuation coefficient used to measure strategy intensity;
τ is the end time of free diffusion.

It is assumed that the first data collected corresponds to the time when the strategy
is released. The preceding time is the epidemic’s exponential transmission phase, and
the following one is the strategy intervention phase. It is assumed to be a segmented
function related to the strategy effectiveness for epidemic prevention. The image is
shown in Fig. 5.

Fig. 5. Dynamic value of infection rate.

The time intervals used for fitting follow the periods of rapid growth and decline of
the epidemic in Shanghai and Shenzhen, from March 31 to May 24 and February 20 to
April 30, respectively. The S(0) is the resident population in the two urbans. The I(0) is
the sum of exposed cases within seven days from the fitting day. The 1/γ 1 and 1/γ 2 are
five days and 14 days, respectively. The coronavirus case trajectories fitting is fitted by
the static value β0 and improved β(t), respectively, and the effectiveness of the strategy
k is obtained, and results are shown in Fig. 6.
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Fig. 6. Fitting results in Shanghai and Shenzhen.

The β01 is 0.018 when no strategy applied to the outbreak in Shanghai, while the β1
is 0.18 and k1 is 0.135 when strategies apply. The β02 is nearly zero when no strategy
applied to the outbreak in Shenzhen, while the β2 is 0.11 and k2 is 0.085 when strategies
apply (Table 5).

Table 5. Fitting results in Shanghai and Shenzhen.

City Shanghai Shenzhen

Time (Date) 31-Mar to 24-May 20-Feb to 30-Apr

S(0) (Person) 25000000 17000000

I(0) (Person) 2500 200

R(0) (Person) 1677 162

E(0) (Person) 5039 650

1/γ1 (Day) 5 5

1/γ2 (Day) 14 14

β0 0.018 5.00E-05

k 0.135 0.085

τ 3 3

β 0.18 0.11

The strategy effectiveness in Shanghai Sf 1 = β1−β01
β1

= 0.9. The strategy

effectiveness in Shenzhen Sf 1 = β1−β01
β1

= 1.

4.3 Resilience Capacity Index System of Urban Social System Under Epidemic

For the long-term value evaluation, it is essential to assess the comprehensiveness of
the strategy, including the diversity, robustness, inclusion, redundancy, and integration
of the urban resilience capacity index system constructed above. This paper collates the
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strategies of Shanghai and Shenzhen separately during the outbreak. They are divided
into dredging and blocking strategies, denoted as D and B categories in Table 6 and
Table 7. Dredging strategies include zone division and lockdown of high-risk regions
to improve resilience to epidemic prevention. Blocking strategies include rapid nucleic
acid testing and contact isolation to mitigate the outbreak and rapid recovery. There
are too many confirmed cases densely concentrated in communities, and the grooming
strategies cannot work in the early stage reflected by strategy categories.

Table 6. Epidemic prevention strategies in Shanghai.

Date Strategies Categories

1-Mar Imported cases region as medium-risk region D

11-Mar Traceability results B

12-Mar Close primary and middle school B

13-Mar Universities closed-off management B

16-Mar Grading nucleic acid testing B

26-Mar COVID-19 antigen self-test citywide B

28-Mar Close-off management in Pudong D

1-Apr Close-off management in Puxi D

4-Apr Nucleic acid testing citywide B

11-Apr Lockdown, control and precaution Zone management D

16-Apr Strategy for work resumption /

22-Apr Zero community transmission policy B

30-Apr Strategy for work resumption /

3-May Regular nucleic acid detection point construction B

6-May Dynamic zero-COVID policy B

7-May NEMT postponement B

9-May Aid whole process management B

11-May Notarization service help /

15-May Crackdown on illegal group purchases /

16-May Optimize government processing /

18-May Traffic support B

21-May Resume public traffic /

22-May Restore catering trade/ Epidemic prevention in building industry B

24-May Help employment difficulty/ Restore farm fairs /
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Table 7. Epidemic prevention strategies in Shenzhen.

Date Strategies Categories

9-Feb Frontline workers providing needed services /

10-Feb Guidelines for handling imported items D

21-Feb Online teaching for primary and middle school B

24-Feb Use of an integrated code citywide B

28-Feb Organizations are investigated for violating anti-epidemic rules/
Ensure consumers sufficient food supplies

B

1-Mar More lockdown areas designated/ Consultations offered to pregnant
women and offline medical care/ Doctor offers advice on lockdown
anxiety

D

2-Mar Multiple measures to ensure border security/ More lockdown areas/
Free nucleic acid tests offered to yellow health code holders

B

3-Mar City ensures essential services for quarantined residents/ Rapid
COVID test results for cross-border truckers

B

4-Mar Tech innovations bolster city’s against COVID B

7-Mar Entry requires 48th negative COVID test results D

9-Mar Criteria for lifting lockdown/ HK launches platform for submitting
rapid test results

D

10-Mar Guarantee salaries of quarantined employees /

13-Mar Suspend bus, metro services/ Contact three rounds of mass COVID
tests

B

15-Mar Medical services uninterrupted B

17-Mar Majority of government services accessible online/ Closed-loop
management implemented for cross border trucks

D

18-Mar Five district-level areas back to normal life/ Free cultural events
offered to citizens

B

21-Mar City reopens business, public transport/ Ensure business operations,
aid companies

B

22-Mar Back to normal pace in orderly manner /

23-Mar Measures to help COVID-affected business/ Metro service returns to
normal capacity

D

28-Mar Measures to help industry and services /

29-Mar Citizens returning to Shenzhen required to take COVID tests/ Relief
measures help boost wholesale, retail enterprises/ Realign lockdown,
control and prevention areas

D

31-Mar Railway arrivals required to take on-site tests D

(continued)
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Table 7. (continued)

Date Strategies Categories

1-Apr Inbound travelers required to declare travel records D

6-Apr Negative 72-h COVID test results required for access to public places/
Schools prepare for opening amid strict COVID-19 rules

B

7-Apr 72th COVID test result needed for leaving Shenzhen/ System in use to
facilitate epidemiological investigation

B

11-Apr Senior high school students return to campus /

19-Apr COVID hospital ensures zero medical staff infection B

22-Apr Lowers COVID-19 nucleic acid test cost B

27-Apr Against unnecessary holiday travel B

29-Apr Advise citizens to stay put during May Day holiday/ Park visits
require negative 72th test results

B

6-May Smart devices and techs help COVID fight B

The strategies in Shanghai and Shenzhen are rated zero-one, and the aggregate point
is 15, with yes being one point and no being zero. The strategy evaluation results of
the Shenzhen and Shanghai epidemic obtained by the urban social resilience index are
shown in Table 8. The total scores Sv1 for Shanghai and Shenzhen are seven points and
15 points, respectively.

Table 8. Urban social resilience in Shanghai and Shenzhen.

ID Index Shanghai Shenzhen

μ41 Much number of medical personnel 1 1

μ42 Diversity of residents 1 1

μ43 High the per capita budget 1 1

μ44 Strong self-organizing Capacity 0 1

μ45 Group expectation congruency 0 1

μ46 Low ratio of the elderly and children 1 1

μ47 High green cover coverage 1 1

μ48 Successful experience 1 1

μ51 Government capacity 0 1

μ52 Reasonableness of strategies 0 1

μ53 Ability to secure the necessities 0 1

μ54 Community and other lower management level 0 1

(continued)
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Table 8. (continued)

ID Index Shanghai Shenzhen

μ55 Warning and placement 0 1

μ56 Timely response 0 1

μ57 Reasonable recovery 1 1

Total Sv1 7 15

It is also essential to assess the strategies’ efficiency, adaptation, innovation, and
timeliness characteristics. The PDCA-cycle process is selected to evaluate the strategies
in Shanghai and Shenzhen.

The interim strategies of Shanghai and Shenzhen for outbreak prevention and control
are shown in Figs. 7 and 8. Moreover, three days after a strategy release is treated as the
timewhen it beginsworking. The figures reflect the strategy’s effectiveness in controlling
new confirmed cases and the timeliness of its adjustment.

Fig. 7. Interim strategies of Shanghai.
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Fig. 8. Interim strategies of Shenzhen.

Moreover, the strategies are evaluated based on the PDCA cycle, which is rated
zero-one, and the aggregate point is 16, with yes being one point and no being zero. The
total scores for Shanghai and Shenzhen are 8 points and 14 points, respectively. Results
are shown in Table 9.

Table 9. PDCA-cycle assessment of Shanghai and Shenzhen.

First level index Second level index Third level index Shanghai Shenzhen

Strategies efficiency,
adaptation, innovation,
and timeliness

Plan Various sections of
society

0 0

Information
completeness

0 1

Risk assessment 1 1

Multi-objective 1 1

Do Comprehensive
budget

1 1

Information platform
and communication

1 1

(continued)
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Table 9. (continued)

First level index Second level index Third level index Shanghai Shenzhen

Human and material
resource guarantee

0 1

Cultural and
psychological needs

1 1

Development Strategy 1 1

Check Goal achievement 0 1

Economic
expenditure

1 1

Sustainability 1 1

New risks 0 1

Action Feedback on
evaluation results

0 1

Improvement
measures

0 1

Post-improvement
evaluation

0 0

Total Sv2 8 14

4.4 Accumulation

Resilience value is treated as an interval that contains top and bottom values. Further-
more, the bottom value is determined by accurate assessment results, and the top value
is associated with the results obtained by the value evaluation. The scores obtained are
normalized and accumulated, and the formula is shown in Eq. (3). Short-term evaluation
scores are weighted as one as well as long-term evaluation results, whose both sub-index
results take a weight of 0.5, for a total score of 2 points.

Sf ≤ T ≤ Sf +
∑2

i=1 ωiSvi∑2
i=1 ωi

(3)

Strategy assessment results show that Shanghai’s internal is more significant than
0.90 points less than 1.38 points, and Shenzhen is more significant than 1.00 points less
than 1.94 points. The results show that the strategies of Shenzhen scored higher in the
three aspects, including short-term prevention and control effectiveness for the outbreak,
designing urban social resilience, and adjustability in response to the active outbreak.
In contrast, Shanghai scored lower in all of them. Shanghai will have a high score if
assessed through the previous indicator system method, mainly based on the assessment
of social resources, including public health infrastructure and economic development
status. However, such a result is inconsistent with the practical outbreak prevention and
control situation. Moreover, the confirmed cases in Shanghai decreased unreasonably,
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which requires more aspects of data to evaluate the strategies. Therefore, it is evident that
the comprehensive evaluation method proposed in this paper is more reasonable than
before. COVID-19 is extraordinarily contagious and has complex harm to urban society
while strongly influencing urban governance strategies and mass decision-making. Fur-
thermore, much case-based data is desired to reasonably grade the strategy assessment
results.

4.5 Discussion

A promotion strategy is presented based on the evaluation results. Strategies should
have short-term effectiveness for the emergency needed to respond at first, and further
could be updated in time to adapt to the dynamic situation. The evaluation framework
proposed in the paper differs from previous method to present a more refined way. It
focuses not only on the short-term effects of the epidemicmeasures, but also consider the
long-term effects on urban resilience. And the timeliness such as dynamic adjustment of
the strategies is considered. It should also be improved in covering various sections of
the society, such as disadvantaged groups in society, and targeted measures for teachers
and students in higher education institutions. The strategies should not for coping with
the current situation and cause a lot of economic waste, which does not promote the
urban resilience improvement and undermine future urban advancement.

5 Conclusion

Urban public health system resilience is not a fixed value but is in a range of intervals.
Therefore, epidemic prevention and control strategy evaluation should be based on the
substantial effects and the value of promoting urban public health system resilience for
future emergencies. A more likely result can be obtained by accumulating the results in
the two aspects.

Anewevaluation framework is proposed for epidemicprevention and control strategy
evaluation. The framework includes an assessment for evaluability of strategy, a short-
term factual assessment, a long-term value evaluation based on indicators of urban
subsystem resilience, and the PDCA-cycle model index. The three aspects reflect the
goal achievement, diversity, robustness, inclusion, redundancy, integration, efficiency,
adaptation, innovation, and timeliness of strategies. Furthermore, it is accumulated into
a quantitative result.

Strategy evaluation in the post-COVID is a priority issue. An integrated approach is
applied to access the strategies for post-COVID prevention in Shanghai and Shenzhen,
China. Results indicate that score of epidemic prevention strategies in Shenzhen is high,
instead of the previous results of Shanghai scoring higher. It is more consistent with
the facts and validates that the assessment method proposed in this paper is reasonable.
The results suggest that the prevention and control strategy of public health emergen-
cies such as COVID-19 should not just be a reactive response but should be an active
strategic adjustment and consider the needs of all various sections of society to respond
successfully and be beneficial for the future urban resilience.
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The framework should be upgraded in the quantification approach to obtain more
reasonable quantitative results in the future. Additional case studies are required to obtain
grading criteria for strategy evaluation scores.
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Abstract. University is one of the most likely environments for the cluster infec-
tion due to the long-time close contact in house and frequent communication.
It is critical to understand the transmission risk of COVID-19 under various sce-
nario, especially during public health emergency. Taking the Tsinghua university’s
anniversary as a representative case, a set of prevention and control strategies are
established and investigated. In the case study, an alumni group coming from out
of campus is investigated whose activities and routes are designed based on the
previous anniversary schedule. The social closeness indicator is introduced into
the Wells-Riley model to consider the factor of contact frequency. Based on the
anniversary scenario, this study predicts the number of the infected people in each
exposure indoor location (including classroom, dining hall, meeting room and
so on) and evaluates the effects of different intervention measures on reducing
infection risk using the modified Wells-Riley model, such as ventilation, social
distancing and wearing mask. The results demonstrate that when applying the
intervention measure individually, increasing ventilation rate is found to be the
most effective, whereas the efficiency of increased ventilation on reducing infec-
tion cases decreases with the increase of the ventilation rate. To better prevent
COVID-19 transmission, the combined intervention measures are necessary to
be taken, which show the similar effectiveness on the reduction of infected cases
under different initial infector proportion. The results provide the insights into the
infection risk on university campus when dealing with public health emergency
and can guide university to formulate effective operational strategies to control
the spread of COVID-19.

Keywords: COVID-19 · Infection risk · Intervention strategies ·Wells-Riley
model · Campus

1 Introduction

The coronavirus disease 2019 (COVID-19) spreads throughout the world, which has
become a public health emergency of global concern [1, 2]. Indoor environment is
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critical for the occupants’ safety in epidemic [3], especially when crowd conditions
occur [4]. Due to the close contact and long-time presence of the same people in closed
indoor environment, university campus is considered as a high-risk environment for the
spread of infectious disease [5–8]. A university campus includes different functional
indoor environments, where occupant density, ventilation rate and activity level are
inconsistent, resulting in difference in virus transmission [9, 10]. Thus, the infection risk
at various confined spaces on university campus should be evaluated separately.

Three transmission routes of COVID-19 are primarily discovered: contact, droplet,
and airborne transmission. The droplet transmission and contact transmission have been
identified as the major transmission routes [11]. Virus-containing droplets are released
when an infector breaths, talks, sneezes, or coughs [12]. Some studies believed that
the large respiratory droplets are deposited on the floor within 2m [13]. Whereas small
infectious droplets/particles in the form of nucleus are dispensed and suspended over
a long distance [14, 15]. Contact transmission is resulted from contacting a surface
contaminated by the virus; droplet transmission is due to the inhalation of the respiratory
droplets generated by infected person; airborne transmission is accomplished though
inhaling the droplet nuclei [16, 17].

TheWells-Riley model and dose-response model are two kinds of models for quanti-
tative evaluation of the infection risk. The dose-responsemodel is related to the exposure
amount to the virus [18], which is costly to obtain through experimental measurements
or simulation results. The Wells–Riley model has been extensively used to perform risk
assessment even when the infectious dose data of the pathogen are unavailable [19–21].
Since the infection dose cannot be obtained accurately, the Wells-Riley model is used
in our study for quick risk evaluation. In the Wells-Riley model, the quantum is used
as the minimum dose of airborne virus to cause the infection [22, 23]. According to
the previous studies, the infection risk in various confined spaces has been investigated
using the Wells-Riley model, such as buses, hospitals, schools, and aircraft cabins [24–
26]. Dai et al. [27] estimated the infection risks for different closed spaces with various
ventilation rates and evaluated the ventilation rate required to achieve a low infection
risk of 1%. To further study the effect of social distancing, Sun et al. [28] introduced the
social distance probability into theWRmodel and assessed the infection risk in confined
indoor environment with various occupancy densities.

Some studies have been carried out on the evaluation of the infection risk on campus
[10, 29, 30]. Xu et al. [29] estimated the infection risk of COVID-19 in U.S. schools
and evaluated the effect of intervention measures on reducing the infection risk, includ-
ing enhanced ventilation, air filtration, and hybrid learning. Shen et al. [30] proposed a
approach to evaluate the effectiveness of indoor air quality measures for reducing the
infection risk in various spaces. Various studies investigated the impacts of the inter-
vention measures, which suggested that improved ventilation, air filtration and social
distancing played essential roles in the reduction of infection risk [27, 31, 32]. Although
some researchers have studied the infection risk of COVID-19 on campus, they focused
mainly on the infection risk of individuals in different confined indoor environments
base on daily activities. The spread of COVID-19 on campus during the large event
with a large number of people coming from outside such as school anniversary remains
elusive, when overcrowding and poorly-ventilation are more likely to occur.



The Effects of Intervention Strategies 25

In this study, different prevention and control measures are formulated to deal with
public health emergency during a large event. Specially, the spread of COVID-19 during
the university’s anniversary is studied, taking Tsinghua University as an example. The
activities and routes for an alumni group of 50 people coming from outside are designed.
Based on the schedule of the alumni group, the number of infected people generated
in different exposure locations is calculated utilizing the modified Wells-Riley model.
The efficacy of different intervention measures on reducing the infected people number
is investigated, including ventilation, social distancing and masks wearing. The results
provide the insights for formulating effective intervention measures and individuals’
self-protection.

2 Methodology

2.1 Model of Infection Risk

In this section, theWells-Rileymodel is used to evaluate the infection risk of COVID-19.
The WR model is shown as below:

P = 1− exp

(
− Iqpt

Q

)
=1− exp

(
qptB

Q/N

)
(1)

where P is the infection probability; I is the number of infectors; p is the pulmonary
ventilation rate of susceptible individuals; q is the quanta generation rate (h−1), which
is estimated to be ranged from 14 to 48 h−1 by Dai [27] using a back-calculation form.
Therefore, q is defined as the average value of 31 h−1 in this study [33], meaning a
medium likelihood of being infected; t is the exposure time (h); Q is the ventilation rate
(m3/h); B is the proportion of infectors in the crowd, B=I/N whereN is the total number
of occupants. Q/N is the fresh air volume per person (m3/h·per).

To investigate the impact of social distance on airborne disease infection risk, Sun
et al. [28] developed a critical index-social distance probability into the WR model and
has been widely used. The social distance index Pd represents the relationship between
the statistical probability of virus-containing droplets and their transmission distances.

Pd = (−18.19 ln(d) + 43.276)/100 (2)

where d is the social distance (m). Considering the filtration effect of the mask, mask
index EM is developed, which represents the mask effects on reducing the infection risk
of susceptible individuals. Wearing a mask can not only reduce the amount of virus
generated by infectors but also diminish the amount of virus inhaled by susceptible
person. The EM can be represented as:

EM = (1− fIηI )(1− fSηS) (3)

where ηI is the filtration efficiency for exhalation; ηS is the filtration efficiency for
respiration. fI and fS are the proportion of infectors and susceptible individuals wearing
masks, whose values are assumed to be same in this study. According to previous studies,
the filtration efficiency of masks is proposed to be 50% [34], both filtration efficiencies
of the masks are assumed to be 50% in this study.
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Previous studies have proposed that simple epidemic-like models cannot generate
the structure of real-world diffusion trees. Zhou et al. suggested that the real-world social
networks lead to the discrepancy in the real spread andmodel spread [33]. The real-world
social network has effect on the transmission of COVID-19. In our study, the studied
alumni group has the same schedule during the simulation, who contact with each other
for a long time and the infection risk among them is high. Thus, the effect of social contact
closeness is also considered by the indicator ψ . If the susceptible individual is one in
the alumni group, the value of ψ is assumed to be 2, otherwise ψ = 1. Integrating the
social distance index Pd , mask index EM and social closeness indicator ψ into Eq. (1),
the modified WR model is derived as:

Pm= 1− exp

(
−PdEMψ

qptφ

Q/N

)
(4)

2.2 Case Design

When facing public health crisis, it is a significant challenge for universities to carry out
systematic prevention and control strategies to ensure the safety of people on campus.
This study establishes a set of prevention and control strategies to deal with public
health emergency during a large event under the influence of epidemic. First, the campus
is divided into several areas generally, including teaching area, office area, dormitory
area, and sports area. Second, according to the characteristics of various people on
campus, people on campus are classified into several roles. Then the region-specific and
role-specific management can be carried out to inhibit the cross-infection.

Taking the event of celebrating university’s anniversary (Tsinghua university is cho-
sen) as a representative case, the detailed prevention and control measures are demon-
strated and investigated. During the anniversary, the crowd can be classified to several
roles, including students, teachers, staff, and alumni. Since alumni is the most repre-
sentative group in the anniversary, an alumni group with 50 people is selected as a key
research object, who plays as a team. According to the anniversary schedule lasting
three days on the last weekend of April (4/22–4/24, 2022), the routes and activities for
the alumni group is designed, as shown in Fig. 1. The alumni group will visit several
typical locations, including dining hall, classroom, museum, auditorium and so on. This
study aims at evaluating the risk of epidemic brought by the alumni group during the
anniversary by assessing the infection risk of each location where alumni have gone to.
To achieve this target, the scene at each location should be specified, which includes the
information on the exposure time, human behavior, total number of occupants and the
number of people with different roles. The scenes for the alumni group are presented in
Table 1. It should be noted that the infection risk in the hotel is neglected in this study.

The input parameters used in the baseline case are listed in Table 2. Since the pul-
monary ventilation rate is closely related to human behavior, we consider the occupants’
actives in the scene are sitting, whispering, eating, respectively. Duan [33] reported that
p= 0.3m3/h when people are sitting, whispering, or participating in light activities. The
value of pulmonary ventilation rate is then assigned as 0.3 or 0.78 based on the preset
activity type [36]. The fresh air volume per person is determined according to the JGJ/1
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Fig. 1. Illustration of the route for the alumni group during the anniversary

309–2013 [37] standard, which provides the designed guideline of ventilation rates for
different types of buildings. It should be noted that the fresh air volume per person
presented in Table 2 is obtained according to the required minimum ventilation rate for
each functional type of rooms. The actual ventilation rate (including natural ventilation
and mechanical ventilation) may be much larger, which reduces the infection risk. For
example, Park suggested that the ventilation rates were measured at 22.43 ACH [37]
(equivalent to about 107–155 m3/h·per) with the window opening ratio of 100% for the
summer season. Moreover, the social distance is estimated according to the designed
regulation (GB 9673–1996 1996) assuming that the seats are 100% occupied.

Table 1. The scenes for the alumni group at each location during anniversary

Scene
number

Exposure time Locations Alumni
behavior

Total
number of
people

Number of people in different roles

Alumni Students Teachers Staff

S1 4/22
9:00–12:00

Auditorium Watch the
special
performance
for graduation
anniversary

800 700 - - 100

(continued)
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Table 1. (continued)

Scene
number

Exposure time Locations Alumni
behavior

Total
number of
people

Number of people in different roles

Alumni Students Teachers Staff

S2 4/22
12:00–13:30

Dining hall Eat lunch 200 50 - 50 50

S3 4/22
13:30–14:30

History museum Visit history
exhibition

60 50 - - 10

S4 4/22
14:30–16:30

New Tsinghua
School

Attend the
celebration for
university’s
anniversary

2000 600 600 600 200

S5 4/23
9:00–11:30

Multifunctional
room in
academic
Building

Attend
Tsinghua
information
frontier Forum

150 50 90 - 10

S6 4/23
11:30–13:00

Dining hall Eat lunch 150 50 - 50 50

S7 4/23
13:00–14:00

Library Visit 60 50 - - 10

S8 4/23
14:00–16:00

Lecture hall in
office Building

Attend alumni
Symposium
held by
Department

100 50 - 40 10

S9 4/24
9:30–11:30

West Classroom Listen to the
speech

150 50 60 30 10

S10 4/24
11:30–13:00

Dining hall Eat lunch 200 50 - 100 50

S11 4/24
13:00–14:30

Art Museum Visit Art
Exhibition

60 50 - - 10

S12 4/24
14:30–16:00

Auditorium “Humanities
Tsinghua”
special lecture

800 200 300 200 100

The impacts of different intervention measures are investigated through modifying
the input parameters. The intervention measures include increasing the ventilation rate
(measure A1–A4), increasing social distance (measure B1–B4), wearing mask (mea-
sure C1–C4) and the combination of these three measures. The input parameters are as
presented in Table 2, where the symbol ‘-’ represents that the parameter values of the
case are the same as those of the baseline case. Since it is impossible for individuals to
wear masks during eating at the dining hall, the assumption that people are not wearing
masks at the dining hall is made. Thus, when applying measure of wearing masks, the
locations are divided into the dining hall and other locations, as shown in Table 2.
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Table 2. Input parameters for baseline case and other cases which apply different intervention
measures

Cases Locations fresh air volume
per person,
Q/N(m3/h·per)

Social distance,
d(m)

Proportion of
masks wearing

Baseline Case Auditorium 12 0.78 0%

Dining hall 25 0.9 0%

History museum 16 0.76 0%

New Tsinghua
School

12 0.78 0%

Multifunctional
room in academic
building

12 1 0%

Library 17 0.76 0%

Meeting room
in office Building

12 1 0%

West Classroom 24 1 0%

Art Museum 16 0.76 0%

Measure A1 All locations 25 - -

Measure A2 All locations 35 - -

Measure A3 All locations 45 - -

Measure A4 All locations 55 - -

Measure B1 All locations - 1 -

Measure B2 All locations - 1.5 -

Measure B3 All locations - 2 -

Measure B4 All locations - 2.5 -

Measure C1 Dining hall - - 0%

Other locations - - 40%

Measure C2 Dining hall - - 0%

Other locations - - 60%

Measure C3 Dining hall - - 0%

Other locations - - 80%

Measure C4 Dining hall - - 0%

Other locations - - 100%

Measure
A1 + B1 + C1

Dining hall 25 1 0%

(continued)
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Table 2. (continued)

Cases Locations fresh air volume
per person,
Q/N(m3/h·per)

Social distance,
d(m)

Proportion of
masks wearing

Other locations 25 1 40%

Measure
A2 + B1 + C1

Dining hall 35 1 0%

Other locations 35 1 40%

Measure
A1 + B3 + C1

Dining hall 25 2 0%

Other locations 25 2 40%

Measure
A1 + B1 + C4

Dining hall 25 1 0%

Other locations 25 1 100%

3 Results

3.1 The Transmission of COVID-19 Caused by the Alumni Group for the Baseline
Case

For the baseline case, two initial infectors in alumni are assumed. As the number of the
alumni group studied in this paper is 50, the initial infection portion is obtained as 4%.
The modifiedWRmodel in Sect. 2.1 is applied to predict the transmission of COVID-19
for the baseline case. Figure 2 shows the total number of infected people generated in each
scene and the number of infected students, teachers, staff, other alumni, respectively. As
the alumni group of 50 people (research object in this study) act together, the number of
infected people included in the alumni group at previous scene is treated as the number
of initial infectors for the next scene, whereas the actions of other people are random
whose route is not tracked. The type of infected people is determined according to the
proportion of different roles included in each scene. In Fig. 2, it indicates that the infected
people generated on April 22–24 are 8, 18 and 41, respectively. There is a rapid spread
of virus on April 24 due to more initial infected alumni. The total number of infected
people after three-day’s activities is 68, including 27 people in the alumni group, 10
students, 15 teachers, 9 staff and 6 other alumni. Except the alumni group, the role with
the largest number of infectors is teacher. This is because alumni are only allowed to eat
in the teachers’ dining hall according to the role-specific management. Besides, since
the results are obtained based on the required minimum ventilation rate, the total number
of infected people may be bigger than that for the actual situation. To further investigate
the effect of ventilation, social distancing and wearing mask on reducing the infection
risk, this case is regarded as the baseline case.

3.2 The Effect of Ventilation, Social Distancing andWearing Mask on COVID-19
Transmission

As anticipated, the ventilation, social distancing and wearing mask are important mea-
sures in controlling the transmission of COVID-19. In this study, the effects of different
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Fig. 2. The predicted results of baseline case: the number and type of infected people generated
in each scene during the anniversary

intervention measures are investigated. The considered measures are summarized in
Table 2.

Figure 3(a) shows that accumulative number of the infected people after increas-
ing the ventilation rates in all scenes to 25 m3/h·per, 35 m3/h·per, 45 m3/h·per and
55 m3/h·per. As shown in Fig. 3(a), the number of infected people present an exponen-
tial increase in different scenes approximately. After the increase at ventilation rate, the
number of infected people varies linearly, which results in a rapid decrease in the total
number of infected people. When increasing ventilation rate to 35 m3/h·per, the total
number of infected people is reduced to 16, representing a reduction of 76%. Increasing
ventilation rate further to 45m3/h·per and 55 m3/h·per, the total number of infected peo-
ple reduces to less than 10, indicating that enhanced ventilation is the effective measure
to retard the spread of COVID-19. Moreover, with the increase of the ventilation rate,
the efficiency of enhancing ventilation decreases: the total number of infected people is
reduced by 38%when increasing the ventilation rate from 25 to 35 m3/h·per, which only
be reduced by 1.5% when increasing the ventilation rate from 45 to 55 m3/h·per. There-
fore, to further reduce the total number of infected people, only increasing the ventilation
rate is not the most efficient measure when energy consumption is considered.

Social distancing can effectively reduce the infection risk of susceptible individuals.
Figure 3(b) shows the variation in the accumulative number of infected people under
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Fig. 3. The accumulative number of the infected people undern the implementation of three
intervention measures: (a) increasing ventilation rate; (b) social distancing; (c) wearing mask

different conditions of increasing social distance to 1 m, 1.5 m, 2 m, and 2.5 m, respec-
tively. It should be noted that although increasing social distance to 2 m or 2.5 m is not
practical for the most cases, their effects on reducing the number of infected people are
also studied. When increasing social distance to 1 m, the variation of infected people
shows the similar trend with the baseline case, in which the number of the infected
people only reduced by 7.5% compared with that for the baseline case. While when the
distance is increased to more than 1.5 m, there is a significant reduction in the number
of infectors. The number of infectors reduces to 46, 30 and 25 under social distances of
1.5 m, 2 m, and 2.5 m, respectively, representing a reduction of 32%, 55%, 63%. Since
the social distance is restricted by the size of confined space, the decrease of infection risk
is limited. Thus, only increasing social distance is not enough to achieve low infection
risk (infected people less than 10).

The effect of wearingmask to control infection during the anniversary is investigated
and the results are presented inFig. 3(c). It can be observed thatwhen40%, 60%, 80%and
100%of individuals wearmasks, the total number of infected people is reduced to 45, 35,
23 and 15, representing a reduction of 33%, 48%and 65%and 78% respectively.With the
increase in the proportion of people wearing masks, the total number of infected people
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decreases proportionally approximately. Even when all people (100%) wear masks, the
total number of infected people could not be reduced to the small, targeted number of
10. It is attributed to the assumption that no people wear masks at the dining hall (as
mentioned above in Sect. 2.2), resulting in the failure to inhibit the transmission of virus.
Thus, wearing mask measure should be combined with other measures to minimize the
infection risk for all indoor spaces.

3.3 The Impact of Combined Intervention Measures on the COVID-19
Transmission

Figure 4 illustrates the variation in the accumulative number of infected people under
combined intervention strategies. The results show that the combination of the strategies
has a good performance on the control of transmission ofCOVID-19. Firstly, themeasure
A1+ B1+ C1 is applied, and the total number of infected people decreases to 24. Then
we strengthen one kind of measures and keep other two kinds of measures unchanged to
achieve the small, targeted number of infected people. After prediction by the modified
WR model, it is found that implementing the combined measures of A2 + B1 + C1,
A1 + B3 + C1 and A1 + B1 + C4 can reduce the total number of infected people
to less than 10. The effects of these three combined measures reducing the infected
cases are the same. It can be observed that when apply the measure A1 + B1 + C4,
the majority infections happen at the dining hall (the scene of S5 and S9), suggesting
that wearing mask can substantially diminish the infection at most locations except the
dining hall. Compared with Fig. 3, it can be proposed that combined measures can lead
to the adoption of lighter intervention measures, consequently improving the feasibility
and people’s comfort. The results are obtained by assuming that there are two initial
infectors in alumni group. If more initial infectors exist in the alumni group, more
restrictive strategies should be carried out to maintain the infection risk at a low level.
According to the analysis, the university may select different strategies to control the
spread ofCOVID-19while considering other factors at the same time, such asmanpower,
energy efficiency, the difficulty of the implementation.

To achieve a targeted small number of infected people (lower than 10 in this study),
the combined relationship of ventilation, social distancing and wearing mask is further
clarified. The requiredminimumventilation rate is estimated by different social distances
(varying from 0.5 m to 3 m) and different proportions of individuals wearing masks
(varying from 0% to 100%), as shown in Fig. 5. Under different measures of wearing
masks, the required minimum ventilation rate shows similar trends with the increasing
social distance.With the increase of the social distance, the efficiency of social distancing
on reducing the required minimum ventilation rate decreases. For instance, among all
the cases, the total number of infected people decreases by 12.9%–13.2%with the social
distance increasing from 0.5 m to 0.75 m, which only decreases 5.4%–6.4% when the
distance increases from 2.75 m to 3 m. Thus, adequate social distance should be kept
based on the actual ventilation situation of confined space. Figure 5 shows that with the
increase in the proportion (from 0% to 100%) of masks wearing, the required minimum
ventilation decreases. When more than 40% of people wear masks, a rapid decrease in
the total number of infected people occurs, indicating the necessity to ensure at least
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Fig. 4. The accumulative number of infected people under combined intervention measures

40% of people wear masks. The results can provide guideline for policymakers to select
appropriate combination of these intervention measures according to actual situation.

Fig. 5. The minimum required ventilation rate under different social distances and different pro-
portions of people wearing masks to achieve the targeted small number of infected people (less
than 10)

4 Discussion

4.1 The Transmission Risk Brought by Staff During the Anniversary

Different from other roles, staff always work at a fixed place and contact with many
people, who may bring high infection risk once they are infected. Thus, the transmission
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of COVID-19 caused by infected staff is further investigated in this part. As dining hall
is the location where the virus is most likely to spread, the infection caused by staffs
of dining hall is selected and discussed as an example. Based on the results of baseline
case in 3.1, there are 3 staffs are infected among 50 staffs in the dining hall. The number
of people eating breakfast, lunch and dinner in the dining hall is supposed to be 200,
respectively. The exposure time is set as 2.5 h. ThemodifiedWRmodel is used to predict
the infection risk and the indicator of social contact closeness among staff is set as 2
similarly. Since people are unable to wear masks at the dining hall, only the measures
of ventilation and social distancing can be taken. After applying the measure A2–A4
(increase ventilation rate from 35 to 55 m3/h·per), the total number of infected people
decreases to 11, 8,7. And applying themeasure B2–B4 (increase social distance from 1.5
to 2.5m), the total number of infected people also decreases to 13, 11, 9, indicating that
both measures are essential in reducing the infection risk in the dining hall. Meanwhile,
since no people wear masks, more strict intervention measures should be carried out
to ensure low infection risk, including but not limited to enhancing ventilation, social
distancing, disinfection and staggering the dining hour.

4.2 The Comparison of Cases with Different Initial Infector Proportions

For the baseline case, the initial infector proportion is assumed to be 4%. To investi-
gate the effect of initial infector proportion, three other initial infector proportions are
designed. Figure 6 shows the accumulative number of infected people in each scene
with different initial infector proportions. The total number of infected people under
initial infector proportion of 2%, 4%, 6% and 8% is 47, 67, 94 and 125. It can be indi-
cated that the total number of infected people increases linearly approximately with the
increasing initial infector proportion. According to previous studies, when the dose of
virus inhaled by susceptible individuals is small, the infection risk calculated by theWR
model (Eq. (4)) is approximate to the linear form. Thus, the infection risk is proportional
to the infector proportion in this study due to the small dose of inhaled virus, which can
explain the trend shown in Fig. 6. The dotted line in the figure represents the number
of infected people after applying intervention measure A1+ B1+ C1. The number has
been reduced to 10, 23, 29 and 38 after applying the measure, representing a reduction
of 78%, 66%, 69% and 70%, which suggests that the combined intervention measures
show similar effectiveness on the reduction for infected cases under different initial
infector proportions. Based on analysis, it can be indicated that conclusions obtained
from the baseline case (4% initial infection proportion) are also applicable for the cases
with different initial infection proportions.

4.3 The Limitations of This Study

Some limitations are remained in this paper. First, taking the anniversary scenario as a
presentative case, the results in this study are obtained based on a fixed designed schedule
for alumni, which might be different from actual situation. The probability of continu-
ous contact between alumni and other people in different scenes is ignored, which may
result in the underestimation of the results. Second, although the indicator represent-
ing the social closeness among individuals is introduced in the Wells-Riley model, an
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Fig. 6. The accumulative number of infected people under different initial infector proportion

empirical value is assigned for simplification due to the lack of actual data. The effect of
social closeness will be investigated further in the future. Third, only the transmission of
COVID-19 caused by the alumni group is tracked continuously, the possible transmis-
sion results from other infected people are not further predicted and discussed. Last but
not the least, SARS-CoV-2 is known to transmit through contact, droplets, and aerosols.
The droplet and aerosol transmission are considered in our modifiedWells-Riley model,
whereas the contact transmission is not involved in this study.

5 Conclusions

The spread of COVID-19 has been estimated under the anniversary scenario of Tsinghua
University. Based on the designed alumni activities lasting for three days, the number of
infected people generated in each scene during the anniversary is calculated. Multiple
intervention strategies are modeled to assess their effectiveness in reducing the infection
risk, includingventilation, social distancing, andwearingmask.Different initial infection
proportions are also considered. The results are obtained as follows, which could provide
the guideline for university to adopt appropriate intervention strategies to mitigate the
spread of COVID-19 during a large event.

1.A social closeness indicator is introduced into theWells-Rileymodel to evaluate the
infection risk among alumni and other people. The number of infected people generated
for different scenes are predicted based on the initial infector proportion of 4% in the
alumni group using the modified WR model.

2. The respective effects of ventilation, social distancing andwearingmask on dimin-
ishing the spread of COVID-19 are evaluated. The results show that the efficiency of
enhanced ventilation decreases with the increasing ventilation rate. When implementing
the intervention measure individually, the required ventilation rate should reach more
than 45 m3/h to achieve the targeted small number of infected people (less than 10),
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which is hard and costly to achieve by most current ventilation system. Nevertheless,
the measures of only increasing social distance or wearing masks are not sufficiency to
achieve the targeted small number of infected people.

3. The results show that the combination of the intervention measures has a good
performance on the transmission of COVID-19. Meanwhile, the required minimum
ventilation rate is estimated to achieve the small infection number (less than 10). The
results propose that with the increase in social distance, its effect on the required mini-
mum ventilation rate reduces. Besides, the required minimum ventilation rate decreases
proportionally with increasing proportions of individuals wearing masks (20%–80%).

4. Since the conclusions obtained are based on the initial infector proportion of
4%, more cases with different initial proportions (i.e., 2%, 6%, 8%) are discussed. The
results suggests that the total number of infected people increases linearly approximately
with the increasing initial infector proportion. Moreover, the combined strategies show
similar effectiveness on the reduction of infected cases under different initial infector
proportions.
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Abstract. With the surge of deep uncertainties and multi-dimensional impacts
of crisis events, social resilience assessment needs to advance the analysis of
dynamic influencing process for urban system. To this end, this paper investigates
the resilience assessment method of social resilience by using the differences anal-
ysis between capacities and demands. A gap analysis-based assessment method
for social resilience is developed to quantify the resilience gap and levels, and a
systemic resilience analysis framework is proposed to support overall analysis of
urban systems. To verify the proposedmethod, we apply it to the novel coronavirus
2019 (COVID-19) epidemic in Shanghai during the period of February to May,
2022. Based on the data analysis of COVID-19-related cases, we compared the
capacities and demands in urban medical system of patients transferring, admis-
sion and healing procedure. The fluctuations of resilience levels are examined and
discussed. In addition, the resilience analysis of social systems and governance
capacity in COVID-19 crisis are further carried out, and three-layer measures and
procedure optimizations are introduced to build social resilience. The proposed
resilience assessment method and systemic resilience management measures have
potential implications and applications in the practical epidemic prevention and
control.

Keywords: Resilience · Capacities and demands · Social governance · Data
analysis · COVID-19 epidemic

1 Introduction

Resilience receives extensive attentions in recent years, which is applied in urban plan-
ning, social governance, economic development and anthropic status. According to risks
at different levels [1], the connotations of resilience range from national, urban, social,
community, infrastructure, organizational, psychological scales [2–5]. Among them,
social resilience is more concentrated with the resistance and recovery of human society
from crisis events to guarantee social security and stable development [6]. Especially,
under the continuous and repetitive disruptions, social resilience becomes particularly
important.
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Social resilience reflects the ability of urban system to adapt, response and recover
from disruptions with combined effects of social, economic, political, integrated, valued
and other urban elements [7]. The disturbances of disasters to social resilience have been
widely investigated in respects to threat type and system type, such as seismic resilience
[8], flood resilience [9], multi-hazards [10], or supply system [11], transportation system
[12], power system [13, 14] and economic system [15]. Among them, the social actions
and impacts are increasingly emphasized to advance social resilience. For example, to
enhance social-ecological resilience exposed to abrupt coastal disasters, Adger et al. [16]
summarized local- and regional-scale actions to mitigate risks of hazard, maintain sys-
tem functionality, and improve adaptive capacity, including measures of sustainable use,
diverse mechanisms, governance organizations and social capital. In addition, Imperiale
et al. [17] analyzed multi-dimensional social impacts affected by disasters and catego-
rized them into eight aspects (health, community, culture, livelihoods, infrastructure,
housing, environment and land). A paradigm of resilience building and disaster risk
reduction (DRR) was also proposed to overcome cultural and political barriers in social-
ecological governance. With the deepening and enrichment of research, social resilience
further incorporated the roles of power, politics and participation in the context of threats
and uncertainties [18]. Moreover, city’s values (like diversity and sustainability) are also
emphasized in the British standard [19] to guide resilience assessment and prioritization
process.

Social resilience may suffer multiple, continuous and cascading impacts provoked
by shocks, stress and resilience. The stakeholders comprise people, groups and orga-
nizations, while a variety of operating systems can affect resilience or be affected by
the disruptions. For example, in the context of epidemic, health and medical system
is the first and foremost disturbed in social system to cope with significantly increas-
ing patients. Haldane et al. [20] used a health systems resilience framework to analyze
domains of governance and financing, health workforce, community engagement and
other efforts to contain and mitigate epidemic spread. Four elements of comprehensive
responses, adaptation capacity, functions and resources preservation, and vulnerabil-
ity reduction were further proposed to enhance system resilience. Besides, the supply
chain [11, 21] and logistics [22] system in various scales of provincial, regional and
international chain has gained prominent attentions. The resilience strategies, such as
prepositioning extra-inventory and a backup supplier, were simulated and compared
the abilities to meet demands [23]. To explain the factors fostering social resilience,
Juan Sebastián et al. [24] conducted a survey in Spain, and the findings highlighted the
importance of political communication, that is the governance system.Moreover, Ba and
Zhang et al. [3, 10] integrated the cognitive domain (e.g., spirit and culture) which is a
vital part in disaster response and resilience building beyond the physical system aspects
of cities. In the face of diverse demands of social communities, McClelland et al. [25]
emphasized the top-down and bottom-up collaboration of stakeholders across informal
and formal approaches to promote whole-of-society resilience.

To quantitatively assess and describe social resilience, several kinds of assessment
methods were developed, mainly consisting of scorecard [26], models [4], indicator
system [7, 27] and procedure analysis [25]. The United Nations International Strategy
for Disaster Reduction (UNISDR) proposed a disaster resilience scorecard, which is
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comprised of ten essentials and 117 indicator criteria [26]. The calculation of resilience
triangle area [8, 28] was commonly used to measure both of functionality changes and
recovery rapidity. In addition, Kameshwar et al. [4] developed a probabilistic resilience
assessment model by incorporating decision-support framework and Bayesian networks
to quantify the joint probability of achieving robustness and rapidity. Meanwhile, a set
of indicators were also introduced to quantify the resilience of criminogenic ecosystems
[27], and the community resilience to multi-hazards [7], such as FEMA’s population-
and community-focused measures [29]. Furthermore, the International Standard Orga-
nization (ISO) conducted practice-based initiatives to construct technical specification
of “ISO/TS 22393 - Guidelines for planning Recovery and Renewal” [25]. It provides a
framework to assess the COVID-19 impacts on communities, and guide the development
of recovery plans and renewal strategies to build resilience. These resilience assess-
ment methods significantly promoted effective analysis of social resilience, whereas
the impacts of disruption on dynamic system process still lacks resilience analysis and
quantitative characterization.

In view of the deficiency of dynamic process resilience assessment for urban system,
this paper aims to propose a fast, quantitative and applicable method to analyze social
resilience gap and fluctuations of resilience levels. We propose a gap analysis-based
assessment method by incorporating the comparisons of capacities and demands, and
a systemic resilience analysis framework. The method is applied to the case study of
COVID-19 epidemic in Shanghai. The procedure of medical system and the systemic
resilience analysis is carried out to develop resilience management measures.

2 Gap Analysis-Based Assessment Method

In contrast to the performance-based resilience assessment methods like resilience tri-
angle [8], the gap between demands and capacities is analyzed and used to assess social
resilience. Figure 1 shows the conceptual model for resilience assessment. Inspired by
the British standard of city resilience guide [19], we revised the resilience assessment
method based on resilience gap analysis between system capacity and demands, as illus-
trated in Fig. 1(a). The social resilience stakeholder groups in urban system consist of the
sectors, agencies, organizations, systems and citizens. System capacities represent that
the current system already has measures in place to mitigate, adapt and response to the
effects of shocks and stresses. It mainly comprises the adaptive, integrated, valued and
durable measures, where partial sub-categories of each capacity are listed in Fig. 1(a).
System demands refer to the overall risk with dynamic changes of probability and impact
to the system provoked by shocks, stresses and challenges, including multiple effects of
external and internal, conflicts, emergencies, ongoing disturbances and etc. Based on the
comparison analysis of system capacities and demands, the resilience gap can be used
as an indicator to evaluate social resilience levels, so as to determine major strategies,
prioritized actions and implemented measures for resilience management and improve-
ment. Following the shocks, stresses or challenges, typical changing trends over time
in system capacities (green curve), system demands (blue curve) and their differences
to represent resilience gap (gray curve) are shown in Fig. 1(b). The vertical axis in the
figure represents the changes of monitoring values of social systems (like the number
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of supplies of medical system, the number of vehicles of public services) from the start
time (ni) to recovery time (nj) under disruptions. According to gap analysis between
capacities and demands, the resilience levels can be identified, such as three kinds of
high, middle and low resilience.

Fig. 1. Conceptual model of resilience assessment method. (a) Resilience assessment and priori-
tization process (revised from the BSI standard [19]); (b) Resilience gap over time by comparing
demands and capacities following shocks or stresses.

In order to quantificationally represent the resilience gap, the Relative Difference in
resilience levels (RD) [27] is used to calculate the amount of demands relative to the
actual capacities of social system in the n-th day (Eq. 1). It can be used to measure the
fluctuations of relative difference level.

RD = YC(n)− YD(n)

YC(n)
(1)
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where YC and YD refer to actual capacities and demands in n-th day.
To realize resilience assessment in a period of time, an indicator namely Capacities-

Demands Difference Resilience Indicator (CDDRI) is further developed to calculate the
cumulative differences as the Eq. 2 shown.

CDDRI =
∑nj

ni (YC(n)− YD(n))
∑nj

ni YC(n)
(2)

where ni and nj represent the i-th day to j-th day.
Since there aremultiple subsystems andmeasurements in social system, the indicator

CDDRI is necessary to integrate the accumulative differences of these comparisons. The
corresponding function is formulated as follows:

CDDRI =
∑r

1

∑nj
ni (YCr(n)− YDr(n))

∑nj
ni YCr(n)

(3)

where r refers to the specific items in social system.
Based on social resilience assessment for urban systems, a systemic resilience anal-

ysis framework is further proposed to support overall analysis of interdependent and
interconnected systems. As shown in Fig. 2, typical systems consist of medical, infras-
tructure, economic, cyberspace, logistics, ecological, education and cultural systems,
public services and so forth. These systems are related to the social units from individu-
als to communities and organizations, and to district and city levels. Also, different cities
are connected and integrated in the systems. With the disruptions of shocks, stresses and
challenges to urban systems, the impacts on social resilience ranges from different lev-
els, scales and systems. To realize resilient social governance, it is necessary to combine
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Fig. 2. Social resilience assessment for urban system: subsystems and governance.



Social Resilience Assessment for Urban System 45

three dimensions of technology, management and culture, while three-layer measures of
strategies-tactics-operations are developed to carry out resilience management for urban
system.

3 Case Analysis of COVID-19 Epidemic

3.1 Materials and Methods

Study Area and Data. Since the outbreak of COVID-19 epidemic in Shanghai, China
in early March 2022, daily new COVID-19 cases rise from a few to thousands. In order
to assess social resilience from the point of capacities and demands comparison, the
data of COVID-19-related cases are used to derive actual demands, which is acquired
from official statistics of the Shanghai Municipal Health Commission (https://wsjkw.
sh.gov.cn/). It is worth noting that some realistic data in reference to the capacities of
medical system has not yet been publicly available or detailed statistics at this stage.
Despite this, we collect the data reported in official statistics and news report, and some
hypothetical data is also used to characterize system capacities to further validate our
method in resilience analysis. A few statistics data related to the original condition of
medical system are accessed from the Shanghai Municipal Bureau of Statistics (http://
tjj.sh.gov.cn/).

ResilienceAssessmentMethod. The proposed resilience assessmentmethod described
in Sect. 2 is adopted to the resilience gap analysis for medical system. As shown in
Fig. 3, main procedure of patients transferring, admission and healing in medical system
is illustrated to support systemic analysis and resilience assessment. According to the
COVID-19 diagnosis and treatment plan (ninth trial version) [30], Fig. 3(a) presents four
kinds of COVID-19-related patients (a to d) in the ideal procedure of system network
scenario. These kinds of patients are transferred, admitted and healed among urban com-
munities, centralized isolation sites, Fangcang shelter hospitals and designated hospitals.
In addition, Fig. 3(b) demonstrates the topological structure of medical system network
and necessary demands in critical nodes. In order to realize resilience assessment, the
number of vehicles and drivers are used for representing the capacity of patients transfer-
ring, the amount of treatment beds and nutrient of energy measures patients admission
capacity, while the staffs, equipment and drugs are responsible for the assessment of
patients healing capacity. The evaluation indicators for resilience assessment of medical
system are listed in Table 1.

3.2 Data Analysis Results

According to the daily official statistics of local COVID-19-related cases, Fig. 4(a) shows
the number of daily new confirmed patients (red color), asymptomatic infections (navy
color) and recovery cases (green color) in Shanghai since February 26 to May 30, 2022.
As interpreted in Table 1, the recovery cases include the cured and discharged cases as
well as asymptomatic infections released frommedical observation. The existing cumu-
lative cases are a comprehensive representation of the sum of confirmed, asymptomatic

https://wsjkw.sh.gov.cn/
http://tjj.sh.gov.cn/
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(a) ideal procedure of patients in medical system network scenario

(b) topological structure and necessary demands in critical nodes

Legends: a - suspected patients or close contacts; b - patients with mild to moderate symptoms or
asymptomatic infection; c - patients with moderate to severe symptoms; d - recovered COVID-19 patients.
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Fig. 3. Main procedure of patients transferring, admission and healing in medical system.

Table 1. Evaluation indicators for resilience assessment of medical system.

Indicator Subcategory Interpretation Calculation

Existing
COVID-19-related
cases (P)

confirmed cases
(Pc)

Confirmed
COVID-19 cases, it
also includes the
cases turned from
asymptomatic
infections (Pac)

P(n) = Pc(n) + Pa(n) +
Ps(n)-Pac(n)-Pr(n)-Pd(n)

asymptomatic
infections (Pa)

COVID-19
asymptomatic
infections are with
the positive nucleic
acid test, but no
clinical symptoms

(continued)
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Table 1. (continued)

Indicator Subcategory Interpretation Calculation

suspected cases
(Ps)

Suspected cases are
people with any one
of epidemiological
history, and any two
of clinical
symptoms in [30]

recovery cases
(Pr )

Recovery cases also
include the cured
patients (Prc) and
asymptomatic
infections released
from medical
observation (Pra)

hospitalized cases
(Ph)

Hospitalized cases
are people who are
still being treated in
hospital

deaths (Pd ) Deaths due to
COVID-19

cases at social
community (Psc)

COVID-19 cases
detected at the social
community level,
i.e., the cases
outside of isolation
and control

Patient transferring
capacity (PT )

vehicles (PTv) Negative pressure
ambulances and
buses used to
transfer patients, in
principle an
ambulance only
transfer one
confirmed case,
except for those
infected with same
COVID-19 strain.
Assuming a
maximum of 40
patients in a bus and
5 patients in an
ambulance

PTv(n) =
(Pc(n)-Pac(n)-Pd(n)-Prc(n)-Ph(n))/5 +
(Pa(n) + Ps(n) + Prc(n))/40

(continued)
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Table 1. (continued)

Indicator Subcategory Interpretation Calculation

drivers (PTd ) Suppose a car is
staffed with three
drivers and three
workers, one driver
and one worker each
time for 8 h,
working three shifts
a day

PTd(n) = PTv(n) × 6

Patient admission
capacity (PA)

beds (PAb) Treatment beds in
the designated
hospitals, Fangcang
shelter hospitals and
centralized isolation
sites, herein one
patient with one bed

PAb(n) = P(n)

nutrient of energy
(PAe)

Nutrient of energy
refers to the
minimum daily food
requirements per
person, which is
2100 kcals
according to the
UNHCR emergency
food assistance
standard [31]

PAe(n) = P(n) × 2100

Patient healing
capacity (PH)

staff (PHs) Doctors and nurses
are served for
patients according to
the principle of
minimum
requirements: 10
patients with 1
doctor and 1 nurse
on average [32]

PHs(n) = P(n)/10 × 2

equipment (PHe) Equipment is used
for patient
treatment, suppose
the requirement per
person is Me, and
5% of patients
requires the
equipment like
ventilator

PHe(n) = Pc(n) × 0.05 × Me

drugs (PHd ) Drugs for medical
treatment, suppose
the amount of
fundamental
medicine required
per person is Md

PHd(n) = P(n) × Md

Note: UNHCR is the United Nations High Commissioner for Refugees; the number of COVID-
19-related cases are reported by the Shanghai Municipal Health Commission
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infected and suspected cases minus the sum of confirmed cases turned from asymp-
tomatic infections, recovery cases and deaths. Figure 4(b) presents the development
trend of existing cumulative cases. It can be seen that the number of existing cumulative
cases peaked on April 17 with a number of 293,290 and then declined gradually, as the
fluctuation of recovery cases increased and that of confirmed cases and asymptomatic
infections decreased. Compared to the statistics data in Fig. 4(a) and (b), new social
community cases detected outside isolation and control (Fig. 4(c)) is more practical for
the analysis and judgment of epidemic development trend, management and control,
and resilience recovery. The data shows that the cases at social community level expe-
rienced a rapid development phase since March 9, and remained at a high level from
late March to late April. From the May 14, the social community cases tend to zero
transmission with occasional daily single-digit cases. This indicates that the spread risk
of the epidemic in social community level is controllable, so that the orderly recovery
of production and life can be gradually promoted.

Fig. 4. Daily number of new confirmed, asymptomatic infected and recovered COVID-19 cases
(a), the existing cumulative cases (b) and new social community cases detected outside isolation
and control (c) in Shanghai since February 26 to May 30, 2022.

Based on the initial data of social and medical system reported in the news reports
and official statistics, the hypothetical data in several time points is used to validate the
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proposed resilience assessment model for the analysis of main changes in COVID-19
patient transferring, admission and healing procedure (Table 2). The values of resilience
indicator CDDRI at several time points and the analysis of resilience level are presented
in Fig. 5. The CDDRI values (red line with red dot symbol) have a sharp decrease
since the outbreak of epidemic due to insufficient capacity to meet rapidly growing
demands. Then, it gradually increases as capacities improve and demands decrease.
Accordingly, the resilience level changes from high resilience to middle and low level,
then recovers to middle resilience. It is worth noting that social resilience in the context
of an epidemic is not only related to medical system, but also to multiple other urban
systems including logistics, infrastructure, public services and so forth. The capacities
for transferring, admission and healing of patients comprehensively affect the building
of social resilience.

Table 2. Main changes in patient transferring, admission and healing procedure.

Items Comparison Date

March 6 March 23 April 9 April 26 May 13 May 30

Existing
patients

/ 125 5,361 177,203 245,952 71,316 20,514

Vehicles Capacity 140 160 2,180 10,000 11,000 12,000

Demands 3 143 4,123 10,707 11,444 11,632

Drivers Capacity 200 300 5,000 20,000 60,000 70,000

Demands 18 858 24,738 64,242 68,664 69,792

Treatment
beds

Capacity 8,000 9500 168,000 218,000 150,000 50,000

Demands 125 5361 177,203 245,952 71,316 20,514

Nutrient of
energy
(103 kcal)

Capacity 3,000 12000 350,000 550,000 150,000 50,000

Demands 262.5 11258.1 372,126.3 516,499.2 149,763.6 43,079.4

Staff Capacity 5,350 5350 43,350 53,000 15,000 4,500

Demands 26 1074 35,442 49,192 14,264 4,104

Equipment
(Me)

Capacity 1,000 1000 1,000 1,800 2,500 3,000

Demands 1 13 321 2,228 2,848 2,900

Drugs
(Md )

Capacity 3,000 6000 150,000 250,000 75,000 21,000

Demands 125 5361 177,203 245,952 71,316 20,514

3.3 Resilience Analysis

To explore the impacts of COVID-19 epidemic on social resilience and urban systems,
based on the proposed systemic resilience analysis framework, Fig. 6 systematizes and
reveals the interrelationships, relevance risks, coupling effects and response measures
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for medical system and other related urban systems. The ability to contain the epidemic
actually reflects capacity of social governance including dimensions of technology, man-
agement and culture. When an epidemic occurs, the medical system bears the brunt and
is closely interrelated to other systems. For example, infrastructure system provides
water, electricity, gas security and the construction of temporary hospitals; logistics sys-
tem and public services carry the functions of patients transfer and material logistics
for human society; cyberspace covers the dissemination of information about epidemic,
social public opinion and its guidance and governance; cultural system refers to people’s
awareness of self-protection, social safety culture and degree of policy cooperation. In

Fig. 5. CDDRI results and resilience assessment for medical system under COVID-19 epidemic.

Fig. 6. Social resilience assessment for urban system: three-layer measures of strategies-tactics-
operations.
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addition, themulti-hazard risks superimposed by epidemic and disasters (e.g., rainstorm,
fire) exacerbate the complexity and instability of social system. The internal cascading
effects and interactions from medical system to other social systems, as well as external
connections with other cities need to be considered and managed at a global level to
enhance social resilience.

Three-layer measures of strategies-tactics-operations are developed to carry out
resilience management. For the overall strategies, dynamic zero-COVID policy is a
resilient epidemic prevention policy that should be followed at current stage of China
due to the insufficient medical resources and masses of elderly people. It is necessary
to combine and apply the precise epidemic control strategies and joint prevention and
control mechanism. At the tactical level, the zero-community transmission policy is
an operational, available tactic to contain epidemic spread and promote recovery and
renewal, in conjunctionwith dynamic adjustment of spatial partition and classification for
epidemic prevention and control. Managers should not only implement epidemic inter-
vention measures, but also focus on social business continuity management to ensure
fundamental operations of urban systems, such as logistics system and public services.
The region-specific, multi-level targeted approach in conjunctionwith cross-level, cross-
region and cross-sectoral collaboration are also vital tactics to epidemic prevention and
control. Specifically, the operations of epidemic interventions include the classifica-
tion of sealed, controlled and prevention areas, the stay-at-home orders, large-scale and
normalized nucleic acid testing [33], along with social operating guarantee measures.
Among them, digital technology and system is crucial to trace, record and identify the
COVID-19 contacts, but the leadership and competence with or without these technolo-
gies are also needed to be dynamically assessed. Moreover, humanistic care is of great
importance to enhance moral and psychological resilience under community or urban
lockdown.

4 Discussion

This paper focuses on social resilience assessment of the dynamic changes in urban
system based on the gap analysis of capacities and demands. Social resilience actu-
ally involves a variety of intertwined and interrelated systems [34], as shown in Fig. 2.
Specifically, in the case study, the epidemic prevention and control is not only a mat-
ter of prevention, containment, interventions and treatment, but also a system capacity
and demand issue with social governance and resilience. This is also reflected in [25]
that the response and recovery to COVID-19 is a whole-of-society effort, where differ-
ent stakeholders in urban system need to renew their efforts on resilience. In order to
achieve resilience goal under disruptions, resilience management measures are needed
to be continuously updated based on the proposed resilience assessment and systemic
resilience analysis. This also illustrates the importance of dynamic transformation and
learnability in building social resilience [10].

Through data analysis and quantitative comparisons between capacities and
demands, this paper gives a gap analysis-based method for resilience assessment and
systemic resilience analysis framework (Figs. 1 and 2). Based on the resilience analysis
for medical system procedure with the proposed assessment method (Table 1 and Fig. 5),
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it is reasonable to believe that redundancy or excess capacity is significant for building
social resilience, which is also emphasized in [4, 12]. Meanwhile, business continuity
planning or management is proved to be critical in the process of epidemic preven-
tion and control [26], because of the close interrelationships among urban systems. To
enhance the restorative rapidity of social resilience, it is crucial to make efforts to realize
zero-community transmission as soon as possible (Fig. 4). In practical, it also served as
an indicator for the resumption of work and production. Besides, it is thus demanding
to sort out and guarantee urban critical businesses during the period of epidemic pre-
vention and control. Simultaneously, it is necessary to ensure that all these businesses
are operated in a separate system, like closed-loop management, to coordinate citizens’
lives, economic development, and epidemic prevention and control. We believe that the
proposed multilayered measures of strategies-tactics-operations are helpful to resilience
management so as to improve social resilience.

Towards the procedure scenario of patient transferring, admission and healing of
urban medical system illustrated in Fig. 3, several kinds of procedure optimizations are
introduced to promptly balance system capacities to increasing system demands. The
first is to reduce the number of people entering node 9. In view of the significantly
increased demands of transferring vehicles, drivers, admission beds and medical staffs,
the stay-at-home isolations for the close and secondary contacts are worth trying and
applying, even for asymptomatic infections in case of run out of medical resources.
Definitely, it is necessary to guarantee the isolation hardware facilities and support
conditions in advance, and ensure the living materials and medicines for the people
in home isolation (nodes 1, 2 and 3). Secondly, it is possible to increase the number
of people out of the hospitals (nodes 9 and 10) by shortening the length of hospital
stay, thereby accelerating the turnover of admission beds and increasing the admission
rate of patients. As the new regulations stated [35], the principles of isolation time and
discharge criteria has been optimized and standardized. In addition, it is important to
enhance the construction capacity of temporary hospitals, the number of medical staff
and the supply ofmaterials through the support of other cities and the central government,
so as to improve resourcefulness and recovery rapidity. Moreover, in the nodes 4 to 8 of
patient transfer process, it is crucial for rational planning and unified transfer of COVID-
19-related cases by geographic region, floors and units, and by patient type and severity.
This kinds of classification, partition and stratification of patients help to effectively
advance capacity of patient transferring.

In addition to the impacts of epidemic on medical system and physical domain, the
mental blow of individuals and effects on social consciousness is also of importance
to social resilience. According to the five-stage process of denial, anger, bargaining,
depression and acceptance of Kubler-Ross theory [36], the personal spiritual and social
consciousness status in the context of the Shanghai epidemic is also divided into five
stages. At the first stage, there was denial and panic emotionsmixedwith curious attitude
during the initial city lockdown. With the increase of lockdown time and the consump-
tion of household supplies, extreme angry spread and dominated. Supplies shortage of
logistics system induced the changes of social mood. Afterwards, the irritability state
develops and depression emotion increases, while people’s focuses range from epidemic
to work. At the fifth stage, acceptance to the life may be a kind of popular condition,
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with fewer concerns about unlock or not. The recovery of cultural system may take a
long time in view of the complexity of emotional changes. More attention should be
paid to people’s well-being, psychological care and stimulus actions to create a culture
of moral resilience [37].

Limitations: The resilience assessment mainly focused on the macroscale analysis of
capacities and demands based on the limited and hypothetical data of COVID-19 local
cases in Shanghai. It should be stated that cases imported to Shanghai from abroad are
not considered because they are under closed-loop management after entering the city.
Besides, more detailed and realistic data is actually needed to validate and improve the
proposed resilience assessmentmethod. For example, once the true number of transferred
patients among nodes 1–3, 9 and 10 is obtained, the actual demands can be determined
for comparison with real capacities. Also, the relationship of causality, influence and
interaction among the indicators ofmedical systems are necessary to be further explored.
By integrating fine-grained data of system capacities and detailed procedure network
data related to epidemic, future investigations will be devoted to refined modeling and
analysis of social resilience.

5 Conclusion

To solve the deficiency of resilience assessment for dynamic system process, we propose
a gap analysis-based assessment method to analyze resilience gap and level with the
comparisons between capacities and demands. The advantages of the proposed model
come from quantitative comparison assessment and applicable resilience analysis for
various aspects of dynamic system process. A systemic resilience analysis framework is
also developed to carry out social resilience analysis of urban system, which contributes
to improve the resilience management and social governance.

Themethod is then applied to the case ofCOVID-19 epidemic inShanghai, and inves-
tigated the procedure of patients transferring, admission and healing in medical system.
Results show thatwith the development of the epidemic, the resilience levels experienced
fluctuations from high to low level, and then recovering tomiddle resilience.Meanwhile,
through the resilience analysis of social system and governance capacity, the interrela-
tionships, relevance risks and coupling effects of medical system and related urban
systems are systematically revealed. We emphasize on the resilience-building efforts
during the epidemic, including the improvement of capacities to meet demands, and
overall resilience management of interrelated systems, cities and transboundary risks.
Furthermore, three-layer measures of strategies-tactics-operations and several kinds of
procedure optimization plans are introduced to promote resilience management. Future
research will be devoted to microscale resilience analysis by using network partitions,
agent-based modeling and fine-grained multi-dimensional data.
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Abstract. With the development of the economy, the global fertility rate has
generally decreased, and even led to negative population growth in somedeveloped
countries. In recent years, China, where family planning is implemented, has
also gradually shown such a trend. The decline of fertility rate limits the further
development of the society. In this paper, based on the SIR infectious disease
model, we improve the SIR fertility structure model applicable to the prediction
of female fertility structure based on the state transformation process existing
in the female fertility stage, and forecast the female fertility structure, female
population, and total population of China from 2018–2027 with the data related to
the female population in 2017. Compared with the prediction results of the three
classical models of Grey model (1, 1), BP Neural Network model and Logistic
model, the SIR fertility structure and population prediction model in this paper
can predict the female fertility structure in the short term in the future and deduce
the population size accordingly, which has better prediction accuracy and the total
population accuracy rate can reach 99.945%.The model can provide reference and
basis for population prediction under the condition of low fertility level.

Keywords: Population prediction · Fertility structure · Population model · SIR
model · Chinese population

1 Introduction

The growth rate of Chinese population has been declining since family planning policy,
and the SeventhNational PopulationCensus in 2020 also indicates that China has entered
the ranks of ultra-low fertility rate [1, 2]. The low fertility rate has led to a reduction in
the labor force and an aging population, which has made China’s economic development
seriously limited for a long time, and how to improve the fertility willingness of women
and increase fertility rate has become the focus of social attention [3, 4]. The “compre-
hensive two-child” policy, which allows one couple to have two children, was proposed
by China to address these issues and has had a good impact in the early stage since its
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implementation on January 1st, 2016. Wang et al. analyzed the effectiveness of the com-
prehensive two-child policy in slowing down the total population decline by exploring
the changes in the age structure of the population under different fertility patterns [5].
However, with the decline of the “two-child effect”, the fertility rate is still declining
rapidly, and in 2017, Wang et al. simulated the trend of labor population change under
the “two-child” policy, and the results showed that the impact of the fertility policy on
the working population was not significant in the long run [6]. Based on these assess-
ments and facts, China implemented the “three-child” policy on August 20th, 2021. In
2021, Chen analyzed the trends in China’s fertility levels under the Seventh National
Population Census of China and found through demographic decomposition that the
delayed marriage of young women was an important cause of fertility decline and that
the implementation of the “three-child” policy could limit its impact [7]. In addition,
scholars have analyzed and summarized the causes of low fertility rates in China and
worldwide [8–14].

Current research on population issues focuses on the prediction of population struc-
ture and population size. Commonly used population forecasting models include Logis-
tic model, Grey model (1, 1), BP Neural Network model, Leslie model, etc. Logistic
functions are suitable for variables that satisfy exponential growth with increasing hys-
teresis, and the resulting population models use the total population as an indicator for
forecasting, which is not sufficiently detailed to consider a single factor [15–17]. The
Grey model (1, 1) speculates on future numerical changes by studying the patterns of
variable observations, and are well adapted to the lack of information [18]. The BP
Neural Network model is trained to obtain the desired output value by learning the rules
for a given input value through the gradient descent method. The Leslie model improves
the Keyfitz matrix to achieve dynamic prediction of population age composition and
quantity based on the age composition structure and migration of the population [19].
In addition, Bayesian, double exponential smoothing (DES), autoregressive integrated
moving average (ARIMA) models, and cohort factors and other methods have also been
extensively studied in the prediction of population structure and quantity in recent years,
and relatively good results have been obtained [20–27]. Classical population prediction
models focus on predicting changes in total population data through simple mathemati-
cal models, while Bayesian, DES and other methods have higher requirements for data
sets, so the prediction accuracy is limited when the statistics are incomplete. At present,
scholars’ research is less concerned with the effect of female fertility structure, which
is one of the main reasons for the current general decline in fertility, and the relevant
demographic structure and prediction models need to be studied urgently.

The infectious disease model represented by SIR was proposed by Kermack and
McKendrick in 1927, which illustrates the dynamics of infectious disease epidemics
through the language of mathematical models and was widely used in the field of epi-
demiology [28–30]. Krylova described the transmission of childhood diseases and vac-
cination process through the SIR model [31]. Han used the SIR model to better explain
the spread of SARS in Beijing and Hong Kong [32]. Cooper demonstrated that the SIR
model is goodly interpretive of the COVID-19 propagation process [33]. In other fields,
the improved SIRmodel has also beenwell applied: Francis used the nature of SIRmodel
to tax the effect of vaccination [34]; Rosati used the SIR model to fit the download time
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series of popular songs and found that the popular process of songs is more similar to the
mechanism of infectious disease transmission [35]; Feng et al. proposed an improved
SIR model in combination with the infectious disease model computer virus model to
better simulate the virus transmission and immunization process in computer networks
[36]. It can be seen that the infectious disease model can reflect the transmission law of
specific problems from the perspective of dynamics, and can well reflect the process of
transmission and state change.

This paper adopts the method of SIR infectious disease model to simulate the state
transition of female fertility process, and improves aSIR fertility structure and population
prediction model for the study of population problems, focusing on the influence of
female fertility structure on population birth rate, improving the accuracy for population
prediction, and putting forward a new idea for the improvement of population prediction
model.

As following Fig. 1 shows that the first section of this paper introduces the current
status of China’s population development and investigates the currently used population
predictionmodels and the application of infectious diseasemodels. The second section of
this paper improves and constructs a newSIR fertility structure and population prediction
model based on the state transition process existing in the female fertility stage, starting
from the similarity between the SI model and the Logistic model. Section 3 describes
and sets the initial values and parameters of the model based on data from the National
Bureau of Statistics of China and the United Nations Population Division. Section 4 uses
this paper’s improved SIR population model to forecast the female fertility structure and
population situation in China from 2018–2021, and verifies the validity of this paper’s
SIR model from an error perspective by comparing it with three classical population
forecasting models, and then forecasts and analyses the female fertility structure as
well as the population situation in China in the next five years, analyzing the Chinese
population situation from 2018–2027. Section 5 summarizes the work done in this paper
and makes suggestions for further population prediction.

Construction of SIR fertility structure 
and population prediction model

Parameter setting and debugging

Comparison with the results of the SIR fertility 
structure and population prediction model for the 
period 2018-2021 to verify the validity of the 
model in this paper

Predicted Population 2022-2027

Population prediction model: Logistic model

Infectious disease model: SI model
Relevance

SIR fertility structure model SIR population prediction model

Changes in female fertility structure

Change in female population size

Change in total population size

Changes in female fertility structure

Change in female population size

Change in total population size

Logistic model
BP Neural Network model

Grey model (1,1)

Fig. 1. Flow chart of this paper.
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2 SIR Fertility Structure and Population Prediction Model

2.1 Model Front

In demography, the Logistic population model, as a classical population prediction
model, considers the hysteresis effect of objective conditions such as resources and
environmental factors on the natural population growth rate, and its differential equation
is:

dNt

dt
= rNt

(
1 − Nt

K

)
(1)

Nt = KN0

N0 + (K − N0)e−rt
(2)

where Nt is the total population size, N0 is the initial population size, K is the stable
population size allowed by environmental resources, and r is the natural population
growth rate.

In infectious diseases, for the basic transmission process of infectious diseases, the
SI infectious disease model divides the population into susceptible and infected people
(only the susceptible people are infected). The differential equations for the law of
evolution between the two groups are:

di

dt
= λi(1 − i) (3)

i = 1

1 +
(
1
i0

− 1
)
e−λt

(4)

where i(t) is the proportion of infected persons, s(t) is the proportion of susceptible
persons, and λ is the average number of effective contacts with susceptible persons per
infected person per day.

It is not difficult to find that the differential equations of the Logistic population
model are similar to the differential equations of the SI model, so that while K = 1
in Eq. (2), Eq. (2) and Eq. (4) are of the same nature. Wherein the Eq. (2) represents
the change in population size, and the Eq. (4) represents the change in the proportion
of infected people. The SI model is essentially the Logistic population model, and the
basic principle of both is the growth model limited by the blocking effect.

Based on this, further hypotheses are considered for the existing SIR infectious dis-
easemodel, which classifies the population into threemore complex groups, susceptible,
infected, and removed (recovered), with the pathway of susceptible becoming infected
and infected becoming recovered after recovery. In the birth rate prediction for the pop-
ulation, the three groups are women of childbearing age, gravidas, and removers. The
SIR fertility structure model is constructed by taking the entire process of a woman of
childbearing age becoming pregnant and giving birth to a child, with a time step of one
day, and the mth day of the n year is denoted as tnm.
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Female States and State Transitions in the Model
At some point in time tnm, existing women in China may be in one of the following three
states:

1. S (Susceptible): refers to women aged 15–49 years who are of childbearing age
(fertile) at the time tnm and who are not yet pregnant but may become pregnant, called
Women of Childbearing Age. The number of women of childbearing age at the time
of tnm is recorded as S(tnm), the S(tnm) to the total female population at this moment in
time is recorded as s(tnm),

(
s
(
tnm

) ≥ 0
)
.

2. I (Infected): refers to women who is pregnant at the time tnm, called Gravidas. The
number of gravidas at the moment of time tnm is recorded as I(tnm), the I(tnm) to the
total female population at this moment in time is recorded as i(tnm),

(
i
(
tnm

) ≥ 0
)
.

3. R (Removed): refers to the group of women other than the first two at the time tnm,
calledRemovers. This includes (i)womenwhoare under childbearing age (<15years
old), (ii) women who have completed childbirth, and (iii) women who are over
childbearing age (>49 years old), and the number of removers at the time tnm is
recorded as R(tnm), the R(tnm) to the total female population at that time is recorded
as r(tnm),

(
r
(
tnm

) ≥ 0
)
.

Over the years, the status of women transitions according to the following rules:

1. For a woman in state S, once she becomes pregnant the woman is transformed from
state S to state I.

2. If a woman in state S is over 49 years old but still not pregnant, she will be converted
directly from state S to state R.

3. For women in state I, they can enter state R through childbirth.

Fig. 2. SIR fertility structure model.

Each square bracket in Fig. 2 indicates the state in which women are in, the line
with an arrow indicates the transition path from one state to another for women, and
the mathematical symbols above the line with an arrow indicate the state transition
parameters, where:

β indicates the pregnancy rate for the group of women of childbearing age.
γ indicates the rate of delivery in the group of gravidas.
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μ indicates the probability that the group of women of childbearing age will lose
their fertility to the group of removers because they are over childbearing age and have
not given birth.

Model Assumptions

1. Assume that s(tnm) +i(tnm) +r(tnm) = 1, the overall female population at eachmoment
is recorded as 1. In the model, the overall female population is remained unchanged
and the proportions of the three groups are increased or decreased according to the
model dynamics mechanism to reflect female state changes.

2. In the short term (10 years), pre-existing females aged 0–14 years among newborn
females and removers(R) will be converted to females aged 10–24 years. The peak
age of female pregnancy is concentrated at 25–34 years due to Chinese national
considerations. And the age of pregnancy has been delayed in recent years due to
the increase in work pressure and cost of living, so women aged 10–24 have a lower
chance of pregnancy and are neglected in this model. Therefore, the group of women
who may become pregnant in the short term is all concentrated among women of
childbearing age S.

3. Since the number of gravidas per year is not published in China, it is assumed that an
average of 99 women in China will have one twin: the pregnant woman population
of the current year equals to the population of newborns in the following year/k1,
(k1 is the ratio of births to the corresponding gravidas, k1 = 100/99):

I(Tn) = B(Tn+1)/k1 (5)

4. The number of females who died is not part of the overall female population and
therefore excluded from the model. In later prediction of the total female population,
the femalemortality rate is referenced to the average of the last five years ofmortality,
which is 7.1 per 1,000.

5. The standard time point for the Chinese census is 00:00 on November 1 of the census
year. Considering the simplicity and readability of the model, in order to avoid the
possible impact of year change, the model uses the statistics of the last day of each
year to represent the statistics of a whole year, i.e. Tn = tn365. The initial parameter
settings are based on the number of women of childbearing age, the number of
gravidas, and the total female population in the previous year.

2.2 Basic Prediction Model

TheSIR fertility structure and population predictionmodel in this paper is built according
to the mathematical model in this section and implemented through python 3.8 platform.
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SIR Fertility Structure Model
Based on the transition of women’s status in Fig. 2, a SIR fertility structure model is
established: ⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

dS

dt
= −β ∗ s ∗ i − k ∗ s

dI

dt
= β ∗ s ∗ i − γ ∗ i

dR

dt
= γ ∗ i + μ ∗ s

(6)

where S, R, and I satisfy:

s(tnm) + i(tnm) + r(tnm) = 1 (7)

By substituting the female fertility structure data s(tnm), i(tnm), r(tnm) on day m of year n
into Eqs. (6) and (7), we can obtain the female fertility structure data s(tnm+1), i(t

n
m+1),

r(tnm+1) on the latter day (day m + 1 of year n).

SIR Population Prediction Model
The population prediction model in this paper focuses on predicting the future annual
births, female population and total population in China based on the proportion of gravi-
das population obtained from the above SIR fertility structure model. Tn is the current
year and Tn+1 is the subsequent year.

Knowing the female population Pf (Tn), the male population Pm (Tn), the total
population P (Tn) and the corresponding fertility structure s (Tn), i (Tn), r (Tn) in the
year Tn, the number of gravidas in the year Tn can be obtained as:

I(Tn) = Pf (Tn) ∗ i(Tn) (8)

According to Eq. (8), the newborn population B (Tn+1) in the year Tn+1 is:

B(Tn+1) = I(Tn) ∗ k1 (9)

According to the sex ratio k2 (male/female) of China’s birth population in recent years,
the female birth population Bf (Tn+1) in the year Tn+1 is:

Bf (Tn+1) = B(Tn+1) ∗ 1

k2 + 1
(10)

According to the mortality rate d (Tn) and the sex ratio k3 (male/female) of the death
population in China in recent years, the female death population Df (Tn+1) in Tn+1 is:

Df (Tn+1) = P(Tn) ∗ d(Tn+1) ∗ 1

k3 + 1
(11)

So the female population Pf (Tn+1) in the year Tn+1 is:

Pf(Tn+1) = Pf (Tn) + Bf (Tn+1) − Df (Tn+1) (12)
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Recursively, the female population can be predicted for a certain time. The male pop-
ulation is predicted similarly, where: the male birth population Bm (Tn+1) in year Tn+1
is:

Bm(Tn+1) = B(Tn+1) ∗ k2
k2 + 1

(13)

The male mortality population Dm (Tn+1) in the year Tn+1 is:

Dm(Tn+1) = P(Tn) ∗ d(Tn+1) ∗ k3
k3 + 1

(14)

The male population Pm (Tn+1) in the year Tn+1 is:

Pm(Tn+1) = Pm(Tn) + Bm(Tn+1) − Dm(Tn+1) (15)

Thus, the total population P (Tn+1) of China in the year Tn+1 is:

P(Tn+1) = Pf (Tn+1) + Pm(Tn+1) (16)

2.3 Parameters of the Model

The parameters of the SIR fertility structure and population prediction model (The
following is called the SIR population model and will not be explained) in this paper are
shown in Table 1.

3 Data Source and Parameter Setting

3.1 Data Sources

The comprehensive two-child policy has been into effect since January 1st, 2016, and
based on the population growth curve, the two-child policy has had some impact on the
demographic issue. Due to the consideration of the time it takes for people to decide
on the length of the fertility period and the length of the pregnancy period, this paper
will predict the number of pregnancies from 2017, through substituting the 2017 Chinese
female population, the number of women of childbearing age and the 2017 gravidas data
derived from the newborn population in 2018 into the SIR populationmodel by adjusting
the parameters for optimization to obtain the fertility structure of Chinese women in the
next 10 years, including the proportion of women of childbearing age, the proportion of
gravidas and the proportion of removers. Then, the calculation methods introduced in
the previous section are used to obtain the birth population, female population and total
population of China in 2018–2021 to compare the differences between the predicted
calculation results and the actual population data in 2018–2021, and finally predict the
birth population, female population, and total population of China in 2022–2027.

The data on Chinese females, males, births and deaths from 1949–2021 are from
the National Bureau of Statistics of China for mainland China (excluding Hong Kong,
China, Macau, China, and Taiwan, Province of China) [37].
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Table 1. Parameter settings in the model of this paper.

Parameter Meaning

tnm The mth day of the nth year is denoted as tnm
Tn Tn = tn365
S(tnm) The number of women of childbearing age at the moment of tnm
s(tnm) The ratio of the number of women of childbearing age at tnm to the total female

population at that time

I(tnm) The number of pregnant women at tnm
i(tnm) The ratio of the number of pregnant women at tnm to the total female population at

that time

R(tnm) The number of removers at tnm
r(tnm) The ratio of the number of removers at tnm to the total female population at that

time

β Pregnancy rate for the group of women of childbearing age

γ Birth rate for the group of pregnant women

μ Probability that a group of women of childbearing age is incapacitated to become a
group of removers because they are over childbearing age and have not given birth

k1 Ratio of births to corresponding pregnant women

k2 Sex ratio of the birth population in China in recent years (male: female)

k3 Sex ratio of the death population in China in recent years (male: female)

Pf (Tn) Female population in the Tn year

Pm (Tn) Male population in the Tn year

P (Tn) Total population in the Tn year

Bf (Tn+1) Female birth population in the Tn+1 year

Bm (Tn+1) Male birth population in the Tn+1 year

B (Tn+1) Total birth population in the Tn+1 year

Df (Tn+1) Female mortality in the Tn+1 year

Dm (Tn+1) Male mortality in the Tn+1 year

d (Tn) Mortality rate of China’s population in recent years

Since the National Bureau of Statistics of China has less data on China’s population
by age group, the data on the female fertility structure of China in 2017–2018 were
obtained from the United Nations Population Division, The 2019 Revision of World
Population Prospects, for mainland China (excluding Hong Kong, China, Macao, China,
and Taiwan, Province of China) female age group headcount statistics [38], and scaled
according to the female population data from the Bureau of Statistics, making the age-
specific percentages of the female population consistent with the UN data.
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3.2 Parameter Setting

Pregnancy to Population Ratio
According to statistical data, on average one out of 99 women in China will give birth
to one twin. Considering the special situation, the ratio of births to the corresponding
gravidas k1 needs to be set. The ratio of the pregnant population k1 is:

k1 = 100/99 = 1.010101 (17)

Population Sex Ratio
In recent years, the sex ratio at birth in China k2 (male/female) and sex ratio at death in
China k3 (male/female) from UN statistics on sex ratio at birth and number of male and
female deaths in mainland China (excluding Hong Kong, Macau and Taiwan Province
of China) for 2015–2020, where:

k2 = 1.13 (18)

k3 = 28423/22249 = 1.277514 (19)

Model Initial Values
The SIR populationmodel needs to set the initial value, that is, to consider the proportion
of each group in the female fertility structure in 2017, and the female population in 2017
in the National Bureau of Statistics is 683.61 million. And the female population in 2017
in the United Nations data is 691.559 million, of which 333.134 million (48.17%) is the
female population from 0 to 14 and over 50 years old, and 358.424 million (51.83%)
is the female population of childbearing age from 15 to 49 years old. Therefore, after
processing, we can get that the actual female population of 0–14 as well as 50 years
old and above in China in 2017 is 329.306 million, accounting for 48.17%, which is
the initial value of R (Removed).The female population of reproductive age is 354.304
million (51.83%), of which the population of gravidas in 2017 can be obtained from the
national newborn population of 15.205 million in 2018: 15.205 / k1 = 15.053 million
(2.20%), which is the initial value ofI(Infected).

So the population of non-pregnant women of childbearing age in 2017 was
339,251,000(49.63%), which is the initial value of S (Susceptible).

4 Analysis of Empirical Results

This chapter is divided into three parts: firstly, the prediction of female fertility structure
and population situation in China for 2018–2021 based on the SIR population model
in this paper; secondly, the validity and superiority of the SIR population model is
tested by comparing this paper’smodel with three classical population predictionmodels
from the perspective of prediction error using the population situation for 2018–2021 as
the validation set; thirdly, the prediction and comparison of China’s future population
situation using the above four models using 2022–2027 as the test set; the results of
female fertility structure and population prediction obtained from the SIR population
model are analyzed.
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4.1 SIR Population Model Prediction Analysis

Changing Trends in Female Fertility Structure
Using 2017 as the initial year to set parameters, the SIR population model was used to
predict the female fertility structure from2018–2021, and the results are shown inTable 2.
It shows that the proportion of females of childbearing age decreases from 49.63% to
46.56% and the proportion of removers increases from 48.17% (2017) to 52.09% (2021)
from 2017 to 2021. It indicates that the number of gravidas as a proportion of the female
population of childbearing age decreases gradually, developing from 1/22 in 2017 to
about 1/40 in 2021, which shows that the proportion of women of childbearing age
converting to gravidas has lower conversion rate, making the fertility rate in China show
a decreasing trend.

Table 2. Predicted female fertility structure, 2018–2021.

Year Female fertility structure ratio (%)

S: Women of childbearing age R: Removers I: Gravidas

2017 49.626 48.172 2.202

2018 48.835 49.216 1.949

2019 48.061 50.215 1.724

2020 47.303 51.172 1.525

2021 46.561 52.09 1.348

Based on the proportion of female fertility structure obtained from the SIRpopulation
model, the female population for 2018–2021 can be predicted according to the population
prediction model in Sect. 2.2.2, followed by the number of female groups with different
fertility structures for each year. As shown in Table 3 below, for women with different
fertility structures, the error between the predicted and actual values from 2018 to 2021 is
relatively small, with a maximum error rate of 7.6% (the predicted number of gravidas
in 2018 is considered an outlier because the error rate is too different from the other
averages). Among them, the prediction error rate for women of childbearing age (S)
is stable at 0.2%; the prediction error of gravidas (I) varies greatly in different years,
but excluding the outlier point in 2018, the prediction errors of 2019 and 2020 are only
0.2% and 0.04%, and the prediction error of removers (R) is maintained near 0.15%,
which shows that the prediction of the SIR population model established in this paper
are in good agreement with the actual female fertility structure and the population of
each group as a whole, which reflects the validity of the model.

It is worth noting that the large prediction error of the number of pregnant women
in 2018 may be due to the effect of the two-child policy adopted by China in 2016,
which led to a sudden increase in the number of pregnant women in 2018, but this effect
gradually stabilizes after 2019. The SIR population model in this paper is consistent
with the prediction results of female fertility structure after 2019, so that future female
population prediction can be made.



68 Q. Zhang et al.

Table 3. Predicted effects of female fertility structure, 2018–2021.

Year 2018 2019 2020 2021

Predicted
number of
people (10,000
people)

S: Women of
childbearing age

33520.01939 33083.28185 32621.14073 –

I: Gravidas 1337.68720 1186.90159 1051.67383 930.58880

R: Removers 33781.83531 34566.15353 35288.95216 35950.45450

Actual number
of people
(10,000
people)

S: Women of
childbearing age

33444.50116 33152.50882 32565.13301 –

I: Gravidas 1448.40149 1189.37428 1051.29510 –

R: Removers 33784.09735 34627.11691 35238.57189 35893.61116

Prediction
error rate (%)

S: Women of
childbearing age

0.22580 0.20881 0.17199 –

I: Gravidas 7.64389 0.20790 0.03603 –

R: Removers 0.00670 0.17606 0.14297 0.15837

In Fig. 3, the number of women of childbearing age decreases by a total of more than
10 million, the number of gravidas decreases by more than 6 million, and the number of
removers increases by 20 million over the five-year period from 2017 to 2021. Both the
predicted and actual values are more consistent and can reflect the changing trend.

Fig. 3. Actual versus predicted female fertility structure, 2017–2021.
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Trends in Female Population and Total Population
Based on the female fertility structure ratio obtained from the SIR population model,
the female population as well as the total population change from 2018 to 2027 can be
deduced, as shown in Table 4 and Table 5.

Table 4 shows the error between the predicted and actual female population of this
model between 2018 and 2021, and the prediction error for all four years did not exceed
0.2%. Among them, the error between the predicted and observed female population
in 2018 is 374,581,000, with a prediction error rate of 0.0545%, which is a relatively
accurate prediction; the error between the predicted and observed female population in
2019 is 1,326,630,000, with a prediction error rate of 0.1924%, which is a relatively
slightly worse prediction.

Table 5 shows the errors between the total population predicted by this model and
the observed during 2018–2021, in which the prediction error for 2018 is 9107 people,
with a prediction error rate of 0.0006%, which is basically consistent with the observed
value. The prediction errors for 2019, 2020 and 2021 are relatively larger, with an error
rate of about 0.08%. The overall forecast between 2018 and 2021 is very consistent with
the actual situation, therefore, the future population prediction made it more effective
and had certain reference value.

Table 4. Female population error, 2018–2021.

Year Predicted number of
women (10,000
people)

Actual number of
women (10,000
people)

Forecast error
(10,000 people)

Prediction error rate
(%)

2018 68639.5419 68677.0000 37.4581 0.0545

2019 68836.3370 68969.0000 132.6630 0.1924

2020 68961.7660 68855.0000 − 106.7660 0.1551

2021 69015.6292 68949.0000 − 66.6292 0.0966

Table 5. Total population error, 2018–2021.

Year Predicted total
population (10,000
people)

Actual total
population (10,000
people)

Forecast error
(10,000 people)

Prediction error rate
(%)

2018 140540.0893 140541.0000 0.9107 0.0006

2019 140894.7241 141008.0000 113.2759 0.0803

2020 141097.3690 141212.0000 114.6310 0.0812

2021 141146.4805 141260.0000 113.5195 0.0804
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4.2 Model Prediction Error Validation Analysis

To verify and reflect the effectiveness and superiority of the SIR population model in this
paper, three classical population models, namely, Grey model (1, 1), BP Neural Network
model, and Logistic model, are selected and compared to forecast Chinese females and
total population to analysis the forecasting errors and patterns of different models in this
section.

Female and Total Population Prediction Results for the Classical Models
For the three classical models, seven sets of population data from 1949–2017, 1960–
2017, etc. were trained as training sets, and then the prediction were made for the female
as well as total population from 2018–2021.Table 6 and Table 7 show the prediction
and errors for female as well as total population under the three classical models for
the period 2018–2021. For the seven data sets of different lengths, there are significant
differences in the effects of female as well as total population prediction. Overall, the
smaller the length of the data (e.g., the known years are 2012–2017) and the closer the
data are to the prediction year (2018), the smaller the error rate of the prediction results
and the more accurate the prediction. For the different three classical models, BP Neural
Network model has the relatively best prediction results: the overall prediction error rate
for the female population is basically no more than 2%, and the overall prediction error
rate for the total population is basically no more than 1%.

Table 6. Female population predicted by three classical models vs. actual, 2018–2021.

Grey model (1, 1) Known year

Forecast
year

1949–2017 1960–2017 1970–2017 1980–2017 1990–2017 2000–2017 2012–2017

Predicted
number of
people
(10,000
people)

2018 75230.8 73624.0 71740.0 70502.2 69006.0 68726.8 68776.5

2019 76218.7 74502.0 72471.0 71124.0 69469.0 69155.3 69205.5

2020 77219.6 75390.0 73210.0 71751.4 69935.0 69586.5 69637.1

2021 78233.6 76288.0 73957.0 72384.2 70404.0 70020.3 70071.4

Prediction
error rate
(%)

2018 9.5429 7.2033 4.4600 2.6576 0.4791 0.0725 0.1449

2019 10.5115 8.0224 5.0776 3.1246 0.7250 0.2701 0.3429

2020 12.1481 9.4910 6.3249 4.2065 1.5685 1.0624 1.1359

2021 13.5564 10.7156 7.3121 5.0158 2.1244 1.5642 1.6388

BP Neural Network
model

Known year

Forecast
year

1949–2017 1960–2017 1970–2017 1980–2017 1990–2017 2000–2017 2012–2017

Predicted
number of
people
(10,000
people)

2018 68721.3 68635.5 68784.5 68596.0 68335.2 68866.5 68617.0

2019 69040.5 68882.5 69198.5 69019.1 68422.8 69419.1 68639.5

(continued)
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Table 6. (continued)

Grey model (1, 1) Known year

Forecast
year

1949–2017 1960–2017 1970–2017 1980–2017 1990–2017 2000–2017 2012–2017

2020 69333.6 69140.4 69596.0 69129.6 68674.5 70005.9 68640.2

2021 69605.3 69359.2 69971.9 69656.0 68746.9 70505.2 68640.2

Prediction
error rate
(%)

2018 0.0645 0.0604 0.1565 0.1179 0.4977 0.2759 0.0874

2019 0.1037 0.1254 0.3328 0.0726 0.7920 0.6526 0.4778

2020 0.6951 0.4145 1.0762 0.3988 0.2621 1.6715 0.3120

2021 0.9583 0.5989 1.4935 1.0323 0.2951 2.2722 0.4509

Logistic model Known year

Forecast
year

1949–2017 1960–2017 1970–2017 1980–2017 1990–2017 2000–2017 2012–2017

Predicted
number of
people
(10,000
people)

2018 69014.5 68525.2 68407.6 68450.4 71503.5 68783.3 68815.3

2019 69397.7 68824.7 68696.4 68737.3 71596.9 69202.0 69261.1

2020 69771.7 69113.9 68975.2 69013.8 71685.7 69620.9 69713.0

2021 70136.6 69393.3 69244.2 69280.4 71770.2 70039.9 70171.2

Prediction
error rate
(%)

2018 0.4914 0.2210 0.3923 0.3300 4.1156 0.1548 0.2014

2019 0.6216 0.2092 0.3953 0.3359 3.8103 0.3378 0.4235

2020 1.3313 0.3760 0.1746 0.2306 4.1111 1.1123 1.2461

2021 1.7340 0.6487 0.4310 0.4839 4.1192 1.5928 1.7845

Table 7. Total population predicted by three classical models vs. actual, 2018–2021.

Grey model (1, 1) Known year

Forecast
year

1949–2017 1960–2017 1970–2017 1980–2017 1990–2017 2000–2017 2012–2017

Predicted
number of
people
(10,000
people)

2018 154377.2 151223.6 147239.0 144658.5 141874.6 140692.9 140851.3

2019 156389.6 153019.4 148726.5 145917.8 142839.8 141499.4 141683.8

2020 158428.1 154836.4 150229.0 147188.1 143811.6 142310.5 142521.3

2021 160493.3 156675.1 151746.7 148469.5 144789.9 143126.2 143363.7

Prediction
error rate
(%)

2018 9.8450 7.6011 4.7659 2.9297 0.9489 0.1081 0.2208

2019 10.9083 8.5182 5.4738 3.4819 1.2991 0.3485 0.4793

2020 12.1917 9.6482 6.3854 4.2320 1.8409 0.7779 0.9272

2021 13.6155 10.9126 7.4237 5.1037 2.4989 1.3211 1.4892

BP Neural Network
model

Known year

Forecast
year

1949–2017 1949–2017 1960–2017 1970–2017 1980–2017 1990–2017 2000–2017

(continued)
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Table 7. (continued)

Grey model (1, 1) Known year

Forecast
year

1949–2017 1960–2017 1970–2017 1980–2017 1990–2017 2000–2017 2012–2017

Predicted
number of
people
(10,000
people)

2018 140657.8 140577.3 140712.9 140743.2 140667.8 140358.8 140195.8

2019 141178.0 140916.7 141328.0 141377.8 141225.5 140736.4 140251.3

2020 141581.3 141028.9 141860.1 141911.9 141686.5 140990.6 140184.2

2021 141879.6 140921.4 142311.0 142330.0 142055.8 141118.2 140186.6

Prediction
error rate
(%)

2018 0.0831 0.0258 0.1223 0.1439 0.0902 0.1297 0.2456

2019 0.1206 0.0648 0.2270 0.2623 0.1543 0.1926 0.5367

2020 0.2616 0.1297 0.4590 0.4956 0.3360 0.1568 0.7279

2021 0.4387 0.2397 0.7440 0.7574 0.5633 0.1004 0.7599

Logistic model Known year

Forecast
year

1949–2017 1949–2017 1960–2017 1970–2017 1980–2017 1990–2017 2000–2017

Predicted
number of
people
(10,000
people)

2018 141499.8 140620.1 140129.1 140209.7 140147.1 149059.6 155814.5

2019 142287.5 141245.4 140695.8 140770.0 140686.5 149895.6 156394.9

2020 143056.7 141850.3 141242.2 141309.2 141205.3 150734.2 156966.7

2021 143807.8 142435.1 141768.9 141828.1 141704.0 151575.3 157529.8

Prediction
error rate
(%)

2018 0.6822 0.0563 0.2931 0.2357 0.2803 6.0613 10.8676

2019 0.9074 0.1684 0.2214 0.1688 0.2280 6.3029 10.9121

2020 1.3064 0.4520 0.0214 0.0689 0.0048 6.7432 11.1568

2021 1.8036 0.8319 0.3603 0.4021 0.3143 7.3023 11.5176

Table 6 and Table 7 above show that the four-year female population prediction
error rates for the best performing traditional BP network model are 0.0604%, 0.1254%,
0.4145%, and0.5989%(data set is 1960–2017), and the four-year total population predic-
tion error rates are 0.1297%, 0.1926%, 0.1568%, and 0.1004% (data set is 2000–2017);
while comparing Table 4 and Table 5 show the SIR fertility structure of this paper and
the four-year female population prediction error rates of 0.0545%, 0.1924%, 0.1551%,
and 0.0966% for the population predictionmodel, and the four-year total population pre-
diction errors are 0.0006%, 0.0803%, 0.0812%, and 0.0804%, which shows that Both in
terms of overall prediction stability and prediction accuracy by year, the SIR population
model in this paper outperformed the three traditional population prediction models.

Error Comparison Between SIR and Classical Models
In order to more intuitively compare the overall errors of the population prediction of
eachmodel, this paper uses three error values ofRMSE,MAE, andMAPE to characterize
the overall error of the SIR population model and the three classical models in predicting
the female and total population for 2018–2021, as shown in Table 8 below.

From the error comparison of the results of the above four population models, it
can be seen that the SIR population model in this paper outperform the three classical
models in each error index of RMSE, MAE, and MAPE, with lower error rate levels,
regardless of the female population or total population. Table 9 below shows the optimal
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Table 8. Comparison of classical model and SIR population model errors.

Classic model Known year Female Total population

RMSE MAE MAPE (%) RMSE MAE MAPE (%)

Grey model (1, 1) 1949–2017 7932.20839 7863.15610 11.41710 16540.46500 16416.80093 11.64012

1960–2017 6157.39482 6088.50000 7.91973 13054.11771 12933.36314 8.20119

1970–2017 4052.53199 3982.00000 5.30052 8598.16978 8480.03003 5.49753

1980–2017 2653.53977 2577.94413 3.52973 5673.42587 5553.23375 3.70668

1990–2017 954.15748 841.00000 1.17124 2467.38908 2323.71246 1.58023

2000–2017 655.73693 509.72500 0.72699 1112.85932 901.97576 0.62594

2012–2017 695.93367 560.12500 0.80341 1293.52305 1099.78680 0.77201

BP Neural Network
model

1949–2017 408.30821 312.67500 0.44791 375.14014 318.95316 0.22357

1960–2017 254.42175 205.90000 0.29666 198.63875 162.33879 0.11462

1970–2017 644.13351 525.22500 0.75908 643.53819 547.74593 0.38868

1980–2017 382.20582 278.17500 0.39878 673.11255 585.46464 0.41264

1990–2017 349.49476 317.65000 0.46022 480.03393 403.63726 0.28435

2000–2017 998.10189 836.67500 1.21867 209.79801 204.23799 0.14447

2012–2017 251.82669 228.27500 0.32665 851.55272 800.81056 0.56833

Logistic model 1949–2017 798.18898 717.62500 1.04553 1764.25527 1657.68028 1.18237

1960–2017 277.62269 249.82500 0.35811 680.22288 532.47573 0.37152

1970–2017 249.23794 239.35000 0.34713 362.98805 315.81340 0.22314

1980–2017 244.98768 237.12500 0.34434 353.05238 308.65866 0.21879

1990–2017 2777.90355 2776.57500 4.03154 337.53884 291.54593 0.20679

2000–2017 678.64835 549.02500 0.76563 9335.85018 9310.90898 6.60464

2012–2017 763.93490 627.65000 0.90014 15676.05391 15671.23421 10.42437

SIR population
model

2017 93.32875 85.87908 0.12352 98.56369 85.58428 0.05453

error results of each classical population prediction model selected for comparison and
validation with the prediction results of the SIR population model.

Table 9. Comparison of errors of the optimal classical models and the SIR population model.

Types of
models

Female population prediction Total population prediction

RMSE MAE MAPE (%) RMSE MAE MAPE (%)

Grey model (1,
1)

655.73693 509.72500 0.72699 1112.85932 901.97576 0.62594

BP Neural
Network model

254.42175 205.90000 0.29666 198.63875 162.33879 0.11462

Logistic model 244.98768 237.12500 0.34434 337.53884 291.54593 0.20679

SIR population
model

93.32875 85.87908 0.12352 98.56369 85.58428 0.05453
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Table 9 shows that the SIR population model in this paper has only 36.68% of the
RMSE value of the best-performing BP neural network for female population prediction
for 2018–2021; and 49.62% of the best-performing BP neural network model for total
population prediction.

It can be seen that the SIR population model in this paper significantly outperforms
the classical Grey model (1, 1), BP Neural Network model, and Logistic model in
predicting the female population and total population size in China, with lower levels of
RMSE, MAE, MAPE. Thus the SIR population model in this paper has higher accuracy
and requires less data set than the three classical models in predicting female population
structure and population size, and has better performance and potential in the population
prediction problem.

4.3 Model Prediction of Future Population Scenarios

As described in the previous section, the SIR population model in this paper has a much
better prediction accuracy for the female fertility structure as well as the population for
2018–2021. Therefore, further prediction of the future (2022–2027) population can be
carried out.

Each Model Analysis of Prediction Results
In this section, according to the female population and the total population in 2018–2027,
the set of prediction with better performance of RMSE and MAPE are selected from the
prediction results of the three classical models to compare with the prediction results of
the SIR population model, as shown in Fig. 4(a) (b), where the black line represents the
actual total population size.

Fig. 4. Comparison of prediction results of four models.

Figure 4(a) shows the prediction of the four models for the female population. Com-
pared with the actual female population, the Grey model (1, 1) represented by the red
line is overly optimistic, with a linear upward trend and a large deviation from the actual
one, with a MAPE of 0.727%; the Logistic model represented by the green line and the
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BP Neural Network model represented by the blue line also have a linear upward trend
and a large deviation from the actual one, with MAPEs of 0.344% and 0.297%. The
SIR population model represented by the purple line and the prediction results are more
consistent with the actual female population change, with a minimum MAPE of only
0.124% and a four-year prediction accuracy of 99.876%, and well reflect the fluctuating
decrease trend of the female population in recent years.

Figure 4(b) shows the prediction of the four models for the total population. Com-
pared with the actual total population, the prediction results of Grey model (1, 1) and
Logistic model are still more linear in growth, which are not consistent with the reality
and have a larger error rate, with MAPE of 0.626% and 0.207%, respectively; the results
of BP Neural Network model have a fast and then slow growth trend, which is consis-
tent with the reality, but the overall deviation rate is relatively too large, with MAPE
of 0.145%; and the SIR population model prediction results in this paper are most con-
sistent with the actual trend and error, with a MAPE of only 0.055% and a four-year
prediction accuracy rate of 99.945%, which is relatively the best prediction result.

Analysis of SIR Population Model Prediction Results
Using the SIR population model in this paper to forecast the female fertility structure in
2022–2027, and combining its results with the data from 2017–2021, which are shown
in Fig. 5.

Since 2017, the proportion of women of childbearing age in China has become a
continuous downward trend. It is foreseeable that without favorable changes in popu-
lation policies, the proportion of females of childbearing age will continue to decline
after 2022, possibly from 45.83% (2022) to 42.40% (2027). This change could lead to
a decrease in the population of pregnant women, which, according to the model results,
could decrease from 1.192% (2022) to 0.640% (2027) of the female population in China
when β (the pregnancy rate in the reproductive age group) is constant. This figure is
alarming and suggests that the pregnant population in 2027 could be half of what it is at
this stage. Further, this will directly lead to a decline in the number of births, and thus
a decline in the total population, bringing about various problems such as population
aging.

Figure 6 shows the changes in the female population and the total population pre-
dicted by themodel during 2018–2027, with an increasing trend in the number of females
from 2018 to 2022 and a gradual decrease in the female population from 2023 onwards.
It can be found that the decline in the total population and the change in the number of
females follows the same trend, peaking in 2021–2022 and then gradually decreasing.
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Fig. 5. Predicted of female fertility structure vs. observed, 2017–2027.
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Fig. 6. Predicted change in female population and total population vs. observed, 2018–2027.

5 Conclusion

This study explores the application of SIR infectious disease model in population pre-
diction analysis, introduces the SIR infectious disease model into the field of prediction
of population structure and population size, and improves the new SIR fertility structure
and population prediction model based on the state transition of female fertility process,
and predicts the female fertility structure, birth population, female population and total
population in China during 2018–2027. The results are compared with three classical
population forecasting models, and we find that the SIR population model in this paper
has better population forecasting ability:



Prediction of Female Fertility Structure and Population Change 77

1. The prediction accuracy is more accurate compared with other classical models: the
prediction results of the SIR fertility structure and population prediction model are
very consistent with the changes in the actual female population and the actual total
population, and the four-year prediction accuracy rate reaches 99.876%and 99.945%
respectively, which well reflects the decline in fluctuations in the female population
in recent years and the trend of the gradual increase in the total population.

2. Good prediction of the change of female fertility structure: The classical model for
population prediction shows the prediction of population size, but lacks consideration
of the change of fertility structure due to the influence of female fertility factors.
While SIR fertility structure and population prediction model can better solve this
problem.

The improved SIR fertility structure and population prediction model in this paper
focuses on the current female fertility downturn inChina, however, the decrease in female
fertility is only one of the causes of population aging and negative growth. Therefore,
further research can look at factors such as the increasing age of individuals in order to
explore more accurate and applicable population prediction models. This study provides
an example of the application of the SIR infectious disease model in birth population
prediction studies, and it is hoped that this model will be better developed in this field.
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Abstract. The loss of traffic state data is a common problem in intel-
ligent transportation system. To improve the imputation accuracy and
robustness of road traffic data, a novel generative adversarial network for
the imputation of road network traffic data is proposed in this paper, i.e.,
GAE-GAN-LSTM. The spatiotemporal characteristics were extracted
using a improved graph auto-encoder (GAE), followed by a genera-
tive adversarial network (GAN) to generate the complete spatiotemporal
characteristics on the basis of the missing features. The internal structure
of the generator was a long short-term memory network (LSTM), and
the internal structure of the discriminator was a fully connected neural
network (FCN). Finally, the traffic state data could be recovered by the
decoder of GAE. The experimental results revealed that the performance
of the proposed method was better than that of the other methods at any
data loss ratio considered. The main innovations of the proposed method
include two aspects. One, an improved GAE for the imputation of road
network data was presented by redefining the loss function of GAE, which
could effectively extract the potential spatiotemporal features of a road
network. Two, the GAN was used to generate the spatiotemporal char-
acteristics of the traffic state data by using the strong data generation
ability of GAN.

Keywords: Data imputation · Graph auto-encoder · Generative
adversarial network · Road traffic state data

1 Introduction

With the increase in urbanization, urban road traffic problems are becoming
worse. Traffic management and control engineering need complete and precise
road traffic state data, which mainly includes vehicle speed and traffic flow.
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These traffic state data are not only temporally correlated, but also spatially
correlated on adjacent lanes; therefore, road traffic state data are critical for
intelligent transport systems [1]. Because of a road detector or transmission
failure and other reasons [2], the road traffic state data may be missing, which
may have an adverse effect on an intelligent transportation system. Therefore,
data imputation has become a research hotspot of transportation [3].

Over the years, there have been many methods of traffic state data imputa-
tion, which contains three types of methods, that is, prediction-based data impu-
tation method, interpolation-based data imputation method, and statistical-
based data imputation method [4].

The prediction-based data imputation method predicts the missing data from
the relationship among the historical data to realize the imputation of traffic
state data, such as the autoregressive integrated moving average (ARIMA) model
[5], the feed-forward neural network method [6,7], and support vector regression
(SVR) [8], as well as some of their variants [9]. Although some improved methods
can also improve the precision of imputation of traffic state data, the precision
of data imputation decreases when there is continuous missing data or a large
proportion of missing data.

The interpolation-based data imputation method filling the loss data depends
on the historical data, such as, moving average method, exponential smoothing
method, historical average method, local least squares (LLS) [10], and k-nearest
neighbor method (KNN) [11,12] and its variant [13]. The interpolation-based
data imputation can provide better imputation results by relying on the assump-
tion that the adjacent traffic state data are similar. However, the adjacent traffic
state data do not always meet this assumption, as the traffic state data change
in the time series. Therefore, there are some shortcomings of this method, which
result in unsatisfactory data imputation results.

The statistical-based data imputation method presets the probability distri-
bution model according to the data and then fills in the loss data according to
the distribution of the maximum probability of the model, such as Markov chain
Monte Carlo (MCMC)-based interpolation method [14,15], probabilistic prin-
cipal component analysis-based interpolation method (PPCA) [16], functional
principal component analysis-based interpolation method(FPCA) [17], and ker-
nel probabilistic principal component analysis (KPPCA) [18]. The statistics-
based data imputation method needs the data to satisfy the probabilistic dis-
tribution; therefore, the method has a shortcoming that the data do not always
meet the probability distribution model.

In addition, deep learning has also been used in intelligent transport system
and data imputation, which has a stronger ability of data extraction and data
generation. The deep learning methods are also gradually applied to imputation
of traffic state data, such as denoising stacked autoencoder method (DSAE)
[19] and importance-weighted autoencoder (MIWAE) [20]. GAN [21], proposed
in 2014, is a framework of deep learning. GAN consists of two parts: one is
generator and the other is discriminator. The generator can generate data, and
the discriminator can judge the authenticity of the generated data. GAN is



82 D. Xu et al.

widely used in image super-resolution [22], image dataset synthesis [23] and text
generation. Recently, GAN gradually applied to data imputation [24,25]. GAN
has the problems of unstable training and mode collapse, but the above methods
can not solve these problems. Thus, in this paper, we use Wasserstein-GAN
(WGAN) to address this challenge. In the field of Intelligent Transport Systems,
GAN has made a considerable contribution to traffic state data imputation [25]
and traffic flow prediction [26,27]. Moreover, LSTM has extensive applications
in traffic speed prediction [28]. However, these methods in processing of traffic
state data can not accurately extract the graph structure of traffic state data and
spatiotemporal characteristics. Graph auto-encoder (GAE), serving as a variant
of Graph convolution Network (GCN), takes GCN as the encoder, and thus, the
graph structure of traffic state data can be extracted effectively.

For these problems and challenges, to improve the precision and the robust-
ness of traffic state data imputation, a novel generative adversarial network for
the imputation of road network traffic state data has been proposed, i.e., GAE-
GAN-LSTM. Firstly, GAE has been used to extract the spatiotemporal charac-
teristics of the missing dataset, followed by GAN to generate the spatiotemporal
characteristics of the complete dataset according to the characteristics of the
missing dataset. In particular, the internal structure of the generator is LSTM,
and the internal structure of the discriminator is a fully connected neural net-
work. Finally, the traffic state data imputation can be realized by the decoder
of GAE.

Our innovations are as follows:

(1) By redefining the loss function of graph autoencoder, we developed an
improved graph autoencoder suitable for road network data repair, which
can effectively extract the potential spatiotemporal characteristics of the
road network.

(2) Because of the strong data generation ability of the generated adversarial
network, we used this network to generate the spatiotemporal characteristics
of the traffic state data.

(3) Compared with other models, the proposed model can enhance the precision
of data repair, and maintain good performance and strong robustness in a
high loss ratio.

2 Methodology

Figure 1 shows the framework of our method. First, a GAE model was applied
to extract the spatiotemporal characteristics of the incomplete traffic state
data. Second, the complete traffic spatiotemporal characteristics were generated
according to the spatiotemporal characteristics of the incomplete data by GAN.
The generator and the discriminator were the LSTM and the fully connected
neural network, respectively. The generator is to generate the Spatiotemporal
characteristics of the complete data according to the spatiotemporal charac-
teristics of the incomplete data. The function of the discriminator is to judge
the authenticity of the Spatiotemporal characteristics generated by generator,
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so as to ensure that the spatiotemporal features generated are similar to the
spatiotemporal features of the complete data. Finally, the complete data were
generated using the decoder of GAE, and the imputation of the traffic state data
was realized.

Fig. 1. Proposed generative adversarial network for imputation of road network traffic
state data

2.1 Data Preprocessing

Observing that the spatial relationship of different detectors and the temporal
relationship between the data of each detector, we modeled the road network
as G = (V, E). V = {vi}N

i=1 denotes N detectors and E = {eij}n
i,j=1 denotes the

connection relationship between two corresponding links. |V| = N denotes the
number of nodes. If vi and vj are spatially adjacent, eij = 1; else, eij = 0. The
traffic state data can be described as follows:

X=

⎡
⎢⎢⎢⎣

x11

x12

...
x1M

x21

x22

...
x2M

· · ·
· · ·
· · ·
· · ·

xN1

xN2

...
xNM

⎤
⎥⎥⎥⎦ (1)

where N denotes the number of traffic detectors and M represents the number
of traffic state data items when the time interval of sampling is t. xij represents
the j-th traffic state data of the detector i. By normalization processing, we
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translated the elements of X between 0 and 1. In addition, the missing mask
matrix Q of the traffic state data with a certain loss ratio could be described as
follows:

Q =

⎡
⎢⎢⎢⎣

q11
q12
...

q1M

q21
q22
...

q2M

· · ·
· · ·
· · ·
· · ·

qN1

qN2

...
qNM

⎤
⎥⎥⎥⎦ (2)

where qit indicates whether xit is missing. If so, qij = 1; otherwise, qij = 0. The
traffic state data including the missing data can be denoted as Xloss = Xtrue∗Q,
and ∗ denotes the multiplication operation of the corresponding elements of the
two matrices. The training and testing datasets were divided under a certain
proportion of p. The aim of the model was to repair the road network data
by extracting the spatiotemporal characteristics of the road network using the
missing road network data Xloss. The imputation data was denoted as Xrec.

2.2 The Feature Abstraction of Road Network Based on GAE

Construction of GAE. GAE is one of the unsupervised learning methods,
including an encoder and a decoder. Compared to the autoencoder, the encoder
of GAE is GCN and the decoder is a graph decoder. In this study, the GAE
was improved and the loss function of GAE was redefined. Figure 2 shows the
framework of improved GAE. The improved GAE exhibited better performance
for extracting the spatiotemporal characteristics of the road network by encoding
and decoding the input data. The expressions of GAE could be described as
follows:

Z = GCN(X,A) (3)

X̂ = σ2(WD1(σ1(WD0Z + BD0)) + BD1) (4)

Â = σ3(ZZT ) (5)

where traffic state data X represents the input matrix of the encoder; A is
the adjacent matrix, which is equivalent to E . Z represents the spatiotemporal
characteristics extracted after encoding. X̂ represents the new traffic state output
data matrix of the decoder. σ1, σ2, σ3 represent the activation function. WD0

and WD1 are the weighted matrices of the decoder. BD0 and BD1 represent the
bias matrix. Â is the new adjacent matrix of the decoder’s output. ZT is the
transposed matrix of Z. By minimizing the difference between Â and the real
adjacency matrix A, the potential spatiotemporal characteristics Z in the traffic
state data is extracted. The extracted spatiotemporal characteristics Z can be
decoded by a fully connected neural network and the new traffic state data X̂ is
obtained. The encoder can also be described as follows:

Ã = D− 1
2 AD− 1

2 (6)

GCN(A,X) = Ãσ4(ÃXWG0)WG1 (7)

where WG0 and WG1 represent the weighted matrix of the encoder and σ4 rep-
resents the activation function. D is the degree matrix.
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Fig. 2. The framework of the improved GAE

Loss Function of GAE. In this paper, we reconstruct the decoder of GAE
to meet our work, which not only retains the decoding of adjacency matrix,
but also adds the decoding of traffic state data, so that GAE can not only give
play to the advantages of extracting graph features, but also be used to decode
traffic state data. Therefore, the loss function of GAE should be composed of
two parts, one is the loss function suitable for traffic state data decoding, LD,
and the other is the loss function suitable for adjacency matrix decoding, LA.
They are connected by a super parameter α to obtain the final loss function of
gae, LG:

LG = LD + αLA (8)

where LD was constructed by mean square error:

LD =
1
p

p∑
i=0

(X̂ − X)
2

(9)

where p denotes the number of data items. In this paper, the loss function of
weighted cross entropy with logits was used to construct LA:

q =
N2 −

N∑
i=1

N∑
j=1

aij

N∑
i=1

N∑
j=1

aij

(10)

l = (1 + (q − 1) ∗ Â) (11)

r =
N2

N2 − 2
N∑

i=1

N∑
j=1

aij

(12)
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g = (1 − A) ∗ Â + l ∗ (log(1 + exp(−abs(Â))) + max(Â, 0)) (13)

LA = r
g

N2
(14)

where aij denotes an element of the original matrix in x row j column, q denotes
the weight of cross entropy, and l, r, g denote the intermediate transition vari-
ables in the calculation process.

2.3 The Design of Generative Adversarial Network
for Spatio-Temporal Feature Based on LSTM

Construction of GAN-LSTM. In this section, GAN-LSTM generates the
spatiotemporal characteristics of the complete data based on the missing spa-
tiotemporal characteristics extracted by using the GAE method. GAN-LSTM
contains generator G and discriminator D. The purpose of G is to generate data
that D supposes to be true. While the purpose of D is to distinguish the real
data as true and the data generated by the generator as false. Through constant
adversarial training, G can generate data that are more similar to the real data.

The internal structure of generator G is LSTM, followed by a fully connected
network to obtain the output. The expression of LSTM can be described as
follows:

ft = σ(Wf [ht−1, xt] + bf ) (15)

it = σ(Wi[ht−1, xt] + bi) (16)

C̃t = tanh(Wc[ht−1, xt] + bC) (17)

Ct = ft ∗ Ct−1 + it ∗ C̃t (18)

ot = σ(Wo[ht−1, xt] + bo) (19)

ht = ot ∗ tanh(Ct) (20)

where Wf , Wi, Wc, Wo and bf , bi, bC , bo represent the weight matrix and bias
matrix, respectively. ft, itand ot represent the output of the forget gate, input
gate, and the output gate, respectively. C̃t and Ct represent the temporary and
the new states of the memory cell, respectively. σ represent the Sigmoid function.
tanh(·) can be described as follows:

tanh(ε) =
eε − e−ε

eε + e−ε
(21)

The generator G is implemented using LSTM, followed by a fully connected
network to obtain GZ :

GZ = σ(WGht + bG) (22)

where WG and bG denote the weighted and bias matrix, respectively. The internal
structure of discriminator D is an n-layer fully connected network whose first
layer is as follows:

Y
(1)
R = W

(1)
d Z + B1 (23)
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Y
(1)
F = W

(1)
d GZ + B1 (24)

The expressions of the i-layer fully connected network are as follows:

Y
(i)
R = W

(i)
d Y

(i−1)
R + Bi (25)

Y
(i)
F = W

(i)
d Y

(i−1)
F + Bi (26)

Finally, Y
(i)
F and Y

(i)
R represent the results of the i-layer fully connected net-

work of generator GZ and the hidden layer feature matrix of GAE, respectively.

Loss Function of Generative Adversarial Network. In this section,
Wasserstein-GAN is used to replace GAN. Different from the traditional GAN,
WGAN uses the Wasserstein distance rather than the JS divergence to estimate
the similarity of the data distribution, because WGAN can deal with the van-
ishing gradient problem in the training process and ensure the diversity of the
generated samples. The loss functions of G and D can be listed as follows:

DL =
1
k

k∑
i=1

y
(n)(i)
F − 1

k

k∑
i=1

y
(n)(i)
R (27)

GL =
1
k

k∑
i=1

y
(n)(i)
F − 1

p

p∑
i=1

(Gi − Zi) (28)

where k and p denote the output number of discriminator D and generator G,
respectively. y

(n)(i)
F , y

(n)(i)
R , Gi and Zi represent the i-th element of Y

(n)
F , Y

(n)
R ,

GZ and Z respectively. DL and GL represent the loss function of discriminator
D and generator G, respectively.

2.4 The Imputation of Road Network Data Based on GAE-GAN

To better apply GAE to road network data imputation, data decoding was added
to the decoder of GAE. Fully connected layers were used for the data decoding.
and the traffic state data imputation was realized through GAE decoding based
on GZ . The decoding process can be described as follows:

Xrec = σ(WD1(ReLU(WD0GZ + BD0)) + BD1) (29)

Finally, Xrec was de-normalized to obtain the traffic states data imputation.

3 Experiment

3.1 Experimental Design

The dataset of the Seattle expressway network, which include traffic speed, was
used for our experiment. The traffic state data of 23 road detectors were selected
from January 1, 2017 to March 1, 2017, and the data sampling interval was 5 min.
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In the experiment, the data missing patterns were categorized as missing
completely at random (MCAR) or MCAR in space (MCARS). In addition, the
missing ratio ranged from 10% to 90%. Figure 3 shows the complete dataset and
the data heat map under the MCAR and MCARS data missing modes with
different data missing ratios. The X-axis denotes the time on January 1 and
the Y-axis denotes the detectors. The left and right subfigures of Figs. 3(b and
c) denote the missing patterns of MCAR and MCARS, respectively. Finally,
the proposed model was compared with the other baselines under the two data
missing patterns.

3.2 Parameter Setting and Model Index

To test the precision of the proposed model, some baselines were compared
with the proposed model. First, to prove the effectiveness of GAE’s extraction
features, the proposed model was compared with GAN-LSTM. In the GAN-
LSTM model, the hidden layer of LSTM in generator was 1, and its units was
64. The hidden layer of FCN of discriminator was 3, and its units was [32, 64,
128]. Second, to verify the effectiveness of the generator LSTM, the structure
of the generator was revised to FCN, i.e., GAE-GAN-BP. In the GAE-GAN-BP
model, D and G each had 3 hidden layers, and their units were [32, 64, 128].
Finally, some typical baselines were compared with the proposed method, such
as KNN, DSAE, and LSTM. Both BP and DSAE had 3 hidden layers, and their
units were [32, 64, 128]. The value of k in KNN was 5. The LSTM had one
hidden layer, and the number of hidden layer units was 64. In the structure of
GAE-GAN-LSTM, the units of encoder was [32, 16] and the units of decoder
was 32. Other parameters are the same as GAN-LSTM. The α value was 0.0001.
σ1 and σ4 were the ReLU functions. σ2 and σ3 were the Sigmoid functions.

To compare models, three typical evaluation indices, namely root mean
square error (RMSE), mean absolute error (MAE), and mean absolute percent-
age error (MAPE), were adopted in this paper, which are shown as follows:

RMSE = [
1
n

n∑
i=1

(yi−ỹi)2]
1
2 (30)

MAE =
1
n

n∑
i=1

|yi − ỹi| (31)

MAPE =
1
n

n∑
n=1

|yi − ỹi

yi
| (32)

where yi and ỹi denote the true and the imputed values in the missing locations,
respectively.
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(a) Complete dataset

(b) Speed data of MCAR and MCARS under 10% missing ratio

(c) Speed data of MCAR and MCARS under 50% missing ratio

Fig. 3. Speed data heat map of Seattle expressway network dataset on January 1, 2015
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4 Results and Discussion

4.1 Effectiveness of GAE

Compared with the traditional GAE model, the data decoder was merged into
the graph decoder of GAE to reconstruct the loss function, which made GAE fur-
ther extract the spatiotemporal characteristics of the traffic state data. To verify
the effectiveness of GAE, the index results of GAE-GAN-LSTM were compared
with those of GAN-LSTM. The results of GAE-GAN-LSTM and GAN-LSTM
under the MCAR and MCARS modes are shown in Fig. 4.

Figure 4(a) shows that under the MCAR mode, when the data loss ratio
was less than 70%, GAE-GAN-LSTM model had a lower error than the GAN-
LSTM model, and the error did not significantly increase with an increase in
the data loss ratio. When the ratio was higher than 70%, the error increased
significantly, but it remained in the low error range and was lower than that of
the GAN-LSTM model.

Figure 4(b) shows that under the MCARS mode, the index results of GAE-
GAN-LSTM model were similar to those of the MCAR mode. When the data
loss ratio was less than 70%, the errors of GAE-GAN-LSTM model were lower
than those of GAN-LSTM model. When the data loss was greater than 70%,
the errors of GAE-GAN-LSTM were close to those of the GAN-LSTM model. In
particular, when the data loss ratio was 90%, the errors of the proposed model
were higher than those of GAN-LSTM, but most of the data loss ratio conditions
were still satisfied.

From the results shown in Figs. 4(a) and 4(b), the following conclusions could
be drawn. The proposed model showed lower error and stronger stability under
the MCAR model, which was inseparable from GAE’s ability to extract the graph
features and the spatiotemporal characteristics of the data. Under the MCARS
mode, when the data loss ratio was less than 70%, the model accuracy was
higher. When the data loss was higher than 70%, the model precision began to
decline, which might be associated with the internal generator of LSTM. Under
the MCARS mode, the higher data loss ratio would lead to a continuous data loss
phenomenon in the time dimension, which reduced the feature extraction ability
of LSTM. Note that the proposed model showed strong stability irrespective of
whether the data loss ratio was high or low, which showed the effectiveness of
the GAE to extract the spatiotemporal characteristics of the road network data.

4.2 Effectiveness of Internal Structure of Generator (LSTM)

The internal structure of the generator in the proposed model was LSTM. In
this paragraph, the internal structure of the generator was revised to a fully
connected neural network for comparison, that is, GAE-GAN-BP. The index
results of GAE-GAN-LSTM and GAE-GAN-BP under the MCAR and MCARS
modes are shown in Fig. 5.

Figures 5(a) and 4(b) show that the accuracy of the GAE-GAN-LSTM was
considerably higher than that of GAE-GAN-BP under the two data loss modes
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(a) Histogram results of GAE-GAN-LSTM and GAN-LSTM under the MCAR mode

(b) Histogram results of GAE-GAN-LSTM and GAN-LSTM under the MCARS mode

Fig. 4. Histogram results of GAE-GAN-LSTM and GAN-LSTM under different data
loss mode

and all the data loss ratios, which was related to the characteristics of the LSTM
and BP models. LSTM inherited most of the characteristics of the RNN model
and was very suitable for feature extraction in the time series. Therefore, LSTM
was suitable as the generator to generate the characteristics. Compared with
LSTM, BP was not very sensitive to the characteristics in the time series. More-
over, BP exhibited good performance in the training process but poor perfor-
mance in the testing process, which was related to the weak ability of general-
ization. Based on the above analysis, as the internal structure of the generator,
LSTM could effectively enhance the precision of the imputation.

4.3 Comparison with Other Models

Some baselines were compared with the proposed methods under the MCAR
and MCARS modes. The loss ratio of the baselines was 10%, 50%, and 90%;
Tables 1 and 2 show the corresponding index.

In Table 1, the errors increased with the loss ratio increased. At the low loss
ratio of 10%, the proposed models, both BP and LSTM, had a high accuracy.
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(a) Results of GAE-GAN-LSTM and GAE-GAN-BP under the MCAR mode

(b) Results of GAE-GAN-LSTM and GAE-GAN-BP under the MCARS mode

Fig. 5. Results of GAE-GAN-LSTM and GAE-GAN-BP under different data loss
modes

However, when the loss ratio was increased to 90%, the accuracy of BP declined
rapidly. However, the accuracy of the proposed model and LSTM did not decline
very quickly and maintained a certain stability, which demonstrated that LSTM
had an advantage in the feature extraction in the time-series data. Moreover,
as GAE could extract the graph characteristics, the proposed model had better
stability than LSTM. However, both the KNN and the DSAE models demon-
strated poor accuracy and stability, which might be attributed to the fact that
the KNN model required the daily data to have a relative similarity. Moreover,
DSAE’s generalization ability was not strong.

In Table 2, under the MCARS mode, the errors of most of the models
increased, which could be attributed to the characteristics of the MCARS and
MCAR modes. Figure 3(b) and 3(c) show that compared with the MCAR mode,
under the MCARS mode, the large-area continuous data loss phenomenon was
more likely to occur. However, the missing data under the MCAR mode were
relatively discrete, which increased the difficulty of feature extraction for the
models listed in Table 2, reducing the precision of the models. As for stabil-
ity, with the loss ratio increased, the error trend under the MCARS mode was
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similar to the error trend under the MCAR mode, and the proposed model still
had the best effect among the baselines.

Table 1. Index results under MCAR mode

Model Loss rate

10% 50% 90%

MAE RMSE MAPE (%) MAE RMSE MAPE (%) MAE RMSE MAPE (%)

GAE-GAN-LSTM 3.04 4.66 6.44 3.11 4.8 6.72 4.39 6.12 9.05

BP 3.43 4.96 6.9 4.78 7.03 10.03 5.79 8.84 12.42

KNN 5.6 7.95 11.38 6.22 9.13 12.77 6.32 9.49 13.7

DSAE 5.95 7.22 10.61 6.16 8.23 13.27 6.52 9.16 15.08

LSTM 3.47 5.11 7.45 3.92 5.86 8.68 4.9 7.28 10.71

Table 2. Index results under MCARS mode

Model Loss rate

10% 50% 90%

MAE RMSE MAPE (%) MAE RMSE MAPE (%) MAE RMSE MAPE (%)

GAE-GAN-LSTM 3.79 5.3 7.58 4.18 5.77 8.26 5.28 7.64 11.78

BP 5.12 7.1 9.71 5.7 8.34 13.04 5.72 8.27 12.83

KNN 7.39 10.46 14.87 6.48 9.86 13.83 6.57 9.86 14.01

DSAE 6.92 9.60 16.44 6.70 9.49 15.81 6.58 9.31 15.27

LSTM 4.71 7.10 10.9 4.88 7.16 10.63 5.96 8.39 12.01

5 Conclusions

Aiming to improve the low precision of road traffic state data imputation, a
novel generative adversarial network for the imputation of road network traffic
state data was proposed. First, considering that the traffic state data had certain
graph structure characteristics, we extracted the spatiotemporal characteristics
of the incomplete traffic state data by GAE. Second, owing to the powerful data
generation ability of GAN, GAN was applied to generate the features charac-
teristics of the complete data. The internal structure of the generator adopted
LSTM, which improved the ability of generating spatiotemporal characteristics.
Finally, the data decoding was completed based on the spatiotemporal charac-
teristics generated by the improved decoder of GAE, and the road network traffic
state data were repaired. From the analysis, we drew the following conclusions:

1) The decoder of GAE was improved to make GAE suitable for the decoding
of road network data. Moreover, the GAE could enhance the performance of
the model.
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2) LSTM was used in the generator part of GAN. Compared with the internal
structure of the fully connected neural network, LSTM had a better effect on
the data imputation and improved the imputation accuracy of the model.

3) Compared with the traditional data imputation method, GAE-GAN-LSTM
had a higher imputation accuracy. Moreover, the model maintained high
imputation precision with high loss ratios. The stability of the proposed model
was incomparable to that of the traditional models.

4) Because of the strong stability, the proposed model could better satisfy the
requirements of a road traffic network with large-scale data missing, which
makes a considerable contribution to road traffic state data imputation.

In the future, other datasets will be considered for verification, and the
parameters will be modified to improve the repair accuracy. Meanwhile, some
parameters will be simplified to make the model more concise and further
improve the practicability of the model.
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Abstract. The research on event intelligent analysis based on big data
refers to the intelligent classification of monitoring events through the
analysis of monitoring event alarm information in the operation and
maintenance platform, to automatically recommend monitoring event
processing solutions according to the event knowledge base. However,
there are currently few methods to classify monitoring events. To solve
this problem, our method relies on the BERT model and the Jieba word
segmentation tool to perform keyword extraction, keyword word vec-
tor transformation and event representation vector generation for event
information in training data. We then pre-classify the training data using
the clustering algorithm and similarity to obtain information about each
cluster. We establish the relationship between clusters and event classifi-
cations based on the pre-classification results and the classification labels
of the training data. Finally, we process and analyze the new monitoring
events that appear in the operation and maintenance platform, and effec-
tively classify the new events according to the model training results.
In addition, our method can periodically train the model to optimize
the classification performance based on dynamically added data from
the monitoring event database. We perform experiments on the real-
life datasets and the results validate the effectiveness of our proposed
method.

Keywords: Event keywords · Bert · Clustering algorithm · Similarity
measurement · Event classification

1 Introduction

Automated operation and maintenance (O&M) [15] is the current mainstream
O&M technology. It refers to the use of tools to replace the operations of some
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people to realize large-scale and batch operations. In the automatic O&M mode,
the decision-making and processing of professionals is the key part of the O&M.
But only relying on manual processing will limit the stability, accuracy and
efficiency of the operation and maintenance system. So the traditional O&M
method is difficult to provide more complex systems with high-quality O&M
services. Intelligent O&M method [22], on the other hand, uses artificial intelli-
gence algorithms such as machine learning to simulate the operations of profes-
sionals for analyzing emergency, and then help professionals make operation and
maintenance decisions. At the same time, intelligent O&M method can, like pro-
fessionals, continuously learn the rules and improve the efficiency of exception
handling through the accumulated analysis experience in the past.

The traditional machine learning classification method [12] is to split the
intelligent analysis process of events into two parts: feature engineering [25] and
classification. Feature engineering obtains the key text data of events and con-
verts them into vector data through three parts: data preprocessing, feature
extraction and text representation. And according to the classification require-
ments, the appropriate feature weight calculation method is used for the key text,
so as to obtain its weight features. Use the training data set after feature engi-
neering to train traditional machine learning models, such as KNN methods [5],
decision trees [17], etc., to obtain event classification models. The most impor-
tant thing for deep learning [14] to solve large-scale text classification problems
is the vector representation of event text data, and its features are automatically
obtained by using network structures such as CNN [19]. The Huffman tree [10]
is established according to the frequency of the category label. When predict-
ing the event category, the output of the hidden layer is calculated with each
Huffman tree node vector.

For the specific situation of this project, due to the lack of training data, the
model cannot obtain good training results whether using traditional machine
learning classification methods or deep learning classification methods [24], which
result in poor classification accuracy of the model in predicting emergency moni-
toring events. At the same time, before accumulating a large amount of training
data with classification labels, the classification model trained by traditional
methods cannot dynamically optimize the classification effect. Repeated predic-
tion [2] and classification errors will often occur, which will have a certain impact
on the efficiency of professionals in dealing with emergencies. Therefore, accord-
ing to the existing situation, this paper proposes a monitoring event classification
algorithm that can meet the two requirements of optimizing the monitoring event
classification effect, dynamically adjusting the classification model through the
text clustering algorithm and the similarity measurement method.

The main methods of this paper are as follows: 1) We use the TF-IDF algo-
rithm and the Bert pre-training model to establish a keyword dictionary with
word weights and word vector representations, and a word vector matrix of event
categories. 2) Based on the DBSCAN clustering algorithm, we use the optimized
parameters to cluster the training data. 3) According to the clustering results or
noise data and its corresponding event category, we use the Attention mechanism
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and similarity measurement method to update the classification parameters of
each event category. 4) Based on the new contents accumulated in the monitor-
ing event database and event knowledge base, we periodically train to update
the key parameters of the model and optimize the classification effect. Overall,
when events with similar key information are aggregated together by clustering
and labeled with event categories. Our approach hopes to achieve the effect that
unclassified surveillance events can be successfully classified by finding similar
clusters of surveillance events. In calculating word weights, we use IDFs that
emphasize the distinguishing ability of word weights to participate in generat-
ing a more effective vector of keyword representatives. Our method can quickly
form the correspondence between new clusters and event categories by means of
clustering and similarity measures after adding a small amount of similar noise
data, thus flexibly and dynamically adjusting the model classification effect. We
perform extensive experiments on the real-life dataset, and the experimental
results verify the effectiveness of the method.

2 Related Work

For the text classification task, we mainly study the work in the two fields of
keyword extraction and text clustering.

2.1 Keyword Extraction

TF-IDF [16] is commonly used in the keyword extraction part of the participating
text classification tasks. For classification tasks in different situations, the TF-
IDF method is improved to obtain more effective keywords and their weights.
For example, studies have shown that the introduction of information entropy
and word length information to improve the TF-IDF algorithm can effectively
improve classification accuracy [8]. At the same time, the TF-IDF method has
been improved for different fields [13], and its keyword extraction ability for short
texts have been greatly improved. Therefore, it can be competent for keyword
extraction tasks in text classification. BERT [3] is an important tool for word
vector transformation in text classification tasks. Studies have shown that when
BERT is used as the input of the embedding layer for text classification through
deep learning, word vectors are effectively optimized [18]. Moreover, through the
research on the principle of the BERT model and its main improved models [20],
we believe that the dynamic word embedding pre-training model, that is, the
BERT pre-training model, is more suitable for word vector transformation tasks.

2.2 Text Clustering

For text clustering [1], the more commonly used algorithms are K-Means [7],
DBSCAN [6] and BIRCH [23] clustering algorithms. Through the study of text
clustering tasks, the difficulty of text clustering tasks is often the determination
of clustering parameters. The advantage of the K-Means clustering algorithm



102 J. Wu et al.

is that it is fast and simple, and has high efficiency for large data sets, but its
disadvantage is that it is easily affected by the K value, the selection of initial
class centroid samples or the initial class division. The optimal K value often
takes a lot of time resources [11]. A reasonable range of clustering parameters
can be obtained by using the adaptive DBSCAN clustering algorithm, which
can effectively improve the clustering accuracy [21]. At the same time, since the
DBSCAN clustering algorithm can eliminate the noise data of the training sam-
ples and reduce the format of the training samples, it can reduce the calculation
amount of the text classification to a certain extent [9]. The BIRCH clustering
algorithm is more suitable for analyzing a wide variety of text clustering scenar-
ios. However, the high-dimensional features of text data will greatly reduce the
clustering effect of the BIRCH algorithm. Additionally, the limit on the number
of clustering features per node may cause the clustering results to be different
from the real category distribution [4].

3 Method

According to the corresponding relationship between clusters and event cate-
gories as well as the classification similarity threshold of event categories, the
algorithm realizes the classification of monitoring events through the similarity
measurement method. At the same time, the algorithm can optimize the model
effect according to the accumulated data in the event knowledge base and mon-
itoring event base. The general framework diagram of the method is shown in
Fig. 1.

Fig. 1. The general framework diagram of the method.
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3.1 Data Preprocessing

Preprocess Textual Descriptions of Event Categories. 1) Event category
text description data segmentation Build a custom dictionary, adding certain
fixed phrases to it in advance. At the same time, use regular expressions to
dynamically identify phrases connected by underscores or hyphens contained in
the text numbers, and add them to the custom dictionary. By loading the custom
dictionary and stop word list, use the jieba word segmentation tool to obtain
word segmentation results. 2) The purpose of establishing the keyword dictionary
is to accurately extract the keywords of unclassified monitoring events. The text
description of each event category is set as a document, and the TF-IDF method
is used to calculate the IDF value of each word in the word segmentation result.
The IDF value of each word in the word segmentation is calculated as follows:

weighti = lg
|D|

|j : ti ∈ dj | (1)

In Eq. (1), |D| is the total number of text descriptions of all event categories, and
|j : ti ∈ dj | represents the number of text descriptions of event categories con-
taining the word ti. The IDF value of each word is used as the weight feature of
the word segmentation and is stored in the keyword dictionary together with the
word segmentation. Use the Bert pre-training model to calculate the word vec-
tors of all the segmented words in the keyword dictionary in advance, and store
them in the keyword dictionary. Through Fig. 2, we can see the basic structure
of Bert and the process of generating the semantically enhanced word vectors.
Bert is formed by stacking Transformer Encoder modules layer by layer. There
are several important part in Transformer Encoder: (1) The Multi-head Self-
Attention part in the Transformer Encoder module uses different Self-Attention
modules to obtain the enhancement of each word in the text in different semantic
spaces semantic vector, and linearly combine multiple enhanced semantic vectors
of each word to obtain a final enhanced semantic vector with the same length
as the original word vector. (2) Through the residual connection, the input and
output of the Multi-head Self-Attention module are directly added and used
as the input of the Layer Normalization module. (3) The Layer Normalization
module completes the standardization of 0 mean and 1 variance for a certain
layer of neural network nodes. (4) Two linear transformations are performed on
the enhanced semantic vector of each word to enhance the expressive ability of
the entire model. The semantically enhanced word vector generation process is
shown in the right figure in Fig. 2. The yellow circle represents each word seg-
ment, represented by a vector, as the input text. Each word segment generates
a multi-dimensional vector consisting of multiple purple circles, and then passes
through multiple Encoder modules in the Transformer. Finally, each semantically
enhanced word vector is generated. The semantically enhanced word vector of
the participle ti, which we define as vi = v(i,1), . . . , v(i,768). Since the keywords
extracted from the monitoring event are all word segmented in the keyword dic-
tionary, the word vector conversion of the monitoring event keywords can be
achieved by querying the keyword dictionary, which shortens the word vector
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conversion time of the monitoring event keywords. 3) According to the word
segmentation results and word vectors of the text description of each event cat-
egory, a three-dimensional word vector matrix E is established to measure the
similarity between monitoring events and different event category.

Fig. 2. The structure of the Bert model.

Preprocess Training Data. The training data used for model learning is
a small amount of data with classification labels from the monitoring event
database. Before extracting the keywords of the training data, it is first nec-
essary to use regular expressions to identify and delete redundant information
(such as time, date, etc.) according to the fixed format, so as to improve the effi-
ciency of word segmentation and keyword extraction. By dynamically updating
and loading custom dictionaries and stop word lists, use the jieba word segmen-
tation tool to obtain the segmentation results of the training data. According to
the keyword dictionary, the word segmentation with the top ten weights in the
word segmentation result is found as the keyword of the alarm information of
the monitoring event. Find word vectors and word weights corresponding to all
keywords in the training data in the keyword dictionary, and use the weighted
average method to generate a representative vector of the training data. The
formula to generate the representative vector is as follows:

v =
∑n

i=1(vi ∗ weighti)
n

(2)
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The representative vectors of training and testing data are generated using Eq.
(2) in order to participate in clustering and similarity measurement tasks.

3.2 Initialize Clustering of the Training Data

Obtain Training Data Clustering Results. 1) Using the T-SNE method
to visualize the training data, it can be observed that the training data set is
an irregular dense data set, and there is no specific fixed number of clusters, so
the DBSCAN clustering algorithm is suitable for the situation for clustering. 2)
The clustering effect is evaluated by using the silhouette coefficient S and the
noise rate R. The silhouette coefficient is one of the indicators used to evaluate
the clustering effect, and it can be considered as an indicator used to describe
the clarity of the outline of each cluster, including two concepts of cohesion
and separation. Cohesion can reflect the degree of closeness between a sample
point and other elements in the same cluster; while separation degree can reflect
the degree of closeness between a sample point and other elements outside the
cluster. For the sample point i, a(i) is the average value of the distance from
the sample point i to all the sample points in the same cluster, b(i) and is the
average value of the distance from the sample point i to all the sample points
outside the cluster, then the silhouette coefficient corresponding to the sample
point i is:

S(i) =
b(i) − a(i)

max(a(i), b(i))
(3)

It can be seen from formula (1) that when the silhouette coefficient is close to 1,
the degree of separation and cohesion are relatively good, that is, the clustering
contour is more clear; the average of the silhouette coefficients of all sample
points is obtained. The overall silhouette coefficient of the overall clustering
results. The noise rate represents the proportion of sample points that are not
clustered successfully (noise points) after using the DBSCAN algorithm. The
calculation equation of the evaluation result is as follows:

Score = S − R (4)

The meaning of Score in Eq. (3) is that while the silhouette coefficient is expected
to be close to 1, the data noise rate is expected to be lower. In the algorithm,
the difference between the two is used to evaluate the clustering results, and
the larger the value is, the better the clustering effect is. 3) There are two ways
to optimize the parameters of the clustering algorithm: By setting a reasonable
range of eps and min samples, the best combination of two different combinations
is found by using the Score obtained by the method of clustering result evalua-
tion. Using the KANN-DBSCAN adaptive algorithm, we use T-SNE to reduce
the dimension of the training data representative vector. With the change of the
parameter K, if the number of clusters does not change three consecutive times
in a row, the eps and min samples corresponding to the largest K are considered
to be the best clustering parameters.
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Process Clustering Results. 1) According to the category label group of
monitoring events in the training data set, all clusters are divided into a new
clustering result. At this time, all monitoring events in each cluster only corre-
spond to the same group, that is, the cluster number and group label should
have a one-to-one or many-to-one relationship, and a cluster group is generated
according to the cluster number and group label. Chart. After the secondary
division, the cluster number to which the training data belongs is updated, and
the cluster number of −1 is the noise data that has not been successfully clus-
tered. 2) According to the new clustering results, the K-means algorithm is used
for each cluster to obtain the cluster center’s vector to represent the cluster. And
calculate the minimum value of cosine similarity from all points in each cluster to
their cluster center vector, set it as the similarity threshold of each cluster, and
generate the cluster center vector table and cluster similarity threshold table.
The equation for calculating the similarity threshold of each cluster is as follows:

cluster thresholdi = min{ (xi,j ∗ Centeri)
√

(xi,j)2 ∗ √
(Centeri)2

|j = 1, . . . n} (5)

In Eq. (4), cluster thresholdi is the minimum value of the cosine similarity from
all points Xi = xi,1, . . . , xi,n in the cluster to the cluster center Centeri which
is the similarity threshold of clusters. 3) The cluster center vector table and the
cluster similarity threshold table are connected through the cluster number and
the cluster-group comparison table to form a cluster information table in the
database, which is convenient for querying when classifying monitoring events.

3.3 Calculate the Classification Similarities of Event Categories

Generate Representative Vectors of Event Categories. In this step, by
using the Attention mechanism and the word vector matrix of the event cate-
gory, a representative vector P of the corresponding event category is generated
according to each cluster center or noise data. The Attention mechanism struc-
ture is shown in Fig. 3.

P = Attention(Q,K, V ) = softmax(QKT )V (6)

In Eq. (5), Q is the cluster center vector or the noise data vector. K is the
keyword word vector list of a certain event category in the word vector matrix
E. And V is the same as K. The representative vector P of a certain event
category can be calculated by the cluster center vector or the noise data vector
Q. According to Fig. 3 and the Eq. (5), it can be analyzed that, the Attention
mechanism can use the weighted average to generate the representative vector of
each event category, so that in all the word segmentation described by the event
category text, the weight of the word segmentation related to the corresponding
cluster center or noise data is higher, thereby reducing those related to clus-
tering. The influence of class-center-independent word segmentation in forming
representative vectors.
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Fig. 3. The structure of the Attention mechanism.

Calculate Classification Similarity Thresholds for Event Categories.
Calculate the cosine similarity between each cluster center vector or noise data
vector and its corresponding event category representative vector. The equation
is as follows:

Simxi,yi
=

(xi ∗ yi)√
(xi)2 ∗ √

(yi)2
(7)

Simxi,yi
in formula (6) is the cosine similarity between the cluster center vector

or noise data vector xi and the representative vector yi of the corresponding
event category. Then, using the minimum similarity value corresponding to each
event category as a threshold, a classification similarity threshold table of event
categories is generated. The equation is as follows:

group thresholdi = min{Simj,i|j ∈ i} (8)

In Eq. (7), Simj,i is the cosine similarity between the representative vector vi
of the event category i and the vector vj of the cluster center j it contains.
group thresholdi represents the classification similarity threshold of event cat-
egory i. The group thresholdi can ensure that the cluster center or noise data
belonging to the category i can be correctly classified into the category i.

3.4 Process New Monitoring Event

Preprocess New Monitoring Event. According to the method of preprocess-
ing training data, the alarm information of unclassified new monitoring events
is segmented, keywords are extracted, and representative vectors are generated.

Classify New Monitoring Event. In this step, the classification result of
the new monitoring event is obtained by measuring the similarity between the
representative vector of the new monitoring event and each cluster center and
the representative vector of each event category. 1) The classification result of
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the new monitoring event is obtained by measuring the similarity between the
representative vector of the new monitoring event and each cluster center and the
representative vector of each event category. 2) Calculate the cosine similarity
Sim between the representative vector v of the new monitoring event and each
cluster center vector c. The calculation method is shown in Eq. (8):

Sim =
(v ∗ c)

√
(v)2 ∗ √

(c)2
(9)

According to the cluster similarity threshold of each cluster in the cluster infor-
mation table, determine whether the Sim exceeds the similarity threshold, and
find the top five clusters with the similarity to which the new monitoring event
belongs. Referring to the correspondence between clusters and event categories
in the clustering information table, the classification results of the new monitor-
ing events are given. If it fails to be divided into any cluster, it will be marked
as noise data (noiselabel = True). 3) Calculate the cosine similarity between
the representative vector of the noise data and each event category. Using the
Attention mechanism, the cosine similarity between the representative vector
of each event category generated by the noise data and the noise data is cal-
culated. Compare the result with the classification similarity threshold of each
event category in the event knowledge base, and recommend event categories
that meet the classification similarity threshold and have the top five similari-
ties as the classification result. 4) Combined with expert experience, after the
classification result of the new monitoring event is revised, it and its category
label are automatically added to the monitoring event database as training data
for subsequent model updates.

3.5 Update Event Knowledge Database

Update Event Category. If there is no event category that matches the new
monitoring event in the event knowledge base, a professional is required to add an
event category, describe it in text and describe its processing plan, and automati-
cally add it to the event knowledge base. Besides, for the new word segmentation
in the keyword dictionary, use the Bert pre-training model to obtain its word
vector and add it to the word vector table.

Update Keyword Dictionary. After adding an event category, the content
in the keyword dictionary will change. It is necessary to update the content in
the keyword dictionary by building a keyword dictionary according to the text
descriptions of all event categories in the event knowledge base.

Update Monitoring Event Database. As the keyword dictionary is updated,
the representative vectors of all events in the monitoring event database may
change. In order to obtain correct training data, it is necessary to re-extract
the keywords of all events in the monitoring event database, generate a new
representative vector according to the new weight, and then update the content
in the monitoring event database.
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Update the Word Vector Matrix. According to the new keyword dictionary
and the word segmentation result of the text description of each event category,
according to the method in the step of generating the word vector matrix, the
word vector matrix is regenerated and completed.

Overall Mode Update. At the same time, the clustering information table
learned by the model during the learning process and the classification similarity
table of all event categories in the event knowledge base also need to be updated.
Using the data in the monitoring event database as training data, re-run the
steps in the algorithm implementation Sect. 3.3 to 3.4 to retrain the model.
Once the update is complete, the task of classifying new monitoring events can
be processed.

3.6 Process Accumulated Noise Data

When the marked noise data rate in the monitoring event database reaches or
is higher than the artificially set threshold, some noise data may already meet
the conditions for forming new clusters, then all existing noise data need to
be clustered. form a new cluster. According to the newly formed clusters and
their corresponding category labels, the cluster information table and the event
category classification similarity threshold table are updated according to the
above method.

3.7 Optimal Learning of the Model

When more data is accumulated in the monitoring event database, the data
in the monitoring event database is used as training data, and the model can
be retrained by re-running the steps in the algorithm implementation Sect. 3.3
to 3.4. This step can optimize the classification effect of the model with richer
training data.

4 Experimental Results and Discussion

4.1 Experimental Datasets

A small amount of emergency monitoring event alarm information data with
category labels in the monitoring event database provided by the CFFEX oper-
ation and maintenance platform is used as the dataset. The training and testing
datasets are obtained by dividing the dataset by a ratio of 4:1. There are 2752
monitoring event data in the training dataset, and 689 monitoring event data in
the test data. The meta-information in the table structure of the experimental
data set after data preprocessing is shown in the Fig. 4.
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Fig. 4. The meta-information in the table structure of the experimental dataset.

4.2 Baseline Models and Parameter Settings

Baseline Models. We compare our model with the two models on the valua-
tion datasets. K-Means [7]: which is a clustering algorithm based on Euclidean
distance, which considers that the closer the distance between two targets, the
greater the similarity. BIRCH [23]: which is a comprehensive hierarchical clus-
tering algorithm.

Parameter Settings. When clustering the training data, the parameter of
the DBSCAN clustering algorithm used in this paper are set as follows: the
“eps” is set to 0.01 and the “min samples” is set to 2. When calculating the
cluster center of the clustering result, the parameter of the K-Means clustering
algorithm used in this paper are set as follows: the “n clusters” is set to 1, the
“init” is set to “k-means++”, and the “precompute distances” is set to “auto”.
When using T-SNE to reduce the dimension of word vectors, the parameters
are set as follows: the “n components” is set to 2, the “init” is set to “pca”,
and the “random state” is set to 0. When using the attention mechanism, the
parameters are set as follows: the “use scale” is set to “False”, the “causal” is
set to “False”.

4.3 Overall Performance

We used the three most commonly used algorithms for text clustering on the
training data set for clustering, and judged the most suitable clustering algo-
rithm according to the clustering effect. By using the silhouette coefficient for
evaluation, the clustering parameters with the best clustering effect of each of
the three clustering algorithms are found. Comparing the three clustering algo-
rithms, it can be seen from Table 1 that the contour coefficients of the three do
not differ significantly. However, the number of clusters generated by DBSCAN
is significantly less, which can effectively reduce the amount of calculation when
classifying new data. Therefore, we believe that the DBSCAN algorithm should
be selected as the clustering algorithm for monitoring events.
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Table 1. Comparison of the effects of three clustering algorithms.

Clustering algorithm The number of clusters Silhouette coefficient

K-Means 243 0.98582

BIRCH 229 0.98605

DBSCAN 191 0.97624

Table 2. Display of partially correctly classified test data.

Summary Group name Group num Group

Process keepalived instance
number is abnormal

The number of process
instances is abnormal

10 [10]

The number of ports is abnormal,
it should be equal to 1

The number of listen ports is
abnormal

9 [9]

Tradefrt3 system CPU usage is
abnormal

Abnormal system CPU
usage

8 [8]

WARNING pub session
: :on peer close

Pub session on peer close
are reported

29 [29]

Then we use the DBSCAN algorithms to obtain the clustering results of the
training data and construct the classification model according to the methods
mentioned above. Use the model to classify the test data. The “group” field in
Table 2 is the classification result given by the model. Meanwhile, in order to
compare the impact of different clustering algorithms on the classification effect,
We use K-Means, BIRCH and DBSCAN clustering algorithms to cluster the rep-
resentative vectors of the training data, respectively, to compare the impact of
different clustering methods on the event classification effect. The key parame-
ters of the K-Means and BIRCH clustering algorithms are determined according
to the elbow method and the silhouette coefficient. The parameter K of K-Means
is 243, and the parameter branching factor of BIRCH is 40. The DBSCAN clus-
tering algorithm uses the parameter tuning method mentioned above to get the
optimal eps and min samples values. After using the above three clustering algo-
rithms to obtain the clustering results of the training data, continue to construct
three classification models according to the methods mentioned above. Use them
to classify the test data and get the classification accuracy of each model. Accord-
ing to Table 2 and Table 3, it can be seen that the model trained by DBSCAN
algorithm can classify most of the test data with the same classification result
as its original event category label.

According to the tables, This paper believes that the classification accuracy
of this model is good. For the case that more than one classification result occurs
during classification, the order is arranged in descending order of matching sim-
ilarity. As can be seen from Table 3, although the original event category labels
of monitoring events are included in the classification results, the classification
results of the maximum matching degree of some data are different from the
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Table 3. Test data classification accuracy display.

Method Number of correctly
classified data

Number of incorrectly
classified data

Accuracy

K-Means 667 22 0.96806

BIRCH 669 20 0.97097

DBSCAN 687 2 0.99709

original event category labels. There are two reasons for the inaccurate clas-
sification of data: 1) The same data does not appear in the monitoring event
database. 2) Inaccurate keyword extraction leads to the inability to find similar
clusters of monitored events, and thus to their correct classification.

5 Conclusion

In this paper, we propose the use of IDF as word weights to address the validity
of representative vectors for monitoring events. At the same time, we propose a
method to establish the correspondence between monitoring event clusters and
event categories, which solves the problems of classification accuracy and stabil-
ity. Finally, we propose a method for clustering noisy data, which solves the prob-
lem of flexibility in model optimization. We conduct extensive experiments on
real-life datasets to validate the effectiveness of the proposed method. The result
demonstrates that our method significantly outperforms existing approaches in
the application of real scenarios.
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Abstract. Entity alignment is the task of discovering entities represent-
ing the equal real-world object in two knowledge graphs (KGs). Cross-
lingual knowledge graph entity alignment aims to discover the cross-
lingual links in the multi-language KGs, which is of wonderful value to
solve the NLP problems and integrate multi-language KGs. In the task
of aligning cross-language knowledge graphs, the structures of the two
graphs are very similar, and the equivalent entities often have the same
subgraph structure characteristics. The traditional GCN method neglects
to obtain structural features through representative parts of the original
graph and the use of adjacency matrix is not enough to effectively rep-
resent the structural features of the graph. In this paper, we introduce
the subgraph network (SGN) method into the GCN-based cross-lingual
KG entity alignment method. In the method, we extracted the first-order
subgraphs of the KGs to expand the structural features of the original
graph to enhance the representation ability of the entity embedding and
improve the alignment accuracy. Experiments show that the proposed
method is advanced in the task of entity alignment.

Keywords: Knowledge graph · Entity alignment · Cross-language ·
Graph neural network · Subgraph network

1 Introduction

The knowledge graph, which aims to organize human knowledge in a structured
form, is playing an increasingly important role as an infrastructure in the field of
artificial intelligence and natural language processing [1]. A knowledge graph is a
collection of a series of knowledge facts, usually represented by a triple. With the
vigorous development of multilingual knowledge graphs such as YAGO [18,19],
DBpedia [12] and BabelNet [15], the structured knowledge provided by these
KGs is widely used as a priori for applications such as language modeling [2].
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However, these multilingual knowledge graphs are difficult to integrate effectively
due to different language codes. In order to effectively utilize the knowledge
contained in KGs from different languages, more and more researches are focused
on the alignment of cross-language knowledge graphs which aim to automatically
discover and match the equivalent entities in multilingual knowledge graphs.

The multilingual knowledge graphs contains rich cross-language links. These
links match the equivalent entities in different languages KG, and play an impor-
tant role in completing the multilingual graph. Traditional cross-language graph
alignment methods usually use machine translation or define independent fea-
tures of various languages to discover cross-language links. Such methods are
challenging to practice on a massive scale. With the popularity of knowledge
graph embedding methods, many alignment methods primarily based on embed-
ding have been proposed.

The knowledge graph embedding can map the entities and relationships in the
graph to a continuous low-dimensional vector space, and retain some semantic
information. Recently, many representative works have appeared in the field of
knowledge graph embedding. Among them, TransE [3] is one of the most classic
knowledge graph embedding methods. It regards the relationship in the triple
(h, r, t) as the translation from the head entity vector to the tail entity vector,
and makes each triple must satisfy h + r ≈ t. The model learns embedding
by minimizing the Euclidean distance between the vectors h + r and t. The
TransE model is simple and powerful, and excels in the tasks of link prediction
and triple classification. However, due to the problem of insufficient expression
ability of the model, it cannot handle the one-to-one, one-to-many, and many-
to-many relationships well. Researchers have proposed some improved models
based on TransE. For example, TransH [22] solves the problem that the TransE
model cannot handle one-to-many and many-to-one issues by projecting the
vector representations of h and t corresponding to each relationship onto different
hyperplanes. TransR [13] adds entity attribute information during the embedding
process. TransD [9] solves the vector representation problem of multiple semantic
relations after embedding through dynamic matrix. TransA [24] changes the
distance metric in the loss function to Mahalanobis distance, and sets different
weights for each dimension of learning. HyTE [5] considers the time validity of
the establishment of triples. The above models have improved the expressive
ability of TransE to a certain extent.

JE [8] uses an embedding-based method to map the entities into a low-
dimensional space by given two knowledge graphs and a set of pre-aligned enti-
ties, and then matches the equivalent entities according to their embedding vec-
tors. MTransE [4] increases the embedding of relations, so training the model
needs to provide pre-aligned triples in two knowledge graphs. JAPE [20] adds
entity attribute embedding on the basis of MTransE to enhance the alignment
effect. Wang [23] and others first transferred the method of graph convolutional
neural network to knowledge graph for entity alignment. However, none of the
existing models take full advantage of the subgraph network [25] information of
the knowledge graph. Since the network structure of cross-linguistic knowledge
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graphs is very similar, the use of adjacency matrix is not enough to effectively
represent the structural features of the graph. By extracting its subgraph fea-
tures, it can effectively make up for its lack of features.

In view of the above situation, this paper proposes a cross-language knowl-
edge graph alignment model combining subgraph features. This method com-
bines the knowledge model and the alignment model to learn the representation
of the multilingual knowledge graph. Among them, the knowledge model uses
the graph convolutional neural network to encode the feature information of the
entity to obtain the node-level embedding vector. The alignment model compre-
hensively considers the structural embedding, the subgraph structural embed-
ding and attribute embedding of the KG to find the equivalent entity. The main
contributions of this paper are as follows:

• A method is proposed to expand the structural features of the original KG
by using the sub-graph features, and make the structural embedding vector
more suitable for the discovery of equivalent entities.

• Combining the SGN and the GCN method proves the effectiveness of the sub-
graph feature embedding in the task of aligning entities of the structurally
similar knowledge graph.

The rest of this paper is arranged as follows. In Sect. 2, we present some basic
methods for GCN, SGN and knowledge graph alignment based on embedding.
In Sect. 3, we introduce a method of entity alignment in cross-language knowl-
edge graph based on subgraph network. In Sect. 4, we introduce the dataset and
experiment extensively. In Sect. 5, we conclude the paper.

2 Related Work

2.1 GCN

The convolutional neural network (GCN) [6,11] is a neural network that can run
directly on the graph data. In the method of this article, input the adjacency
matrix of the graph and the feature vector of the entity to the GCN, and then
the domain information of the entity can be encoded as a real-valued vector. In
the task of aligning entities of the cross-language knowledge graph, equivalent
entities generally have similar structural features. Therefore, GCN model can
effectively aggregate these two types of information and map entities to a low-
dimensional vector space. And make the equivalent entities have similar vector
representations. The GCN model consists of several fixed GCN layers, and its l+1
layer depends on the output of the previous layer, with the specific convolution
calculated as follows:

H(l+1) = σ( ̂Q− 1
2 ̂P ̂Q− 1

2 H(l)W (l)), (1)

where P is the adjacency matrix and n is the number of nodes. ̂P = P + I, I
is the identity matrix, ̂Q is ̂P diagonal nodal matrix, H(l) is the vertex feature
matrix input to the first layer of the GCN model, W (l) is the weight matrices
of the neural network of the first layer of various features, and σ is similar to
RELU’s nonlinear activation function.
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2.2 SGN

Many real-world structures can be naturally represented by networks, such as
collaborative networks [16,26] and social networks [7,10]. Knowledge graph also
contains rich network structure. The entities in KG can be regarded as nodes in
the network, relationships can be regarded as edges in the network. Therefore,
the knowledge graph can be regarded as a heterogeneous network in essence.

Subgraphs are the basic components of a network, so studying the sub-
structur of a network is an effective way to analyze a network [21]. Recently,
Word2vec [14], DeepWalk [17] and other graph embedding algorithms have been
widely used in node classification and other tasks. However, the embedded vector
obtained by such models contains only local structure information around nodes,
while ignoring the global structure information of the entire network. The SGN
proposal effectively solves this problem, Xuan et al. [25] designed the algorithm
used to build first-order and second-order SGN, and can be easily extended to
build high-order subgraph network. Experiments show that the structural char-
acteristics of SGN can complement the structural characteristics of the original
network, so as to higher elevate out downstream tasks such as node classification
and network classification.

2.3 Knowledge Graph Alignment Based on Embedding

Currently, the alignment of knowledge graph based on embedding can be divided
into two categories: alignment based on the TransE model and alignment based
on the GCN [11] model. This section will briefly introduce some of the most
representative models and discuss the differences between them.

The JE [8] model merges the pre-aligned entities into the same KG, and
jointly learns the representation of multiple KGs in a unified vector space, and
then aligns the entities in the knowledge map according to the embedded vector.

MTransE [4] combines the knowledge model and the alignment model to
align the knowledge graph. This method uses TransE to train two knowledge
graphs separately, and encodes entities and relationships in independent spaces.
Then use some pre-aligned triples for training, and the alignment model consid-
ers three cross-language alignment representations based on distance-based axis
calibration, translation vector and linear transformation.

Sometimes, the structural information of the KG cannot be used to obtain a
good alignment effect, so some scholars have proposed an alignment method com-
bining attribute information. The JAPE [20] model combines structure embed-
ding and attribute embedding to match entities in different KGs. The model uses
TransE to learn the structural features of the two KGs, and the Skip-gram model
to capture attribute features, which improves the performance of MTransE to a
certain extent.

The above methods all rely on the TransE model to learn entity embedding.
Such methods are often limited by the expressive ability of the TransE model.
Therefore, Wang [23] and others proposed a method of graph convolutional neu-
ral network. This method uses the GCN model to embed the entities in different
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KGs into a unified vector space, so that the aligned entities are as close as possi-
ble. Unlike TransE-based models such as MTransE and JAPE, this method does
not require pre-aligned triples, but only needs to focus on pre-aligned entities.

Fig. 1. The framework of sub-GCN, which consists of six steps. First, convert the
original KG into a first-order SGN; secondly, extract first-order subgraph features for
entities of the original network; third, obtain the structure and attribute features of the
original knowledge graph as input; fourth, obtain the structure, attributes and SGN
embedding vectors by training GCN models; fifth, concatenate the three embedding
vectors according to different weights; sixth, align the entities in the two knowledge
graphs according to the scoring function.

3 Methodology

The graph alignment framework proposed in this paper is shown in Fig. 1, which
can be summed up in three parts: subgraph feature extraction, entity embed-
ding model and entity alignment model. For a given KG1 and KG2 knowl-
edge graph in two different languages and a set of known alignment entity pairs
S = {(ei1, ei2)}m

i=1. The subgraph feature extraction part uses the first-order
SGN algorithm to extract the subgraph network from the original KG, and then
performs the subgraph feature encoding for each entity. Entity embedding uses
the GCN model to encode the entities in the KG, and embeds entities from dif-
ferent languages into a unified vector space. After training, the distance between
equivalent entities will be as close as possible. Finally, the candidate entities are
ranked by a predefined distance function to find the corresponding equivalent
entity of each entity.



SubGraph Networks Based Entity Alignment 119

3.1 Problem Definition

The knowledge graph stores knowledge in the real world in the form
of triples. In this article, we divide the graph into two types: rela-
tion triples and attribute triples. For example, in the DBP15K data set,
(Ren′Py, operatingSystem,Linux) is a relational triplet, and its format is
(entity1, relation, entity2). (GaryLocke, dateOfBirth, 1950) is an attribute
triplet, The format is (entity, attribute, value). Formally, we express the knowl-
edge graph as KG = E,R,A, TR, TA, where E, R, A represent the set of entities,
relations and attributes, and TR ⊆ (E×R×E) represents the relationship triplet
set, TA ⊆ (E × A × V ) represents the relationship triplet set, and V represents
the set of attribute values.

For KG1 = {E1, R1, A1, T
R
1 , TA

1 } and KG2 = {E2, R2, A2, T
R
2 , TA

2 } two
knowledge graphs in different languages, we define the task of cross-language
knowledge graph alignment as finding new alignment entity pairs in KG through
existing known entities. This experiment uses a set of pre-aligned entity pairs
S = {(ei1, ei2)|ei1 ∈ E1, ei2 ∈ E2}m

(i=1) to train the GCN model, and then
discover new aligned entity pairs based on the distance function, where the pre-
aligned entity pairs are constructed by cross-language links in DBpedia.

3.2 Enhanced Structure Embedding Based on Subgraph Feature

Subgraph Networks [25] can effectively expand the structural feature space of
the original network, and integrating this structural information can improve the
performance of subsequent algorithms based on network structure. In the task
of aligning cross-language knowledge graphs, the structures of the two graphs
are very similar, and the equivalent entities often have the same subgraph struc-
ture characteristics.Therefore, extracting subgraph features to supplement the
structural information of the original KG can effectively improve the accuracy of
the entity alignment task. This paper extracts the first-order subgraph network
of the original KG, and encodes the first-order subgraph feature for each entity.
Specific steps are as follows:

• Detect subgraphs from the original network. In the method, the most basic
sub-graphs (i.e. lines) are selected as sub-graphs due to the fact they are
simple and relatively frequent in most networks.

• Use subgraphs to construct SGN. After extracting adequate subgraphs from
the original network, a connection is established between them according to
certain rules to construct SGN. Here, for simplicity, as long as two subgraphs
share the same node or link in the original network, connect them.

• Use SGN to construct the subgraph features of the original network. The new
node in SGN is regarded as the encoding object of ont-hot encoding. If the
entity in the original knowledge graph belongs to one of the subgraphs, it is
marked as 1 at the corresponding position.
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Algorithm 1: Constructing Subgraph Feature.
Input: A Knowledge Graph KG(E,R, TR) with entity set E, relation set R and

relation triples TR ⊆ (E × R × E).
Output: Subgraph Feature Matrix hsgn.

1 Initialize a network G(V ′, E′) with node set V ′ ⊆ E and link set E′ ⊆ (V ′ × V ′)
by KG(E,R, TR);

2 L = {l1, l2, ..., l3} ← extracting lines as subgraphs;
3 for i, j ∈ L do
4 if i, j share a common node ∈ V ′ then
5 add the link(i, j) into ˜E
6 end

7 end

8 get the SGN (1) denoted by G(L, ˜E);
9 for each e ∈ E do

10 if if any subgraph ∈ L contains e then
11 marked subgraph feature vector as 1 at the corresponding position
12 end

13 end
14 return Subgraph Feature Matrix hsgn;

3.3 GCN-Based Entity Embedding

In this paper, three GCN models was trained by the structural features, attribute
features and subgraph features of the knowledge graph. The parameters of the
three GCN models are shown in Table 1. Each GCN model consists of multiple
fixed GCN layers, and the l + 1 layer depends on the output of the previous
layer, with the specific convolution calculated as follows:

[H(l+1)
s ;H(l+1)

a ;H(l+1)
sgn ]=σ( ̂Q− 1

2 ̂P ̂Q− 1
2 [Hs(l)Ws(l);Ha(l) Wa(l);Hsgn(l)Wsgn(l)]), (2)

where P in this paper adopts the adjacency matrix calculation method for knowl-
edge graph proposed by Wang. Hs(l), Ha(l) and Hsgn(l) are the vertex feature
matrix, attribute feature matrix and subgraph feature matrix input To the first
layer of the GCN model, Ws(l), Wa(l) and Wsgn(l) are the weight matrices of
the neural network of the first layer of various features. The GCN model embeds
the structural features and attribute features of different language entities into
a unified vector space. This paper designs the following embedding method to
enhance structural features to improve accuracy, which reduces the difference
between equivalent entities.

3.4 Model Training

In order to make the embedding vectors of equivalent entities as close as possible
in the vector space, this paper uses a set of pre-aligned entity pairs S as the
training set of the GCN model, and trains model by minimizing the following
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loss function based on marginal ranking:

Ls=
∑

(e,v)∈S

∑

(e′
,v

′ )∈S
[f(hs(e),hs(v))+γs−f(hs(e

′
),hs(v

′
))]+, (3)

La=
∑

(e,v)∈S

∑

(e′
,v

′ )∈S
[f(ha(e),ha(v))+γa−f(ha(e

′
),ha(v

′
))]+, (4)

Lsgn=
∑

(e,v)∈S

∑

(e′
,v

′ )∈S
[f(hsgn(e),hsgn(v))+γsgn−f(hsgn(e

′
),hsgn(v

′
))]+, (5)

where [x]+ = max{0, x}, f(x, y) = ‖x − y‖1, S
′
(e,v) is to randomly replace the

aligned entity pairs. The negative sample set constructed by an entity in (e, v).
The replaced entity is randomly selected from KG1 and KG2. γs, γa, γsgn > 0
is a hyperparameter used to control the degree of positive and negative align-
ment entities. Ls, La, and Lsgn are the loss functions of structural embedding,
attribute embedding, and subgraph embedding, respectively. They are indepen-
dent of each other, so they will be optimized using stochastic gradient descent
respectively.

3.5 Knowledge Graph Entity Alignment Prediction

Knowledge Graph entity alignment is predicted based on the distance between
two entities in vector space. For the entity ei in KG1 and the entity ej in KG2,
the distance between them is calculated by the following formula:

D(ei,ej)= α
f(hs(ei),hs(ej))

ds
+β

f(ha(ei),ha(ej))
da

+γ
f(hsgn(ei),hsgn(ej))

dsgn
, (6)

where hs(e), ha(e), hsgn(e) represent vectors after structural embedding,
attribute embedding, and first-order subgraph embedding, d represents their
dimensions. α, β, γ are the parameter to balance the three embedding vectors
and need to satisfy α + β + γ = 1. For entity ei in KG1, this method calcu-
lates the distance from all entities in KG2 to ei and ranks them as candidate
equivalent entities. In addition, the alignment from KG2 to KG1 can also be
performed. The results of the alignment in both directions are given in the next
section.

Table 1. Parameters of Three GCNs

Parameter KG1 KG2

Initial Structure Feature Matrices H
(0)
s1 ∈ R

|E1|×ds H
(0)
s2 ∈ R

|E2|×ds

Weight Matrix for Structure Features in Layer 1 W
(1)
s ∈ R

ds×ds

GCNSE Weight Matrix for Structure Features in Layer 2 W
(2)
s ∈ R

ds×ds

Output Structure Embeddings H
(2)
s1 ∈ R

|E1|×ds H
(2)
s2 ∈ R

|E2|×ds

Initial Attribute Feature Matrices H
(0)
a1 ∈ R

|E1|×|A1| H
(0)
a2 ∈ R

|E2|×|A2|

Weight Matrix for Attribute Features in Layer 1 W
(1)
a ∈ R

|A1|×da

GCNAE Weight Matrix for Attribute Features in Layer 2 W
(2)
a ∈ R

da×da

Output Attribute Embeddings H
(2)
a1 ∈ R

|E1|×da H
(2)
a1 ∈ R

|E2|×da

Initial Subgraph Feature Matrices H
(0)
sgn1 ∈ R

|E1|×|SGN| H
(0)
sgn2 ∈ R

|E2|×|SGN|

Weight Matrix for Subgraph Features in Layer 1 W
(1)
sgn ∈ R

|SGN|×dsgn

GCNSGN Weight Matrix for Subgraph Features in Layer 2 W
(2)
sgn ∈ R

dsgn×dsgn

Output Subgraph Embeddings H
(2)
sgn1 ∈ R

|E1|×dsgn H
(2)
sgn2 ∈ R

|E2|×dsgn
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4 Experiments

4.1 Experimental Setting

Here, we will explain the experimental setting. To prove the effectiveness of
Sub-GCN, we performed an entity alignment task in the DBP15K dataset and
compared it with some of the latest baseline methods. For all alignment models,
we use 30% of the pre-aligned entity links as the training set, and the remaining
70% for testing. The parameters in the sub-GCN are set to ds = 200, dsgn =
da = 100; γs = γsgn = γa = 3; epochs = 5000; α = 0.72; β = 0.2;γ = 0.08;the
number of negative samples for each positive seed parameter k = 20. The results
GCN[Wang] obtained from Wang et al. [23], and * marked result parameter
settings are as follows: ds=200, da=100; γs = γa = 3; epochs = 5000; α = 0.8;
β = 0.2; k = 20.

4.2 DataSet

The data set in the experiment is DBP15K, which was constructed by Sun [20]
and others. The DBP15K data set comes from DBpedia, which is a large-scale
multilingual knowledge map from which DBP15K extracts a subset of the KG in
Chinese, English, Japanese, and French. The description of the data set is shown
in Table 2. Each data set consists of two knowledge graphs in specific languages
and 15,000 equivalent entity links.

Table 2. Details of the datasets

Datasets Entities Relations Attributes Rel.triples Attr.triples

Chinese 66,469 2,830 8,113 153,929 379,684
DBP15K ZH-EN

English 98,125 2,317 7,173 237,674 567,755

Japanese 65,744 2,043 5,882 164,373 354,619
DBP15K JA-EN

English 95,680 2,096 6,066 233,319 497,230

French 66,858 1,379 4,547 192,191 528,665
DBP15K FR-EN

English 105,889 2,209 6,422 278,590 576,543

4.3 Result

In the experiment, we mainly compared our method with the recent work based
on GCN [23], and also compared some methods based on TransE embedding,
such as JE, MTransE and JAPE models. The experimental results are shown
in Tables 3,4,5, where SE means that only structural information is used for
embedding, SE+AE means that both structure and attribute information are
used for embedding. The sub-GCN is the model proposed in this paper which
uses three types of information: structure, attributes and subgraph features. We
use Hits@k as an evaluation indicator to evaluate the performance of all methods.
Hits@k represents the hit rate of the correct entity among the top k candidate
entities.
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Table 3. Results comparison of cross-lingual KG alignment (ZH-EN)

ZH-EN EN-ZH
DBP15K ZH-EN Hits@1 Hits@10 Hits@50 Hits@1 Hits@10 Hits@50

JE 21.27 42.77 56.74 19.52 39.36 53.25

MTransE 30.83 61.41 79.12 24.78 52.42 70.45

SE w/o neg 38.34 68.86 84.07 31.66 59.37 76.33
JAPE SE 39.78 72.35 87.12 32.29 62.79 80.55

SE+AE 41.18 74.46 88.90 40.15 71.05 86.18

SE 38.42 70.34 81.24 34.43 65.68 77.03
GCN[Wang] SE+AE 41.25 74.38 86.23 36.49 69.94 82.45

*SE 40.22 69.53 78.76 37.81 67.30 76.95
*GCN[Wang] *SE+AE 44.71 75.89 86.51 42.14 73.92 84.78

sub-GCN 45.01 76.48 87.02 42.97 75.30 85.72

Table 4. Results comparison of cross-lingual KG alignment (JA-EN)

JA-EN EN-JA
DBP15K JA-EN Hits@1 Hits@10 Hits@50 Hits@1 Hits@10 Hits@50

JE 18.92 39.97 54.24 17.80 38.44 52.48

MTransE 27.86 57.45 75.94 23.72 49.92 67.93

SE w/o neg 33.10 63.90 80.80 29.71 56.28 73.84
JAPE SE 34.27 66.39 83.61 31.40 60.80 78.51

SE+AE 36.25 68.50 85.35 38.37 67.27 82.65

SE 38.21 72.49 82.69 36.90 68.50 79.51GCN[Wang]
SE+AE 39.91 74.46 86.10 38.42 71.81 83.72

*SE 41.90 72.73 81.43 39.72 69.06 77.82*GCN[Wang]
*SE+AE 45.19 77.10 87.63 42.83 74.02 85.96

sub-GCN 45.46 78.15 88.98 43.50 75.46 87.18

Table 5. Results comparison of cross-lingual KG alignment (FR-EN)

FR-EN EN-FRDBP15K FR-EN
Hits@1 Hits@10 Hits@50 Hits@1 Hits@10 Hits@50

JE 15.38 38.84 56.50 14.61 47.25 54.01

MTransE 24.41 55.55 74.41 21.26 50.60 69.93

SE w/o neg 29.55 62.18 79.36 25.40 56.55 74.96JAPE
SE 29.63 64.55 81.90 26.55 69.39 78.71

SE+AE 32.39 66.68 83.19 32.97 65.91 82.38

SE 36.51 73.42 85.93 36.08 72.37 85.44GCN[Wang]
SE+AE 37.29 74.49 86.73 42.50 76.78 87.92

*SE 42.07 76.34 85.66 40.33 73.71 83.90*GCN[Wang]
*SE+AE 43.44 79.21 88.93 42.44 76.85 87.88

sub-GCN 43.67 79.65 89.68 42.93 77.38 88.93
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Sub-GCN vs. JAPE. According to the data in the table, the sub-GCN align-
ment model is superior to JAPE in the alignment of the DBP15KJA−EN and
DBP15KFR−EN . This shows that in the cross-language knowledge graph, the
GCN model based on the graph structure is easier to capture the characteristics
of the entity than the model using TransE embedding. The effect of the sub-GCN
alignment model on the alignment of DBP15KZH−EN is not better than that of
JAPE on the hits@50 index. This may be because the embedding of the JAPE
model can use the triples of relations and attributes at the same time, so higher
consequences can be received on data sets with multiple relations and attributes.
But this also increases the cost of pre-labeling, and the training of the model
requires pre-aligning the entire triplet. In this regard, GCN-based embedding
only needs to label aligned entities, which is appropriate for the alignment of
massive knowledge graphs.

Fig. 2. GCN(AE+SE) and sub-GCN using different sizes of training data; vertical
coordinates: Hits@1

Sub-GCN vs. GCN(SE+AE). Compared with GCN (SE+AE), sub-GCN
outperforms GCN (SE+AE) on the three datasets. After extracting the first-
order subgraph of the knowledge graph to enhance the structural information,
the alignment ability of the GCN model has been improved. Experiments show
that in the task of aligning cross-language knowledge graphs, the subgraph fea-
ture can effectively expand and expand the structural information of the original
graph to obtain a better alignment effect.
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Fig. 3. GCN(AE+SE) and sub-GCN using different sizes of training data; vertical
coordinates: Hits@10

Fig. 4. GCN(AE+SE) and sub-GCN using different sizes of training data; vertical
coordinates: Hits@50
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GCN vs. Sub-GCN Using Different Sizes of Training Data. To study
the effect of different scale training sets on experimental results, we used differ-
ent numbers of pre-aligned entity pairs as training sets for the GCN[Wang] and
sub-GCN models. The experimental results can be seen in Figs. 2,3,4. The exper-
iment selected different proportions of pre-aligned entity pairs as the training
set, which ranges from 10% to 60% and with a step size of 10%. The remaining
pre-aligned entity pairs are used as test data. The experimental results show
that the effect of the GCN[Wang] and sub-GCN models is positively related to
the ratio of pre-aligned entity pairs on the three indicators of Hits@1, Hits@10,
Hits@50. Moreover, no matter how many proportional training sets are selected,
the method of this paper is always better than that of GCN[Wang], especially
in the DBP15KJA−EN data set.

5 Conclusion

This paper designs and implements a cross-language knowledge graph entity
alignment method based on subgraph features. The method consists of subgraph
feature extraction, entity embedding and entity alignment prediction, and per-
formed entity alignment tasks on multiple real multilingual knowledge graphs.
The experimental results show that the method can enhance the structural infor-
mation of the original KG and obtain a higher hit rate, which provides a new
approach for the alignment of the cross-language knowledge graph. In our future
work, we will explore effective and fast subgraph feature extraction methods for
second or higher order.

Acknowledgment. This work was partially supported by National Natural Science
Foundation of China under Grant 62103374, by Basic Public Welfare Research Project
of Zhejiang Province under Grant LGF20F020016, and by Key R&D Projects in Zhe-
jiang Province under Grant No. 2021C01117.

References

1. Aditya, S., Yang, Y., Baral, C.: Explicit reasoning over end-to-end neural archi-
tectures for visual question answering. In: Thirty-Second AAAI Conference on
Artificial Intelligence (2018)

2. Ahn, S., Choi, H., Pärnamaa, T., Bengio, Y.: A neural knowledge language model.
arXiv preprint arXiv:1608.00318 (2016)

3. Bordes, A., Usunier, N., Garcia-Duran, A., Weston, J., Yakhnenko, O.: Translating
embeddings for modeling multi-relational data. In: Advances in Neural Information
Processing Systems, pp. 2787–2795 (2013)

4. Chen, M., Tian, Y., Yang, M., Zaniolo, C.: Multilingual knowledge graph embed-
dings for cross-lingual knowledge alignment. arXiv preprint arXiv:1611.03954
(2016)

5. Dasgupta, S.S., Ray, S.N., Talukdar, P.: Hyte: hyperplane-based temporally aware
knowledge graph embedding. In: Proceedings of the 2018 Conference on Empirical
Methods in Natural Language Processing, pp. 2001–2011 (2018)

http://arxiv.org/abs/1608.00318
http://arxiv.org/abs/1611.03954


SubGraph Networks Based Entity Alignment 127

6. Defferrard, M., Bresson, X., Vandergheynst, P.: Convolutional neural networks on
graphs with fast localized spectral filtering. In: Advances in Neural Information
Processing Systems, pp. 3844–3852 (2016)

7. Fu, C., et al.: Link weight prediction using supervised learning methods and its
application to yelp layered network. IEEE Trans. Knowl. Data Eng. 30(8), 1507–
1518 (2018)

8. Hao, Y., Zhang, Y., He, S., Liu, K., Zhao, J.: A joint embedding method for entity
alignment of knowledge bases. In: Chen, H., Ji, H., Sun, L., Wang, H., Qian, T.,
Ruan, T. (eds.) CCKS 2016. CCIS, vol. 650, pp. 3–14. Springer, Singapore (2016).
https://doi.org/10.1007/978-981-10-3168-7 1

9. Ji, G., He, S., Xu, L., Liu, K., Zhao, J.: Knowledge graph embedding via dynamic
mapping matrix. In: Proceedings of the 53rd Annual Meeting of the Association for
Computational Linguistics and the 7th International Joint Conference on Natural
Language Processing (Volume 1: Long Papers), pp. 687–696 (2015)

10. Kim, J., Hastak, M.: Social network analysis: characteristics of online social net-
works after a disaster. Int. J. Inf. Manag. 38(1), 86–96 (2018)

11. Kipf, T.N., Welling, M.: Semi-supervised classification with graph convolutional
networks. arXiv preprint arXiv:1609.02907 (2016)

12. Lehmann, J., et al.: Dbpedia-a large-scale, multilingual knowledge base extracted
from Wikipedia. Semantic Web 6(2), 167–195 (2015)

13. Lin, Y., Liu, Z., Sun, M., Liu, Y., Zhu, X.: Learning entity and relation embeddings
for knowledge graph completion. In: Twenty-Ninth AAAI Conference on Artificial
Intelligence (2015)

14. Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word repre-
sentations in vector space. arXiv preprint arXiv:1301.3781 (2013)

15. Navigli, R., Ponzetto, S.P.: Babelnet: the automatic construction, evaluation and
application of a wide-coverage multilingual semantic network. Artif. Intell. 193,
217–250 (2012)

16. Nguyen, D., Luo, W., Nguyen, T.D., Venkatesh, S., Phung, D.: Learning graph rep-
resentation via frequent subgraphs. In: Proceedings of the 2018 SIAM International
Conference on Data Mining, pp. 306–314. SIAM (2018)

17. Perozzi, B., Al-Rfou, R., Skiena, S.: Deepwalk: online learning of social represen-
tations. In: Proceedings of the 20th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, pp. 701–710 (2014)

18. Rebele, T., Suchanek, F., Hoffart, J., Biega, J., Kuzey, E., Weikum, G.: YAGO: a
multilingual knowledge base from Wikipedia, wordnet, and geonames. In: Groth,
P., et al. (eds.) ISWC 2016. LNCS, vol. 9982, pp. 177–185. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-46547-0 19

19. Suchanek, F.M., Kasneci, G., Weikum, G.: YAGO: a large ontology from Wikipedia
and wordnet. J. Web Semantics 6(3), 203–217 (2008)

20. Sun, Z., Hu, W., Li, C.: Cross-lingual entity alignment via joint attribute-preserving
embedding. In: d’Amato, C., et al. (eds.) ISWC 2017. LNCS, vol. 10587, pp. 628–
644. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-68288-4 37

21. Ullmann, J.R.: An algorithm for subgraph isomorphism. J. ACM (JACM) 23(1),
31–42 (1976)

22. Wang, Z., Zhang, J., Feng, J., Chen, Z.: Knowledge graph embedding by translat-
ing on hyperplanes. In: Twenty-Eighth AAAI Conference on Artificial Intelligence
(2014)

23. Wang, Z., Lv, Q., Lan, X., Zhang, Y.: Cross-lingual knowledge graph alignment via
graph convolutional networks. In: Proceedings of the 2018 Conference on Empirical
Methods in Natural Language Processing, pp. 349–357 (2018)

https://doi.org/10.1007/978-981-10-3168-7_1
http://arxiv.org/abs/1609.02907
http://arxiv.org/abs/1301.3781
https://doi.org/10.1007/978-3-319-46547-0_19
https://doi.org/10.1007/978-3-319-68288-4_37


128 S. Yu et al.

24. Xiao, H., Huang, M., Hao, Y., Zhu, X.: Transa: an adaptive approach for knowledge
graph embedding. arXiv preprint arXiv:1509.05490 (2015)

25. Xuan, Q., et al.: Subgraph networks with application to structural feature space
expansion. IEEE Trans. Knowl. Data Eng. 33(6), 2776–2789 (2019)

26. Xuan, Q., Zhang, Z.Y., Fu, C., Hu, H.X., Filkov, V.: Social synchrony on complex
networks. IEEE Trans. Cybern. 48(5), 1420–1431 (2017)

http://arxiv.org/abs/1509.05490


A Secured Deep Reinforcement Learning
Model Based on Vertical Federated

Learning

Jie Ge1, Xinyi Xie1, Haibin Zheng2(B), Jinyin Chen1,2, Hu Li3, Ling Pang3,
and Wenhong Zhao4

1 College of Information Engineering, Zhejiang University of Technology,
Hangzhou 310023, China

2 Institute of Cyberspace Security, Zhejiang University of Technology,
Hangzhou 310023, China

haibinzheng320@gmail.com
3 Key Laboratory of Information System Security Technology, Beijing 100101, China

4 College of Information Engineering, Jiaxing Nanhu University,
Jiaxing 314001, China

Abstract. Deep reinforcement learning (DRL) has been widely used in
diverse applications, which combines the key technologies of reinforce-
ment learning and deep learning. In this work, a secured DRL based
on vertical federated learning (VFL), named VF-DRL, is proposed to
protect the model’s information. Specifically, in the proposed VF-DRL,
each client trains a partial local model, and uploads the feature embed-
ding cooperatively to a server for global model aggregation. In this way,
if one of the client attempts to construct an adversarial attack on the
VF-DRL, it cannot be easily succeeded with only its own features of
data and local model alone. Meanwhile, the server aggregates the output
embedding of each client to accomplish the global model training in a
distributed fashion. Extensive experiments are carried out to testify the
robustness of VF-DRL. The results show that the VF-DRL achieves the
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1 Introduction

Deep reinforcement learning (DRL) [23] was first proposed by DeepMind in 2013
for the Atari [2] game scenario. Combining deep learning (DL) and reinforcement
learning (RL), it was the first DRL framework so that machines can explore and
learn automatically as humans do.

Benefiting from the satisfying performance that DRL brings, the security
critical applications are also suffered from the malicious attack conducted on
DRL. In early works [3,8,14,16,27], DL has been proved vulnerable towards
adversarial attacks, i.e., by carefully crafting malicious samples with impercep-
tible perturbation added on the clean environmental state to fool the DL model
to make totally wrong decision. Specifically, DRL is mainly designed to address
the issue of decision-making and control. The agent uses the well-trained policy
to select the optimal action according to the state of the environment. Then
the environment feeds back the corresponding rewards to the action to evaluate
the agent’s behavior. During the reasoning phase of DRL, if the input state,
policy or environment is maliciously interfered [29], it will lead to the decision-
making failure. In actual scenarios, such as autonomous driving scenarios [20], if
the environmental road conditions are maliciously disturbed (e.g., patched road
signs), the victim vehicle may perform abnormal actions, such as crossing the
line or even crashing into other vehicles.

To address the problem, numerous defense approaches have been proposed.
For example, Gu et al. [9] proposed a learning framework against Actor-Critic
(A3C). Through the game training with the hostile agent, the target agent finally
reaches the Nash equilibrium, which makes the A3C model more robust and
more adaptive to the environment. Lin et al. [19] proposed an action conditional
frame prediction model. However, these methods assume the possible presence
of the attacker in the environment, which leads to increased training costs and
decreased agent accuracy. Consequently, the main challenge is to accomplish
the DRL training in a distributed way, i.e., keeping partial data and model
locally, and maintain policy well-training. Motivated by it, we propose a secured
vertical federated deep reinforcement learning, referring to VF-DRL. We explore
the application of vertical federated learning (VFL) in DRL scenarios by dividing
the local model into multiple clients, and ensuring that the input data features
of each agent shares minimal or no overlap. Then, when one of the agents is a
malicious party (i.e., an attacker), but only can access to the data and model of
its own part, its attack ability towards the whole DRL model will be degraded.
Moreover, the input for the global model will be the implicit features up-loaded
by each client, to provide protection for both the data and the model.

This paper makes the following research contributions.

– We propose a DRL model based on VFL, denoted as VF-DRL, and explore
the learning performance of VF-DRL.

– We evaluate the overall performance of the VF-DRL model and verify the
robustness of the VF-DRL model against four attack methods by making
comparison of three DRL models.
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2 Related Works

This section briefly introduces the existing DRL models, attacks and defenses
on DRL.

2.1 Deep Reinforcement Learning

Since the first DRL framework proposed by Mnih [23], various modified ver-
sions for RL have been increasingly proposed, including double deep Q-network
(DDQN) [11], prioritized DQN [24], dueling DQN [28], etc. The policy-based RL
algorithms have asynchronous or synchronous advantages Actor-Critic (A3C or
A2C) [22], trust region policy optimization (TRPO) [25], and proximal policy
optimization (PPO) algorithms [26].

Specifically, the DDQN [11] uses a DQN to alleviate the problem of DQN’s
overestimation of Q value. The prioritized DQN [24] prioritizes the training sam-
ples in the experience pool for sampling, increasing the use of rare samples, but
the training process is unstable. The dueling DQN [28] solves the problem of
an unstable training process, but cannot handle continuous actions. The policy-
based A3C/A2C [22] can handle continuous actions, but the memory consump-
tion is large and the variance in updating the policy is unstable. The TRPO [25]
uses the Kullback & Leible (KL) divergence to limit the policy update to ensure
that the policy is updated in the direction of optimization, and its computa-
tional cost is large. The PPO [26] is easier to implement than TRPO, and also
requires fewer mediation parameters. In all, most of the existing research on
DRL methods focuses on the policy rather than its robustness improvement and
risk evaluation.

2.2 Defense for Deep Reinforcement Learning

Several defense methods have been proposed for DRL’s security improvement.
Gu et al. [9] proposed a learning framework for A3C. This adversarial learning
framework introduces a hostile agent in the learning process to simulate possible
unstable factors in the environment. Lin et al. [19] proposed an action condi-
tional frame prediction model. By comparing the difference between the action
distribution of the target policy on the prediction frame and the current frame,
it determines whether the current frame is an adversarial sample. If the cur-
rent frame is judged to be an adversarial sample, the agent uses the prediction
frame as input and performs the action. In addition, Marc Fischer et al. [6]
proposed a network architecture called Robust Student-DQN (RS-DQN), which
allows online robustness training to be parallel to the Q-network while main-
taining competitive performance. Combining RS-DQN with adversarial training
and robust training, it can resist attacks during training and testing.

At the model structure level. Behanzadan et al. [1] proved that adding noise
to the DQN model parameters and retraining the original model can resist
attacks. In addition, Havens et al. [12] proposed a meta-learning advantage hier-
archy framework, which determines whether to continue to execute the current



132 J. Ge et al.

sub-policy by measuring the return of the sub-policy within a certain period.
Based on this framework, Lee et al. [17] further explored the feasibility of using
it as a defense framework and realized the defense against DRL.

At present, some RL models combine federated learning [30] to achieve data
privacy protection. Zhuo et al. [31] proposed a RL method that considers pri-
vacy, which uses federated learning and differential privacy to achieve the model
in multi-agent route planning scenarios and data protection. Hu et al. [13] pro-
posed a reward shaping based on federated reinforcement learning (FRS) based
on reward shaping for grid world scenarios. Since only high-level information is
shared between the client and the server, and no communication occurs between
the clients, FRS can protect privacy from client to server and client to client.
Researchers have also done related work in the edge computing of network com-
munication. Lim et al. [18] proposed a new FRL architecture for edge computing
environments and proposed an effective gradient sharing and model transfer pro-
gram. They also use edge computing to solve network problems that occur when
training multiple real devices.

3 VF-DRL

3.1 Overview

For VF-DRL, data samples are divided in multiple clients for training, each client
inputs different feature data and outputs hidden layer features. This prevents
the attacker from observing the complete model and data, thus reducing the
possibility of being attacked by one agent.

The system of VF-DRL is shown in Fig. 1. The red solid line represents for-
ward propagation, and the red dashed line is back-propagation. The simulation
environment can be various RL scenarios. The environment in this paper uses a
consecutive action game scenarios shown in Fig. 1.

In the model training phase, the state is sampled first and then the state is
split and distributed to each client. Each client owns data with different features
to establish a cooperatively training framework. After each client gets the data,
it will train each one’s local model. And then each client uploads the hidden
layer features output by the local model to the server. The server first uses an
aggregator to aggregate the hid-den layer features, and then inputs it to the
global model for training.

In the model testing phase, when the adversarial attack takes place, the
trained models are distributed on each client, so they are difficult to be manip-
ulated at the same time. If the attacker can access to the model and data from
one of the clients, and add noise to the input through various attack strategies,
this operation is more difficult to conduct, which has an obvious effect on the
overall task.

3.2 Global Model

In the server, the global model is constructed based on the PPO [26] algorithm.
The overall block diagram of the global model is shown in Fig. 2, and the attack
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Fig. 1. The main framework of the secured VF-DRL model.

and defense are based on this model. The Markov decision process of the model
is described by a tuple (S,A, P,R, γ), where S = {s1, s2, s3, . . . , st} is the finite
state set and A = {a1, a2, a3, . . . , at} is the finite action set, P is the state
transition probability, R is the reward function, and γ is the discount rate,
which is used to calculate the long-term cumulative reward.

Fig. 2. The framework of global model aggregation on the server.

The global model based on the PPO algorithm uses importance based sam-
pling to solve the difficult problem of sampling, so it is proposed to sample from
another distribution that is easy to sample. When PPO combines importance
sampling with the actor-critic framework, the agent is composed of two parts.
One is an actor, which is responsible for interacting with the environment to
collect samples. The other is a critic, which is responsible for judging the actor.
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The update of the actor can use the PPO gradient update formula:

Jθ′
ppo(θ) = Êt

[
min

(
pθ (at | st)
pθ′ (at | st)

, clip
(

pθ (at | st)
pθ′ (at | st)

, 1 − ε, 1 + ε

))
· Aθ′ (st, at)

]

(1)
where θ is the policy parameter, Êt refers to the empirical expectation of the
time step, pθ (at | st) refers to the state transition probability of the training
actor-network, pθ′ (at | st) refers to the state transition probability of the old
actor-network, ε is a hyperparameter which usually taking the value 0.1 or 0.2,
At is the estimated advantage at a time step t, and the formula for calculating
the advantage function is:

At = δt + (γλ)δt+1 + · · · + (γλ)T−t+1δT−1 (2)

where δt = rt+γV (st+1)−V (st), V (st+1) is the state value function calculated
by the critic network at t, and rt is the reward value at t. The loss of critic is
calculated as follows:

Lc = (r + γ (max (Q (s′, a′))) − Q(s, a)) (3)

where γ (max (Q (s′, a′))) is the objective value function, Q(s, a) is the prediction
value, s is the state and a is the action.

3.3 Building VF-DRL Model Framework

First, the traditional DRL model training is divided into several clients and one
server. In this paper, we take the design of two clients as an example for analysis.
Then we process the data, sampled from the environment, are divided and sent
to different clients. Next, two local models and a global model are built. Each
local model has the same structure and consists of two sub-models. The sub-
models share the same structure, and both of them are consisted of two full
connection layers. Then, the feature information output from each local model
is used as input and aggregated on the server. In particular, the aggregator is a
stacking operation for the features transmit-ted from the server. In the last, the
model training is performed, and the loss function of the global model training
is as follows:

Lθ′(θ) = Lactor
θ′ (θ) + Lcritic

θ′ (θ) (4)

where Lactor
θ′ (θ) is the loss function of the action network, Lcritic

θ′ (θ) is the loss
function of the discriminator network, θ is the global model parameter, and the
loss function of the action network is as follows:

Lactor
θ′ (θ) = −Aθ′

t min
(

pθ (at | st)
pθ′ (at | st)

, clip
(

pθ (at | st)
pθ′ (at | st)

, 1 − ε, 1 + ε

))
(5)

where pθ (at | st) is the state transition probability of the action network,
pθ′ (at | st) is the state transition probability of the old action network, ε is a



A Secured Deep Reinforcement Learning Model 135

hyperparameter, and At is the estimated advantage at t step. The loss function
of the discriminator network is as follows:

Lcritic
θ′ (θ) = λ1 (r + γ (max (Q (s′, a′)))) − λ2Q(s, a) (6)

where r+γ (max (Q (s′, a′))) is the objective value function, Q (s, a) is the predic-
tion value, s is the state and is the action, λ1 and λ2 are hyperparameters. Each
local model also uses the loss feedback of the global model to update the local
model parameters. Although the global model training loss function is similar
to the PPO model, the network model is different. The server’s action network
and evaluation network are both constructed with a layer of full connection and
Tanh activation function.

3.4 Model Training and Implementation

First, build a VF-DRL model. And then, in the model training phase, sample the
state from the environment, divide the sampled state into two parts evenly, and
distribute them to different clients. The two clients build local models respec-
tively. Each local model outputs the hidden layer features and uploads them to
the server. The server aggregates the acquired features and uses them as the
input of the global model. The server mapping function is:

a = f(cat(embeddingA, embeddingB) (7)

where cat (·) is the aggregation function in order to splices the hidden layer
features uploaded by the server, a is the execution action, embeddingA and
embeddingB is the hidden layer features output by client A and client B. Then
the global model parameters are updated according to Eq. 4.

4 Experiment and Analysis

In this section, three DRL baselines are compared with VF-DRL. At the same
time, four attack methods are adopted to verify the robustness of VF-DRL
model.

4.1 Experiment Setup

Experiment Scene. BipedalWalkerHardcore-v2 (the continuous action biped
robot in the box2d scene in Gym [2]).

DRL Baselines. Three contrast DRL baselines are used in VF-DRL, including
TD3 [7], SAC [10] and PPO [26].

Attack Methods. In the testing phase, the robustness of the model is verified
against the attack, including RandomNoise [5], the fast gradient sign method
(FGSM) [15], the momentum iterative fast gradient sign method (MI-FGSM) [4]
and the project gradient descent (PGD) [21].
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Disturbance Metrics. Classic disturbance calculation methods are adopted,
including L0-norm, L2-norm and L∞-norm. We use the L2-norm to measure the

size of the disturbance, and the calculation for-mula is ‖X‖2 =
√∑N

i=1 x2
i .

Experimental Platform. i7-7700K 4.20GHzx8 (CPU), TITAN 12GiBx2
(GPU), 16GBx4 RAM (DDR4), Ubuntu 16.04 (Operating System), Python 3.6,
Pytorch-1.4.0 (DL Framework), gym-0.10.8, Box2D-2.3.10.

4.2 Environment of Experiment

The experimental scene is built on the gym platform developed by OpenAI [2].
It provides some built-in environments. This paper chooses a continuous action
game scene on this platform, namely BipedalWalkerHardcorev2 biped robot
walking.

The experimental scenes are shown in Fig. 3, which is a game scene of a biped
robot walking. This environment requires the training robot to move forward,
and a total of 300 points reward for walking to the farthest position. If the
game player fall, the reward is -100. The state of the environment includes the
hull angular velocity, angular velocity, horizontal velocity, vertical velocity, joint
position and joint angular velocity, whether the legs are in contact with the
ground and 10 lidar rangefinders. In Fig. 3(a), the robot walks normally. When
the robot is attacked, the robot will not be able to walk normally. From Fig. 3(b),
it can be seen that the robot will fall and can-not walk normally after being
attacked.

Fig. 3. The game scenario of a biped robot. (a) The robot walks normally when not
attacked. (b) The robot walks abnormally when attacked.

4.3 Training Model

Considering the overall performance of the VF-DRL model, firstly, the model
is built and the hyperparameters are adjusted. The empirical buffer capacity
is set to 3000 and the maximum time step of each round is set to 1500. The
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model training results are shown in Fig. 4. Three DRL baselines are compared
in the figure. The VF-DRL model is built based on PPO. It can be seen from
the results that it can achieve the same effect as PPO. And the training effect
of the other two baselines is better than PPO, but their own defense ability still
needs to be verified.

Fig. 4. Model training results in the biped robot scenario.

The model training results are shown in Fig. 4. Firstly, PPO and VF-DRL
are com-pared. They can achieve equivalent results. The reward value of PPO
and VF-DRL after training is lower than that of TD3 and SAC. But compared
with VF-DRL and PPO, VF-DRL can achieve the same effect as PPO. TD3 and
SAC are improved versions of DRL model, and their performance is better than
PPO. But their robustness needs to be verified compared with VF-DRL.

4.4 Robustness Verification of VF-DRL Models

In order to verify the robustness of the model, we use four attack methods
to verify in the testing phase, and compares three baselines. The experimental
results are shown in Table 1. The first column in the table is four attack methods,
and the second column is the model, the remaining columns correspond to the
reward values of different disturbance sizes.

Firstly, by comparing PPO and VF-DRL models in Table 1, under all attack
methods in the table, the reward value of VF-DRL model is the highest after
being attacked, and there is almost no large fluctuation. Therefore, the roadside
robustness of the VF-DRL model is greatly improved compared with PPO, and
the defense ability of the improved model is strong. Secondly, compared with
SAC and TD3, both of these baselines are improved versions of AC and are
more stable in their own training. It can be seen from the table that the reward
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value of VF-DRL is the highest under four attack methods. Except that the
corresponding reward value of the TD3 model after the FGSM attack is higher
under the disturbance size of 0.18. But the reward value is 17.08 compared with
the VF-DRL model, which is not very different. This large value fluctuation is
inseparable from the exploration and learning of the agent itself, the trained
model itself will fluctuate slightly. During the TD3 testing phrase, some states
may be encountered that are not critical, and adding adversarial noise does not
have a significant impact. But this is only a special case. It can be seen from the
table that VF-DRL has strong robustness.

And the reason why VF-DRL is more resistant to attack is related to its
own model structure and training data. In this paper, the attacker only gets
one client, i.e., one of the clients is a malicious party, and the attacker does not
know the complete data features, so he can only get some features of the same
state. The experimental results also verify that these features do not have a great
impact on the overall model.

Table 1. Robustness verification results of VF-DRL models under four attack methods.

Method Model Disturbance Size
0.12 0.14 0.16 0.18 0.20 0.22 0.24 0.26 0.28

FGSM PPO 58.51 55.45 73.66 73.96 78.43 68.73 77.72 70.61 69.53
SAC 161.58 123.19 98.27 136.69 142.75 70.31 78.15 −20.82 −35.65
TD3 −53.48 −50.40 135.84 254.86 −51.41 −40.53 −67.13 −41.08 −70.74
VF-DRL 240.28 233.73 237.77 237.98 234.15 235.52 242.45 238.00 240.79

PGD PPO 84.51 93.02 84.80 85.91 89.07 85.63 91.15 80.12 80.88
SAC −89.85 −100.35 −99.66 −101.70 −100.21 −100.07 −104.02 −103.02 −105.63
TD3 −42.67 −63.56 −30.98 23.62 −38.89 107.25 −99.91 −80.81 −38.81
VF-DRL 209.14 205.18 175.87 197.47 170.08 173.02 164.46 180.96 148.76

MI-FGSM PPO 73.16 65.73 56.80 74.82 82.98 73.40 51.21 74.60 53.34
SAC −92.22 −65.03 −58.64 −61.02 −61.90 −68.01 −69.15 −73.57 −77.79
TD3 59.14 195.64 47.98 194.03 −71.64 −77.72 21.26 −101.57 −98.96
VF-DRL 234.99 240.50 247.20 243.18 236.35 243.86 232.49 239.88 247.31

Random Noise PPO 72.05 84.90 82.88 87.31 90.44 84.29 85.83 86.07 84.01
SAC −91.61 −96.17 −101.19 −102.22 −103.11 −103.90 −104.66 −104.76 −104.51
TD3 5.94 −16.13 −40.79 −58.63 −74.20 −87.99 −94.57 −96.59 −99.94
VF-DRL 197.21 211.56 211.93 183.67 205.57 214.05 203.32 202.63 208.32

Table 1 compares the reward values of different models for four attack meth-
ods. The disturbance size is in the range of 0.12 to 0.28. Whether adding a larger
disturbance will produce different conclusions remains to be verified. In order to
increase the credibility of the conclusion, we further increase the disturbance to
prove the robustness of the VF-DRL model. The experimental results are shown
in Fig. 5. The abscissa is the number of test rounds, and the ordinate is the
corresponding reward value. As can be seen from the figure, the reward value of
VF-DRL model is also decreasing with the increase of disturbance size. When
the disturbance size of PGD attack is 0.82, the corresponding reward of VF-DRL
and PPO model is almost equal. When the disturbance size of MI-FGSM attack
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is 1.02, the corresponding reward of VF-DRL and PPO model is also less dif-
ferent. In other cases, the VF-DRL model corresponds to a larger reward value,
and the model is more robust.

Moreover, the PPO has a high reward value for individual fluctuation points,
while VF-DRL is more stable and the overall reward is larger. It is speculated
that individual clients of VF-DRL model are disturbed, and the overall perfor-
mance will not fluctuate greatly. However, when the interference is too large, e.g.,
when the disturbance is 1.02, there will be significant performance degradation,
but the overall performance is better than other models.

Fig. 5. Reward values corresponding to four models and four attack methods. (a)
Reward curves of four DRL models under FGSM attack. (b) Reward curves of four
DRL models under PGD attack. (c) Reward curves of four DRL models under MI-
FGSM attack. (d) Reward curves of four DRL models under RandomNoise attack.

5 Conclusion

In this work, we research on the data protection policy of DRL, this paper uses
the data protection function of VFL, explores the application feasibility of VFL
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in the RL, and proposes a VF-DRL model. The robustness of VF-DRL model
is verified under four attack methods. At the same time, the structure of the
VF-DRL model is analyzed, and the possible reasons why the model can realize
DRL data protection are explained.

Although extensive experiments have testified the effectiveness of the pro-
posed VF-DRL and the feasibility of the application of VFL in RL scenarios,
there are still areas to be improved. This experiment compares three baselines
and has not been verified in discrete action scenarios. Future work will further
study the security of DRL and further improve the VF-DRL model, and improve
performance in various types of scenarios.
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Abstract. As one of the most widely used algorithms in machine learning, the
fs algorithm is known for its simplicity and efficiency. However, it also has cer-
tain limitations, including pre-selecting the K value, which leads to issues such
as different cluster shapes and outlier effects. In addition, this clustering algo-
rithm needs to select the initial cluster centers, which produces the phenomenon
of local optimum. To alleviate these two types of problems, this paper propose a
K-means variant combined with Bayesian inference, dubbed the Bayes-K-means.
Firstly, use Bayesian parameter inference to identify parameters for initial cluster
centers. According to the probability function of the prior distribution, recalculate
the distance from the sample points to the cluster centers. Therefore, the algo-
rithm realizes the global search in the iterative process, which helps to improve
the global optimum ability of the algorithm and avoids the phenomenon of local
search caused by the K-means algorithm. We verify the Bayes-K-means and the-
oretically analyze its convergence from the aspect of the posterior distribution
and the expression of the clustering center, respectively. Finally, applying the col-
lected and processed real datasets, experimental tests based on artificial datasets
andUCI datasets, then comparingBayes-K-meanswithK-means, K-means++ and
Bisecting K-means experiments, aggregated the class results are consistent with
the actual situation. The results show that the proposed algorithm can effectively
improve the clustering accuracy, efficiency and generalization performance.

Keywords: Clustering · Bayesian parameter inference · K-means · Global
optimum

1 Introduction

In contemporary society, with the continuous development of computing technology,
it has become popular to obtain data and find its flaws in it. Machine learning, which
becomes an important tool in these studies, is often classified into supervised learning
and unsupervised learning [1]. Since the K-means clustering method is commonly used
in unsupervised learning algorithms, it is often combined with deep learning, and a large
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number of K-means variants have emerged [2–4]. The traditional K-means algorithm
performs well in compact and spherical clustering. We focus on and expect to improve
two main problems in the K-means algorithm: (1) cluster center sensitivity and K value,
(2) more difficulties to handle other types of data. Therefore, this paper proposes a
Bayes-K-means clustering algorithm for these two problems to improve the clustering
efficiency and accuracy of the algorithm.

Bayes’ theorem, which originated in 1763, is a classic theorem in probability and
statistics. It is currently commonly used in machine learning. Among them, Bayesian
inference [5] is the application of Bayes’ theorem, which enables us to incorporate prior
beliefs and use probability distributions to describe the uncertainties of many parametric
variables, making them deterministic. After that, we revise the guess by making more
observations and finally get the posterior distribution. Therefore, we usually use this
method to scan the parameters of the data information. The main idea is optimizing
and updating the posterior distribution of the objective function by continuously adding
sample points for a given objective function, to better adjust the current parameters [6].

Due to the continuous increase of data and the continuous improvement andoptimiza-
tion ofmodels, more andmore people have begun to do parallel research on classification
and clustering algorithms, and the progress has been rapid. For example, Olivier et al.
[7] proposed an improved K-means++ algorithm, adding prior distribution information,
and the algorithm has better robustness; Farivar et al. [8] introduced GPU on the basis
of traditional K-means to realize parallel clustering operations; Mao et al. [9] intro-
duced the Canopy algorithm, using the maximum and minimum principle to improve
the center point selection, which improved the convergence speed; Chowdhury et al.
[10] proposed an adaptive K-means algorithm based on MapReduce. Guo et al. [11]
introduced the idea of high density, which improved the clustering effect of datasets
with large differences, and also enhanced the stability of the K-means clustering algo-
rithm. However, this method does not consider the problem of outliers. Huang et al.
[12] used the method of distance and SSE to select reasonable initial cluster centers,
and optimized K-means clustering to a certain extent, but the number of clusters K was
uncertain. Wang et al. [13] used dimension-weighted Euclidean distance to measure the
distance between sample points, which significantly reduced the number of iterations in
the clustering process. However, there is a higher order time complexity due to finding
the initial cluster centers.

Combined with the inspiration from the work of the above related scholars, we
derived the Bayesian parameter inference model and combined it with the K-means
algorithm, so that the Bayes-K-means algorithm has both the robustness of Bayesian
inference and the efficiency of the K-means algorithm. Then, the conjecture is corrected
through more observation, and finally, the posterior distribution is obtained.

This paper collects and processes data sets of graduates majoring in information and
computing science, and uses theBayes-K-means algorithm to analyze the training quality
and career development of graduates in this major. Then compared with the traditional
K-means algorithm, the results show that the clustering effect of the algorithm is better,
more robust, and has a certain practical value. The key devotions of this paper are listed
below.
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• Wepropose an improved clusteringmethod,which is a generalization of the traditional
K-means algorithm in calculating distance and selecting initial cluster centers.

• We combine the Bayesian parameters to infer the relevant expressions and theoreti-
cally discuss the rationality and convergence of the method.

• Process the collected real data and apply the data to the improved method.
• Compared with the traditional K-means, K-means++ and Bisecting K-means algo-
rithms, the feasibility and accuracy of the improved algorithm are demonstrated.

2 Bayes-K-means Clustering Algorithm

2.1 Improvement of K-means Algorithm

K-means algorithm is the most classic clustering algorithm in data mining, and it is a
common unsupervised machine learning algorithm [14]. The basic idea of the algorithm
is: select the initial cluster center, classify data points based on how far each data point is
from the center of the cluster. After completing one iteration, update the center point of
each category according to the clustering result, and then repeat the previous operation
and iterate again until there is no difference between the two classification results before
and after.

In this paper, the traditional K-means algorithm is improved through the following
process:

Cluster-Based Bayesian Parameter Inference
Given a training sample set of data Z = {x1, x2, x3,…, xn} described by n attributes,
calculate on all sample data in the dataset, The condition for assigning the sample Z of
the unknown class to the class Ck is p(Ck |Z) > p(Cj|Z), 1 ≤ k ≤ n, 1 ≤ j ≤ n, j �= k,
which can be obtained by Bayesian inference:

p(Ck |Z) = p(Ck)p(Z|Ck)

p(Z)
= p(Ck)

p(Z)

d∏

i=1

p(xi|Ck) (1)

From this, usingBayesian parameter inference to estimate the prior probability p(Ck)
of the class based on the sample data set Z, and estimate the conditional probability
p(xi |Ck) for each cluster, let A represent the Ck-th class sample set in the training data
set Z, then:

p(Ck) =
∣∣ZCk

∣∣
Z

(2)

For discrete attributes, let ZCk ,xi denote the set of samples whose value is xi on the i-th
attribute in ZCk , there are:

p(xi|Ck) =
∣∣ZCk , xi

∣∣
ZCk

(3)
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For continuous attributes, suppose p(xi|Ck) ∼ N (μCk,i, δ
2Ck,i), where μCk,i and

δ2Ck,i are the mean and variance of the value of the i-th attribute of the Ck-th sample,
respectively, there are:

p(xi|Ck) = 1√
2πδCk,i

exp(− (xi − μCk,i)
2

2δ2Ck,i
) (4)

It should be noted here that, in the above model [15], if a certain attribute value does
not appear at the same time in the data, the probability value is zero, resulting in an error.
The Laplace correction algorithm is used to solve this problem:

p(Ck) =
∣∣ZCk

∣∣ + 1

|Z| + N
, p(xi|Ck) =

∣∣ZCk ,xi

∣∣ + 1∣∣ZCk

∣∣ + Ni
(5)

Among them, N represents the number of all possible categories in the data set, and
Ni represents the number of possible values of the i-th attribute.

Calculate the Average Distance of All Sample Elements
Let dij denote the Euclidean distance between data objects xi and xj, and the prior
distribution is uniform, then we have:

dp = 2

n(n − 1)

n∑

i=1

n∑

j=i+1

dij (6)

Let di1 and di2 be the Euclidean distances from sample i to v1 and v2, respectively,
and median takes the median. Therefore, the average distance can be expressed as:

disti = median({min(di1, di2, ..., din)})(i = 1, 2, . . . , n) (7)

Silhouette Coefficient
Silhouette coefficient is an index used to evaluate the degree of class density and
dispersion [16]:

S(i) = b(i) − a(i)

max{a(i), b(i)} (8)

In Eq. 8, a(i) represents the internal aggregation degree of the sample, b(i) represents
the external aggregation degree of the sample, and the value of S(i) is between [−1,1].
If S(i) is close to 1, it means that the cluster of the sample is reasonable. Otherwise, the
sample should be divided into other clusters [17].

Improve Similarity Measurement

1. Constructing Bayesian parameters to infer the distribution of sample information.

p(i)
j = 1 − (1 − x(i)

j
∑n

j=1 x
(i)
j

) ≈ x(i)
j

∑n
j=1 x

(i)
j

(9)
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In the formula, n is the number of samples.
2. Next, calculate the posterior probability of the attribute:

qi = 1 +
n∑

i=1

p(i)
j log p(i)

j (10)

3. Calculate the inferred probability value over the eigenvalues of the Bayesian
parameter:

χi = qi
m∑
i=1

qi

(11)

In it, m is the sample attribute.

4. Definition of Cluster Probability Distance:

L2(xi, xj) = 2

√√√√
m∑

l=1

χi(x
(l)
i − x(l)

j )2 (12)

Based on the above model, this paper optimizes Eqs. 1, 2, 3, 4 to find the point
where the prior probability value p(Ck) and the position of the corresponding point in
the sample, and selects the first initial cluster C1 based on this. Then according to the
Bayesian parameter inference and combined with the maximum and minimum distance
criteria, select the remaining initial cluster centers. Pick out all the median of probability
among them. Then taking this object as the second initial cluster center, the process is
repeated until found all K initial cluster centers ck .

The first is to use the Bayesian parameter in the sample data points as the similarity
measurement between samples; that is, if the posterior probability qi value of a certain
feature value is larger, itmeans that the degree of discrimination is low, and the probability
value will be assigned to the value with a smaller value. On the contrary, if the posterior
probability is larger, a larger probability value is assigned to the value to improve the
clustering effect [18].

2.2 Algorithm Steps

In summary, the specific calculation steps of the Bayes-K-means algorithm are as
follows:

Algorithm Input: Data set Z;
Algorithm output: each cluster after clustering Ci, i = 1,2,3,…,K;
Step1: Select the best value of K according to the silhouette coefficient method;
Step2: Use the posterior probability distribution formula to calculate the distance

from each sample point xi in the data set to the cluster center ci;
Step3: Calculate the probability p(Ck) that each sample is selected as the next clus-

ter center, and classify the sample data into clusters of each cluster according to the
probability distance, so as to select k cluster centers;
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Step4: Repeat steps Step2–3 until the updated cluster centers no longer change or
reach the threshold of the number of runs, and use the similaritymeasurement to improve
the clustering effect.

2.3 Algorithm Convergence

Similar to other improved algorithms based on the traditional K-means algorithm [19].
Under the premise of reasonable parameter settings, the Bayes-K-means algorithm con-
verges (after a finite number of iterations). Since the method of dividing data sample
points into K clusters is bound to be limited, that is, the distribution of attribute pos-
terior probability values is limited [20]; Therefore, the posterior probability qi (i =
1,2,3,…,K) that each attribute may be divided into may only appear once in the entire
iterative process, and it will eventually converge.

Assuming qt1 = qt2(t1 �= t2), where ti represents the i time iteration, for a given
qti, the calculation Eq. 9 can obtain pti; Therefore, for qt1 and qt2, pt1 and pt2 can be
obtained respectively (and both are equal because qt1 = qt2). Further, χ t1 and χ t2 can
be obtained by Eq. 10, (because of qt1 = qt2 and pt1 = pt2, the two are also equal),
from this we get Lt12 = Lt22 . Since the clustering probability distance L2(·, ·) is strictly
monotonically decreasing [21], the Bayes-K-means algorithmwill converge after a finite
number of iterations.

3 Experimental Results and Analysis

In order to more objectively evaluate the improvement effect of the Bayes-K-means
algorithm, this section conducts experimental analysis on the artificial self-made data set
(see Sect. 3.1) and four UCI data sets (as shown in the Table 3), which are different from
the traditional K-means, K-means++, Bisecting K-means algorithm for experimental
comparison [22]. It is evaluated by three evaluation indicators [23]: Time, Acc, and
NMI. Among them, Time measures the average length of time for the algorithm to
run, and the smaller the value, the shorter the time required to run. Acc represents the
accuracy of clustering, that is, whether the clustering results are consistent with the real
results; NMI is the normalized mutual information, which is used to represent the degree
of association between the two groups of data.

In order to exclude the influence of chance and random factors, 80 experiments
were carried out, and the average value of the experimental results was obtained. The
artificially self-made dataset comes from a questionnaire for graduates majoring in
information and computing in a Chinese university from 2008 to 2020. Experimental
environment: Python, Windows 11 64bit, CPU 3.40 GHz.

3.1 Data Acquisition and Processing

The data used in this paper comes from the real questionnaires filled out by the graduates
of a university majoring in information and computing science from 2008 to 2020.

FromMarch to May 2021, the author distributed a total of 217 questionnaires, all of
which were successfully recovered, of which 209 were valid and valuable, with an effec-
tive rate of 96%. The specific questions of the questionnaire focus on 34 categories such
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as career choice, work direction, skill development, and future planning. In addition, the
author also conducted interviews with students who are already on the job or continuing
their studies. At the same time, the salary situation, school employment guidance A
survey was conducted on job satisfaction and so on.

Then, performdata preprocessing, filter out useful data information [24], and perform
word segmentation, text cleaning, standardization, etc.

After integrating and processing these data, more than 40,000 pieces of valid infor-
mation are obtained a large visual screen was created using Python, and some data
information was displayed as shown in Fig. 1.

(a) Work location                                          (b) Job information

Fig. 1. Data graph display of graduate information part

3.2 Apply Bayes-K-means Algorithm to Cluster Dataset

In this paper, the data vectors in the required format are obtained from the original dataset
through data preprocessing, and the improvedK-means clusteringmodule is used to build
a clustering model in Python. First, after running the processed data, determine the K
value using the silhouette coefficient method [25].

As shown in Fig. 2(a–f), from the silhouette diagram, when the K value is 4, all the
silhouettes in the picture are more or less of similar thickness, so the sizes are similar,
and it can be seen from the calculation that the S(i) at this time is the largest locally,
which can divide the graduate group in detail, so it is most reasonable to select K = 4.

The attributes of the sample data [26] can be specifically classified as skills (aver-
age/unit), graduation time (average/year), salary (average/yuan), work location (0 for
foreign and domestic major cities, 1 for Other cities in China), position information
(0–2 indicates the level of the position, 0 is the supervisor and above), current educa-
tion (0–2, respectively indicates the undergraduate, master, doctoral and above), work
direction (0 is related to the major, 1 other), postgraduate entrance examination status
(0 means yes, 1 means no).

Using the Bayes-K-means algorithm to perform cluster analysis on the processed
dataset, the samples are divided into the following 4 categories, as shown in Table 1
below:
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(a) K=2                                                               (b) K=3

(c) K=4                                                                (d) K=5

(e) K=6                                                                (f) K=7

Fig. 2. Determine the optimal number of clusters K value by the silhouette coefficient method

Table 1. Classification results of graduate sample dataset

Cluster center 1 2 3 4

The proportion of graduates 19.32% 22.71% 40.59% 17.38%

Possess skill(s) 7 5 3 2

Graduation time (year) 8 6 4 3

Salary (yuan) 21143.46 9865.28 7653.70 5499.13

Work location 0 0 1 1

Job information 0 1 2 2

Current education 2 1 0 0

Work direction 0 1 0 1

Whether to the postgraduate entrance examination 0 0 1 1

According to the classification results obtained in Table 1, it is better to divide into
four types of graduate groups [27]. Among them, the first type of graduate accounts for
19.32%, which is the longest among all graduates. The salary is also the highest, and
most of them are concentrated in major developing cities abroad and China.

The second category of graduates accounted for 22.71%. Such graduates have grad-
uated for a long time, have higher education and work experience. However, most of
the jobs have nothing to do with their majors and have relatively large. The third type
of graduates has the largest proportion among the four types of graduates, reaching
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40.59%. It can be seen that the graduation time is not long and the position is generally
low, resulting in a low average salary, and most of them are engaged in related majors.
The fourth category of graduates accounted for 17.38%, which is the smallest among
the four categories of graduates, with the lowest education, the least skills, and the work
direction has nothing to do with the major, resulting in the lowest salary. Such graduates
are the groups that the government and universities need to pay the most attention to and
have the greatest benefit in improving the overall level of the major.

Based on the above, after analyzing the career development status of the graduate
group, it is found that there is not much difference in the career development of the grad-
uate group, which also shows that the graduates majoring in information and computing
science are mainly engaged in industries related to their major after graduation [28]. It
is beneficial to the development of graduates to improve their educational level as much
as possible.

3.3 Experimental Results and Analysis on the Self-made Dataset

In this section, on the self-made dataset shown in Fig. 1 and Table 1, by compar-
ing the Bayes-K-means algorithm with K-means algorithm, K-means++ algorithm and
Bisecting K-means algorithm data simulation experiment, the results verify the effec-
tiveness and accuracy of the new algorithm. The experimental evaluation indicators
mainly include the number of iterations, the average running time (Time), the clustering
accuracy (Acc) and the normalized mutual information (NMI).

From the comparison of clustering effects in Fig. 3, it can be seen that the traditional
K-means algorithm has certain limitations in selecting the initial cluster center and
calculating the distance [29], which easily leads to the problemof local optimization. The
K-means++ algorithm [30] only improves the initial value, and the early calculation is
more complicated; TheBisectingK-means algorithm [31] cannot guarantee convergence
to the global optimal value; therefore, the above three algorithms are prone to problems
such as local optimality, and Bayes-K-means algorithm can better avoid such problems.

Table 2 show the number of iterations, average running time (Time), clustering
accuracy (Acc), and the normalizedmutual information (NMI) of the proposed algorithm
and the other three algorithms on the graduate dataset. It can be seen from the results
that the experimental evaluation indicators of the Bayes-K-means algorithm are better
than the other three algorithms.

3.4 Experimental Results and Analysis on the UCI Datasets

Compared with general artificial datasets, UCI datasets have more attributes, higher
dimensions, and higher clustering difficulty. The advantage of choosing UCI datasets for
testing is that, given their actual partitions, the algorithm performance can be evaluated
by comparing the results obtained by the clustering algorithm with the known real
partitions.

TheUCI datasets used in the experiment is shown inTable 3. The experimental results
on the average running time (Time) of the four algorithms on the four UCI datasets are
shown in Table 4.
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Fig. 3. Comparison of Bayes-K-means with K-means, K-means++ and Bisecting K-means
clustering effects

Table 2. Comparison of clustering experiment results

Dataset Graduate dataset

Comparison indicators Number of iterations Time/s Acc/% NMI

K-means 11 3.574 81.5% 0.327

K-means++ 11 3.218 88.2% 0.356

Bisecting K-means 10 2.663 90.3% 0.488

Bayes-K-means 9 2.091 93.8% 0.781
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Table 3. Information on the 4 UCI datasets

Number Dataset Dataset size Number of attributes Number of clusters

1 Iris 150 4 3

2 Wine 178 13 3

3 Seeds 210 7 3

4 Glass 214 10 6

Table 4. Experimental results of the four algorithms on the average running time (Time) of the
four UCI datasets (s)

Dataset K-means K-means++ Bisecting K-means Bayes-K-means

Iris 0.53 0.33 0.39 0.31

Wine 2.79 2.41 2.29 1.53

Seeds 3.91 3.38 3.51 2.45

Glass 5.26 4.21 4.47 3.09

(a) Acc                                                                 (b) NMI

Fig. 4. Comparison of UCI datasets cluster evaluation indicators (Acc and NMI)

As can be seen from Table 4 and Fig. 4, in the small-scale datasets, the evaluation
index values of all algorithms are not much different, but the Bayes-K-means algorithm
has greater advantages; in larger-scale datasets, the K-means algorithm takes a long time,
because when the algorithm is layered, the dimension of the dataset is higher, resulting
in longer algorithm iteration time and thus lower Acc and NMI values. The K-means++
algorithm and the Bisecting K-means algorithm have similar clustering index values,
but both are slightly lower than the Bayes-K-means algorithm because both algorithms
only optimize the selection of the initial centroids [32]. Therefore, the indicators of the
new algorithm proposed in this paper are better than the other three algorithms.
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To sum up, the results show that the Bayes-K-means algorithm retains the advantages
of the traditional K-means algorithm, at the same time, it eliminates the influence of bias
when selecting the initial cluster center through Bayesian parameter inference, increases
the stability of the clustering results and generalization performance, this is reflected in
self-made dataset as well as UCI datasets. In addition, compared with the other three
algorithms, the Bayes-K-means algorithm requires additional calculation of relevant
probability values. Although this will increase a little computational cost, the amount
of calculation is less than the K-means++ algorithm, and the subsequent clustering will
converge faster. Therefore, Bayes-K-means algorithm can reduce the error generated
by the classification results, and at the same time, the accuracy rate has also improved
accordingly.

4 Conclusion

To overcome the shortcomings of the traditional K-means algorithm and adapt to the
data sets with new characteristics, this paper proposes a new Bayes-K-means clustering
algorithm based on Bayesian parameter inference. Firstly, the average distance calcula-
tion method is improved through the probability function of the prior distribution, and its
eigenvalues are optimized, and then the similarity measure of the algorithm is improved.
Finally, we collected and adopted real dataset of students from a university, and applied
the four UCI datasets to conduct comparative experiments respectively. The results show
that the Bayes-K-means algorithm can obtain better clustering performance and gener-
alization performance than the traditional K-means algorithm, K-means++ algorithm
and Bisecting K-means algorithm. In practical applications, the structural features of
many high-dimensional data clusters are complicated and diverse. In the future, we plan
to make further improvements to make the method more adaptable to the complex and
changeable cluster structure, thereby expanding the scope of application of the algorithm.
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Abstract. We propose an inductive matrix completion model based on graph
attention (IGAT-MC) for the rating prediction recommendation task. IGAT-MC is
inductive through enclosing subgraph extraction and node labeling, which makes
it can be generalized to predict user/item ratings that do not appear during the
training process. More importantly, we use the graph attention mechanism to
improve the rating prediction performance of IGAT-MC, and focus onmore impor-
tant user/item interactions for message passing. Based on the MovieLens-100K,
the effectiveness of IGAT-MC is verified based on the evaluation of RMSE. By
comparing with several mainstream methods, IGAT-MC surpasses some of the
mainstream methods and shows competitive performance.

Keywords: Matrix completion · Graph attention · Recommendation · Graph
neural network · Deep learning

1 Introduction

With the emergence of large amounts of graph data, numbers of studies on graph neural
network (GNN) have emerged in recent years. Among these deep learning algorithms,
GNNs have achieved advanced performance on semi-supervised node classification [1],
network embedding [2], graph classification [3], link prediction [4], etc. We view the
interaction data in the matrix completion task for the rating prediction recommendation
as a bipartite graph [5]. And, we apply GNN to compute the bipartite graph embedding,
which aims to represent a graph as low dimensional vectors to predict scores while
preserving the graph structure [6].

The matrix completion task is an alternative issue in the recommendation field and
has been applied for the rating prediction recommendation. Most matrix completion
methods are transductive, which suggests that they aren’t able to generalize to nodes
that do not appear in the training phase and additional information that can bring extra
gain in the testing phase (or that can be learned from its feature distribution). Alter-
natively, we propose an inductive matrix completion model based on graph attention
(IGAT-MC) for the rating prediction recommendation. IGAT-MC is made inductive
by one-hop enclosing subgraph extraction and node labeling, which makes the model
more applicable to real application scenarios. And graph convolutional neural networks
(GCNNs) in recommendation models usually treat user or item information equally for
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neighborhood information aggregation, without distinguishing the importance of dif-
ferent neighboring information. Thus, we use the attention mechanism to improve the
effectiveness of rating prediction and reduce the root mean square error (RMSE) based
on the experimental datasets. The experimental results suggest that IGAT-MC surpasses
some of the mainstream methods and shows competitive performance.

2 Related Works

Themethod based onGNNhas the advantage of processing structural data and exploring
structural information [7]. The development of convolutional neural network (CNN)
promotes the rise ofGNNs, andGNNs can be briefly divided into four typical frameworks
[8]:

(1) GCNN [9]: GCNNs obtain the first-order feature decomposition of the approximate
Laplacian graph which iteratively aggregates the information from the neighbors.

(2) GraphSage [2]: It samples fixed-size neighborhoods for each node and proposes
averaging, summation, and maximum pooling aggregator operations.

(3) GAT [10]: The graph attention network (GAT) uses the attention mechanism to
distinguish the contribution of neighbors, and updates the vector of each node by
attention-weighted information aggregation.

(4) GGNN [11]: The gated graph sequence neural network (GGNN) is a typical
recursive GNN method that uses selected pass recursive units in the update step.

In the field of matrix completion in recommendation, Berg et al. [12] proposed
GC-MC, which uses GNN to aggregate neighborhood information to obtain node-level
embeddings. He et al. [13] proposed LightGCN which is a simplifying and powering
GCN for recommendation. Zhang et al. [14] proposed IG-MC, which can make the
matrix complementation task inductive by enclosing subgraph extraction. Schlichtkrull
et al. [15] used the recurrent graph convolutional network (RGCN) to consider the effects
of different rating types for achieving better prediction results.

Attention, which has recently been used in deep learning, is an important brain-
inspired function [16]. Veličković et al. [10] proposed GAT, which implements weighted
neighborhood aggregation on neighbors by learning the weights of neighbors. Busbridge
et al. [17] proposed RGAT. It assumes that different transformation matrices should be
used for messaging with different edge types and use attention coefficients as weights
in message passing. Wang et al. [18] proposed KGAT, using knowledge graph (KG)
combinedwithGAT tomake better recommendations for users. Yang et al. [19] proposed
a hierarchical attention graph convolutional network in the heterogeneous knowledge
graph.

3 Inductive Graph-Attention Based Matrix Completion

3.1 One-Hop Enclosing Subgraph Extraction and Node Labeling

The first subsection is the one-hop enclosing subgraph extraction and node labeling, and
we adopt the implementation of IG-MC [14]. In the graph, the target user is denoted by
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u and the target item is denoted by v. We extract a new subgraph that includes the items
that have been rated by the user u and the users who are rated by the target item v as
well as the target user u and target item v. We will feed the extracted one-hop enclosing
subgraph to GNN and train the GNN model. Then, in the testing phase, for each test
pair, we predict the ratings on the extracted enclosing subgraph. We need to remove
the target edge to be predicted in the enclosing subgraph after extracting the training
one-hop enclosing subgraph.

After the one-hop enclosing subgraph extraction, an integer label needs to be gen-
erated for each node in each subgraph. The purpose of the node labeling is to feed to
GNN as the initial feature. First, the target user is tagged with 0 and the target item is
tagged with 1. The user node is tagged with 2 if it has an edge with the target item in the
first-hop enclosing subgraph, and the item node is tagged with 3 if it has an edge with
the target user in the first-hop enclosing subgraph. The one-hot encoding of these node
tags is regarded as the initial node feature of the subgraph.

Some methods use the one-hot encoding of nodes as the initial input features of
nodes, which are unable to generalize to nodes beyond the serial number range. Thus,
it is a transductive model and cannot be generalized to nodes that are not visible during
the training phase. The one-hop enclosing extraction and node labeling methods make
our model inductive.

3.2 Graph Neural Network Architecture

The second subsection is to train amultilayer GNNmodel based on graph attention in the
one-hop enclosing subgraph we extract before. Our GNN model consists of three parts,
an attention-based messaging passing layer, a pooling layer, and a multilayer perceptron
layer. Figure 1 shows the overall network architecture of IGAT-MC.

In the attention-based messaging passing layer, different edge types should convey
different information, and for each edge type, an intermediate feature transformation
should beperformedusing the learnableweightmatrix.We refer toRGATandmake some
changes in calculating the attention factor as our final GNN’s message passing layer.
Specifically, the node embedding aggregated neighborhood information for embedding
updates is as follows :

xl+1
i = σ

⎛
⎜⎝

∑
r∈R

∑

j∈N (r)
i

α
l(r)
i,j W

l(r)xlj

⎞
⎟⎠ (1)

where xli is the node i’s feature vector at layer l, α
l(r)
i,j is the attention coefficient of the

layer l under edge type r,W l(r) is a learnable parameter matrix of the layer l under edge
type r.R denotes all values for the edge type rN (r)

i and denotes neighbor nodes of node
i under edge type r. σ denotes the activation function. Herein, we use tanh function.

Next,we describe the calculation of the attention factorαl(r)i,j . Before that, we generate
the query vector and key vector of nodes:

ql(r)i = dl(r)i Ql(r), kl(r)i = dl(r)i K l(r), (2)
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Fig. 1. Network architecture of IGAT-MC.

where ql(r)i denotes the query vector of the node at the l layer under edge type r, and

kl(r)i denotes the key vector of the node at the l layer under edge type r. dl(r)i = W l(r)xlj
denotes the transformed node feature vector. Ql(r) and K l(r) are learnable parameter
matrices, and vr is a learnable parameter vector. The calculation method is as follows:

El(r)
i,j = LeakyReLu

(
vTr ·

(
ql(r)i + kl(r)j

))
. (3)

In the following,we normalizeEl(r)
i,j to obtain the attention coefficientαl(r)i,j as follows:

α
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α
l(r)
i,j = 1. (4)

Then, in the pooling layer, we pool the hidden vectors of the output of each layer of
the message passing layer into the embedding vector at the one-hop enclosing subgraph.
The final representation of the node i:

hi = concat(x1i , x
2
i , ..., x

L
i ), (5)



Inductive Matrix Completion Based on Graph Attention 163

and the target user node embedding and the target item node embedding in the same
one-hop enclosing subgraph are concatenated into the embedding of the subgraph as
follows:

g = concat(hu,hv), (6)

where hu denotes the embedding of the user and hv denotes the embedding of the item,
and g denotes the final embedding of the subgraph.

Finally, in the multilayer perceptron layer, we use a multilayer perceptron g as input
to output the prediction rating. r

∧

denotes the final prediction rating, which is calculated
as:

r
∧ = wTσ(Wg), (7)

whereW w and are parameters of the multilayer perceptron, and σ denotes the activation
function. Herein, we use ReLU function.

3.3 Model Training

In the model training phase, the loss function is mean square error (MSE):

L = 1

|{(u, v)|�u,v = 1
}|

∑
(u,v):�u,v=1

(
Ru,v − R

∧

u,v

)2
, (8)

where Ru,v denotes the observed rating and R
∧

u,v denotes the predicted rating. � is a
mask matrix that contains only 0 or 1 values to represent the ratings that exist.

4 Experiment and Result

We perform the testing experiments of rating prediction based on the benchmark dataset,
MovieLens-100K [20]. We use its official partition u1.base (80% of the dataset) and
u1.test (20% of the dataset) as the training set and testing set.

The hyperparameters of IGAT-MC are adjusted according to the cross-validation
results. The one-hop closed subgraph is extracted, and the message-passing layer uses
a 4-layer RGAT network with an output dimension being 32 for each layer, and the
layers are connected by the tanh. The subgraph embedding dimension of the input to the
final fully connected neural network is 256, and this subgraph embedding is obtained
by concatenating a 128-dimensional user node embedding with a 128-dimensional item
node embedding. The fully connected neural network layer has 128 hidden layer units
and uses the ReLU nonlinear activation function. We train the model using the Adam
optimizer. And we set the batch size to 32 and the learning rate to 0.001. We set the
number of training epochs to be 80.

We compare our IGAT-MCwith matrix completion (MC) [5], inductive matrix com-
pletion (IMC) [21], GMC [22], GRALS [23], RGCNN [24], F-EAE [25] and PinSage
[26]. These algorithms are divided into two types according to whether they are induc-
tive, and some of them (e.g., IMC, GMC, CRALS, RGCNN, PinSage) integrates with
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Table 1. RMSE on MovieLens-100K datasets.

Model Inductive RMSE

MC no 0.973

GMC no 0.996

IMC no 1.653

GRALS no 0.945

RGCNN no 0.929

F-EAE yes 1.142

PinSage yes 0.920

IGAT-MC (ours) yes 0.910

the additional information of the content in MovieLens-100K. The RMSE is adopted to
evaluate the rating prediction performance.

The results are averaged over 10 testing experiments, which are presented in Table 1.
We can see that the value of RMSE obtained from IGAT-MC is the lowest in comparison
with those obtained fromother algorithms. It also suggests that the inductive learning and
the additional information of the content play an important role in the rating prediction
performance. For example, for these algorithms based on inductive learning, they present
relatively lower values of RMSE, and the additional information of the content further
reduces the value of RMSE (e.g., PinSage).

We also do ablation experiments on the size of the introduced v-vectors and the
matched Q, Kmatrix. These experiments are with the ablation of the size of the learnable
parameter vr (related to v-vectors) and the sizes of Q, Kmatrix are adaptively matched to
vr . Thus, we mainly consider the changes of vr . First, we present the baseline of RMSE,
which doesn’t use the learning matrix, then increase the size of vr from 4 to 128. Table
2 shows the ablation experiments results. We can see that the value of RMSE is greatly
reduced when the size of vr only increases to 8. Nevertheless, when the size of vr is
above 8, the effectiveness of IGAT-MC isn’t improved greatly, but increases training
time significantly. The results of ablation experiments suggest that the sizes of v-vectors
and the matched Q, K matrix are greatly important for IGAT-MC.
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Table 2. RMSE results for different v-vector sizes on MovieLens-100K

Model RMSE

IGAT-MC (original) 0.945

IGAT-MC (size = 4) 0.940

IGAT-MC (size = 8) 0.912

IGAT-MC (size = 16) 0.911

IGAT-MC (size = 32) 0.911

IGAT-MC (size = 64) 0.911

IGAT-MC (size = 128) 0.910

5 Conclusion

We propose an inductive graph-attention-based matrix completion model (i.e., IGAT-
MC) and it is able to predict user/item ratings that are not seen during the training process
(as long as there is an interaction between them). We also improve the effectiveness of
IGAT-MCby focusingon themore important user/item interactions formessaging,which
reduces the RMSE of the rating prediction to improve the recommendation performance.
The recommendation model proposed in this paper is compared with several advanced
recommendation models on the benchmark dataset and the experimental results are
analyzed. Additionally, we will introduce the additional information of the content for
IGAT-MC to improve the rating prediction performance in the future work.
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10. Veličković, P., Cucurull, G., Casanova, A., et al.: Graph attention networks. arXiv preprint
arXiv:1710.10903 (2017)

11. Li, Y., Zemel, R., Brockschmidt, M., et al.: Gated graph sequence neural networks. arXiv
preprint arXiv:1511.05493 (2015)

12. Berg, R., Kipf, T N., Welling, M.: Graph convolutional matrix completion. arXiv preprint
arXiv:1706.02263 (2017)

13. He, X., Deng, K.,Wang, X., et al.: Lightgcn: simplifying and powering graph convolution net-
work for recommendation. In: Proceedings of the 43rd International ACMSIGIR Conference
on Research and Development in Information Retrieval, pp. 639–648 (2020)

14. Zhang, M., Chen, Y.: Inductive matrix completion based on graph neural networks. arXiv
preprint arXiv:1904.12058 (2019)

15. chlichtkrull, M., Kipf, T.N., Bloem, P., van den Berg, R., Titov, I., Welling, M.. Modeling
Relational Data with Graph Convolutional Networks. In: Gangemi,A., et al.: The Semantic
Web. ESWC 2018. Lecture Notes in Computer Science, vol 10843, pp.593–607 Springer,
Cham. (2018). https://doi.org/10.1007/978-3-319-93417-4_38

16. Lee, J.B., Rossi, R.A., Kim, S., et al.: Attention models in graphs: A survey. ACM Trans.
Knowl. Discov. Data 13(6), 1–25 (2019)

17. Busbridge, D., Sherburn, D., Cavallo, P., et al.: Relational graph attention networks. arXiv
preprint arXiv:1904.05811 (2019)

18. Wang, X., He, X., Cao, Y., et al.: KGAT: knowledge graph attention network for recommen-
dation. In: Proceedings of the 25th ACM SIGKDD International Conference on Knowledge
Discovery & Data Mining, pp. 950–958 (2019)

19. Yang, Z., Dong, S.: HAGERec: hierarchical attention graph convolutional network incorpo-
rating knowledge graph for explainable recommendation. Knowl.-Based Syst. 204, 106194
(2020)

20. Miller, B N., Albert, I., Lam, S K., et al.: Movielens unplugged: experiences with an occa-
sionally connected recommender system. In: Proceedings of the 8th International Conference
on Intelligent User Interfaces, pp. 263–266 (2003)

21. Jain, P., Dhillon, I S.: Provable inductive matrix completion. arXiv preprint arXiv:1306.0626
(2013)

22. Kalofolias, V., Bresson, X., Bronstein, M., et al.: Matrix completion on graphs. arXiv preprint
arXiv:1408.1717 (2014)

23. Rao, N., Yu, H F., Ravikumar, P K., et al.: Collaborative filtering with graph information:
consistency and scalable methods. In: Advances in Neural Information Processing Systems,
vol. 28 (2015)

24. Hartford, J., Graham, D., Leyton-Brown, K., et al.: Deep models of interactions across sets.
In: International Conference on Machine Learning, pp. 1909–1918 (2018)

25. Monti, F., Bronstein, M., Bresson, X.: Geometric matrix completion with recurrent multi-
graph neural networks. In: Advances in Neural Information Processing Systems, vol. 30
(2017)

26. Ying, R., He, R., Chen, K., et al.: Graph convolutional neural networks for web-scale rec-
ommender systems. In: Proceedings of the 24th ACM SIGKDD International Conference on
Knowledge Discovery & Data Mining, pp. 974–983 (2018)

http://arxiv.org/abs/2011.02260
http://arxiv.org/abs/2002.05287
http://arxiv.org/abs/1710.10903
http://arxiv.org/abs/1511.05493
http://arxiv.org/abs/1706.02263
http://arxiv.org/abs/1904.12058
https://doi.org/10.1007/978-3-319-93417-4_38
http://arxiv.org/abs/1904.05811
http://arxiv.org/abs/1306.0626
http://arxiv.org/abs/1408.1717


Identifying Spammers by Completing
the Ratings of Low-Degree Users

Guo-Hua Li1(B), Jun Wu1, and Hong-Liang Sun1,2(B)

1 Key Lab of E-commerce in JiangSu Province,
Nanjing University of Finance and Economics, Nanjing 210023, China

1120201143@stu.nufe.edu.cn, hlsun84@mail.ustc.edu.cn
2 University of Nottingham, Ningbo 315100, China

Abstract. Along with the rapid development of e-commerce, a large
number of spammers disrupt the fair order of the e-commerce platform.
The false ratings rated by these spammers do not match the quality of
items, confusing the boundaries of good and bad items and seriously
endangering the real interests of merchants and normal users. To elim-
inate the malicious influence caused by these spammers, many effective
spamming detection algorithms are proposed in e-commerce platforms.
However, these algorithms are ineffective in judging how trustworthy
a user with insufficient rating data. In order to address this issue, we
take inspiration from traditional recommender systems by completing
the missing ratings of low-degree users to improve the efficiency of spam-
ming detection algorithms when approaching those users. User simi-
larity is used in this paper to predict the missing ratings of users. A
novel reputation ranking method IOR LU is proposed. We then test
our improvements compared with DR, IGR, and IOR. Experimental
results on three typical data sets suggest that our method combined with
IOR has improved by at least 9.68%, 3.29%, and 0.21% in dealing with
malicious spammers, respectively. As for results on detecting random
spammers, our method improves by a least 5.06%, 21.12% and 4.46%,
respectively.

Keywords: Fraud detection · Spamming attacks · Rating prediction ·
User similarity · E-commerce

1 Introduction

The reputation of individuals plays an instrumental role in building a healthy
e-commerce ecosystem on the Internet [1–5]. This makes it crucial to assess the
reputation of users. So many e-commerce platforms (including Taobao, JD.com,
Amazon, etc.) have implemented online rating systems that allow users to rate
their shopping experiences. Similarly, e-commerce platforms can assign reputa-
tion index to users based on their ratings. However, a few dishonest businesses
disturb the fair operation of online ecosystems [6,7]. Due to low ratings resulting
from poor quality items, they cannot convince consumers to buy. So they hire
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
X. Meng et al. (Eds.): BDSC 2022, CCIS 1640, pp. 167–179, 2022.
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spammers to fraudulently increase their own products’ ratings [8–10]. These
practices often mislead consumers and diminish their shopping experience, as
well as their trust in the platform. In the long run, such consumers will become
less loyal to the platform and ultimately switch to other platforms. Thus, it is
critical to reduce the impact of malicious spammers on e-commerce platforms
[11,12].

In response to these concerns, scholars have proposed a variety of methods
so far [13,14]. Those methods will be roughly introduced in the following. Early
CR (Correlation-based Ranking) [15] and IR (Iterative Refinement Ranking) [16]
algorithm considered users whose ratings significantly overlap with the majority
of others as reliable and their ratings contributed much to the quality of items.
User reputation is then assigned on the basis of the difference between user’s rat-
ing scores and the corresponding item’s quality. Just a short while later, Liao et
al. introduced a process called reputation redistribution to enhance the impor-
tance of highly prestigious users [17]. Gao et al. proposed GR (Group-based
Ranking) [18], which classified users into groups with different reliability and
users from groups with high reliability had higher reputation values. Later, it
was optimized to IGR (Iterative Group based Ranking) [19] by iteratively update
the user’s reputation value, which further scaled up the detection performance.
DR (Deviation-based Ranking) [20] assumed that user rating obeys the Gaus-
sian distribution and each user receives a reputation index based on how well
quality classification is accurate. Wu et al. proposed BR [21], whose core idea is
to consider that user ratings obeyed beta distribution. Later by eliminating the
rating bias responsible for reducing the fairness of rating systems, they improved
it to IBR [22]. Not long before, according to Sun’s research that reliable users’
ratings followed the pattern of peak distribution, while rating of spammers does
not show some obvious patterns [23]. Other exciting hypotheses exist as well.
The work by Lv et al. provided a thorough review many noteworthy applica-
tions and approaches of reputation-based ranking methods [24], which is highly
recommended to read.

However, due to the common existence of the long tail phenomenon, user
rating data is very sparse. In most cases, the above-mentioned methods cannot
effectively determine whether a low-degree user is a malicious spammer or not.
For this reason, we attempt to fill in the rating data of low-degree users as a
framework to effectively alleviate the extreme sparsity of rating data. Initially,
we calculate the similarity between users by Pearson correlation coefficient, and
then predict users’ missing ratings from their neighbors’ ratings of items. After
completing many experiments, we find that our method significantly outperforms
DR [20], IGR [19] and IOR [23] on the three classical data sets Movielens,
Netfilx, and Movielens 100 when detecting spammers. In terms of detecting
malicious spammers, our algorithm achieves an improvement from 9.68% to 159%
than DR [20], from 3.29% to 107% than IGR [19], and from 0.21% to 1.60%
than IOR [19]. In detecting random spammers, it improves respectively 5.06%–
43.57%, 21.12%–292% and 4.46%–440%.
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As for the remainder of the paper, it is organized as follows: The second part
lists the related preliminary knowledge. The third part describes the method
of this article in detail. In the fourth part, we present the data used in this
article followed by introduction of two evaluation metrics for the spamming
detection method. In the next section, we present the results and analysis of our
experiment. In the last part, we provide a brief summary of our findings and a
glimpse of our future plans.

2 Preliminaries

In this section, we will first present the network as well as the bipartite graph.
Then we list the symbolic representation of some technical terms in rating net-
works.

2.1 Network

A network is composed of nodes and links connecting these nodes, which repre-
sents objects and their interconnections [25,26]. A network G(V,E) can be seen
as a set containing, where V suggests a set whose elements we call vertices, and E
is usually a set of paired vertices called edges. A network can generally be divided
into two kinds: (i) directed network: Edges in A directed graph or digraph all
have orientations; (ii) undirected network: Each edge has no orientation.

2.2 Rating Network

The rating network can be seen as a user-object bipartite graph with weights.
In the mathematical field of graph theory, a bipartite divides vertices into two
independent and disjoint sets, that is every edge connects a vertex between two
sets of nodes. Vertex sets are usually called the parts of the graph. Equivalently,
a bipartite graph usually does not include any odd-length cycles.

Rating system is generally modeled as a bipartite network G = {U,O,R}
among which U = {ui | i ∈ {1, 2, ...,m}} and O = {oα|α ∈ {1, 2, ..., n}} represent
a set of users and items respectively [12]. There are interactions between users
and items where ratings are merely given by users to items. Here ratings are
denoted by R = {riα | i ∈ {1, 2, ...,m}, α ∈ {1, 2, ..., n}} illustrating that a group
of rating scores riα that user i gives to object α. Therefore n is the number of
objects set in the data sets. Similarly, Uα means the user set that have already
rated the object oα.

3 Methodology

In the e-commerce world, users and items grow exponentially. However, items
rated by users usually could not exceed 1% of the total number of items [27],
so the user rating data is rather sparse. In most current reputation-based meth-
ods, some users are even filtered out in the data pre-processing stage due to
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incomplete rating information, which causes rating data more sparse. We refer
to those users whose rating times below a particular threshold collectively as
low-degree users. In Movielens, 80 is the threshold, in Movielens 100 it is 50,
and in Netflix it is 20. Under such circumstance, the traditional spamming
detection algorithm will be compromised in accuracy. Despite being the best
algorithm for detecting spammers at present, IOR is no exception.

Algorithm 1: Identifying Spammers By Completing The Ratings Of Low-
degree Users
Input: rating data set : R; threshold of similar neighbours: θ; threshold of

low-degree spammer: Ω; length of spammer list: L
Output: filled rating data set : R

′
; spammer set U and U

′
;

1 // Initialization

2 R
′ ← R;

3 for user u1 in R do
4 for user u in R (u1 not included) do
5 Compute sim(u1, u) from Eq.1;
6 if sim(u1, u) > θ then
7 Add u to u1’s neighbour Nu1;

8 for l = 1, . . . , Ω(R) − degree(u1) do
9 Select a item o without being rated by u1 randomly;

10 Calculate the predicted rating value pred(u1, o) of user u1 to item o
from Eq.2;

11 Update R′ with {u1, o, pred(u1, o)};

12 Calculate user reputation scores via {IOR, IOR LU} in R and R
′
, respectively;

13 Obtain the top-L users as spammers by sorting users based on their reputation
scores.

14 Output the spammer set U(in R) and U ′(in R
′
).

To alleviate the reduced accuracy of spam detection resulting from the
extreme sparse of user rating data, we decide to complete the ratings of low-
degree users based on user similarity. Specifically, as a first step, we use the
Pearson Correlation Coefficient to compute the similarity between users and
complete the rating data of low-degree users. This approach can alleviate the
extreme sparsity of the ratings data on which our framework is based. Our frame-
work can then be combined with any existing spammer detection methods. In
this paper we combine it with IOR as a solution for completing low-degree users’
ratings on IOR and detecting spam, which can be be abbreviated as IOR LU.
Experimental results conducted on three benchmark data sets demonstrate that
IOR LU outperforms much better than other methods in detecting spammers.
Next, we will introduce the main concepts of IOR and IOR LU, respectively.
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3.1 Iterative Optimization Ranking (IOR)

A key feature of the Iterative Optimization Ranking (IOR) [23] is its ability to dis-
tinguish between normal users and spammers depending on their rating patterns.
It involves iterative optimization and updating. It postulates that normal users
will form a unique distribution of ratings based on their knowledge backgrounds,
shopping experiences, etc., while spammers’ ratings won’t appear to have any pat-
tern. Since ratings rated by normal users represent the true quality of the goods
and have a specific distribution pattern. IOR defines a variable expected diver-
gence D and a parameter ε which reflects the variation between real quality of the
product and user ratings to measure the peak distribution of user ratings.

3.2 Completing the Ratings of Low-degree Users on IOR (IOR LU)

To alleviate the extreme sparsity of the rating data sets, completing the ratings
of each low-degree users is an easy and effective practice. Traditional recommen-
dation systems assume that user preferences hardly change over time. If users
shared similar tastes in the past, it is likely that they will hold similar tastes
in the future [28]. Hence, we can predict users’ missing ratings via the rating
behavior of their similar users. We use the Pearson correlation coefficient to mea-
sure user similarity in this paper. Suppose user u1’s rating matrix is extremely
sparse, and we need to fill in his/her missing ratings. Specifically, we first need
to calculate u1’s similarity with other users and get the nearest neighbors set
Nu1 of u1. Next we use ratings given by users from Nu1 to an item to predict
u1’s missing rating of the corresponding unrated item until u1’s rating matrix
becomes not significantly sparse. Finally we combine the filled data set with IOR
to detect spammers. Experimental results demonstrate the effectiveness of our
method to solve the shortcomings of IOR under extreme sparse rating data and
generally improve the effect of spam detection. The whole process of IOR LU is
illustrated in Algorithm 1. Generally, our framework involves the following three
parts:

Measuring Similarity Between Users. There are various methods to mea-
sure inter-user similarity, including the following three methods [27]: (i) Pearson
correlation coefficient; (ii) cosine similarity; (iii) modified cosine similarity. In
this paper, we adopt the Pearson correlation coefficient to be the indicator of
the similarity of users. Pearson coefficient is insensitive to absolute values, which
can avoid user rating preference’s effect on classifying similar users [29,30]. It
is commonly used to describe the tendency of two sets of linear data to move
together. Its value changes from −1 to 1, where −1 shows robust negative corre-
lation and 1 presents intense positive correlation. When the linear relationship
between two variables increases simultaneously, it implies that they are posi-
tively correlated and the correlation coefficient is greater than 0. The correlation
coefficient less than 0 means that they are negatively correlated, i.e., when one
variable increases and the other decreases. In general, if the Pearson correlation
coefficient between two users is greater than 0, we can consider them to be sim-
ilar. Similarity based on Pearson correlation coefficient of two users in shown in
Eq. 1, mathematically reads:
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sim(u1, u2) =
∑

o∈O (ru1,o − ru1) (ru2,o − ru2)√∑
o∈O (ru1,o − ru1)

2
√∑

o∈O (ru2,o − ru2)
2

(1)

where u1 and u2 are two different users, o indicates the item, ru1,o indicates
the rating given by user u1 to item o, ru1 is the mean rating of u1, sim(u1, u2)
reflects the similarity between u1 and u2.

It is crucial to select neighbors that are akin to the target user. If selected
neighbors are not identical to target user, we will get an inaccurate rating predic-
tion. Herlocker et al. first introduced user similarity adjustment parameter and
neighbor selection threshold θ, and experimentally demonstrated the improve-
ments by introducing these parameters [31,32]. Therefore, we adopt the param-
eter θ to optimize the selection process of neighbors. The value of θ determines
the number of similar neighbors, and a user will be regarded as similar to the
target user only when their similarity exceeds the threshold θ. Therefore, it is
useful to define the neighbor set Nu1 which consists of users whose Pearson
correlation coefficient with user u1 is no less than θ. Nu1 can be expressed as
{u | sim(u, u1) > θ, u ∈ R and u �= u1}. It is worth noting that a user cannot
belong to his own neighbor set.

Making Predictions. Once nearest neighbors of target user u1 is obtained by
Pearson correlation coefficient, our next step is to predict user’s missing ratings.
Let the set of nearest neighbors of user u1 be denoted by Nu1 , then the predicted
rating pred(u1, o) of user u1 for item o can be obtained from Eq. 2.

pred(u1, o) = ru1 +

∑
u2∈Nu1

sim(u1, u2) ∗ (ru2,o − ru2)
∑

u2∈Nu1
sim(u1, u2)

(2)

where pred(u1, o) is the predicted rating of user u1 to item o, Nu1 is the set
consisting of similar users of u1.

Identifying Spammers. As a solution to detect spammers under sparse rating
data, we propose a novel framework based on user similarity to complete the rat-
ing data of low-degree users. We then combine it with existing reputation-based
ranking methods (take IOR, for example), that is IOR LU. The general pro-
cess of IOR LU to detect spammers can be summarized into the following steps.
First we predict the missing ratings of low-degree users by Pearson correlation
coefficient. Afterward, we extend the predicted rating information to the origi-
nal dataset to alleviate the sparsity, which is the foundation of our framework.
Finally, we combine the framework with IOR to detect spammers. Experimen-
tal results conducted on real data sets demonstrate that IOR LU works well to
identify both malicious and random spammers of low degree.
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4 Data and Metric

4.1 Rating Data Set

We use the datasets Movielens, Movielens 1001 and Netflix2 to test the per-
formance of spamming detection algorithms. Movielens created and maintained
by the GroupLens research group at the University of Minnesota, features infor-
mation on movie ratings, movie attributes, and movie tags. Movielens and
Netflix have a range of ratings (scores from 1 to 5, with higher scores indi-
cating that users deem the movie is better). Movielens 100 has a rating range
from 1 to 10. The network structure of three data sets can be found in Table 1.

Table 1. The principal information of MovieLens and Netflix data sets, where m
indicates number of users, n means the number of objects, l indicates the rating times
of users, and s = l/mn reflects data sparsity.

DataName m n l s

Movielens 943 1682 100000 0.06305

Movielens 100 7120 130462 1048575 0.00113

Netflix 5000 17768 3496614 0.03936

4.2 Generating Artificial Spammers

To evaluate the objective performance of spamming detection methods, we select
a random subset of users within the data sets, and intentionally substitute their
rating for distorted ratings. We then calculate their reputation values using the
ranking method as mentioned before.

A spammer can be either intentionally malicious or random. Extremely mali-
cious spammers tend to rate objects with the highest or lowest rating, resulting
in an excessive increase or decrease in object quality. Random spammers are
those who rate objects at random. In this experiment, we select d users at ran-
dom and change their rating matrix based on two criteria: (i) malicious users:
the ratings of such users are changed to integers 1 or 5 (ii) random users: the
ratings of such users will be changed to a random integer from 1 to 5 with the
same probability. we always repeat N times of experiments to deal with users
who are randomly selected. As each selection is made, we will restore user ratings
and remove artificial spammers.

4.3 Evaluation Metric

To assess the effectiveness of above methods, we adopt two widely used metrics:
Recall and AUC (area under the curve).
1 Movielens, please refer to https://grouplens.org/datasets/movielens/.
2 Netflix, please refer to https://pan.baidu.com/s/1t2fjFYXxyCwdqjRCg65ErA.

https://grouplens.org/datasets/movielens/
https://pan.baidu.com/s/1t2fjFYXxyCwdqjRCg65ErA
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Recall. Recall is a ranking-based metric for detecting spammers, which mea-
sures how many malicious users can be identified in the top L ranking list. A
higher Recall value is indicative of a higher accuracy rate. To calculate the value
of Recall, we first need to calculate the users’ reputation value and sort them in
an ascending order. Then, we pick out the top L users with the lowest reputation
value and the value of Recall is equal to the proportion of the number of artificial
spammers counted in the top L users. Recall is calculated as shown in Eq. 3.

R(L) =
d′(L)

d
(3)

where R(L) means the recall value, d indicates the number of users randomly
selected to be assigned distortion ratings; d′(L) is the number of spammers that
detected in the top L ranking list.

AUC. The AUC value indicates the probability that a randomly selected normal
user has a higher reputation than a randomly selected spammer. It reflects the
performance of a sorted ranking list. It’s value changes from 0 to 1. In general,
the algorithm performs better when the value is higher. The value of AUC is
calculated as in Eq. 4.

AUC =
N ′ + 0.5N ′′

N
(4)

where N indicates the number of comparison time, N ′ refers to the number of
times the reputation value of the randomly selected spammer is lower than the
corresponding value of the normal user in N comparisons, and N ′′ means the
number of times they have the same reputation value.

5 Experimental Results

In this section, we compare our method with DR [20], IGR [19] and IOR [23]
in terms of Recall and AUC. We conduct an experimental study on three real
data sets to assess both random spammers and malicious spammers. In our first
experiment, we set d = 50 and let L vary between 0 and 250 to calculate the
Recall value. In the second experiment, we let L equal d and p vary from 0.05
to 0.30, and calculate Recall and AUC separately under each p.

5.1 Effectiveness

We first calculate the Recall values by the introduced methods when L changes.
As shown in Fig. 1, three methods after being combined with our framework
have improvements both for detecting malicious and random spammers. As
shown in panel (a)–(c), our method we take IOR LU as example has much
improvement over both DR and IGR in detecting malicious spammers. How-
ever, the effect is only slightly higher than IOR, since the IOR algorithm is
almost optimal in detecting malicious spammers. Compared with DR, IGR, and



Identifying Spammers by Completing the Ratings of Low-Degree Users 175

IOR, the improvement vector for our method on three data sets is respectively
[9.68%, 159%, 674%], [3.29%, 107%, 3.90%], and [0.21%, 1.60%, 0.63%]. It is clear
from our results that our algorithm improves much under the more spare data
set. In Panel (d)–(f), our method detects random spammers with a large improve-
ment compared to the other three methods. This means that our method works
better at detecting random spammers.

Fig. 1. The Recall scores of DR, IGR and IOR compared with their variants from our
framework. Recall changes with the value of L. The number of spammers d is set to 50
and L changes from 0 to 250 increasing by 10 every time. The experiment was repeated
100 times and averaged to obtain the final results.

5.2 Robustness

In this section, we test the robustness of our method by increasing the number
of spammers. We want to see if our method works well if a large number of
spammers present. Here p = d/m is the indicator of the ratio of spammers to
all users. P changes from 0 to 0.25 by each step with the length 0.01. To avoid
losing generality, we set the length of the ranking list L be always the same to
the number of spammers d.
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From Fig. 2 and Fig. 3, we can see the value of Recall of three methods com-
bined with our framework have improved to some extent. Next, we will compare
IOR LU with the other three methods. When detecting malicious spammers,
our method improves by 16.82%–23.76% over DR, 22.60%–23.34% over IGR,
and 0.47%–1.22% over IOR on the Recall; as for AUC, our method improves by
0.97%–5.19%, 4.84%–63.05% and 0.003%–0.04% compared to the above three
methods, respectively. In terms of identifying random spammers, we can improve
by 4.61%–16.40% over DR, 21.97%–64.59% over IGR, and 3.11%–13.14% over
IOR when using Recall as the metric; When the evaluation metric is changed to
AUC, we can improve our method by 0.81%–1.01%, 0.91%–3.05% and 0.13%–
1.31% respectively over the previous methods.

Fig. 2. The Recall scores of DR, IGR and IOR compared with their variants from our
framework. Recall changes with the same proportion of p in three data sets. p increases
by 0.01 every time with step ranging from 0.05 to 0.25. The experiment was repeated
100 times and averaged to obtain the final results.

6 Conclusion and Discussion

In this paper, we make a preliminary exploration of tackling spamming detec-
tion issues under sparse rating data. We propose a framework by completing
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low-degree users’ rating data based on user similarity and later apply it on IOR,
which is proved to be more effective in identifying spammers of low degree. To
complete the missing ratings of low-degree users, we investigate the potential
relationship between users by way of Pearson correlation coefficient. Then, com-
bining it with different spam detection methods, we propose a more satisfactory
framework which can further exploit the better performance in detecting spam-
mers. Experimental results on three data sets indicate that our framework has
acceptable results for detecting both malicious and random spammers.

Fig. 3. The AUC scores of DR, IGR and IOR compared with their variants from our
framework. The parameter p ranges from 0.05 to 0.3 with the step length 0.01. The
experiment was repeated 100 times and averaged to obtain the final results.

We have also recognized the limitations and vulnerability of our method.
Since the performance of our method depends on the accurate prediction of
user ratings. Once user preferences change, ratings predicted by the Pearson
correlation coefficient may differ significantly from missing ratings, which can
adversely affect our ability to detect spammers. For this reason in the future, we
intend to mine information with timestamps in combination with convolutional
networks to make more accurate predictions of users’ missing ratings.
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national Cooperation Programme of JiangSu Province (BZ2020008) and Guangdong
Province Natural Science Foundation (Grant Nos. 2019A1515011173).

References

1. Yu, E.Y., Wang, Y.P., Fu, Y., Chen, D., Xie, M.: Identifying critical nodes in com-
plex networks via graph convolutional networks. Knowl.-Based Syst. 198, 105893
(2020)
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Abstract. Nowadays, Online Social Networks (OSNs) have become
indispensable spaces for people to express their opinions. In order to
evaluate comments, tips, answers or posts, most OSNs design “upvote”
or “like” buttons, and some of them provide “downvote” or “dislike”
buttons as well. While there are some existing works making predictions
related to upvote, downvote prediction has never been systematically
explored in OSNs before. However, downvote is just as meaningful and
informative as upvote, representing opposite voices. In this paper, we
focus on predicting both numbers of downvotes and upvotes together on
Foursquare, a leading location-based social network (LBSN). Our work
has three main contributions. Firstly, by unprecedentedly viewing down-
votes and upvotes together from a holistic prospective, we discern fea-
tures that are effective to the differentiation of both downvote and upvote
prediction. Secondly, by making use of structural hole theory and infor-
mation theory, we propose a robust model that can be used for both
downvote and upvote prediction. To the best of our knowledge, we are
the first to predict number of downvotes in OSNs. Finally, we complete a
thorough prediction performance and feature importance analysis. Our
predictions of downvotes and upvotes using XGBoost model achieve AUC
scores of 0.99 and 0.98, separately. In other words, our approach not only
fills the gap of downvote prediction, but also increases the prediction per-
formance of upvote prediction in OSNs.

Keywords: Location-based social networks (LBSNs) · Machine
learning · Social graph analysis · Structural hole theory · Downvote
prediction

1 Introduction

Online Social Networks (OSNs) [14] are widely used for communication and con-
nection between people. It is one of the biggest uses of the Internet nowadays.
Different types of OSNs include Blog [1] such as Facebook, Twitter, and Tum-
blr; discussion forum such as Quora, Reddit and Zhihu; as well as location-based
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social network (LBSN) [21] such as Foursquare [6], Yelp [18], and Dianping [11].
One of the key features of these OSNs is “upvote”, which is more commonly
called “like”. Upvote has multiple uses in OSNs, including expressing preferences
and trending content. While most OSNs provide upvote or like function [8], the
“downvote” or “dislike” function [13], which may result in negative emotions,
also reflects a user’s opinion from another angle. Blogs like Facebook and Twit-
ter, which focus on sharing content, only have upvote function, for the reason
that downvote would reduce people’s willingness to share [8]. Other OSNs, such
as Foursquare [6], Quora and Reddit, use downvote to manifest comprehensive
viewpoints. While there are many existing works about upvote, such as pre-
dicting popularity of Reddit post [10], and predicting answer quality on generic
social Q&A sites [17], downvote is often overlooked. Nonetheless, sometimes
conclusions extracted from upvote would be extremely misleading if ignoring
downvote. For example, a viewpoint with a lot of upvotes does not guarantee
correctness, for it may be controversial if it has a large amount of downvotes too.
Hence, only combining upvote with downvote could ensure us to get a panorama
of the community’s attitudes toward a certain post.

Our work mainly focuses on Foursquare, one of the most popular LBSNs.
Foursquare has two key functions: User interaction and point of interest (POI)
recommendation [28]. Through user-generated content (UGC) called tips, other
users could understand POIs from those who have been there. Based on this,
Foursquare allows publishers to upvote or downvote tips, which may affect the
credibility of tips significantly. Also, according to [7], Foursquare was considering
adding downvote to tips as a feature in tip ranking algorithm, making downvote
prediction on Foursquare even more useful. It allows Foursquare to detect neg-
ative emotions on a tip in advance, and adjust tips ranking dynamically.

In this paper, we focus on the problem of predicting both upvotes and down-
votes in LBSNs. We crawl a Foursquare dataset and then build a supervised
machine learning-based model for the prediction. In addition to conventional fea-
tures related to tip publisher, venue and tip context, we leverage structural hole
theory [19] and information theory to extract some unique features to further
enhance the prediction performance. We have made the following three key contri-
butions. First, we extract a series of features according to the Foursquare dataset,
and conduct a data-driven study to show how they could distinguish between
upvote/downvote tips and ordinary tips1. A set of features related to descriptive
information, venue, and tip context has been chosen, including the number of tips
posted by the publisher, the number of friends or followers of the tip publisher,
the number of unique visitors at the venue, length of tip context, etc. Second, we
build a machine learning model for the upvote/downvote prediction. Besides con-
ventional features, we adopt both structural hole theory and information theory
to enhance the prediction. The entropy of countries and venue categories that the
publisher has visited and the effective size have been selected as new features for
the model, and they play an important role in making the prediction more accu-
rate.

1 Here an ordinary tip denotes a tip without any upvote and downvote.
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Finally, applying our model to downvote prediction, XGBoost [5] model
shows an AUC score of 0.99. When using the same model on upvote predic-
tion, the achieved AUC score is 0.98. Compared with the current baseline [27],
which has a low precision of about 0.5 for SVM model, our SVM model in upvote
prediction outperforms it with a precision of 0.74. Also, our feature importance
analysis indicates that features related with venues are the most critical to the
performance in general. More specifically, country entropy is in the dominant
place of downvote prediction, while the outcome of upvote prediction is driven
by a more diversified feature set.

Fig. 1. Feature differences between downvoted and non-downvoted tips.

2 Data Collection and Conventional Feature Analysis

In this section, we will firstly describe our dataset in Sect. 2.1, and then examine
some conventional features to distinguish between upvote/downvote tips and
ordinary tips in Sect. 2.2.
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2.1 Dataset

We crawled our dataset from January 15th, 2021, using Foursquare API and
a distributed Python crawler developed by us. After selecting a popular tip
publisher as the starting point, we managed to use BFS algorithm to fetch 1.6
million entries, and each entry contains all the information related to a user, i.e.,
basic user profile, his/her posted tips (tip content, venue, number of upvotes
and downvotes), and a friend list. Because of the adoption of BFS algorithm,
the whole dataset represents a subnetwork of Foursquare. Therefore, for any
given tip, we can extract the information of its publisher, venue, and the tip
publisher’s ego network.

2.2 Analysis of Conventional Features

Normally, it takes a period of time for tips to gain upvotes and downvotes.
Therefore, we examine a set of conventional features to distinguish between
upvote/downvote tips and ordinary tips.

By observing the dataset, it is natural to generate the idea that whether a
tip will be upvote or downvote is mainly affected by three domains of factors,
i.e., descriptive information of tip publishers, venue information, and tip content
information:

– Descriptive information: since descriptive information is a compelling
exposure of the publishers’ historical behavior, we extract some common
statistics such as “number of tips posted,” “the number of venues where tips
were posted.”

– Venue: One unique character of LBSN is that every tip is associated with
a venue, such as a bar, a restaurant, or a scene. Therefore, the popularity
of the venue will have a significant impact on the tip’s vote number. To
reflect the influence of venue, we select the following features, i.e., “number
of tips posted at the venue,” “number of upvotes received by tips posted at the
venue,” “number of unique visitors at the venue,” and “venue category defined
by Foursquare.”

– Tip context: the tip content is also relevant to the numbers of upvotes and
downvotes it received. For example, the information density, the attitude, and
the correctness will all give the readers positive or negative feelings, and then
further lead to the vote behavior. Here, we mainly use NLP measurements,
such as LIWC [23] and NRC Emotion Lexicon [22]. The open-source tool used
is named lexica2.

To catch a glimpse of whether these features are distinct when applying to tips
with and without upvote/downvote, we select two representative features from
each of the three feature categories, and visualize their distributions as shown
in Fig. 1. Specifically, for sentiment analyzing, since the lexica library provides
10 types of sentiments and emotions including negative, positive, anger, antici-
pation, disgust, fear, joy, sadness, surprise, trust, we use all of them and simply
2 https://github.com/AbdulSaleh/lexica.

https://github.com/AbdulSaleh/lexica.
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use a binary statistic of 0 or 1 to indicate whether the text includes the words
of certain type of sentiment or emotion. In general, it is satisfying that all these
selected features are discriminative to our predicting target. Features extracted
from downvoted tips, the red line of Fig. 1, are validated to be more “active”
in all kinds of criteria. More concretely, downvoted tips, as well as publishers
and venues associated with them, are more likely to possess more posted tips,
more friends or followers, more unique visitors, longer text, and stronger emo-
tions. It can be assumed that such characteristics could lead to higher attention
paid on the tips. Given the fact that only a small fraction of tips on Foursquare
have downvote, it is reasonable that high attention of tips within the commu-
nity lays the foundation of gaining downvote. The same feature analysis is also
conducted on upvoting scenario generating similar outputs. Therefore, it is nat-
ural to leverage these features to further build a supervised machine learning
classifier to uncover upvote/downvote tips.

3 System Design and Implementation

In this section, we propose a robust machine learning classifier with newly added
features, which can be applied to both upvote and downvote prediction, as shown
in Fig. 2. Section 3.1 provides an overview for the design and basic workflow of
our system. Later, Sect. 3.2 and 3.3 introduce the two categories of newly added
features, i.e., entropy and effective size, and demonstrate their effectiveness, sep-
arately. Finally, Sect. 3.4 describes the details of model construction and the
differences between upvote and downvote prediction.

3.1 Overview

As shown in Fig. 2, our model has a feature list with four different types. Except
for the conventional features mentioned in Sect. 2.2, we also add some sophisti-
cated and meaningful features, entropy and effective size, to feature list, which
will be elaborated in the following subsections. With sampled dataset divided
into training set and test set, we could extract feature list of the training set
and feed it into upvote/downvote classifiers. The classifiers are different super-
vised machine learning models, and each of them makes predictions for whether
a tip will be upvoted/downvoted. After the classifiers are successfully trained,
we evaluate their performance on the test set. Also, it is worth mentioning that
the technologies such as location spoofing [30], would not weaken our results.
This is because our model does not contain locations of those users who conduct
upvote/downvote.

3.2 Entropy

In this subsection, we introduce entropy, a concept derived from information
theory, to our feature list. Both country entropy and category entropy are used
as the features. For the country entropy of a publisher, it is an indicator of the
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Fig. 2. The prediction model of a Foursquare tip’s upvote and downvote

number of different countries and regions the publisher has visited. In detail, the
“upvoting” entropy only includes the locations of those upvoted tips, while the
“downvoting” entropy collects the places of tips with downvotes. Similarly, the
category entropy defines the degree of difference of the tips’ category. We also
distinguish the “upvoting” and “downvoting” situation for the category entropy.

We calculate the entropy according to its definition. Using the country
entropy as the example, the algorithm needs the probability of each country
(Pcnty) to get the result. In the “upvoting” situation, Pupvotingcnty

is defined as
the ratio of the number of upvoted tips showing the country as location to the
total number of tips, as shown in Eq. (1):

Pupvotingcnty
=

number(upvotingcnty)
number(upvotingtips)

(1)

Then as in Eq. (2), for each publisher p, we can get the entropy using the
following equation:

Entropy(upvotingp) =
∑

upvotingcnty

Pupvotingcnty
× log(Pupvotingcnty

) (2)

Then we can get the other three entropy metrics – “downvoting” country
entropy, “upvoting” category entropy and “downvoting” category entropy – in
the same way.

Figure 3(a) shows the cumulative distribution function (CDF) of “downvot-
ing” country entropy of all the Foursquare tip publishers. We can see that over
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Fig. 3. The CDF of country entropy: (a) graph of “downvoting” country entropy;
(b) graph of “upvoting” country entropy. The red line represents people with down-
votes/upvotes and the blue line is about people without downvotes/upvotes. (Color
figure online)

Fig. 4. The CDF of category entropy: (a) graph of “downvoting” category entropy;
(b) graph of “upvoting” category entropy. The red line represents people with down-
votes/upvotes and the blue line is about people without downvotes/upvotes. (Color
figure online)

80% of the publishers without being downvoted have an entropy of 0, which
means they always label themselves as in the same place. For those whose tips
are downvoted, on the contrary, the entropy varies for different publishers. Only
about 10% of these publishers have an entropy of 0 and the range of 0 to 0.4
almost includes all the publishers we sampled. This indicates that people tend
to visit more than 1 but still limited places. Things are similar for “upvoting”
country entropy (Fig. 3(b)), except that this time about 70% of the publish-
ers without upvotes receive the entropy of 0 and more than 30% of those with
upvotes have the “0” entropy.

When we look at the category entropy (Fig. 4(a)), it shows that for publishers
without downvotes, those whose entropies are 0 cover more than 40% of the total
number while the percentage is about 10% for publishers with downvotes. The
distribution of the category entropy is similar in both situations. However, for
a certain entropy, the number of publishers with downvotes is less than the
number of publishers without them. This indicates people with downvotes are
having a higher entropy in general. As shown in Fig. 4(b), the percentage of
people is always lower for publishers with upvotes than for those without them.
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Fig. 5. The CDF of effective size: (a) graph of “downvoting” effective size; (b) graph of
“upvoting” effective size. The red line represents people with downvotes/upvotes and
the blue line is about people without downvotes/upvotes. (Color figure online)

Compared with the “downvoting” situation, the entropy for “upvoting” is more
diverse.

The “downvoting” situation and the “upvoting” situation can both be
explained with the fact that people prefer those who like to travel around or share
different things of life and may be attracted to give their comments. Besides,
people who are influential on the social platform are more likely to make con-
troversial remarks, thus receiving more upvotes and downvotes. To understand
the difference between “downvoting” and “upvoting”, we notice that compared
with giving upvotes, publishers are more cautious when giving downvotes, so the
range of people being downvoted are smaller than the one of those with upvotes,
which means a greater difference with general situation in entropy distribution.
Therefore, as can be seen in Fig. 3 and Fig. 4, the two entropy metrics have a
greater effect on “downvoting”.

3.3 Effective Size

Another newly-added feature is effective size. By adding effective size originated
from the structural hole theory [19], we add another aspect to our feature list:
graph structure. As graph structure is relevant to the information inflow and
outflow to certain tips, it is likely to be useful for predictions. The effective
size is a quantitative measure of the non-redundancy size of an individual’s ego
network. Defined by Burt [4], the effective size is used as one of the four measure-
ments to identify structural hole spanners (SHS) in a social network. In social
networks, the connections between people form small groups in the large commu-
nity. According to the structural hole theory, the unconnected parts between the
groups form structural holes, and individuals who occupy the holes are defined as
SHS. Being an SHS, an individual has advantages of both information and con-
trol. Information advantage means that one can access information from different
sources, and because of those distinct information, one can be more influential
between groups. Thus, it is meaningful to examine the upvotes and downvotes
of SHS and non-SHS publishers.
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There are four measurements given by Burt to identify SHS: effective size,
constraint, efficiency, and hierarchy. As in [16,29], we choose effective size as the
structural hole feature in our model. The effective size can be calculated by sub-
tracting the total redundancy from an individual’s ego-network. The redundancy
of node i related to j is defined by

R = piq − mjq. (3)

Here, piq is defined by the proportion of energy that i has spend in relationship
with q, and mjq is given by j’s interaction with q over j’s strongest relationship
among all the users.

Then, we can calculate the total redundancy of i’s ego-network by summing
up all of q’s redundancy in the network.

Thus, the definition of effective size is as follows:

∑

j

[
1 −

∑

q

piqmjq

]
, q �= i, j (4)

There is also a simpler approach given by Borgatti [2], in which the redundancy
is given by

R =
2t
n
, (5)

where t is the number of the total non-ego ties in the ego-network, and n is the
number of total non-ego nodes. Thus, we have the equation for effective size as
follows:

n − 2t
n

(6)

We build the ego-network graphs of 1.6 million users from Foursquare, and
calculate the effective size of each of them using EasyGraph3. Then, as it is shown
in Fig. 5, we calculate the cumulative distribution function (CDF) of the effective
size of publishers with and without upvotes, and with and without downvotes
from 10,000 random samples.

Figure 5(a) shows the CDF of “downvoting” effective size of the Foursquare
publishers, and Fig. 5(b) shows the CDF of “upvoting” effective size. In Fig. 5(a),
under the same cumulative probability, the “downvoting” effective size is larger
than the “upvoting” effective size. For example, 80% of publishers without down-
votes have the effective size around 90, and those with downvotes have the effec-
tive size around 120. To explain the result, we may refer to the definition of
effective size. As we mentioned above, effective size measures the redundancy
of an ego network, and higher effective size represents lower redundancy. Pub-
lishers with high effective size are more likely to receive and release more non-
redundant information, and be more influential. Thus, they are more likely to get
more attention, and receive downvotes. Similarly in Fig. 5(b), the effective size
of publishers with upvotes is higher than the effective size of publishers without

3 https://easy-graph.github.io/.

https://easy-graph.github.io/.
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upvotes. We also notice that the difference is larger in Fig. 5(b) than in Fig. 5(a).
80% of publishers with and without upvotes have the effective size of 200 and
90, compared to the effective size of 120 and 90 in “downvoting”. This can be
explained by the fact that publishers with more non-redundant information are
more likely to post more valuable and recognized content than controversial
content. Thus, the impact of effective size in upvoting is more significant than
downvoting.

3.4 Model Construction

Our downvote and upvote prediction have similar feature lists and models. How-
ever, there are some subtle differences between them, so we firstly discuss the
process of downvote prediction. As discussed in Sect. 2, we extracted and applied
52 features. In our study, we randomly select 10,000 tips as our training set and
2,000 tips as test set. We restrict that one publisher can only have at most one
tip in the training or test set. Also, tips with 0 downvote are recognized as neg-
ative instances and tips with 1 or more downvotes are recognized as positive
instances. Thus, we convert this predicting process into a binary classification
problem.

Then, we predict upvotes using the same model constructing methods, except
for some adjustments of features and classifying method: (1) we remove the
total number of “likes” received by previous tips of the publisher, assuming that
previous upvoting number would have a strong correlation with the incoming
one, and thus should not be involved in this model; (2) we reset the boundary of
positive and negative outputs to 5, which means only tips with 5 or more upvotes
are recognized as positive instances, and others are regarded as negative.

Both downvote and upvote prediction leverages a supervised machine
learning-based classifier. To begin with, we feed selected data to prevailing
machine learning algorithms, including Decision Tree (DT) [24], Support Vec-
tor Machine (SVM) [12], Naive Bayes (NB) [9], Random Forest (RF) [3], and
XGBoost [5] algorithms. To achieve the best performance, we apply a grid search
method to every algorithm to find the best fitting parameters, as shown in
Table 1.

4 Evaluation of Prediction Performance

4.1 Performance Evaluation

In this subsection, we use four classical metrics to evaluate the classifier, i.e.,
precision, recall, F1-score, and AUC. To define these four metrics, we use 4
parameters TP, FP, TN, and FN, representing true positive, false positive, true
negative, and false negative respectively. Besides AUC, whose meaning is the
area under the ROC curve, the definitions are as follows:

Precision =
TP

TP + FP
(7)
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Recall =
TP

TP + FN
(8)

F1 − Score =
2 × Precision × Recall

Precision + Recall
(9)

Since our sampled dataset is well balanced, we use macro averaged precision,
recall, and F1 score to evaluate the models. Thus, all the precision, recall, and
F1 score mentioned in this paper are the macro averaged values of the two
classes. As shown in Table 1, XGBoost achieves the best performance in downvote
prediction, and it has an F1-score of 0.96 and an AUC of 0.99. Also, we notice
that all three tree-based machine learning models perform well, whereas other
models like SVM and NB show unsatisfactory performances. In Foursquare, the
vast majority of tips do not have downvote at all, and other tips often have only
1 downvote, leading us to generate the previous idea that downvote number is
nearly unpredictable at Foursquare because limited downvoting quantity means
a higher stake of randomness. Nevertheless, our predicting result is encouraging
that we actually can still predict the downvoting number with high credibility.

As shown in Table 2, XGBoost keeps performing the best out of 6 machine
learning models in upvote prediction, with an AUC score of 0.98. Compared to
downvote prediction, tree-based models (XGBoost, RF, and DT) keep showing
their robustness, while other models (SVMr, SVMp, and NB) improve signifi-
cantly both in precision and recall. This finding is likely due to the fact that
upvoted tips are much more commonplace than downvoted tips, so the linkage
between inputs and outputs is more straightforward for these rudimentary mod-
els to capture and then classify. The SVM model, with novel features added, has
a precision of 0.74, a recall of 0.73, and an AUC value of 0.81, which significantly
outperforms the current prediction method with a precision of about 0.5 [27].

Table 1. Prediction of Downvotes

Model Parameter Precision Recall F1 AUC

XGBoost n estimators = 50, learning rate= 0.3,
max depth = 8, subsample = 1

0.96 0.96 0.96 0.99

RF n estimators = 50, Max depth = 11 0.93 0.93 0.93 0.97

DT Min samples leaf = 1, Max depth = 5 0.92 0.92 0.92 0.97

SVMr degree = 1, gamma = 0.0001, C = 100 0.70 0.70 0.70 0.77

NB - 0.70 0.61 0.57 0.74

4.2 Feature Importance Analysis

To tell how different kinds of features contribute to the final prediction, we man-
age to remove features related to upvotes (not necessary in upvote prediction),
user, venue, and content, separately, and then run the machine learning model
again. Here, we use DT model to evaluate the importance of different feature
categories, as shown in Table 3 and Table 4.
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Table 2. Prediction of Upvotes

Model Parameter Precision Recall F1 AUC

XGBoost n estimators = 100, learning rate = 0.3,
max depth = 10, subsample = 1

0.93 0.93 0.93 0.98

RF n estimators = 100, Max depth = 11 0.92 0.92 0.92 0.97

DT Min samples leaf = 1, Max depth = 8 0.91 0.91 0.91 0.95

SVMr degree = 1, gamma = 0.0001, C = 50 0.74 0.73 0.73 0.81

NB – 0.73 0.69 0.67 0.79

Table 3. Prediction of Downvotes after Removing Certain Features

Features Precision Recall F1 AUC

all 0.92 0.92 0.92 0.97

w/o like 0.86 0.84 0.84 0.87

w/o user 0.89 0.88 0.88 0.95

w/o venue 0.71 0.70 0.70 0.77

w/o content 0.86 0.84 0.84 0.90

In our selected features, there are 8 features that is about upvotes, i.e., (1)
total number, median, average and standard deviation of upvotes received by
previous tips of the publisher; (2) total number, median, average and standard
deviation of upvotes received by tips posted at the venue. These features are
worth studying because they possibly reveal the correlation between upvote and
downvote. Therefore, Table 3 manifests the predicting results after ignoring these
features, as well as removing features of user, venue, and content, separately. The
AUC score using complete dataset and DT is 0.97, and it decreases the most
to 0.77 after ignoring features of venue, suggesting that venue-related features
are the most important to downvote prediction. If removing upvoting features,
usage data features, and tip context features separately, the AUC would be
0.87, 0.95, and 0.90, indicating that these features are useful but not critical. In
Table 4, with AUC score dropping from 0.95 to 0.77 after removing venue-related
features, venue continues to demonstrate its position as the most influential fac-

Table 4. Prediction of Upvotes after Removing Certain Features

Features Precision Recall F1 AUC

all 0.91 0.91 0.91 0.95

w/o user 0.90 0.90 0.90 0.95

w/o venue 0.70 0.70 0.70 0.77

w/o content 0.91 0.91 0.91 0.95
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Fig. 6. The features with highest SHAP values: (a) features with top 5 highest SHAP
values in upvote prediction; (b) features with top 10 highest SHAP values in downvote
prediction.

tor in upvoting scenario. Thus, as an LBSN, Foursquare tips’ downvotes are
greatly affected by their locations: some hot spots might naturally get more
attention along with a higher chance of getting downvoted and upvoted. Mean-
while, whether the tip publisher or venue has a large quantity of previous upvotes
does not drastically change the possibility of incoming downvotes.

Furthermore, we manage to make our model more interpretable via SHAP
(SHapley Additive exPlanations), a widely used framework proposed by Lund-
berg et al [20], and help explain outputs of machine learning models. Specifically,
the algorithm generates one SHAP value for every feature of all the samples, and
that value represents the positive or negative effect brought to the outputs by
the particular feature. To evaluate the importance of every feature, we calculate
and aggregate the mean absolute SHAP value of features of all the samples,
as shown in Fig. 6(a) and Fig. 6(b). In downvote prediction, we recognize that
country entropy is the dominant feature, and it has a SHAP value of 0.75. This
finding matches our previous analysis of country entropy in Sect. 3.2: About 80%
tips without downvote whose publishers’ country entropy is 0; yet the number
is only approximate 10% when referring to those downvoted tips. Also, we can
observe that in Fig. 6(a), features ranked 1st, 4th, and 5th are venue-related, cor-
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responding our previous results that venue-related features play a critical role in
downvote prediction. In Fig. 6(b), compared with downvote prediction, upvote
prediction is more of an output generated from mixed features and contributed
by them more evenly. Specifically, top 10 influential features include country
entropy, number of “likes” received by tips posted at the venue, and some fea-
tures about network structure. It is worth mentioning that the new features we
add, i.e., entropy and effective size, are validated to contain wealth of informa-
tion, and play significant roles in our model according to SHAP value. Also, we
notice that there are 125 features used in the baseline approach [27]. In contrast,
we only use 52 features and achieve a better performance. This also confirms
that our newly-added features are more effective.

5 Related Work

Previous works on upvotes and tip popularity prediction adopt different meth-
ods, including machine learning methods and methods combined with NLP
features. Vasconcelos et al. [27] studied the upvotes of Foursquare from three
aspects. They crawled data of 13 million users. First, they predicted the popu-
larity of the tip at the time it was posted, using all previous data. Second, they
predicted the popularity evolution of tips in a certain period after it was posted.
Third, they built and evaluated models on different specializations including city-
based and category-based models. On predicting upvotes of a tip at the time it
was posted, they set the boundary of non-upvote to lower than 5 upvotes, which
is the same as our setting. Under such setups, they reached a satisfying recall of
about 0.8, but the precision of around 0.5 remains to be improved.

Kasper et al. [15] conducted research on key features of review helpfulness
on Metacritic, a video game reviews website. By defining helpfulness of a review
as its upvotes divided by the sum of upvotes and downvotes, they found out
that helpfulness is correlated with the score given by the review. Then, they
built prediction models for helpfulness, and achieved up to the F1 score of 0.64,
using only text-related features. Scellato and Mascolo [25] analyzed the pattern
of user activities of an LBSN. They showed that the number of check-ins and
the number of places per publisher followed a log-normal distribution. Also,
they showed that due to the difference between the system’s restrictions on
checking-in new locations and adding new friends, the distributions of friends
and check-ins/places varied.

There are studies on predicting upvotes on LBSNs studying different plat-
forms. Li et al. [17] did a research on predicting answer quality on ResearchGate
(RG). They used two groups of characteristics: those could be obtained directly
from the web content, and those were generated by post-processing. They sam-
pled 1128 posts in 107 question threads, used Naive Bayes, SVM and multiple
regression models for prediction, and reached a highest accuracy of 0.62. Segall
and Zamoshchin [26] conducted a study on predicting Reddit post popularity.
Their dataset contains a random sampling of 2 million posts from Reddit. They
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used Naive Bayes, SVM, and linear regression to predict, and used an NLP
approach called stemming to decrease the feature set. Overall, ResearchGate
and Reddit both provide a downvote option, yet none of the previous work
makes predictions about it.

6 Conclusion

In this paper, we undertake predictions of Foursquare tips’ upvotes (outper-
forms previous results of the baseline [27]) and downvotes (the first prediction
on OSN’s downvotes to our acknowledgement) and on our selected dataset of all
crawled 1.6 million Foursquare users’ data. Firstly, we establish a comprehen-
sive feature list and conduct analysis about key features. In addition, to build
a supervised machine learning-based prediction, we further introduce novel fea-
tures such as geographical and categorical entropy (information theory), effective
size (structural hole theory), and NLP features of tips. Furthermore, we con-
duct a data-driven analysis on our model and we can see satisfying outcomes.
Our XGBoost model shows an AUC value of 0.99 in downvote prediction and
0.98 in upvote prediction. Given the fact that our prediction is quite accurate,
social networking service providers can leverage it to improve user satisfaction
by adjusting recommending weight dynamically and promptly. Lastly, we dive
deeper to calculate the contribution of different features by removing some of
them and using SHAP value. It turns out that the venue-related features of the
tip and the publisher are the most influential to upvotes and downvotes, whereas
the tip content itself and the publisher’s social network are not as crucial as we
thought. This is largely because Foursquare is an LBSN, and publishers’ infor-
mation flow is mostly decided by venues. Our findings are helpful to both LBSN
service providers and users. Besides, Foursquare is a place for people to com-
ment on city venues, and therefore we believe that our work can be extended to a
wider range of comment-based OSNs, such as hotel evaluation like Booking.com,
answer evaluation like Quora, and movie evaluation like Rotten Tomatoes.
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27. Vasconcelos, M., Almeida, J.M., Gonçalves, M.A.: Predicting the popularity of

micro-reviews: a foursquare case study. Inform. Sci. 325, 355–374 (2015)



196 J. Zhang et al.

28. Ye, M., Yin, P., Lee, W.C., Lee, D.L.: Exploiting geographical influence for col-
laborative point-of-interest recommendation. In: Proceedings of ACM SIGIR, pp.
325–334 (2011)

29. Ying, Q.F., Chiu, D.M., Zhang, X.: Diversity of a user’s friend circle in OSNs and
its use for profiling. In: Proceeding of SocInfo (2018)

30. Zhao, B., Sui, D.Z.: True lies in geospatial big data: detecting location spoofing in
social media. Ann. GIS 23(1), 1–14 (2017)



How Does Participation Experience in Collective
Behavior Contribute to Participation

Willingness: A Survey of Migrant Workers
in China

Meng Cai1(B) , Han Luo1 , Xiao Meng2 , and Haifeng Du3

1 School of Humanities and Social Sciences, Xi’an Jiaotong University, Xi’an 710049, China
mengcai@mail.xjtu.edu.cn

2 School of Journalism and New Media, Xi’an Jiaotong University, Xi’an 710049, China
3 School of Public Policy and Administration, Xi’an Jiaotong University, Xi’an 710049, China

Abstract. Aiming at investigating the “repetitive dilemma” of collective behav-
ior and the conditions under which participation experience affects willingness
to participate. Based on a survey of migrant workers from Shenzhen in China,
this study constructs a mediated moderating model, focusing on the moderating
role of social networks in the relationship and the mediating role of institutional
support. The results show that collective behavior participation experience has
a significant positive predictive effect on willingness to participate. Institutional
support has a significant negative predictive effect on willingness to participate in
collective behavior. Social networks negatively moderate the relationship between
collective behavior participation experience and institutional support, while pos-
itively moderating the relationship between institutional support and willingness
to participate in collective behavior. The relationship between collective behavior
participation experience and willingness to participate was negatively moderated
by social networks through the indirect effect of institutional support. The results
of the study have implications for exploring the repetition and formation condi-
tions of collective behavior and guiding the group ofmigrantworkers to reasonably
express their willingness to participate in group demands.

Keywords: Collective behavior · Social network · Institutional support ·
Migrant workers · Repetitive dilemma

1 Introduction

China today is in an important social transition period, where some social conflicts and
social issues, such as economic reforms and land acquisition and resettlement, have
triggered many social events, and some collective protest behaviors, such as demon-
strations, strikes, illegal occupations of public places, protests, and vandalism, seriously
threaten China’s social stability [1]. In the context of the new crown epidemic, com-
plex collective behaviors such as collective actions against the epidemic have emerged
again at the grassroots level [2]. As an important factor affecting social stability and
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solidarity, collective behavior is a common governance challenge faced by governments
at all levels. Therefore, reasonable and appropriate handling of collective behavior is
conducive to regulating the relationship between various social groups and maintaining
social stability and unity.

In the existing studies, collective behavior is more often assumed to be any action
taken by members of the same group in a political context to achieve group goals and
improve group status based on objective conditions [3]. Related studies have mostly
started from the psychosocial dimension, emphasizing the subjective perception factors
that shape the willingness to participate in collective behavior [4]. For example, some
researchers focus on the role of trust and risk perception in climate change-related col-
lective behavior [5]. Becker & Tausch [6] constructs three important antecedents for the
formation of willingness to participate in collective behavior based on social deprivation
theory and social identity theory: anger at perceived injustice, social identification, and
beliefs about group efficacy. In addition, some objective factors that can influence should
not be ignored. On the one hand, the size, composition, and structural location of the
network can have an impact on the formation of collective behavior, and in some cases,
additional network connections can reduce participation in collective behavior [7]. A
previous study noted that people on the edges of social networks are able to generate
collective action, while mobilization efforts at the core lead to a decrease in protest
[8]. On the other hand, the policy context of collective behavior influences the level
of political participation, with low levels of service provision generating high levels of
collective behavior [9]. When the level of government trust is high, an alternative option
for collective behavior is to draw support from institutional structures.

However, with the rapid development of the economy, the accumulated social con-
flicts formed by inadequate resources and distribution imbalances are increasingly inten-
sified and more likely to trigger repetitive collective behavior. Under the influence of
external factors, collective behavior is characterized as short-term, rapid, and repetitive
[3]. Only a small number of studies have focused on the possibility that past experi-
ences may influence future participation in collective behavior [10]. Under the influence
of past experiences, individuals who have experienced collective behavior participa-
tion are more likely to consider similar ways of dealing with the dilemma of inequity
and relative deprivation, i.e., engaging in collective behavior again. Moreover, existing
researches on the mechanisms of transformation between historical participation expe-
riences and willingness to participation in future collective behavior are still at an initial
stage and have not yet considered the role of social networks and external institutional
support external factors.

The above-mentioned research gaps indicate that in order to further investigate the
formation paths of willingness to collective behavior, it is necessary to adopt collective
behavior participation experiences as explanatory variables from the perspective of social
network analysis. In view of this, this study focuses on the relationship between col-
lective behavior participation experience and willingness to participate, and clarifies the
mechanisms of institutional support and social networks’ roles in it. Specifically, based
on the resource mobilization theory, the social network of migrant workers in Shenzhen
is incorporated into the research framework as a moderating variable through an actual
survey of migrant workers in Shenzhen. Based on the theory of planned behavior, the



How Does Participation Experience in Collective Behavior Contribute 199

institutional support is introduced as a mediating variable to examine the interaction of
network characteristics as well as the role of institutional support in the social network in
influencing thewillingness to participate in collective behavior. Themodel is designed to
examine the interaction effect of network characteristics and the role of institutional sup-
port in influencing the relationship between collective behavior participation experience
and willingness to participate.

2 Literature Review and Research Hypotheses

2.1 Planned Behavior and Resource Mobilization

The Planned behavior Theory (TPB). Collective behavior, as a classical problem in
social science research, has not been short of theoretical explanatory perspectives. How-
ever, among the studies of collective behavior that take the behavior-will relationship as
the starting point, the theory of planned behavior has receivedmuch attention. In fact, the
theory of planned behavior has beenwidely used to explain the antecedents of behavioral
will formation, arguing that attitudes toward behavior, subjective norms, and perceived
behavioral control jointly lead to the formation of behavioral will [11], where attitudes
are defined as individuals’ positive or negative evaluations of a particular behavior. A
positive attitude encourages individuals to act accordingly. Subjective norms are defined
as the social pressure exerted on an individual to participation in a particular behavior,
and each individual tends to conform to the expectations or views of certain important
people. That is, the approval or disapproval of someone important to the individual will
affect the individual’s judgment of the intention of the action [12]. Perceived behavioral
control is another important variable that influences individuals’ behavioral intentions,
and is the degree of difficulty individuals perceive in performing particular behaviors.
If individuals have sufficient opportunities, resources, time, knowledge, and skills to
carry out specific behaviors, then individuals may be able to be more confident about
the results of behaviors, thus promoting the implementation of behaviors.

The Resource Mobilization Theory (RMT). However, collective behavior is not a
behavior under isolated individuals, but a product of the mobilization of network
resources and group agglomeration. The resource mobilization theory (RMT) is a clas-
sic theory for studying collective behavior, which can provide explanations for objective
factors that influence collective behavior. Resource mobilization theory emphasizes that
the existence of individual attitudes is not sufficient to explain why social movements
emerge. Instead, resource mobilization theory proposes that the transition from condi-
tion to action depends on the availability of resources in the opportunities for collective
action to occur [13]. It is through the mobilization of their social network resources that
participants in collective behavior participation in social movements such as protests as
a way to achieve organizational goals [14]. According to resource mobilization theory,
the use of social networks to recruit members and acquire resources can help collec-
tive behavior [15]. Studies have shown that people are more likely to contribute to a
collective behavior when the collective behavior is initiated by friends, colleagues, or
fellow countrymen who are related to the respondent [16]. Parents’ past and present
involvement even predicted children’s protest participation [17]. Network scale, as an
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important factor for contacting others and accessing resources, is related to the likeli-
hood that collective behavior can achieve a specific goal and plays an important role in
the formation of willingness to collective behavior.

2.2 Research Hypotheses

The Effect of Collective Behavior Participation Experience. Actors’ experience of
collective behavior participation is an important factor in studying future willingness to
participation in collective behavior. Collective behaviors are unstable, characterized by
rapid and unexpected changes in intensity, type, and goals, and are somewhat repetitive
[18].When facedwith a dilemma caused by a sense of inequity, actors tend to deal with it
in differentways.One is through institutional support, seeking help from the government,
administrative office workers, etc., and the other is through non-institutional support,
seeking help from relatives, friends, colleagues, and fellow countrymen.

When the help brought by institutional support resolves the dispute and conflict and
compensates for the loss of benefits, the anger of the harmed groupwill often be appeased
and mediation will be successful, otherwise, mediation will fail and the anger of group
members will rise high, driving the formation of social mobilization [19]. When institu-
tions fail, individuals are more likely to engage in protests, strikes, petitions, and other
radical collective actions with the support of non-institutions. According to the theory
of planned behavior, individuals who have experienced collective behaviors are more
likely to choose behaviors actions in the future. On the one hand, they are more likely
to form useless stereotypes about the administrative system, and will be more inclined
to seek non-institutional support out of a negative attitudinal evaluation of institutional
support. On the other hand, the experience of social protest activities will prompt actors
to have sufficient expectations of the cost-benefit outcomes of collective action, face
lower pressure in choosing the way of collective behavior, and have a higher degree of
perceived behavioral control over collective behavior, whichmakes them inclined to par-
ticipate in protest activities again through non-institutional support. Also, the collective
behavior participation experience makes it easier for actors to receive recognition and
support from other group members when they are willing to e participation in collective
behavior again.

Therefore, according to the theory of planned behavior, actors who have experienced
collective behavior participation tend to be more inclined to participation in collective
behaviors such as protest activities again when faced with the dilemma of unfairness
formation due to the influence of past participation experiences. Based on this study, the
following hypothesis is proposed:

H1: Collective behavior participation experience can effectively promote the
formation of willingness to participate in collective behavior.

The Effect of Institutional Support. Although non-institutional support is an impor-
tant way for actors to seek help when facing unfair dilemmas institutional support sought
by actors is also an integral and important part of the field of collective behavior research.
While institutions are generally defined as regulations and norms set by policymakers,
institutional support refers to support from government departments and policies that
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constrain or support actors’ social behavior. When an actor first faces a dilemma, the
actor may seek institutional support more actively because of the trust in the system, and
according to the rights and obligations clearly defined by the governmental agencies in
order to solve the problem they face [20].

Seeking institutional support and participating in collective behavior are alternatives.
As mentioned earlier, institutional support in this study refers to the process by which
actors, when faced with a dilemma caused by injustice, are able to properly deal with
the problem, defend their rights, and protect their legitimate interests through relevant
policy documents issued by the government or by seeking appropriate help from govern-
ment agencies. The theory of planned behavior suggests that attitudes predict individual
behavior in different contexts [21], and that actors who are able to solve problems with
the help of institutional support inevitably lose interest in participating in collective
behavior. Previous research has also pointed to cultural differences in the mobilization
of collective behavior [22], and in China’s long-standing governmental tradition, seeking
help from the government is the primary option for actors to solve problems, followed
by protest and other forms of collective behavior. The political and legal constraints
imposed by authoritarian regimes can make it difficult for ordinary citizens to have a
voice, and public participation in legislation has enforcement gaps that make it difficult
for the public to gain support from the system, thus leading to an increase in protests
[23].

Therefore, actors with institutional support will be more inclined to reflect their
problems to formal organizations such as government agencies and communities when
facedwith dilemmas. If actors are helped by institutional support and consider it valuable
and beneficial to solve problems, they will hold positive attitudes and will be more
inclined to engage in behaviors such as voting in elections and reflecting problems
to government agencies. At the same time, actors will be less willing to participate
in collective behaviors such as petitions and protest activities. Therefore, this study
proposes the following hypothesis:

H2: Institutional support can effectively weaken the formation of willingness to
participate in collective behaviors.

The Moderating Role of Social Networks. Resource mobilization theory also sug-
gests that characteristics such as the structure and size of social networks have a positive
effect on the formation of willingness to engage in collective behavior [24]. For exam-
ple, it is widely believed that participants in collective behavior are mobilized through
pre-existing social ties and that factors such as the size of actors’ social ties determine the
degree ofmobilization. Previous research has found that mobilization by social networks
is important for sustained political participation, and that participation in one protest dur-
ing a political movement increases attendance at subsequent protests, provided that a
sufficient portion of an individual’s social network ismotivated to participate in the initial
protest [25]. The size of the social network thus becomes an important factor influenc-
ing the experience of collective behavior participation and generating willingness to
participate in collective behaviour.

More specifically, actors with larger network scales differ in their collective action
patterns compared to those with smaller sizes [26]. Under the influence of low levels of
social network scale, actors are more likely to seek institutional support, because, at low
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levels of social network scale, it is difficult for actors to mobilize sufficient resources to
support collective behaviors to achieve their goals, increasing the pressure on actors to
participate in collective behaviors [27]. In contrast, actors at high levels of social network
scale have a greater ability to mobilize participation and have access to a larger number
of other actors who have the willingness to participate in collective behavior. Groups
composed of actors at high levels of network scale are more diverse in type and size, and
also have a broader andmore diverse range of forms of expression in collective behavioral
participation [28]. More importantly, a high level of social network scale may reduce the
price that individuals have to pay for participating in collective behavior. As the Chinese
idiom goes, “The law fails when there are many lawbreakers”. When acting in groups,
individuals may receive less legal punishment. Actors with high levels of social network
scale may be more likely to seek non-institutional support than institutional support,
facilitating the willingness to engage in collective behaviour.

However, it is important to note that the effect of social networks is indirect, because
collective behavior is an alternative solution when institutional support cannot be real-
ized. To be specific, in the first half of the pathway of the influence of collective behavior
participation experience on institutional support, actors with collective behavior partic-
ipation experience, if their social network mobilization ability is low, their collective
behavior is less likely to succeed, and they are more inclined to seek institutional sup-
port. However, actors in high-level social networks without collective behavior partici-
pation experience may be less willing to seek institutional support due to their ability to
mobilize higher social network resources. In the second half of the path of the influence
of institutional support on the willingness to engage in collective behavior, the more
dependent the actors in low-level social networks are on institutional support, the less
likely they are to form the willingness to engage in collective behavior, while the actors
in high-level social networks are more likely to form the willingness to engage in col-
lective behavior even though they are more dependent on institutional support. Based
on this, this study proposes the hypothesis.

H3: Social networks negatively affect the relationship between collective behavioral
engagement experiences and institutional support.

H4: Social networks positively influence the relationship between institutional
support and willingness to engage in collective behavior.

The Mediating Role of Institutional Support. The formation of collective behavior
has its institutional causes [29]. According to the theory of planned behavior, attitudes
toward behavior, subjective norms, and perceived behavioral control jointly lead to the
formation of behavioral intentions. On the one hand, individual participation in social
protests may be caused by institutional inequities [30], so actors who have experienced
collective behavioral participation such as social protests tend to have negative attitudinal
evaluations of formal organizational sectors such as government agencies and are not
inclined to seek institutional support when faced with a dilemma, while low levels of
institutional support make actors more inclined to form again new willingness to engage
in collective behavior. On the other hand, according to the theory of planned behavior,
the higher the actor’s perceived subjective norms, i.e., the higher the recognition from
important people, the more likely he or she is to engage in a certain behavior, while
individuals with low levels of institutional support are more likely to receive high levels
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of support from informal relationships such as relatives, friends, and hometowns. In
addition, if actors have relevant experiences of collective behavior participation and
possess relevant experience and knowledge, the stronger the perceived control behavior
of actors, the easier it is to form a willingness to participate in collective behaviour.

Based on the above analysis, institutional support may mediate the relationship
between collective behavior participation experience and thewillingness to participate in
collective behavior, and social network plays a moderating role. First, individuals with
collective behavior participation experience may not be inclined to seek institutional
support. At the same time, actors of different social network levels have different abilities
to organize and mobilize collective behavior, which makes them tend to adopt different
institutional support when facing the experience of participating in collective behavior.
Then, institutional support affects the formation ofwillingness to participate in collective
behavior to a great extent. Meanwhile, actors with different social network levels face
different resistance when they abandon institutional support and seek collective behavior
instead. Therefore, we argue that the moderating role of social networks in collective
behavior participation experience and willingness to participate can be realized through
the indirect effect of institutional support. This study proposes the following hypothesis.
The moderated mediation model proposed is shown in Fig. 1.

H5: Social networks negatively moderate the relationship between collective behav-
ior participation experience and willingness to participate through the mediating effect
of institutional support.

Fig. 1. Theoretical model.

3 Methodology

3.1 Data

Considering that in cities with rapid economic development, migrant workers are more
likely to encounter difficulties caused by the sense of injustice, this study adopted the
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method of questionnaire survey to obtain data. In this study, 3 factories in Pingshan New
District, Shenzhen city, Guangdong Province were randomly selected, and non-local
migrant workers in the factories were selected as the research objects by the combination
of quota sampling and collective sampling. A total of 600 questionnaires were collected,
of which 433 were effective, with an effective recovery of 72.17%.

In the effective sample, therewere 200males, accounting for 46.2%, and232 females,
accounting for 53.6%. The age groupwasmainly 21–40 years old, accounting for 64.9%;
44 people were 20 years old and below, accounting for 10.2%; 86 people were 41–
50 years old, accounting for 19.9%; 18 people were 51–60 years old, accounting for
4.2%; and 4 people were over 60 years old, accounting for 0.9%. The health status of
“good” and “very good” was the most, 173 and 144, respectively, accounting for 40.0%
and 33.3%. There were 250 married people and 171 unmarried people, accounting for
57.7% and 39.5%, respectively. The political status was mainly for the masses, 353 in
total, accounting for 81.5%. The education level was mainly in junior high school, 234,
accounting for 54%. A total of 151 people, accounting for 35%, had junior high school
education or above.

3.2 Variables

The collective behavior of migrant workers was divided into collective behavior partici-
pation experience and collective behavior participation willingness. Participation expe-
rience referred to whether the respondents have participated in collective behavior in
the past. Participation willingness referred to the possible prediction of participants’
participation in collective behavior in the future and the judgment of participants’ atti-
tude toward collective behavior. The measurement items of participation experience and
willingness are shown in Table 1.

Institutional support was composed of 14 questions, using the Likert 5-point scoring
method, ranging from “strongly disagree” to “strongly agree”, indicating the recognition
of the research object to the support from the government and official organizations.
The higher the score, the higher the recognition degree of institutional support. The
measurement items of institutional support are shown in Table 1.

Social networkwasmeasuredby thedegree centrality of the network,which consisted
of three questions. The higher the degree centrality is, the larger the social interaction
scale of the research object is, and the easier it is to seek non-institutional support. The
measurement items of the social network are shown in Table 1.

In this study, gender, age, income, education level, marital type, health status, politi-
cal status, and job satisfaction were used as control variables for the regression equation.
Among them, job satisfaction referred to the degree of job satisfaction of the research
object as a group of migrant workers in different places. The level of job satisfaction
affected the generation of participation willingness. Individuals with higher job satisfac-
tion were more likely to participate in positive behaviors under the guidance of positive
emotions, which reduced the possibility of forming the willingness to participate in col-
lective behaviors [31]. Therefore, this study controlled the job satisfaction by the Likert
5-point scoring method.
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Table 1. Measurement items of main variables.

Variable Measurement items

Dependent variable

Participation willingness If necessary, will you participate in petition/collective signature
petition activities later?

If necessary, will you take part in strikes, collective protests, and
collective wage collection activities later?

Independent variable

Participation experience Have you participated in petition/collective signature petition
activities in the past?

Have you participated in strikes, collective protests, collective wage
collection, and other activities in the past?

Mediator variable

Institutional support Do you agree with the good service attitude of the workers in charge
of migrant workers in Shenzhen?

Do you agree or disagree with the opinion that the workers in charge
of migrant workers in Shenzhen are not competent enough?

Do you agree that the working environment and service facilities for
migrant workers in Shenzhen are very good?

Do you agree that the procedures for migrant workers in Shenzhen
are clear and standardized?

Do you agree with the complicated procedures for migrant workers
in Shenzhen?

Do you agree or disagree with the statement that Shenzhen’s charges
for migrant workers are reasonable?

Do you agree or disagree with the following statement? Social
organizations and social work volunteers help me a lot in my work
and life?

Do you agree or disagree? I find it easier for migrant workers to get
things done in Shenzhen than expected

Do you agree or disagree? I believe the starting point of the migrant
workers in Shenzhen is to serve them

Do you agree or disagree? I am willing to turn to the relevant
departments of Shenzhen city for help when I meet with difficulties
or unfair treatment

Do you agree or disagree? If there is an opportunity, I would like to
put forward my opinions and suggestions to Shenzhen on improving
the work of migrant workers in cities

(continued)
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Table 1. (continued)

Variable Measurement items

Do you agree or disagree? I think Shenzhen has an equal service
attitude

Do you agree that Shenzhen provides equal service processes and
procedures for migrant workers, which are no different from local
workers?

Do you agree or disagree? I think Shenzhen provides equal
employment information and opportunities for migrant workers, no
different from local people

Moderator variable

Social network How many family members or relatives do you have in Shenzhen?

How many fellow villagers do you know in Shenzhen?

How many friends, colleagues, and acquaintances do you have in
Shenzhen besides the first two categories?

4 Results

4.1 Common Method Deviation Biases

In the questionnaire survey, the same data source or control environment often leads
to artificial co-variation, resulting in systematic errors in the results [32]. In this paper,
the research not only adopted the methods of reverse scoring of some variables and
anonymous filling in the questionnaire design to reduce the influence caused by common
method biases, but also adopted the Harman single-factor test and confirmatory analysis
method to test the collected data [33].

Harman single-factor test showed that there were 8 factors with characteristic roots
greater than 1, and themaximum factor variance explanation rate was 18.207% (less than
40%). Therefore, there were no serious common deviation biases. In addition, AMOS
26.0 was used to conduct confirmatory factor analysis on the questionnaire items, and
the results showed that x2/df = 8.55, CFI = 0.50, GFI = 0.77, AGFI = 0.71, NFI =
0.47, RMSEA = 0.13, indicating poor model fitting degree. Therefore, there was no
serious problem of common method biases in this study.

4.2 Descriptive Statistical Analysis

Before the analysis, we conducted a preliminary test on the relationship between par-
ticipation experience and willingness of collective behavior. We divided the relation-
ship between participation experience and willingness into four types and conducted
a descriptive analysis. The four types are: having participation experience and having
participation willingness, having participation experience but not having participation
willingness, not having participation experience but having participationwillingness and
not having participation experience and not having participationwillingness. Analysis of
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the relationship between participation experience and willingness of collective behavior
is shown in Table 2.

As can be seen from Table 2, among the respondents who have no experience of par-
ticipating in collective behavior, those who have no participation willingness account
for 85.38%, and those who have participation willingness account for 14.62%. However,
when the respondents had participated in collective behavior in the past, the proportion of
respondents who had no participation willingness decreased to 69.23%, and the propor-
tion of respondents who had formed participation willingness increased to 30.77%. The
Chi-square test showed a significant relationship between them (p < 0.001). Collective
behavior participation experience has a positive influence on participation willingness.

Through the analysis of the relationship between the participation experience and
willingness of collective behavior, we found that it was not necessarily the respondents
who have participated in collective behavior that would have the willingness to partic-
ipate in collective behavior. More than half of the respondents who had participated in
collective behavior did not form the participation willingness. However, nearly 15% of
respondents who had no experience of participating in collective behavior will form the
participation willingness. The relationship between the two confirmed that the influence
of participation experience on participation willingness of collective behavior was not
necessarily direct, but more likely there was an intermediate mechanism or other influ-
encing factors. Specifically, there were effective conditions for the influence of collective
behavior participation experience on participation willingness. It provided a premise for
us to further use the conditional process model to test the influence of collective behavior
participation experience on participation willingness.

Table 2. Analysis of the relationship between experience and willingness

Collective behavior participation experience Collective behavior participation
willingness

NO YES

No Count 181 31

Row percentage 85.38% 14.62%

YES Count 153 68

Row percentage 69.23% 30.77%

χ2 15.96**

Cramér’s V 0.1922

Sample size was 433; + p < 0.1, * p < 0.05, ** p < 0.01.
Source: Authors’ data.

The descriptive statistics and correlation analysis results ofmajor variables are shown
in Table 3. As can be seen from Table 3, the correlation coefficient between participation
experience and willingness of collective behavior was 0.161, p< 0.010, indicating a sig-
nificant positive correlation. H1 was preliminarily supported. Secondly, the correlation
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coefficient between institutional support and participation willingness was−0.133, p <

0.050, indicating a significant negative correlation. H2 was preliminarily supported.

Table 3. Description analysis and correlation test of main variables.

Variables M SD 1 2 3 4

1. Participation experience 0.14 0.27 1

2. Participation willingness 0.37 0.41 0.161** 1

3. Institutional support 2.59 0.38 0.002 −0.133* 1

4. Social network 57.48 67.68 −0.029 0.026 −0.023 1

4.3 Hypothesis Testing

Based on existing studies [34], we controlled variables such as gender, age, income,
political status, and education level, and standardized the main variables. Hierarchical
regression and Process were used to test the mediated moderator model with the will-
ingness to participate in collective behavior as the dependent variable. The results are
shown in Table 4 and Table 5.

In Table 4, model 1 shows the regression results of control variables on willingness
to participate in collective behavior, model 2 examines the influence of participation
experience on willingness, and model 3 examines the influence of institutional support
on participation willingness. The results of model 2 show that the regression coefficient
of participation experience on willingness is 0.188, p < 0.010, indicating that there
is a significant positive relationship between participation experience and willingness.
Therefore, the participation experience of collective behavior could effectively promote
the formation of participation willingness. H1 was supported. The results of model
3 show that the regression coefficient between institutional support and participation
willingness is −0.362, p < 0.050, indicating that there is a significant negative correla-
tion between institutional support and participation willingness. Therefore, institutional
support could effectively weaken the formation of participation willingness. H2 was
supported.

The test results of the moderating effect of social networks are shown in Table 5.
Model 4 shows the influence of control variables on institutional support. Based onmodel
4, model 5 examines the influence of collective behavior participation experience and
social networks on institutional support. Based on model 5, the interaction term between
participation experience and social network was added in model 6 to test the moderat-
ing effect of social networks on the relationship between participation experience and
institutional support. Model 7 shows the regression results of control variables on partic-
ipation willingness. Model 8 examines the influence of institutional support and social
network on participation willingness. Based on model 8, the interaction term of institu-
tional support and social networks was added to model 9 to test the moderating effect of
social networks on the relationship between institutional support and participation will-
ingness. The results of model 6 show that the interaction terms between participation
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Table 4. Main effect test results.

Dependent variable: participation willingness

Model 1 Model 2 Model 3

Independent variable

Participation experience .188**

Mediator variable

Institutional support −.362*

Moderator variable

Social network .024 .014

Control variables

Male .289* .245* .316*

Age −.016* −.014* −.018+

Income .275 .342+ .518*

Married .136 .085 −.003

Health .042 .048 .037

Political identity

League member .289+ .273+ .389*

Communist .096 .076 .373

Democrats −.731 −.944 −.482

Education level

Highschool −.240* −.219+ −.302*

Junior college or above −.206 −.112 −.383

Job satisfaction .072 −.001 .091

R2 .055* .085** .102*

Source: Authors’ data.

experience and social network have a significant negative impact on institutional sup-
port (β =−0.458, p < 0.010). Social networks had a moderating effect on participation
experience and institutional support. H3 was supported. The results of model 9 show
that the interaction terms of social network and institutional support have a significant
positive impact on participation willingness (β = 0.196, p < 0.050). Therefore, social
networks had a moderating effect on institutional support and participation willingness.
H4 was supported.

To test hypothesis 5, model 1 in Process was used to test the moderating effect of
social networks between the independent variable anddependent variable. The regression
coefficient of interaction terms between participation experience and social network to
participation willingness was 0.128, p= 0.038 < 0.050. Therefore, social networks had
a moderating effect on participation experience and willingness. The results of model 6
show that the regression coefficient of interaction terms between participation experience
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and social network to institutional support was−0.326, p < 0.050. The results of model
9 show that the regression coefficient of interaction terms between social networks and
institutional support on participation willingness was 0.192, p < 0.050. Therefore, the
moderating effect of social networks on participation experience and willingness was
mediated by institutional support. H5 was supported.

Table 5. Test results of the mediated moderator model.

Institutional support Participation willingness

Model 4 Model 5 Model 6 Model 7 Model 8 Model 9

Main effect

Participation experience .032 −.090 .179+

Institutional support −.137* −.105

Social network .000 −0.078 .014 .092

Mediator effect

Participation experience ×
Social network

−.458**

Institutional support ×
Social network

.196*

Control variables

Male .007 −.005 −.029 .289** .316* .289+

Age .021* .021* .020** −.016* −.018+ −.018 +
Income −.250 −.267 −.300 .275 .518* .592*

Married −.363+ −.359+ −.351+ .136 −.003 .018

Health .024 .021 .013 .042 .037 .049

Political identity

League member .301+ .302+ .281 .289+ .389* .382*

Communist .420 .413 .491 .096 .373 .279

Democrats .960 .958 1.832* −.731 −.482 −1.015

Education level

Highschool −.262+ −.262+ −.274+ −.240* −.302* −.302*

Junior college or above −.231 −.197 −.219 −.206 −.383 −.424

Job satisfaction −.162 −.169 −.164 .034 .091 .056

R2 .071+ .072 .105** .055* .089* .129**

Source: Authors’ data.

In addition, based on existing studies [35], this paper drew graphs of the moder-
ating effect of social networks by adding and subtracting one standard deviation from
the mean, to display the moderating effect more intuitively. The moderating effect of
social networks on participation experience and institutional support is shown in Fig. 2,
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while the moderating effect of social networks on institutional support and participation
willingness is shown in Fig. 3. In Fig. 2, when the level of social network is low, partici-
pation experience of collective behavior has a significant positive impact on institutional
support (Simple slope= 0.261, t = 2.253, p= 0.025 < 0.100). When the level of social
network is high, the negative effect of collective behavior participation experience on
institutional support is strong and significant (Simple slope=−0.584, t =−2.583, p=
0.010 < 0.100). In Fig. 3, when the level of social network is high, institutional support
has a strong and significant positive impact on the willingness to participate in collective
behavior (Simple slope= 0.501, t = 2.115, p= 0.036< 0.100). When the level of social
networks is low, the negative effect of institutional support on participation willingness
is not significant (Simple slope = −0.049, t = −0.416, p > 0.100). Therefore, H3 and
H4 were further supported.

Fig. 2. Moderating effect of social networks on participation experience and institutional support.

To test the mediating effect of social networks at two stages, the Process program
was used in this study, and the Bootstrap method was used to perform 5000 times putting
back sampling to estimate the indirect effect value of social networks and the confidence
interval of indirect effect value at high and low levels. The test results are shown in
Table 6. As can be seen from Table 6, when the level of social network is high, the
indirect effect value is −0.063, the standard error is 0.093, 95% confidence interval is
[−0.288, 0.088], including 0. When the level of social network is low, the indirect effect
value of institutional support is −0.067, the standard error is 0.040, 95% confidence
interval is [−0.166, −0.011], excluding 0. Institutional support played a significant
mediating role. The results showed that there were both moderating and mediating
variables in the model of the influence of participation experience on the willingness to
participate in collective behavior, and the moderating variable plays a role at least partly
through themediating variable. Specifically, social networks can negativelymoderate the
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Fig. 3. Moderating effect of social networks on institutional support and participationwillingness.

indirect impact of collective behavior participation experience on willingness through
institutional support.

Table 6. Test results of mediating effect at the level of moderating variables in two stages.

Dependent variable Social network Effect BootSE BootLLCI BootULCI

Participation willingness M-1SD −0.067 0.040 −0.166 −0.011

M 0.009 0.015 −0.012 0.047

M + 1SD −0.063 0.093 −0.288 0.088

Source: Authors’ data.

4.4 Robustness Test

Considering that the scale of the network cannot fully reflect the social network of
respondents, the variable in the socio-centric network is included in the analysis for the
robustness test. The method of social network analysis is divided into two basic trends.
One is the egocentric network, which studies the relationship between individuals and
other individuals. The other is the socio-centric network that focuses on the relationships
of all members within the group. The former is mainly used to analyze the social ties
between individuals, while the latter is commonly used to analyze the network struc-
ture within groups [36, 37]. The above measurement of the degree centrality of social
networks is mainly based on the individual level to measure the connection among indi-
vidualmembers. However, the relationship between individualmembers is insufficient in
reflecting the overall characteristics, so the degree centrality in the socio-centric network
is introduced to measure.
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In the selection of specific variables, this paper chose the network of work connec-
tion as the replacement variable. First of all, the work network was relatively common
and did not involve personal privacy. At the same time, there were many relationships
amongmembers in the work network, which could meet the needs of empirical research.
Secondly, the work network had the dual properties of formal network and informal net-
work and was highly representative. In the working environment, a formal network was
formed among colleagues to ensure the normal operation of work. When outside the
work environment, colleagues formed informal networks in their daily communication
[38]. Finally, the work network was also important support for migrant workers to deal
with conflicts and disputes in the city and form the willingness to participate in collective
behavior [39]. Therefore, the work network in the socio-centric network was selected to
replace the original network variable. In the process of data collection, the work network
was obtained mainly through cluster sampling, and the relationship was symmetrized.

In this study, the work network collected was directed, and the degree centrality can
be divided into indegree and outdegree. Among them, indegree represents the degree
of attention of an individual. The higher the indegree, the stronger the attraction of an
individual in the group. The outdegree indicates the enthusiasm of the individual. The
higher the outdegree, the more active the individual is in the group. Compared with
the network scale represented by social network data in the egocentric network, the
indegree of the work network can not only reflect the characteristics of interaction scale
in the socio-centric network but also reflect the differences in group status and prestige.
Individuals of different statuses and prestige have different ways to deal with conflicts
and solve problems. Contrary to the social network in the egocentric network, when
faced with conflict and injustice, individuals with higher prestige are more inclined to
mobilize resources to solve problems through institutional support without resorting to
coerciveness [40]. It reduces the possibility of forming a willingness to participate in
collective behavior. To supplement the research, the indegree of the work network was
selected as the moderator variable.

Firstly, model 1 in Process was used to test the moderating effect of social networks
between the independent variable and the dependent variable. The regression coefficient
of the interaction terms between the independent variable and the work network to the
dependent variable was −0.121, p = 0.039. The moderating effect of work network on
participation experience and willingness of collective behavior was verified. The results
of Table 7 show that the regression coefficient of the interaction terms between the
participation experience of collective behavior and the work network on institutional
support is 0.151, and there is a significant positive impact (p < 0.050), which meets the
research expectation. In addition, the regression coefficient of interaction terms between
the work network and institutional support on the participation willingness is 0.084, and
the positive impact is also significant (p < 0.100). Therefore, the moderating effect of
the work network on participation experience and willingness of collective behavior was
mediated by institutional support.

The results showed that the mediated moderator model was verified by replacing the
social network variable with the socio-centric network of work connection. In addition,
the direction and significance of the influencewere in linewith the research expectations.
Therefore, the robustness test was passed.



214 M. Cai et al.

Table 7. Results of the robustness test.

Institutional support Participation willingness

Main effect

Participation experience .035 .061

Institutional support −.149*

Work connection network −.032 −.071

Mediator effect

Participation experience
×Work connection network

.151*

Institutional support
×Work connection network

.084+

Control variables

Male .041 .268+

Age .020* −.020*

Income −.203 .678**

Married −.374+ .060

Health .028 .042

Political identity

League member .307+ .364*

Communist .476 .327

Democrats −1.050* −.687

Education level

Highschool −.278+ −.278+

Junior college or above −.231 .380

Job satisfaction −.149 .069

R2 .088** .120**

Source: Authors’ data.

Secondly, the method of propensity score matching was used to further verify the
robustness of the analysis results. To control the difference more effectively between the
two groups (whether the respondents have participated in collective behavior), this study
adopted the PSM method to estimate the influence of collective behavior participation
experience on the formation of willingness to participate [41]. First, the nearest neighbor
matching method was used to estimate the robustness, and then the radius matching
method and the kernel matching method were used to test the robustness. The results
show that the value of ATT is 0.2960 with the nearest neighbor matching method, and
is significant at 1% level. At the same time, the results of the radius matching method
and the kernel matching method were consistent with the nearest neighbor matching
method. Therefore, the robustness test was passed.
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Finally, considering possible missing variables is also one of the commonly used
methods for robustness testing [41]. In addition to considering some attribute character-
istics of the respondents (such as age, income, education level, etc.), there may also be
somemissing variables that affect participationwillingness, such as the social experience
of migrant agricultural workers [42], the confidence that group conflicts can safeguard
their interests [43], and the trust in the local government agencies and personnel [44].
Specifically, social experience determines whether the respondents can quickly inte-
grate into the local life circle and affects the difficulty of working in different places.
The expectation of group conflict participation can better reflect the respondents’ confi-
dence and expectation of participating in collective behavior. The lower the confidence,
the lower the willingness to engage in collective behavior. The degree of trust in the local
government institutions and personnel also plays an important role in the formation of
the participation willingness and is also the choice of the process of safeguarding rights.
When the above variables were included in the analysis, the results showed that the sig-
nificance and value of the test coefficients did not change significantly, indicating that
the omitted variables had little influence on the formation of participation willingness.

5 Conclusion

In this study, the methods of hierarchical regression and Bootstrap were used to con-
struct a mediated moderator model with the social network as the moderating variable
and institutional support as the mediating variable under the theoretical support. First,
the study explores the influence of collective behavior participation experience on will-
ingness and confirms the influence relationship between behavior and willingness. At
the same time, the research also explores the important factors influencing the formation
of participation willingness, from the perspective of institutional support.

Secondly, with the social network as the moderating variable, this study examines
how participation experience affects the formation of participation willingness through
the social network. Finally, with institutional support as themediating variable, the study
further analyzes how social networks play a role under the influence of institutional
support. The research results not only enrich the research on collective behavior and
provide a new perspective for collective behavior research but also provide helpful
intervention measures for government departments to promote the effective governance
of collective behavior. The specific results are shown below.

First, the study found that collective behavior participation experience can promote
the re-formation of participation willingness, and institutional support has a weakening
effect on willingness to participate in collective behavior. H1 and H2were supported. As
a part of individual experience, collective behavior participation experience inevitably
has an impact on individual cognition and psychology. It makes the individual have
better adaptability when facing the collective behavior and can reduce psychological
resistance. On the other hand, the characteristics of rapid and unexpected changes in
collective behavior can also help individuals achieve their goals in the shortest possible
time, which confirms the repetitive characteristic of collective behavior. However, when
respondents believe that institutional support is valuable and conducive to solving prob-
lems, respondents are more inclined to achieve their goals through institutional support
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in consideration of risk avoidance. The research is the verification of planned behavior
theory and enriches the existing research.

Secondly, the results showed that social networks positively moderated the rela-
tionship between participation experience and willingness. At the same time, the social
network also played a moderating role in the two pathways of participation experience
and institutional support, institutional support, and participation willingness. H3 and H4
were supported. On the one hand, this means that the scale of the network can have a
great impact on the willingness of respondents to seek institutional support. On the other
hand, the scale of the network can also moderate the degree of influence of institutional
support on participation willingness. When the scale of the network is at a high level,
respondents can obtain support from the informal network or obtain institutional support
from the formal network to solve problems. However, when the network scale is at a low
level, institutional support is often the only channel for respondents to obtain support.
At the same time, institutional support is also an important factor affecting the willing-
ness to participate in collective behavior. The more institutional support, the lower the
possibility of forming the willingness to participate in collective behavior. Therefore, it
is particularly important to establish sound grassroots service measures to provide insti-
tutional support and help for migrant workers, especially for respondents at a lower level
of the network scale, which can effectively reduce the possibility of forming collective
behaviors.

Finally, we found that institutional support mediated the moderating effect of the
social network, and the indirect effect on the relationship between participation expe-
rience and willingness would decrease with the increase of social network level. Com-
pared with respondents who have a high level of the social network, respondents with
participation experience of collective behavior are more likely to seek institutional sup-
port when the social network is at a low level. At the same time, when institutional
support was lacking, respondents were more likely to form the willingness to partici-
pate in collective behavior. H5 was supported. When there is a high level of the social
network, respondents have stronger organizational mobilization ability and are more
inclined to seek non-institutional support under the influence of the participation expe-
rience of collective behavior. Moreover, the effect intensity of institutional support is
reduced. On the contrary, when there is a low level of the social network, respondents are
more inclined to seek institutional support when network resources are limited. With-
out sufficient institutional support, it is easy to generate the willingness to participate
in collective behavior and form a higher effect intensity. The findings further explain
how the moderating effect of the social network influences the formation of participa-
tion willingness. Relevant findings are of great significance for the government to adopt
appropriate governance behaviors to reduce the occurrence of collective behaviors.

There are also some limitations in this paper, which need to be improved in the
future. First, cross-sectional data are difficult to reveal temporal causality. In the future,
the causal relationship will be further studied in combination with panel data. Secondly,
the research on the inertia mechanism of collective behavior is insufficient, and the
problems of efficiency and cognition in the formation of collective behavior cannot be
further explored. In the future, the research will further explore the important factors
affecting collective behavior more comprehensively. Finally, the collective behavior
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discussed by the research is only the collective behavior under a negative state such as
protest. In the future, the research will combine different types of collective behavior
for further analysis.
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Abstract. With the development of complex network theory, network
invulnerability has become a hot topic of research. Facing the limitations
of most studies to determine the importance of nodes through a single
perspective only, we propose the neighbor influence index, which consid-
ers the impact of multi-hop neighbors with attributes fusion. Moreover,
we introduce node attributes into our method and propose a node impor-
tance evaluation method based on multi-attributes. Finally, we conduct
vulnerability analysis experiments on five real datasets to verify the valid-
ity of our method. Specially, we apply the method to autonomous sys-
tems (AS) Internet networks for different countries, which is of great
significance to developing network security.

Keywords: Complex networks · Multi-attribute combination · Node
importance · Network invulnerability · Internet topology

1 Introduction

Many complex systems in nature and human society can be represented as dif-
ferent complex networks, which have attracted a great deal of research attention
in decades. Within this broad field, the investigation of network invulnerability
is one of the most important and meaningful directions [16,22], of which purpose
is to find the key nodes that play an important role in transmitting information
between several nodes of the network structure. For example, in 2021, the Korean
telecommunications company’s wired and wireless network services, which rank
first and second in the market share of Korean wired network and mobile com-
munication, were suddenly interrupted. This event caused a nationwide network
outage of at least 40 min in South Korea, and many business systems of enter-
prises could not operate. After the analysis, it was found that accidents were
often caused by small disturbances and faults in several key nodes, resulting in
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jumping or blocking of local lines in the system, and then producing cascading
effects that spread to the entire system, and finally led to the global paraly-
sis of the system. Therefore, the study of network invulnerability is of great
importance in practical scenarios.

Typically, critical nodes in a network are often tied to the importance of the
node. Due to the pervasiveness of the key node identification algorithms, they
have been applied to different scenarios such as social networks [1,5], power grids
[12,21], epidemics [4,19], computer networks [3,8], etc. In general, the impor-
tance of a node is usually measured based on local and global network structural
information [13]. Classical nodal importance metrics include degree centrality,
closeness centrality [17], betweenness centrality [6], k-shell decomposition [11]
and Katz centrality [10], etc. While the above approaches have considered local
or global structural information, it is limited to determining the importance of
nodes through a single perspective only [18]. Therefore, based on the existing cen-
trality index, we propose an influence ranking algorithm of aggregated neighbors,
which takes the node’s first-order and second-order neighbors as the influence
factors with different coefficients of attention. Furthermore, the properties of the
nodes themselves determine the status of the nodes in a scenario-specific net-
work, such as AS-level Internet topology [20]. Therefore, in the Internet domain,
we have coupled network topology information with node properties to uncover
a more consistent approach that delves into the invulnerability of Internet net-
works for different countries. This method provides theoretical guidance for the
efficient protection of critical nodes in large-scale AS-level networks and prevents
devastating damage to the network when the nodes are attacked.

This paper is organized as follows. In Sect. 2, we introduce the extended
threshold model by considering the positive feedback mechanism. In Sect. 3, we
present the metrics for assessing the importance of network nodes. In Sect. 4,
we analyze the numerical results under varying model parameters and network
topologies. We summarize in Sect. 5.

2 Theory

2.1 Node Importance Indicators

In this section, we summarize the basic node importance metrics, which pro-
vide the theoretical basis for our follow-up, and their detailed definitions are as
follows.

Definition 1. Degree Centrality DC. The more neighbor nodes around the
characteristic node of degree centrality, the greater the influence of that node.
The formula is as follows:

DC (vi) =
d (vi)
N − 1

(1)

where N is the total number of nodes and d(vi) denotes the degree of vi. In prac-
tical applications, each node has a different impact. Degree centrality describes
the direct impact of vi. A greater degree means that the node is more important.



222 L. Zhang et al.

Definition 2. Closeness Centrality CC. Closeness centrality uses the prox-
imity of a node to other nodes in the network to characterize its level of impor-
tance. In a connected network of network size N , the closeness centrality of a
node vi is calculated as:

CC (vi) =
N − 1

∑
j �=i dij

(2)

where dij is the shortest path length between vi and vj.

Definition 3. Katz Centrality. Katz centrality assumes that the importance
of a node is positively related to the degree of connectivity between the node and
other nodes in the network, so the importance of nodes is calculated by designing
certain weights for paths of different lengths The Katz centrality of node vi in a
network is defined as:

Katz (vi) =
∞∑

k=1

N∑

j=1

αk
(
Ak

)
ij

(3)

where A is the adjacency matrix and α is a contribution parameter taking values
between 0 and 1, and k represents the contribution of a path of length k to the
degree of connectivity of node vi.

Definition 4. K-shell Decomposition. The network topology is decomposed
into many layers based on the degree, and nodes in the inner layers are consid-
ered to have higher importance. The specific decomposition rule is: when the kth

layer is decomposed, all nodes in the topology with a degree not greater than k are
removed, and the degree of the remaining nodes is updated continuously during
the removal process. The k-shell decomposition method can analyze the hierar-
chical structure of the network better. It has the advantage of low computational
complexity and can be used for large-scale networks.

Definition 5. Eigenvector centrality EC. The eigenvector centrality of a
node is determined by the number and importance of neighbor nodes. The rela-
tionship for topological node importance is as follows.

EC (vi) = c

n∑

j=1

aijxj (4)

where c is a proportional constant, x = [x1, x2, ..., xn]T , When x reaches steady
state after multiple iterations, it can be written as x = cAx, where c is a pro-
portional constant, a i j if and only if i is connected to j, otherwise 0, and x is
the eigenvector corresponding to the eigenvalue of matrix A.

Definition 6. Betweenness centrality BC. Betweenness centrality considers
that the more the shortest paths through a node, the more important the node.
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Therefore, it precisely identifies those hub nodes in the network that can improve
the efficiency of information transmission.

BC (vi) =
∑

j,k �=i

gjk (vi)
gjk

(5)

where gjk denotes the number of shortest paths between nodes j and k, and gjk(i)
denotes the number of shortest paths between nodes j and k through node i.

2.2 Neighbor Influence-based Node Ranking

This part will introduce our node importance algorithm based on the influence
of neighbors in detail. The core idea of our method is that the effect of neighbors
also determines the importance of nodes to a certain extent, but its influence
will decrease with the increase of distance. The detailed implementation process
of the algorithm is shown below.

Fig. 1. Node neighborhood relationship diagram.

Given a network G in which a node vi is randomly connected to any one of its
neighbors, its degree represents all possible connections. We define the inverse
of the degree as the contribution probability P (vi) of node vi.

P (vi) =
1

d (vi)
(6)

where the degree d(vi) of vi is used as an indicator of its impact.
Then, the sum of the inverse of the degrees of all neighbors of a node in a

given network G is called the clustering efficiency and is defined as follows:

E (vi) =
∑

vj∈η(vi)

1
d (vj)

(7)

where η(vi) is the set of neighbour nodes.
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In combination with the above, we propose NI (vj), neighbor node influence,
which reflects the influence of a node depending on its surroundings. Consider-
ing the complexity of the algorithm, we focus only on the two-order structure
outside target node, and the neighbor node influence can be obtained from the
contribution of the nearest and next-nearest neighbor nodes and is defined as
follows:

NI (vi) =
k∑

j=1

P (vj) · BC (vi)
k∑

j=1

[

DC (vj) + BC (vj)
Q∑

q=1

DC (vq)

]

(8)

where k is the set of nearest neighbor nodes of the node, and Q is the set of
second nearest neighbor nodes of the node. As shown in Fig. 1, the neighbours of
node 1 are 2, 3, 4, 5, 6; the sub-neighbours are 7, 8, 9, 10, 11, 12, 13, 14, 15. The
higher the number of neighbors of a node and the lower the degree of network
topology overlap between neighbors, the less likely it is that the node’s role in
network structure and function will be replaced by other nodes, and the higher
the importance of the node.

2.3 Multi-attribute Fusion-Based Node Ranking

The influence property of neighboring nodes, mentioned in the previous section,
is more inclined to the view of network structure. However, the attributes of the
nodes themselves are somewhat directly responsible for the position and function
of the nodes in the network, including how they connect to other nodes, which
nodes reduce the communication distance between them, and how they enhance
the connectivity of the network. Therefore, we propose a multi-attribute fusion
influence metric for nodes, which examines two main parameters: neighbor node
influence and internal attributes of the node itself. We have elaborated on the
neighboring node influence in the previous subsection. In this section, we will
focus on the internal attributes of the node itself.

In this paper, we apply our method to the AS-level Internet topology. The
Internet topology at the AS-level is typically modelled using a complex net-
work where each node is an AS and each link represents a business relationship
between two ASes [9,14,15]. These relationships reflect who pays when traffic is
exchanged between ASes and are critical to the proper functioning of Internet
systems [7]. AS relationships have typically been categorized into three types: (1)
C2P, (2) P2P, and (3) S2S. Customers in a C2P relationship pay the provider
to access the Internet, and the other two types, P2P and S2S, are generally
settlement-free, meaning each party of the P2P and S2S relationship exchanges
no money and prefers a win-win partnership.

Understanding of AS relationship is vital to the technical research and eco-
nomic exchanges of the inter-domain structure of the Internet. We use the AS
relationship dataset provided by the CAIDA website1, from which we can get

1 https://www.caida.org/catalog/datasets/as-relationships/.

https://www.caida.org/catalog/datasets/as-relationships/
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the number of providers, customers, and siblings of each AS and use the cus-
tomer value of each node as the node property of this AS. Because from the
business point of view, the more customers owned, the more the node has more
communication resources in the network, i.e., it has a stronger communication
capability [2].

The combined attributes of node vi, mul(vi), are expressed as a weighted
sum:

mul (vi) = μ1NI (vi) + μ2OI (vi) (9)

where μ1 is the weight of the influence of neighbouring nodes and μ2 is the
weight of the node’s attributes, and μ1, μ2 take values in the range (0.5, 5).

3 Evaluation Metrics

Many researchers have proposed indicators to measure the connectivity of net-
works under attack. In this paper, the network core scale S and the connectivity
component C are used to study the splitting process of the network in the event
of an attack. Referring to its definition, we define the following evaluation met-
rics for network invulnerability analysis. Given a network G = {V,E}, where V
represents the node set of the network, E represents the link set, and G contains
N nodes and M links. Remove r nodes from the network to get the network
Gr = {V r, Er}.
Definition 7. The Network Core Size S. The ratio of the maximum con-
nectivity component size in Gr to the initial network size is defined as the core
size of Gr. It measures the maintenance of the connectivity of the core portion
of the network during an attack.

S(r) =
max {|V r

1 | , |V r
2 | , . . . , |V r

R|}
|V | (10)

Definition 8. The Network Connectivity Component C. The network
connected component C is the number of all connected subgraphs in Gr.

C(r) = numberGr (11)

The purpose of finding the connectivity component is to determine whether
another vertex in the graph can be reached from one vertex in the graph, i.e.,
whether there is a path reachable between any two vertices in the network.
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4 Experiment

4.1 Datasets

Network vulnerability experiments based on the neighbour influence node rank-
ing algorithm were conducted on our six datasets. The statistics information is
shown in Table 1. Specifically, AS20000102 is the undirected network of AS-level
Internet. As in Fig. 2, we offer the topology of the four networks. Email network
and AS20000102 network are not shown here due to a large number of nodes.

Table 1. Statistics of seven real-world networks and two synthetic networks: node
number |N |, edge number |E|, the values of the diameter δ for all networks, maximum
degree Kmax, the average degree 〈K〉, and clustering coefficient 〈Cc〉.

ARPANET Jazz Infectious Email Air traffic AS20000102

|N | 21 198 410 1133 1226 6474

|E| 26 2742 2765 5451 2615 13895

δ 3 6 9 3 17 9

Kmax 4 100 50 71 20 1,459

〈K〉 2.48 27.70 13.49 9.00 4.27 4.29

〈Cc〉 0.0714 0.5203 0.4558 0.2202 0.0639 0.0096

4.2 Structure-Based Evaluation Experiments

We used BC, CC, DC, EC, and the proposed method NI to conduct experiments
on six different size datasets of ARPANET, Jazz, Infectious, Email, Air traffic,
and AS20000102, respectively. The ranking results of the five algorithms were
compared and analyzed based on these six real networks. In addition, a certain
percentage of the top-ranked nodes were removed from the original network to
simulate the change in network size when the network was deliberately attacked
to evaluate the feasibility of each ranking algorithm.

According to the node ranking, the following experiments were designed to
remove nodes from the network, one node at a time. The termination condition
of the experiment is to fragment the network to the extent that the core size
in the network does not exceed 20% of the original topological network. As a
result, the fragmentation curve is obtained as shown in Fig. 3, where the x-axis
is the number of removed nodes, and the y-axis is the proportion of the core size
in the network to the whole network.
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Table 2 shows the experimental results for six data sets under different meth-
ods. In the networks ARPANET, Jazz, Infectious, and Air traffic, our method
performs the best, i.e., the fewest nodes are removed, and the network has more
or the most connected components after fragmentation. In the Email network,
our method removes the same number of nodes as the DC method. The differ-
ence is that the proposed method in this paper makes the network break up
more. Finally, in the AS network, the DC method performs the best, and the
CC and EC methods perform poorly.

Fig. 2. Real networks with different topological characteristics: (a) ARPANET; (b)
Jazz; (c) Infectious; (d) Air traffic.

As shown in Fig. 3(a), our method excels in the ARPANET network, where
our method and the BC method disrupt the network to a core size below 60%
when two nodes are removed, and the network core size drops to less than 20%
when nine nodes are removed. In Fig. 3(b), the NI method is the first to make
the network size drop to 20% at a later stage. As in Fig. 3(c), at first, all methods
proceed similarly because the degree values of the nodes are similar in the Jazz
network. However, these methods show individual differences when the network
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Table 2. Experimental results of six data sets in different methods: number of deleted
nodes Del, number of connected components C(r), network core size ratio S(r), deletion
rate Del rate, and the five methods are DC, BC, CC, EC, NI.

Del C(r) S(r) (%) Del rate (%) Del C(r) S(r) (%) Del rate (%)

Datasets ARPANET Jazz

DC 14 3 19.05 66.67 133 17 19.70 67.17

BC 10 5 19.05 47.62 112 18 16.16 56.57

CC 13 4 19.05 61.90 112 13 19.19 56.57

EC 16 2 19.05 76.19 141 13 19.70 71.21

NI 9 6 19.05 42.86 109 16 16.16 55.05

Datasets Infectious Email

DC 225 37 19.02 54.88 400 281 19.59 35.30

BC 178 39 12.93 43.41 440 330 15.45 38.83

CC 184 20 19.51 44.88 480 264 16.06 42.37

EC 291 19 20.00 70.98 542 264 19.95 47.84

NI 167 30 18.54 40.37 400 310 19.86 35.30

Datasets Air traffic AS20000102

DC 206 292 18.68 16.80 156 3758 17.21 2.41

BC 268 303 19.66 21.86 157 3699 19.99 2.43

CC 647 167 19.33 52.77 2290 2263 19.57 35.37

EC 725 108 19.98 59.14 2457 2146 19.93 37.95

NI 204 280 18.68 16.64 191 3864 19.97 2.95

core size is decomposed to less than 40%. At the beginning of node deletion, our
method, i.e., NI, performs better and is the first to make the network core size
drop to 20% as the number of nodes deleted increases. In both Fig. 3(d) and (e),
our methods are the first to reach below 20%, and because of the need for node
deletion comparison, we can analyze the nodes from the early deletion stage. The
effect of the NI method has been leading in the early stage of deleting nodes.
In Fig. 3(f), the network comes from the AS relationship dataset recorded by
CAIDA on January 2, 2000, in which the efficiency of CC and EC is relatively
low. Although the AS network size is large, our method only needs to remove 70
nodes, which makes the network core size drop to 50% quickly in the first place.



Research on Network Invulnerability 229

Fig. 3. Experimental results of different methods applied to six real networks.
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4.3 Multi-attribute-Based Evaluation Experiments

The network in the experiment consists of AS nodes in different regions with
relationships between nodes from the CAIDA AS-relationship dataset, and the
regions we selected are BG(V = 608,M = 984), BR(V = 8193,M = 44842),
CA(V = 1250,M = 2421) and DE(V = 1797,M = 4902). As shown from the
four AS networks in Fig. 4, our multi-attribute fusion approach, i.e., (NI +OI),
performs consistently well, decomposing the most network fragments with the
least number of removed nodes.

In detail, as shown in Fig. 4(a), both the (NI + OI) and DC perform better
in the BG national network, with the former method being the first to reduce
the network core size to less than 20% when 13 nodes are removed. According
to statistics, the nodes with high AS network degree values in this country
simultaneously have more customer nodes. This phenomenon confirms the view

Fig. 4. Experimental results of different methods applied to four national-level AS
networks: (a) Bulgaria, (b) Brazil, (c) Canada, and (d) Germany.
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Fig. 5. Comparison of experimental results of NI and (NI+OI) methods in AS network
data from four countries.

that the node’s own attributes are also a major importance assessment feature.
Moreover, in Fig. 4(b), the advantage of our method is that the number of deleted
nodes is the least among all methods when the results are obtained when the
network is disconnected by less than 40%. Our proposed method has a more
significant impact on network fragmentation when fewer nodes are removed.
However, the degree centrality (DC) effect is slightly ahead of our method as the
number of deleted nodes increases. After analyzing the network structure, the AS
links in BR countries have rich club characteristics with significant differences in
node degrees. Figure 4(c) shows that our structural attribute, i.e., (NI), performs
consistently better when the network jumbo slicing ratio reaches 60% or higher.
On the other hand, the multi-attribute fusion approach is the first to achieve
a network fragmentation of 80% or less, which is more in line with the actual
situation when an entire network is deliberately attacked. In the DE national
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network of Fig. 4(d), the DC method makes the network core size decline slowly
when the number of deletion nodes is greater than 10 when degree centrality is
no longer the most powerful method because although some nodes have small
degree values, their neighbouring nodes, as well as sub-neighbouring nodes, are
more critical. In addition, our NI and (NI +OI) methods perform better in the
early and late stages of node deletion.

We show a comparison for the NI method that considers only the network
structure attributes and the multi-attribute fusion method (NI +OI), as shown
in Fig. 5. The latter shows significant progress, in particular, performing well in
removing a small number of nodes as well as in the middle and late stages. The
effectiveness of multi-attribute fusion for influential node discovery in domain-
specific networks is intuitively verified.

Similarly, Table 3 shows the experimental results for the AS network in the
four countries mentioned above. In the BG and CA national networks, the multi-
attribute fusion approach in this paper removes the same number of nodes as the
DC approach according to the requirement of reducing the network core size to
less than 20%. The (NI + OI) approach makes the network decomposed with a
more significant number of connected components, in other words, this method
makes the core size of the network decomposed smaller. From the results, the
(NI + OI) method performs best in the BR national AS network. Although the
final result is that the DC method performs the best in the DE country network,
as our analysis of Fig. 4(d) above says, with the removal of a small number of
nodes, we can disrupt most of the network in that country, which is more relevant
to the actual situation.

Table 3. Experimental results of four different national AS networks:number of deleted
nodes Del, number of connected components C(r), network core size ratio S(r), deletion
rate Del rate, and he six methods are DC, BC, CC, EC, NI, and NI+OI.

Del C(r) S(r) (%) Del rate (%) Del C(r) S(r) (%) Del rate (%)

Datasets BG BR

DC 13 399 18.39 2.15 296 4125 18.98 3.61

BC 13 399 18.39 2.15 337 4383 19.70 4.11

CC 32 349 18.88 5.29 864 3930 19.81 10.55

EC 136 293 15.44 22.48 1684 3832 19.98 20.55

NI 15 403 18.56 2.48 358 4400 19.97 4.37

NI+OI 13 400 13.79 2.15 266 4150 19.72 3.25

Datasets CA DE

DC 27 743 15.04 2.16 58 999 19.53 3.23

BC 29 772 19.04 2.32 77 1117 15.53 4.28

CC 124 691 14.48 9.92 100 1000 19.64 5.56

EC 186 759 11.92 14.88 88 1007 15.30 4.90

NI 30 778 16.16 2.40 65 1055 19.19 3.62

NI+OI 27 758 18.64 2.16 63 1096 19.19 3.51
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5 Conclusion

By evaluating the importance of nodes, we can strengthen key nodes in the net-
work design and deployment stage to reduce the possibility of network failure,
or analyze the communication network with known topology, which can shorten
the maintenance time of the network. For the research on the regional invulner-
ability of the Internet, we first focus solely on the network structure and propose
a node ranking method that focuses on neighbours’ influence to overcome local
attributes’ limitations. We have carried out in vulnerability experiments on many
networks in different fields, proving our method’s effectiveness and superiority.
Innovatively, based on structural attributes, we introduce node attributes and a
multi-attribute node sorting method, which makes our performance further in
network vulnerability testing. Based on the multi-attribute method, we study
the invulnerability of AS-level networks in different countries, make an in-depth
analysis combined with the network topology, and find that other network struc-
tures have extra resistance to attacks. This research provides good guidance for
the security protection of network infrastructure.

Acknowledgment. The authors would like to thank all the members of the IVSN
Research Group, Zhejiang University of Technology for the valuable discussions about
the ideas and technical details presented in this paper.
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Abstract. This paper proposes FedDFA (Federated Dual-Factor Aggre-
gation), an effective aggregation strategy for the application of federated
learning in the field of vision-based driver distraction detection task.
We argue that simply treating this task as an image recognition task
is not enough. Image characteristics are further explored in this paper
and we found that the driver’s diversity is an important factor. Based
on the image characteristic analysis, FedDFA is introduced, which calcu-
lates the aggregation weights based on the number of images and that of
drivers on each client for better parameter aggregation during federated
learning. Extensive experiments are conducted and experimental results
show that FedDFA achieves satisfactory performance.

Keywords: Federated learning · Driver distraction detection ·
Intelligent transportation · Public safety · Computer vision

1 Introduction

Driver distractions, such as talking on the phone, operating the radio, and drink-
ing while driving, have become the main causes of traffic accidents and seriously
endangered public safety. Therefore, many researchers pay attention to detecting
driver distractions. Benefitting from the development of deep learning, most of
the recent works are vision-based, i.e., building a neural network for analyzing in-
vehicle surveillance videos to detect distractions. Convolutional neural networks
(CNNs) are the most widely-adopted architecture [4,8,11,16] because it has been
proved to be suitable for image analysis. As the vision transformer (ViT) yields
unusually brilliant results, the choice between CNNs and ViT for driver distrac-
tion detection has been studied [9], and results show that ViT has no obvious
advantages and CNNs should be given priority. Besides, two hot issues have
attracted the spotlight, the first one is the overfitting brought by the limitation
of the dataset. Several data augmentation schemes [3,13] have been proposed
to reduce overfitting. The second one is the real-time requirement. Some recent
work [5,14] has been devoted to design lightweight CNNs for real-time driver
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distraction detection. In summary, the driver distraction detection technology
is developing fast, however, the above researches ignore a social problem: data
privacy.

Generally, training a neural network requires collecting a large amount of
data to a computation center, which is called centralized training. However,
in the field of driver distraction detection, videos and images contain driver’s
privacy. Centralized training means that the driver’s privacy will be leaked to
the computing center. Similar problems exist in many field of social computing,
therefore, how to train a neural network under the premise of preserving privacy
has become a hot issue.

Recently, federated learning [12] has been proposed for privacy-preserving
learning. It is a decentralized training strategy. Two kinds of roles, a server and
multiple clients, train a global neural network collaboratively. Specifically, fed-
erated learning consists of multiple communication rounds. At each round, the
server first sends initial parameters to each client. Then, to preserve data pri-
vacy, each client loads the received parameters to its local network and trains with
its local data, and trained parameters are sent to the server. Finally, the server
aggregates the received parameters and sends the aggregated parameters back to
the clients to start the next round. It can be seen that the local data stored on
each client do not need to be uploaded, therefore, privacy can be preserved. Some
scholars have studied the application of federated learning in the field of driver
drowsiness detection [18], which is also vision-based, and proved that the feder-
ated learning achieves satisfactory performance compared with centralized learn-
ing meanwhile protecting data privacy. In the above scheme, the driver drowsiness
detection task is simply regarded as an image recognition task. It does make sense.
However, in-vehicle images, including images used for detecting drivers’ drowsi-
ness and distractions, have their characteristics (see Sect. 3). Classical federated
learning does not take this into account. We argue that when federated learning is
applied to a specific field, the characteristics of that field must be fully considered
so that effective federated learning can be achieved.

This paper proposes federated dual-factor aggregation (FedDFA), an effec-
tive aggregation algorithm for the application of federated learning in the field
of driver distraction detection. The impact of data characteristics on the perfor-
mance of the trained model is explored, and it can be found that the driver’s
diversity is an important factor. FedDFA is designed to calculate weights based
on both the number of images and the number of drivers in the training set to
achieve better aggregation. Experimental results show that the performance of
FedDFA is satisfactory.

In summary, the main contributions of this paper are as follows:

– We explore the image characteristics, and the analysis proves that the driver’s
diversity in the training set is an important factor for the performance of the
trained model.

– A novel federated dual-factor aggregation (FedDFA) algorithm is proposed,
which utilize two factors to calculate aggregation weights to achieve better
aggregation.
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– Extensive experiments are conducted, and experimental results show that the
proposed FedDFA achieves satisfactory performance.

2 Related Work

2.1 Vision-Based Driver Distraction Detection

So far, many vision-based driver distraction detection schemes have been pro-
posed. Among them, the first public dataset for driver distraction identifica-
tion is released and a deep learning-based scheme is proposed [4]. The proposed
scheme that consists of face and hand localizations, and skin segmentation shows
great performance. Similarly, a two-stage scheme [16] is proposed to localize key
points of the driver and feed the extracted features into a recurrent neural net-
work. Moreover, a hybrid approach [11] proposes to integrate spatial and spectral
features into a deep neural network, and it achieves the state-of-the-art perfor-
mance. Besides, based on the idea of the capsule network, a CapsNet-based
approach [8] is proposed.

To reduce overfitting, a class based data augmentation is proposed [3]. For a
specific distraction class, key regions of the images are first extracted, and these
regions are randomly interchanged between different images of the same class. A
combination data augmentation scheme is proposed [13], which consists of skin
segmentation, facial blurring, and classical augmentation techniques. Results
show that it has great promise.

To meet real-time requirements, a lightweight MobileVGG [2] is proposed.
MobileVGG contains only 2.2M parameters and achieves 34 FPS, the perfor-
mance of MobileVGG is also satisfactory. A drowsiness and distraction detec-
tion system [5], which is based on face detection, is designed for compact mobile
devices is proposed. Although the performance of the system is slightly lower
than InceptionV3 and VGG16, considering the system achieves higher FPS and
lower memory space requirement, it has great potential in practical application.

It can be seen that vision-based driver distraction detection schemes show
outstanding performance, however, most of them are centralized training, and
driver’s privacy is ignored.

2.2 Federated Learning

Federated learning [12] has attracted a lot of attention since it can be used to
train a neural network under the premise of privacy protection. FedAvg [12]
is the most well-known aggregation algorithm. At each round, it performs a
weighted summation of the trained parameters on different clients to obtain
global parameters. Aggregation weights are calculated based on the number of
data stored on each client. Let us take the t-th communication round as an
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example, the aggregation can be formulated as follow:

wt+1 =
∑K

k=1
nk

n wk
t+1

=
∑K

k=1
nk

n (wt − ηgkt )
=

∑K
k=1

nk

n wt − ∑K
k=1

nk

n ηgkt
= wt − η

∑K
k=1

nk

n gkt

(1)

where wt is the initial parameters for the t-th communication round, and each
client adopted wt as the initial parameters. η is the learning rate, and gkt is the
average gradient on the k-th client at t-th round. nk is the amount of data on
k-th client and n =

∑K
k=1 nk. It can be seen that based on this computation

mode, FedAvg allows all clients to update global parameters cooperatively, so
that the model can be trained iteratively. Meanwhile, data used for training can
be stored locally, which is helpful to avoid the risk of privacy disclosure. From the
perspective of privacy protection, this is superior to existing centralized training.

Federated learning has shown great application potential in many fields, such
as smart cities [7,10], smart healthcare [1,15] and public safety [6]. In the field
of human factors related intelligent transportation, federated learning has been
studied for vision-based driver drowsiness detection [18]. To apply federated
learning effectively, we argue that the characteristics of different fields should be
carefully considered.

3 Pre-experiments

Most existing researches regard vision-based driver distraction detection as an
image recognition task. However, previous study [4] have shown that there is
a performance gap between two data set configuration: split-by-random and
split-by-driver. Split-by-random means that the collected images are divided
into training set, validation set, and test set randomly, and each driver’s images
are contained in three sets. Split-by-driver is a more realistic setup [4] because
during the model training stage, it is impossible to predict the drivers that may
be encountered in the future. Therefore, follow the split-by-driver configuration,
each driver’s data is contained in only one set, which means drivers in the training
set, validation set and test set are not overlap.

As reported in [4], the trained InceptionV3 achieves an accuracy of 95.17% on
the split-by-random data set and that of 90.068% on split-by-driver data set. The
most intuitive difference between the two configurations is whether the trained
model has ever seen the driver described by the testing image during the training
phase. Therefore, we argue that the driver’s diversity is an important factor for
the performance of a trained model for vision-based driver distraction detection.
To support our instinct, some experiments are conducted. We fix the number
of images in the training set, and changed the number of drivers to construct
several training sets. Then, models are trained on different training sets and
evaluated on the same testing set. Experiments in this section are conducted
on the State Farm data set (details are shown in Sect. 5.1). Four training sets
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Fig. 1. Performance of models trained on different training set.

are constructed. Each of them contains 5,000 images yet numbers of drivers
are different. The testing set contains 8,409 images with 12 drivers. Results are
shown in Fig. 1. It can be seen that as the number of drivers in the training
set increases, the performance of the trained model also increases significantly.
Therefore, our intuition is supported: driver’s diversity is noteworthy in the field
of vision-based driver distraction detection.

4 Method

4.1 Problem Definition

There are K enterprises expect to jointly build a model for driver distraction
detection and each of them owns a labeled dataset. Let Nk

I denotes the number
of training images stored on the k-th client, and Nk

D denotes the number of
drivers in the training set on the k-th client, where k ∈ {1, 2, ...,K}. For date
privacy-preserving consideration, all enterprises agreed to adopt the federated
learning framework to train a neural network. The goal is to train a global model
which benefits from abundant data sources from all enterprises.

4.2 Overview

Figure 2 shows the overview of the federated learning framework with the pro-
posed FedDFA.

It is an iterative training process which consists of multiple communication
rounds. At each round, there are four steps:
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Fig. 2. The overview of the federated learning with FedDFA.

– Parameter Aggregation. The server receives trained parameters from each
client, and aggregate them following FedDFA.

– Parameter Dispatch. The aggregated parameters are dispatched to each
client.

– Local Training. Each client loads the received parameters to its local net-
work, and trains the network with its local training set.

– Parameter Uploading. After local training, trained parameters are
uploaded to the server. The server conduct parameter aggregation and start
the next round.

4.3 Federated Dual-Factor Aggregation

As illustrated in Sect. 3, the performance of a trained neural network for driver
distraction detection is not only affected by the number of images in the training
set, but also the number of drivers. The classical FedAvg calculates the aggre-
gation weights based on the number of images owned by each client, this ignores
the factor about drivers. Although FedAvg follows the standard gradient descent
algorithms, however, some studies [17] that focus on aggregation algorithm show
that more factors should be considered during aggregation. Therefore, we pro-
pose an intuitive improvement strategy to calculate aggregation weights based
on two factors, i.e., the number of images and that of drivers on each client. The
core principle is that if a client has more images about more drivers, it should
be assigned a higher weight for aggregation.

To calculate aggregation weights based on two factors, firstly, two factor-
specific weights are calculated according to the number of images and that of
drivers respectively. Formally:

αk
I = nk

I∑K
k=1 nk

I

αk
D = nk

D∑K
k=1 nk

D

(2)
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where αk
I and αk

I is the weight calculated by the number of images and that
calculated by the number of drivers for the k-th client. Then, We investigate the
following two strategies to obtain the aggregation weight.

Average. In this strategy, the average of αk
I and αk

I is obtained as the aggrega-
tion weight. That is to say, the contribution of the two factors is regard as the
same. Formally:

αk = 0.5 × αk
I + 0.5 × αk

D (3)

where αk is the aggregation weight for the k-th client. It is undeniable that the
weighted summation may be a more effective method, i.e., αk = β × αk

I + (1 −
β) × αk

D. However, the weighted summation means that β will be treated as a
hyperparameter, this requires a lot of effort to tune β and the cost is too high in
the actual scenario. Therefore, we simply assign the same weight to αk

I and αk
D.

Product. In this strategy, the product of αk
I and αk

D is obtained, and all prod-
ucts of K clients are normalize as the aggregation weights. Formally:

αk =
(αk

I × αk
D)

∑K
k=1(α

k
I × αk

D)
(4)

where αk is the aggregation weight for the k-th client.
The choice between Average and Product is treated as a hyperparameter.

Algorithm 1 shows the pseudo-code of FedDFA. Note that when each client has
the same number of drivers, the proposed FedDFA is equivalent to the FedAvg.
Besides, it is obvious that FedDFA is a static aggregation strategy, which means
the aggregation weights can be calculated and fixed before training rather than
changing during training like other dynamic aggregation strategies [17]. We will
explore a combination of static and dynamic aggregation strategies to achieve
effective and efficient federated learning in future work. In this paper, we focus
on proving the validity of the factor of driver’s diversity and the effectiveness of
FedDFA.

5 Experiments

In this section, datasets used in this paper are first introduced. Then, experimen-
tal settings are introduced in detail. Finally, experimental results are analyzed.

5.1 Datasets

The proposed FedDFA is evaluated on two widely-studied datasets: the State
Farm Distracted Driver Detection (State Farm for short) dataset1, and the AUC
Distracted Driver V2 (AUC for short) dataset [4]. Both of them contains 10
distracted driving behaviors, including safe driving, text right, phone right, text

1 https://www.kaggle.com/competitions/state-farm-distracted-driver-detection.

https://www.kaggle.com/competitions/state-farm-distracted-driver-detection
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Algorithm 1. FedDFA. K is the number of selected clients and k is the index
of k-th client, Dk is the training set owned by the k-th client, E is the local
epoch, B is the local batch size, η is the learning rate. Nk

I denotes the number
of images and Nk

D denotes that of drivers on k-th client.
Server executes:

initialize w0

for each round t = 1, 2, . . . do
St ← (random set of K clients)
for each client k ∈ St in parallel do

wk
t+1 ← ClientUpdate(k, wt)

end for
αk
I =

Nk
I∑K

k=1 Nk
I

αk
D =

Nk
D∑K

k=1 Nk
D

αk = FedDFA(αk
I , αk

D) // Average or Product
wt+1 ← ∑K

k=1 αkwk
t+1

end for

ClientUpdate(k, w):
B ← (split Dk into batches of size B)
for each local epoch i from 1 to E do

for batch b ∈ B do
w ← w − η(w; b)

end for
end for
return w to server

left, phone left, adjusting radio, drinking, reaching behind, hair or makeup, and
talking to passenger.

The state farm dataset contains 22,437 images with 26 drivers. Driver IDs in
State Farm dataset are provided therefore it is easy to construct datasets that
simulate specific data distributions. In this paper, 5 clients are assumed and
statistics of constructed state farm training sets following the split-by-driver
configuration are shown in Table 1. In D0,D1 and D2, data distributions of spe-
cific scenarios are simulated. In D3 and D4, drivers are random selected to form
datasets to evaluate the generalization of FedDFA. For evaluation, 3,642 images
with 6 drivers are selected as testing set.

The AUC dataset contains 44 drivers and 14,478 images. There is a split-by-
driver AUC dataset where 12,555 images of 38 drivers in the training set and
1,923 images of 6 drivers in the test set. The AUC dataset is a more challenging
dataset because the test set contains more factors in addition to driver’s diver-
sity, including cars, lighting conditions, and driving conditions [4]. We manually
annotate the driver ID of each image and the constructed AUC training sets
following the split-by-driver configuration are shown in Table 1.
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Table 1. Statistics of State Farm training sets and AUC training sets used in this
paper. Statistics in each box refers to (the number of drivers/the number of images).

Training sets Statistics

Client 0 Client 1 Client 2 Client 3 Client 4

State Farm D0 1/1000 2/1000 3/1000 4/1000 10/100

State Farm D1 1/1000 2/1000 3/1000 4/1000 10/1000

State Farm D2 1/1000 2/500 3/333 4/250 10/100

State Farm D3 2/2470 5/5545 2/1796 4/3381 7/5590

State Farm D4 3/3696 3/3308 1/1011 4/3519 9/7248

AUC D0 4/1000 5/1000 6/1000 7/1000 16/100

AUC D1 4/1000 5/1000 6/1000 7/1000 16/1000

AUC D2 4/1000 5/800 6/600 7/400 16/200

AUC D3 3/966 5/1862 11/4260 7/2042 12/1600

AUC D4 10/3736 3/1141 5/1844 10/2409 10/1600

5.2 Comparison Method

This paper proposes a novel factor to improve the aggregation algorithm in
federated learning framework for driver distraction detection, therefore, experi-
ments aim to demonstrate the efficiency of the new factor. For fairness consid-
erations, FedAvg [12], which is also a static aggregation algorithm, is taken as
the compared method for experiments. Follow FedAvg, the aggregation weights
are calculated based on the number of images in the training set on each client.
Formally:

αk =
nk
I

∑K
k=1 nk

I

(5)

where nk
I is the number of images in the training set on the k-th client.

5.3 Implementation Details

Models in this paper are implemented with PyTorch (version 1.11.0), and torchvi-
sion (version 0.12.0), and trained on one Tesla P100 GPU. The MobileNetV2 [14]
is adopted as the target global network, and parameters pre-trained on ImageNet
is taken as the initial parameters for the first communication round. The SGD
optimizer with learning rate of 0.01 is adopted for training. Mini-batch is taken
to train the models, and the batch size is set to 32. The local epoch is set to 1.
During training, parameters of the batch normalization layers in MobileNetV2
are frozen. All results reported in this section are the average of at least 3 runs.

5.4 Experimental Analysis

The Effectiveness of FedDFA. Experimental results are reported in Table 2,
the following conclusions can be drawn:
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Table 2. Accuracy of models trained on different training sets. Best results are in bold
type.

Training sets FedAvg FedDFA

State Farm D0 80.34 84.18

State Farm D1 84.07 88.31

State Farm D2 77.50 82.13

State Farm D3 87.42 88.61

State Farm D4 88.58 88.48

AUC D0 55.28 62.32

AUC D1 72.51 75.74

AUC D2 58.87 65.55

AUC D3 71.49 76.13

AUC D4 68.95 72.09

– Driver’s diversity is noteworthy in federated learning. In D0, client
5 owns the least images, however, these images describe the behavior of 10
drivers, which is the largest number of drivers among all clients. As shown
in both State Farm D0 row and AUC D0 row, FedDFA performs better than
FedAvg, which shows that driver’s diversity is noteworthy for the application
of federated learning in the field of driver distraction detection.
Moreover, D1 is a more realistic setup: every enterprise tries to make equal
contributions to the agreed federated learning, i.e., no matter how many
drivers the enterprise employs, the number of images collected by each client
is the same. As shown in State Farm D1 row, FedDFA outperforms FedAvg by
4.24% in terms of accuracy. This also illustrates the importance of the factor
of driver’s diversity. Results on AUC D1 row show the same conclusion. D2 is
another setup that every enterprise tries to make equal contributions to the
agreed federated learning: if an enterprise cannot find enough drivers, it will
collect more images about limited drivers for training. In this case, FedDFA
outperforms FedAvg significantly on both State Farm D2 and AUC D2.

– The effectiveness and generalization ability of FedDFA is satisfac-
tory. Results in D0, D1, and D2 rows illustrate the effectiveness of FedDFA.
Besides, results on State Farm D3, AUC D3, and AUC D4 show that the
proposed FedDFA achieves the best performance. These prove that the effec-
tiveness and generalization ability of the proposed FedDFA is satisfactory,
and indicate that taking the number of drivers in the training set as a factor
for calculating aggregation weights is crucial for better federated learning per-
formance in the field of vision-based driver distraction detection. Although
the performance of FedDFA shows in State Farm D4 is slightly worse than
FedAvg, considering other experimental results, the factor of driver’s diver-
sity still worth further exploration for the application of federated learning
in the field of driver distraction detection.
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Table 3. Ablation study. Experiments are conducted on AUC training sets. Best results
are in bold type.

Aggregation method AUC D0 AUC D1 AUC D2 AUC D3 AUC D4

FedDFA 62.32 75.74 65.55 76.13 72.09

Removing the number of images 61.89 75.74 67.36 69.56 70.46

Removing the number of drivers 55.28 72.51 58.87 71.49 68.95

Ablation Analysis. This section aims to demonstrate the relative effectiveness
of two factors introduced in FedDFA. We remove one factor at a time and observe
how that factor affects the performance of the model. We evaluate two different
configurations. In (1), the number of images is removed. In (2), the number of
drivers is removed, which is equal to FedAvg. Experiments are conducted on
AUC training sets.

As shown in Table 3, removing the number of drivers significantly decreases
the performance, which reveals that the driver’s diversity plays a crucial role
in FedDFA. Furthermore, in most cases, removing the number of drivers causes
greater performance degradation, which indicates that the driver’s diversity con-
tributes more to the performance than the number of images does. It is note-
worthy that results on AUC D2 show that removing the number images achieves
the best performance, which indicates that he number of images has a negative
effect on model performance. We argue that a possible explanation is that the
number of images mislead the aggregation weights, so that the weights can not
reasonably express the quality of models on different clients. However, results
on AUC D2 still support the view that driver’s diversity is a crucial factor for
better performance. We will conduct in-depth research about this phenomenon
in the future work.

Visualization. To further investigate the inner workings of FedDFA, we visu-
alize the curves of test set accuracy vs. communication rounds on AUC training
sets. As shown in Fig. 3, except for AUC D0, FedDFA achieves better perfor-
mance with fewer communication rounds than that of FedAvg. Overall, the com-
munication cost of FedDFA is acceptable, this is friendly for practical application
scenarios.
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Fig. 3. Test set accuracy vs. communication rounds on AUC training sets. The dotted
line marks the communication round that the model reaches the best performance.

6 Discussion and Conclusion

This paper explores the characteristics of images used for vision-based driver
distraction detection and their effects on the performance of the trained model.
We find that besides the number of images in the training set, the number of
drivers in the training set is equally important. Based on this fact, FedDFA is
introduced, which calculates aggregation weights based on the number of images
and that of drivers owned by each client. Extensive experiments illustrate that
the proposed FedDFA shows satisfactory performance. In the era that privacy
should be paid more and more attention, FedDFA can provide a valuable refer-
ence for the application of federated learning in the field of human factors related
intelligent transportation, and further, the field of human factors related social
computing, such as personalized education.



FedDFA 249

Acknowledgments. Funded by National Key R&D Program of China (No.
2021YFC3001500) and National Natural Science Foundation of China (No.72174102).

References

1. Baghersalimi, S., Teijeiro, T., Atienza, D., Aminifar, A.: Personalized real-time
federated learning for epileptic seizure detection. IEEE J. Biomed. Health Inform.
26, 898–909 (2021)

2. Baheti, B., Talbar, S., Gajre, S.: Towards computationally efficient and realtime
distracted driver detection with mobilevgg network. IEEE Trans. Intell. Veh. 5(4),
565–574 (2020)

3. Cronje, J., Engelbrecht, A.P.: Training convolutional neural networks with class
based data augmentation for detecting distracted drivers. In: Proceedings of the
9th International Conference on Computer and Automation Engineering, pp. 126–
130 (2017)

4. Eraqi, H.M., Abouelnaga, Y., Saad, M.H., Moustafa, M.N.: Driver distraction iden-
tification with an ensemble of convolutional neural networks. vol. 2019. Hindawi
(2019)

5. Flores-Monroy, J., Nakano-Miyatake, M., Perez-Meana, H., Escamilla-Hernandez,
E., Sanchez-Perez, G.: A CNN-based driver’s drowsiness and distraction detec-
tion system. In: Vergara-Villegas, O.O., Cruz-Sánchez, V.G., Sossa-Azuela, J.H.,
Carrasco-Ochoa, J.A., Mart́ınez-Trinidad, J.F., Olvera-López, J.A. (eds.) Pattern
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Abstract. Although deep learning has been broadly used in all kinds of domains
and has also achieved very good performance, it is obvious that deep learning is
very vulnerable to be attacked shown by extensive researches (e.g. even a very
small perturbation is added to the raw signal data, the result of the modulation
classification of the signal by the deep neural network will be wrong), which will
cause serious consequences. Thus, it is necessary to find some ways to defense
this attack. As a new deep learning model in recent years, Generative Adversarial
Network (GAN) has been applied to the field of radio communication, which can
encrypt the signal data, so as to ensure the reliable transmission of the signal. In
this paper, a defense method against signal modulation classification attack based
on GAN is developed, which is used to utilize generator to reconstruct the signal
sample to improve the classification accuracy of the model, while the defense
ability of the model against adversarial samples is improved. It has been shown
that the method achieved good results in experiments.

Keywords: Deep learning · Generative Adversarial Network · Signal
modulation classification · Adversarial samples defense

1 Introduction

With the powerful ability of learning and inference, deep learning has now been
broadly used in all kinds of domains of AI, such as natural language processing (NLP),
autonomous driving, image recognition, biomedical, etc. Deep learning can use a large
neural network to effectively extract data features and excavate potential connections
between data, with strong feature learning capabilities and feature expression capabili-
ties. At present, deep learning is also becoming increasingly broadly used in the domain
of radio communication (e.g. the signal modulation types can be classified according to
the cyclo-stationary characteristics or spectral characteristics of the signal. And also DL
can be used for radio parameter adaptive decisions and tuning and optimize the target
selection radio parameters according to the current channel quality and user needs etc.).
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There are following advantages applying DL to the signal modulation classification:
first, it is convenient to obtain a large amount of data from the communication environ-
ment for DL to learn; second, DL is famous for its powerful ability to extract features
instead of manual selection; and last, convolutional neural networks (CNN) can reduce
data parameters by using convolutional layers instead of fully connected layers [1]. How-
ever, DL is very vulnerable to be attacked. Szegedy et al. [2] recently has found that DL
model is easily to be deceived by adversarial examples designed by humans. They add
an invisible small perturbation to the data samples, the CNN classifier will change its
predictions to be wrong with high confidence, which means that if there is an adversary
transmitting perturbations to our communication network, our receiver classifier will not
classify the signals received correctly. Thus, it is necessary to find some ways to defense
this attack.

As a new deep learning model in recent years, Generative Adversarial Network
(GAN) [3] has made a breakthrough in the field of image. GAN can be used to realize
the migration of picture style or realize face transformation and picture writing. In
addition to the image field, GAN is also applied in the field of radio communication,
enabling encryption of signal data to ensure reliable transmission of the signal.

In this paper, a defense method against signal modulation classification attack based
on GAN is presented, which is used to utilize generator to reconstruct the signal sample
to improve the classification accuracy of the model, so as to improve the performance of
defense of the model against samples. A certain proportion of raw signal samples and
adversarial samples is contained in the signal samples reconstructed using the generator,
while all as raw signal samples or all as adversarial samples is also accepted. Themethod
presented here aims to improve the performance of defense of the model, so the signal
samples should contain large or all adversarial samples with only small or no raw signal
samples.

The contribution of this paper is as follows: the method of this paper uses the raw
signal data to train the GANwith the raw network data, so that the parameter distribution
in the generate network G∗ conforms to the raw signal data; and then the signal samples
are reconstructed by G∗, which conform to the distribution of the raw signal data; and
finally the noise in the adversarial sample is removed and classification accuracy of the
classification model is improved.

2 Related Work

Since 2006, the concept of artificial neural networks with deep learning has been pro-
posed by Professor Hinton et al. [4]. Its excellent ability to learn has received wide
attention. Deep learning learns the data sample characteristics by training the data and
then performs excellent performance of classification or regression tasks, enabling it to
be applied to all aspects.

With the powerful ability of learning and inference of theDL, researchers have begun
to apply it in the field of classification of modulated signal. Timothy J et al. proposed an
algorithm based on Convolutional Neural Networks (CNN) [5], by which good results
were achievedwith 74% accuracy at high signal to noise ratio; YanlunWu et al. proposed
a CNN_LSTM algorithm [6], by modifying the full-connected layer to a long short-term
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memory network of the convolutional neural network, and the data volume was reduced
to 10% with more than 80% accuracy; Rajendran et al. proposed to directly use LSTM
for signal modulation recognition [7], and when Multilayer LSTMwas also stacked, the
experiments showed 90% accuracy when SNR > 5 dB.

Since deep learning is highly vulnerable, the proposal of defense methods against
attacks becomes necessary. In light of the vulnerability and robustness of the model,
the concept of adversarial samples is proposed by Christian Szegedy [8]. Adversarial
samples are carefully designed by the attacker to add small perturbations, which enable
the model to output artificial results with high confidence. Based on this, scholars pro-
posed adversarial defense methods based on adversarial samples. Data cleaning [9] is a
common method of defense, and the defense effect is achieved through cleaning up the
malicious data(e.g. a defense against spam detection systems, as mentioned by Nelson B
[10]).There are also methods to improve defense ability by enhancing algorithm robust-
ness (e.g. Bagging(bootstrap aggregating)、RSM(random subspace method), Antidote
[11–13] etc.). In addition to screening for malicious data, there are methods that con-
stantly add adversarial samples to the training data to enhance the robustness of the
model, which can effectively solve model overfitting, but Moosavi Dezfooli’s study
shows that new adversarial attack samples present can deceive the network again [14].

3 Our Work

In this paper, a defense method based on the GAN for signal modulation classification
attack is proposed. First, the GAN is built according to the signal dataset, trained until
the network reaches Nash equilibrium or the set maximum number of iterations; then,
the signal samples are reconstructed by using the generator G∗ in the trained GAN and
finally the reconstructed samples are input into the raw model to test its classification
accuracy.

The method this paper used is shown in Fig. 1. According to the radio signal data,
an appropriate GAN will be built, which mainly contains two parts. The first part is
generator G, which mainly utilize the input random noise to generate artificial signal.
The second part is discriminator D which mainly judge whether the signal is a real
signal or an artificial signal generated by G. The goal of generator G is generating
the most “true” signal to deceive the discriminator D. And the discriminator D is used
to correctly identify the signal is a real signal or an artificial signal generated by the
generator G with as high as possible accuracy. The two models are always competing
during mutual training. After the GAN has been trained completely, the signal samples
will be reconstructed with R times random retrain using the generator G. Since the raw
signal samples are used to train the GAN, the parameter distribution of the generator G
complies with the raw signal samples. Therefore, the reconstructed samples using the
generator G also fit the raw signal samples, thus the adversarial samples are eliminated
from the signal sample and the classification accuracy of the model will be improved.
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Fig. 1. Schematic diagram of the defense methods based on generative adversarial network.

3.1 Model

According to the signal dataset, then the GAN shown in Fig. 2 is constructed, where
the generator G is shown in Fig. 2 (a).It contains a fully-connected layer, three decon-
volutional layers, and one convolutional layer. The mathematical representation of the
fully-connected layer is given as:

z(i) = wTx(i) + b(i) (1)

where z(i) is the linear computation of the neurons; wT is the neuronal weight matrix;
x(i) represents the feature vector, and b(i) represents the bias.

The mathematical representation of the deconvolutional layer is as follows:

Hout = (Hin − 1)stride − 2padding + kernel_size (2)

Wout = (Win − 1)stride − 2padding + kernel_size (3)

In summary, the Hout is the width of the deconvolutional layer output; the Wout is
the length of the deconvolutional layer output; theHin is the width of the input deconvo-
lutional layer; the Win is the length of the input deconvolutional layer; the stride is the
convolutional step length; the padding complements the number of layers of 0 for each
edge of the input, and the kernel_size is the convolutional kernel size.

The discriminatorD is shown in Fig. 2(b), containing three convolutional layers and
two fully-connected layers. The following equation shows this process.

Hout = (Hin + 2padding − kernel_size)/stride + 1 (4)
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Fig. 2. Structure of the generative adversarial network.

Wout = (Win + 2padding − kernel_size)/stride + 1 (5)

where the Hout is the width of the deconvolutional layer output; theWout is the length of
the deconvolutional layer output; theHin is the width of the input deconvolutional layer;
the Win is the length of the input deconvolutional layer; the padding complements the
number of layers of 0 for each edge of the input and the stride is the convolutional step
length, the kernel_size is the convolutional kernel size.

3.2 Training

First, the generator of the GAN is fixed, and the random noise z is input into the generator
G, the output G(z) is get. Then the G(z) and the raw signal xori which means signal
without attack are input to the discriminator D, and we calculates cross entropy loss of
the output of the discriminator D with the confidence 0 or 1. And the parameters of the
discriminator D is trained by minimizing the loss function, where the confidence of the
artificial signal G(z) generated by the generator G is 0 and the confidence of the raw
signal G is 1. The optimization objective of the training process is:

max
D

V (D,G) = Ex∼Pdata(xori)

[
logD(x)

] + Ez∼Pz(z)
[
log(1 − D(G(z)))] (6)

where the D(·) represents the output of the discriminator D; the G(·) represents the
output of the generatorG; the xori indicates the raw signal; the z indicates random noise;
the x ∼ Pdata(xori) represents that x is sampled from the raw signal xori; the z ∼ Pz(z)
represents z sampled from random noise and the E(·) represents expectations.

Then we fix the discriminator D of the GAN, the random noise z is input into the
generator G. Then we obtain the output G(z), which is input of the discriminator D. The
cross-entropy loss is calculated between the output ofD andG(z), and the parameters of
the generator G is trained by minimizing the loss function. The optimization objective
of the training process is:

min
G

V (D,G) = Ez∼Pz(z)
[
log(1 − D(G(z)))] (7)
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The above steps are repeated until the GAN reaches a Nash equilibrium or reaches
the set maximum number of iterations, the training-completed generator G is recorded
as G∗.

3.3 Reconstruction

First, the generator G∗ in the trained generative adversarial network is selected, fixed
with constant structure and parameters. In the second step, for the generator G∗, with
random noise z, an outputG∗(z) will be produced. Then the mean square errorMSE can
be computed by G∗(z) and the adversarial signal sample xsig . The input random noise z
is trained by minimizing theMSE. The optimization objective of the training process is:

min
z

Ex∼Pdata(xsig)

[∥∥G∗(z) − xsig
∥∥
2

]
(8)

Among these, G∗(z) represents the generator G∗ obtained after training described
above; xsig represents signal sample; x ∼ Pdata(xsig) represents x is sampled from signal
sample and E(·) is expectation.

The second step is repeated until the MSE is less than the set threshold, or the
maximum number is reached iterations L:

Ex∼Pdata(xsig)

[∥∥G∗(z) − xsig
∥∥
2 ≤ θ

]
(9)

where θ is a constant (θ > 0).
The second and third steps were repeated for theR times random retrain signal which

is used to reconstruct samples, and the z∗ with the lowest error in the reconstruction was
selected:

z∗ = argmin
z∈zR

∥∥G∗(z) − xsig
∥∥2
2 (10)

Finally, the defense performance test was conducted, and the raw signal sample xori
and the reconstructed sample G∗(z∗) were respectively input into the submodel to test
its classification accuracy.

4 Experiment

4.1 Data Selection

The experiment selected the RML2016.10a signal dataset generated by simulation, and
there are 11 modulation categories as follows contained in the dataset: BFSK, BPSK,
8PSK, QPSK, 16QAM, 64QAM, WBFM, PAM4, AM-DSB, CPFSK and AM-SSB.
The SNR for each category was evenly distributed from 20 to 18 dB. Every sample is
an IQ electromagnetic signal, and the sampling rate for per sample is 128. We selected
electromagnetic signal samples with a signal-to-noise ratio above 10 db from the training
set species, and the number of samples for the experiments was 44,000.
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4.2 Experiment Setup

When building a GAN, the input dimension of the random noise z in the generator G
is 100*1. And it contains a fully-connected layer, the neurons number of which of is
2048. And there are 2 deconvolutional layers, the step length of all the two layers is 1.
All the convolutional kernel are sized with [5, 5, 128] with step length 1. The activation
functions are all “Leaky Relu”, which contains 1 convolutional layer. And the step length
of the convolutional layer is 1. The convolutional kernel size [1, 5]. The discriminator
D contains 3 convolutional layers, and the step lengths of all the three layers are 1,
the activation functions are all “Leaky Relu”, the convolutional kernel size in the first
convolutional layer is [5, 5, 64]; the second convolutional layer has a convolutional
kernel sized [5, 5, 128]; the convolutional kernel size in the third convolutional layer
is [2, 2, 128], containing 2 fully-connected layers. The number of neurons in the first
fully-connected layer is 128; the number of neurons in the second fully-connected layer
was 1, as the output of the discriminator. The mathematical expression of the “Leaky
Relu” is:

yi =
{
xi, xi ≥ 0
xi
ai

, xi ≤ 0
(11)

In this paper, ai = 2. During adversarial training, the maximum iterations was set as
20000.

For signal sample reconstruction, the selected random restarts R is 20 and the maxi-
mum number of iterations L was 800. The selected loss function is: Root Mean Squared
Error (RMSE), and the expression of the loss function is:

minRMSE =
√√√√ 1

N

N∑

i=1

(xsigi − x̂i)2 (12)

where xsigi is the signal sample, and x̂i is the reconstructed sample which means defensed
signal.

4.3 Result

In the result analysis, we use the signal data of SNR with more than 10 dB. In order
to test its defense performance, we choose 1D_ResNet [15] as the classification model,
and use the raw signal without attack to train the 1D_ResNet model. Then we test the
accuracy of the classifier using adversarial samples, and the attack methods used to
generate adversarial samples are PGD attack, DeepFool attack and JSMA attack [16–
18]. Vincent et al. had introduced a denoising method based on AutoEncoder called
Denoising AutoEncoder(DAE) [19], which is selected as the baseline contrast with our
method. As seen from Table 1, the metrics is classification accuracy, with all attack, the
accuracy of our defense method is higher than DAE, which shows that this method has
better defense capability.
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Table 1. Defense performance under different attack.

Attack Without attack Without defense DAE Our

PGD 91.24% 0.00% 67.49% 75.68%

DeepFool 91.24% 0.15% 78.68% 81.69%

JSMA 91.24% 1.95% 74.60% 78.61%

5 Conclusion

We know that although deep learning has been broadly used in all kinds of domains
and has also achieved very good performance, a large number of researches show that
deep learning is vulnerable to attack, we can add perturbations to achieve accurate
control misclassification category. The deep learning model classification accuracy will
be greatly reduced, which pose great danger to radio safe transmission. This paper
proposes a defense method based on GAN, which generates network reconstructed
signal samples to improve the classification accuracy of the model, and thus improve the
defense ability against adversarial samples. From the experiments, the defense method
has good performances.
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Abstract. Blockchain technology supports the generation and record
of transactions, and maintains the fairness and openness of the cryp-
tocurrency system. However, many fraudsters utilize smart contracts
to create fraudulent Ponzi schemes for profiting on Ethereum, which
seriously affects financial security. Most existing Ponzi scheme detec-
tion techniques suffer from two major restricted problems: the lack of
motivation for temporal early warning and failure to fuse multi-source
information finally cause the lagging and unsatisfactory performance of
Ethereum Ponzi scheme detection. In this paper, we propose a dual-
channel early warning framework for Ethereum Ponzi schemes, named
Ponzi-Warning, which performs feature extraction and fusion on both
code and transaction levels. Moreover, we represent a temporal evolution
augmentation strategy for generating transaction graph sequences, which
can effectively increase the data scale and introduce temporal informa-
tion. Comprehensive experiments on our Ponzi scheme datasets demon-
strate the effectiveness and timeliness of our framework for detecting the
Ponzi contract accounts.

Keywords: Ethereum · Ponzi scheme detection · Graph
classification · Early warning

1 Introduction

Ponzi scheme [1] is a traditional financial fraud that lures investors into investing
by promising high returns, and pays profits to earlier investors with funds from
more recent investors, convincing them that the profits came from legitimate
business activity. Traditional Ponzi schemes generally share similar characteris-
tics that deserve high vigilance of the investors: 1) Suspiciously high investment
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returns with little or no risk; 2) Overly consistent returns; 3) Secretive or com-
plex strategies [2]. However, with the rapid development of Blockchain technique
and its widespread adoption in the field of digital cryptocurrencies, these tradi-
tional Ponzi fraud has also infected the digital finance world. Fraudsters com-
bine Ponzi schemes with blockchain technology (i.e., Smart Contracts) to create
a new form of fraud — the smart Ponzi scheme. In Ethereum, the fraudsters
create and deploy fraudulent Ponzi contracts, and advertise them as high-return
investments, finally swindle money without offline publicity by spreading Ponzi
contract addresses to victims in any way such as emails, chat groups, web links,
apps, etc. Although the Ponzi contract code with complex logic is incomprehen-
sible to investors, it is still trusted because of the openness, transparency and
immutability characteristics of blockchain technique. According to a report pub-
lished by the Cryptoanalysis, a cryptocurrency investigation and risk analysis
company, Ponzi schemes, fraudulent ICOs and other forms of fraud are on the
rise, causing at least $725 million in losses so far. As a result, financial security
has become a top priority in the blockchain ecosystem [3].

Existing Ponzi scheme detection methods in Ethereum mainly concentrate
on manual feature engineering and graph representation learning. The former
mainly combines traditional machine learning methods and manual features (i.e.
statistical and structural features) of accounts to detect Ponzi contracts. The sta-
tistical features can be code-level [4,5] or transaction-level [6] while the structural
features can be behavior patterns [7,8]. The latter generally constructs Ethereum
transaction graphs and utilizes graph representation learning techniques to cap-
ture implicit features. The transaction graphs generally consist of account nodes
and transaction edges, while the graph representation learning methods can be
random walk [9,10] and graph neural network [11]. However, there are still two
major restricted problems on existing research of Ponzi detection:

• Lack of motivation for temporal early warning. The existing meth-
ods utilize the last transaction records to detect Ponzi contracts from the
moment the fraud has occurred, i.e., following a hindsight perspective, instead
of taking temporal information of account behaviors into consideration, which
results in failure to detect the occurrence of Ponzi schemes and impose sanc-
tions in a timely manner.

• Failure to fuse multi-source information. Multi-source information such
as contract codes and transaction records is available for Ponzi detection.
However, existing methods usually use a single type of features, or simply
concatenate multi-source features for Ponzi detection, without adaptive pro-
cessing and organic fusion.

To address the above problems, in this paper, we propose Dual-channel Early
Warning Framework (Ponzi-Warning) for detecting the Ethereum Ponzi scheme.
We first collect and collate all current known Ethereum Ponzi scheme data
involving contract addresses and corresponding labels from different blockchain
platforms, yielding an Ethereum Ponzi Scheme Dataset. Then we propose a
Temporal Evaluation Augmentation strategy for generating transaction graph
sequences that reserve temporal transaction information of contract accounts.
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Finally, we design a dual-channel early warning framework that fuses multi-
source information and consists of a code-aware channel and transaction-aware
channel. The code-aware channel can extract contract opcode features via an
MLP model, and the transaction-aware channel can capture the structural trans-
action behavior features via arbitrary GNN models. The output of the two chan-
nels will be concatenated and fed into the classifiers to identify Ponzi contracts.
Extensive experiments are conducted on real-world datasets to verify the effec-
tiveness of Ponzi-Warning.

This work has the following contributions:

• We collect and collate all current known Ethereum Ponzi scheme data involv-
ing contract addresses and corresponding labels from different blockchain
platforms, yielding an Ethereum Ponzi Scheme Dataset.

• We propose a temporal evolution augmentation (TEAug) strategy for gen-
erating transaction graphs of different scales, which can alleviate the data
scarcity and imbalance to some extent without using fake data generation
techniques.

• We propose a dual-channel early warning framework (Ponzi-Warning) for
Ponzi schemes, which can extract and fuse code-level and transaction-level
features from raw data, further achieving powerful and timely early warning
for Ponzi schemes on Ethereum.

The rest of the paper is organized as follows. The related work of Ponzi scheme
detection is presented in Sect. 2. The proposed Ponzi-Warning framework is
detailedly described in Sect. 3. The experimental results and discussion are pre-
sented in Sect. 4. We conclude our work in Sect. 5.

2 Related Work

Ponzi schemes in Ethereum not only retain the characteristics of traditional
Ponzi schemes, but also make use of smart contracts.

For a newly created contract, there is no transaction record related to it
on the blockchain platforms, so we can only judge its legitimacy by using the
characteristics of contract codes, that is, to detect whether it is a Ponzi contract.
Bartoletti et al. [4] pioneered an Ethereum Ponzi scheme detection method,
where they first classified Ponzi schemes into four categories (i.e. tree, chain,
waterfall and permission transfer) based on the logic of the contract source code,
and further detect Ponzi schemes by using Levenshtein distance to measure the
similarity between bytecodes. Lou et al. [5] converted bytecodes into single-
channel images and used a convolutional neural network for image recognition
to achieve Ponzi scheme detection.

Once the contract is deployed, the transaction record related to it will be
generated once the contract is called. In this case, the transaction features can
also serve to detect whether it is a Ponzi contract. Jung et al. [6] extracted
transaction features from the transaction records of different time periods and
combined with the opcode features, finally inputting them to different machine
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learning classifiers for Ponzi detection. Hu et al. [12] used the transaction records
to analyze the investment and return features, and trained LSTM models with
the contract transaction data for future Ponzi scheme detection.

In the final stage of a Ponzi scheme, the complete transaction history is
available. At this point, most of the work is to combine the complete transaction
features with the code features for Ponzi scheme detection. Chen et al. [13,14]
used machine learning methods to identify Ponzi contracts by analyzing account
features and opcode features. Zhang et al. [15] considered bytecode features on
top of existing features, again detected by the LightGBM model.

3 Methodology

To be clear, the Ponzi scheme studied in this paper is a blockchain financial
fraud generated by the Ponzi contract deployed on the Ethereum platform to
attract external investment, excluding the Ponzi scheme that uses email, social
media and other means to defraud under the guise of spreading the concept of
“blockchain”.

Table 1. Statastics of the Ethereum
Ponzi contract addresses we collected.

Ponzi Feature Transaction Num.Num.

address Code Trans. Min. Max. � 100

Code (only) 68
√

0 0 0
Code & Trans 230

√ √
1 105005 75

All 298 1 105005 75

Table 2. Statastics of the Ethereum
Ponzi scheme dataset.

Contract Feature Transaction Num.Num.

address Code Trans. Min. Max. � 100

Ponzi 75
√ √

103 105005 75 (100%)
Non-Ponzi 325

√ √
100 11761 325 (100%)

All 400
√ √

100 105005 400

3.1 Data Collection

Since the known Ponzi schemes published by different platforms are not com-
pletely consistent, we collect and collate all current known Ethereum Ponzi
scheme data involving contract addresses and corresponding labels from dif-
ferent platforms such as Etherscan1, XBlock2 and Google Cloud3, as shown in
Table 1. Moreover, we consider Ponzi detection as a classification problem, so
we select an additional part (325) of normal contract accounts with transaction
records as negative samples, and combine them with all Ponzi contract accounts
with transaction records (75), yielding an Ethereum Ponzi Scheme Dataset
(Eth-Ponzi Dataset, symbolized as D here), see Table 2. Formally, we rep-
resent the dataset as D = {(ai, yi)}, where yi is the identity label reflecting
whether the account ai is a Ponzi account (1 for Ponzi, 0 for non-Ponzi).

1 https://cn.etherscan.com/.
2 http://xblock.pro/.
3 http://goo.gl/CvdxBp.

https://cn.etherscan.com/
http://xblock.pro/
http://goo.gl/CvdxBp
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3.2 Micro Transaction Graph

The fraudulent behavior of Ponzi schemes is mainly manifested in the interac-
tions between the central Ponzi contract and the surrounding investor accounts.
Hence for a target contract account a, we can construct a contract-centric micro
transaction graph using all the transaction records related to this account, yield-
ing g = (a, V,E(t),xc,Xt, y), where node set V consists of accounts involved in
these transactions, edge set E(t) consists of related transactions with times-
tamp. Note that the node set V consists of the target contract account(CA)
a, externally owned accounts(EOA) participating in the transactions, and other
possible contract accounts. The CA is controlled by the smart contract code, but
the EOA is not, so we use xc to represent the code features of the target CA a,
and Xt to represent the transaction features of all accounts. The code features
are 76-dimensional vectors consisting of the frequency of different opcodes, and
the transaction features are 15-dimensional manual features that are consistent
with [8].

3.3 Temporal Evolution Augmentation of Transaction Graph

As we concern above, existing Ponzi detection methods follow hindsight and uti-
lize the last transaction records (i.e. the full transaction graph) to detect Ponzi
schemes, which fails to provide timely warning and sanctions for such financial
risks. In this paper, we propose a Temporal Evolution Augmentation (TEAug)
strategy for transaction graph with the following purposes: 1) Ponzi schemes on
Ethereum begin with the creation and deployment of Ponzi contracts, experi-
ence interactions with surrounding investors, and end with the scammer running
away with the money or being detected, which is a temporal evolution process.
We use TEAug to highlight the micro transaction states of Ponzi contracts in
different life cycles. 2) The number of known Ethereum Ponzi schemes is small
(several hundred), and direct training with existing data can easily lead to over-
fitting and low generalization of detection models. We consider TEAug as a data
augmentation strategy and increase the scale of trainable data.

For each CA in Eth-Ponzi Dataset, we can construct corresponding micro
transaction graph, finally yielding a graph set Dg = {gi | ∀ai ∈ D}. During
TEAug, we perform data augmentation on each transaction graph gi based on
a fixed-scale growth of the number of transactions over time (parameterized by
Δnt), as illustrated in Fig. 1. Formally, for a transaction graph gi, TEAug gen-
erates a series of transaction subgraphs of different scales based on transaction
timestamps:

{g1i ,g
2
i , · · · , gmi } ← TEAug (gi,Δnt,m) ,

where gki ⊆ gi and y(gki ) = y(gi) and |Ek+1
i (t)| = |Ek

i (t)| + Δnt.
(1)

Note that each augmented transaction graph gki is actually the subgraph of gi
and has the same label. After TEAug, we obtain a larger transaction graph
dataset with 4000 samples.
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Fig. 1. Illustration of temporal evolution augmentation for Ethereum Ponzi scheme
dataset.

Fig. 2. Illustration of dual-channel early warning model for Ethereum Ponzi schemes

3.4 Dual-Channel Early Warning Model

In this section, we present a dual-channel early warning model for Ethereum
Ponzi schemes, named Ponzi-Warning, which focuses on both the contract
code and transaction behavior for detecting the occurrence of Ponzi schemes
in Ethereum. As illustrated in Fig. 2, this model mainly consists of two chan-
nels: the code-aware channel and the transaction-aware channel. The former
characterizes the code-level features of contract accounts and can take effect at
any time after the smart contract is created, and the latter characterizes the
transaction behavior patterns of contract accounts and will only take effect after
the smart contracts are called and transaction records are generated.
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Code-Aware Channel. For the contract account dataset D, we use the feature
matrix Xc ∈ R

n×fc to represent the code features of the contract accounts in the
dataset, where the i-th row of the matrix represents the code feature vector of the
i-th contract account ai, n is the number of target contract accounts (n = 400)
and fc is the dimension of initial code features. In this channel, a multi-layer
perceptron (MLP) is applied for capturing the implicit code features:

Zc = MLP (Xc) . (2)

Transaction-Aware Channel. This channel is a generic feature extraction
module that can be compatible with arbitrary GNN layers, aiming at capturing
the behavior features implicit in transaction records. The input of this channel
is the lightweight transaction graphs sampled from the augmented dataset and
processed through merging multiple edges, and the output is the aggregated
graph features Zt.

Formally, graph neural networks (GNN) generalize the convolution operator
to irregular graph domains, which can be expressed as a neighborhood aggrega-
tion or message passing scheme. The message pass graph neural networks can
be represented as:

GNNLayer: x(k)
i = γ(k)

(
x(k−1)
i ,�j∈N (i)φ

(k)
(
x(k−1)
i ,x(k−1)

j

))
, (3)

where x(k−1)
i ∈ R

F denotes the node features of vi in layer (k − 1), N (i) denotes
the neighbor set of vi, � denotes a differentiable aggregation function, e.g., sum,
mean or max, and γ and φ denote differentiable functions such as MLPs.

For an input transaction graph g, we stack multiple GNN layers (e.g. two
layers) to aggregate and update the node (account) features:

Ht = GNNLayer2
(
GNNLayer1

(
Xt, A

))
, (4)

where A is the adjacency matrix of g that reflects the topological information.
Finally, a graph pooling operation will be performed to obtain the whole-graph
representation that reflects the graph-level account behavior pattern features:

zt = GraphPoolingLayer
(
Ht

)
. (5)

Dual-Channel Joint for Prediction. The code features output by the code-
aware channel and the pattern features output by the transaction-aware channel
will be combined through a concatenation operation, and input into a fully
connected layer for Ponzi detection:

Z = Concat
(
Zc,Zt

)
, (6)

Ŷ = Softmax (MLP (Z)) . (7)

where Ŷ is the set of predicted labels.
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4 Experiments

In this section, we perform empirical evaluations to demonstrate the effectiveness
of the proposed Ponzi-Warning framework, answering the following research
questions:

• RQ1: How effective and timely is the proposed Ponzi-Warning framework
for detecting Ponzi schemes in Ethereum?

• RQ2: How do code and transaction features affect Ponzi scheme detection?
• RQ3: What is the appropriate transaction threshold in our framework for

reporting Ponzi schemes?
• RQ3: How does the backbone model affect Ponzi scheme detection?

4.1 Data Setting

As we can see from Table 1, 22.82% of the Ponzi contracts have no transaction
records and 52.01% of the Ponzi contracts have transaction records of no more
than 100. We filter these contracts with transaction records of less than 100,
and use the remaining Ponzi contracts as well as additionally sampled normal
contracts, as shown in Table 2, to evaluate our proposed model.

We split dataset D into training, validation and testing sets with a proportion
of Dtrain : Dval : Dtest = 256 : 64 : 80. We perform TEAug in the three parts:

Daug
train =

⋃
gi∈Dtrain

{g1i , g
2
i , · · · , gmi } ← TEAug (Dtrain,Δnt,m) ,

Daug
val =

⋃
gi∈Dval

{g1i , g
2
i , · · · , gmi } ← TEAug (Dval,Δnt,m) ,

Daug-i
test = {gi1, g

i
2, · · · , gi|Dtest|}, i ∈ {1, 2, · · · ,m} ← TEAug (Dtest,Δnt,m) .

(8)

Note that we mix augmented samples of all scales (1 to m) to form the augmented
training set Daug

train. for Dval, we take augmented samples of all scales to validate
our model performance to find the best model parameters. As for Dtest, we mix
all augmented samples of the same scale to form the augmented training set at
that scale, finally yielding m augmented validation sets and augmented testing
sets, respectively.

4.2 Baselines

Manual feature engineering relies on high-performance downstream classifiers
to achieve good task performance, so we use three ensemble learning mod-
els, XGBoost classifier (XGB), Random forest classifier (RFC) and AdaBoost
classifier (ADA), to directly learn the function mapping manual features to
account identity. Meanwhile, since we emphasize the high compatibility of the
transaction-aware channel, we use five GNN models for evaluation, namely
GCN [11], GAT [16], ASAPooling [17], SAGPooling [18,19] and GlobalAtten-
tionNet(GLAN) [20].
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Table 3. Statistics of augmented datasets (after lightweight) of different scales. avg.|V |
and avg.|E| are the average numbers of nodes and edges, respectively.

Scale (m = 10,Δnt = 10 )
avg.|V | avg.|E| Proportion

i |Ek
i (t)|

1 10 6.76 6.52

2 20 11.08 11.35

3 30 15.12 15.89

4 40 19.11 20.34

5 50 23.09 24.74
75:325

6 60 27.01 29.13

7 70 30.89 33.50

8 80 34.72 37.76

9 90 38.45 41.91

10 100 42.12 46.06

4.3 Experiment Setting

For the hyperparameter inTEAug, we set the scale growth (Δnt) as 10, and set the
augmentation number (m) as 10. Our model is implemented based on the Pytorch-
geometric4. For all methods, the random seed is set as 0, the hidden dimension
of each channel is searched from [16, 32, 64, 128], the graph pooling operation is
chosen from [MaxPooling,MeanPooling,SumPooling], and the transaction-aware
channel is implemented using 2-layer GNN. In addition, all parameters of the
model are initialized using a Gaussian distribution with a mean and standard devi-
ation of 0 and 0.1, respectively. And the batch size and L2 penalty are set to 200
and 10−5, respectively, and a negative log-likelihood loss function is used. The
Adam optimizer is used to optimize these parameters, where the initial learning
rate and the dropout rate are set to 0.01 and 0.1, respectively.

We use Daug
train for model training, and validate and test our model using

corresponding augmented sets with different scales. We repeat the experiments
five times and report the average F1-score at different stages of the temporal
transaction evolution.

4.4 Evaluation on Ponzi Detection (RQ1)

To answer RQ1, we evaluate the performance of all the methods in the task of
Ponzi scheme detection on Ethereum. Table 4 reports the detection results, from
which we can obtain the following Observations.

(1) Obs.1. Both code and transaction features play an important role
in Ponzi detection, and our framework achieves the best per-
formance. Overall, our framework outperforms all the other compared

4 https://github.com/pyg-team/pytorch geometric.

https://github.com/pyg-team/pytorch_geometric
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Table 4. Performance comparison results w.r.t. F1-score on Ethereum Ponzi scheme
dataset.

Method Feature Scale

Name Channel-1 Channel-2 Code Trans. 1 2 3 4 5 6 7 8 9 10

Code-aware MLP × √
0.8908 0.8908 0.8908 0.8908 0.8908 0.8908 0.8908 0.8908 0.8908 0.8908

Trans-aware × GCN
√

0.8283 0.8582 0.8685 0.8604 0.8627 0.8713 0.8880 0.8858 0.8831 0.8980

Ours No MLP GCN
√ √

0.8740 0.8794 0.8928 0.9056 0.9021 0.9019 0.9077 0.9167 0.9169 0.9164

Ours MLP GCN
√ √

0.9054 0.9077 0.9077 0.9100 0.9100 0.9100 0.9124 0.9171 0.9171 0.9171

Trans-aware × GAT
√

0.8596 0.8659 0.8685 0.8625 0.8627 0.8841 0.8892 0.8863 0.8938 0.8989

Ours No MLP GAT
√ √

0.8802 0.8864 0.8962 0.8946 0.9026 0.9017 0.8976 0.901 0.9093 0.9093

Ours MLP GAT
√ √

0.9012 0.9016 0.9038 0.9065 0.9134 0.918 0.9228 0.9228 0.9202 0.9230

Trans-aware × SAGPooling
√

0.8569 0.8888 0.8869 0.8894 0.9007 0.9119 0.9120 0.9137 0.9170 0.9154

Ours No MLP SAGPooling
√ √

0.8869 0.9017 0.9094 0.9164 0.9164 0.9161 0.9244 0.9177 0.9232 0.9233

Ours MLP SAGPooling
√ √

0.9040 0.9041 0.9092 0.9212 0.9186 0.9261 0.9288 0.9288 0.9288 0.9311

Trans-aware × ASAPooling
√

0.8452 0.8783 0.8774 0.8915 0.9075 0.9064 0.9034 0.9119 0.9119 0.9119

Ours No MLP ASAPooling
√ √

0.8940 0.9054 0.9000 0.9178 0.9199 0.9196 0.9199 0.9231 0.9231 0.9184

Ours MLP ASAPooling
√ √

0.9233 0.9239 0.9239 0.9239 0.9239 0.9239 0.9239 0.9239 0.9239 0.9245

Trans-aware × GLAN
√

0.8478 0.8647 0.8937 0.9016 0.8908 0.9038 0.9109 0.9146 0.9017 0.9182

Ours No MLP GLAN
√ √

0.8857 0.9025 0.8946 0.9114 0.9009 0.9082 0.9154 0.9185 0.9186 0.9187

Ours MLP GLAN
√ √

0.9164 0.9118 0.9182 0.9182 0.9182 0.9204 0.9280 0.9280 0.9280 0.9280

frameworks by a significant margin. When compared with the “code-aware”
method that only uses code features and MLP model for Ponzi detec-
tion, our Ponzi-Warning achieves 0.74% ∼ 4.03% average relative improve-
ment. When compared with the “transaction-aware” method that only uses
transaction graph and GNN model for Ponzi detection, our Ponzi-Warning
achieves 0.98% ∼ 2.41% average relative improvement. These phenomena
suggest that both the smart contract code and account transaction behavior
can expose the information related to account identity.

(2) Obs.2. Our framework enables timely early warning of Ponzi
schemes. The transaction graph is constructed based on the transaction
records with timestamp information. During TEAug, we only generate the
transaction graphs by using transaction records no more than 100, i.e., yield-
ing small-scale transaction graphs. A smaller-scale transaction graph (with
Scale ID i ≤ 10) shows a less active time of the central contract account.
Our method achieves high and stable detection performance on small-scale
transaction graphs, indicating that our Ponzi-Warning can achieve timely
early warning of Ponzi schemes.

4.5 Single Channel Analysis (RQ2)

To answer RQ2, we analyze the performance of each channel independently and
obtain the following Observations.

(1) Obs.3. The characteristics of the code carry the purpose of the
contract creation. Code features accompany the entire life cycle of a con-
tract account, and we can use code features to perform Ponzi detection at
the initial stage of contract creation. From Table 4, we can observe that using
only code features has achieved detection accuracy up to 89%, far surpassing
the method of using transaction features in the early stages, indicating that
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Table 5. The top 5 most important opcode features of Ponzi and non-Ponzi contracts.

Comparison Opcode Explanation Proportion

returndatasize Size of the last returndata 207.13

returndatacopy Copy the returned data 59.22

Ponzi : non-Ponzi codesize Length of the contract 6.21

gaslimit Block gas limit of the current block 2.53

smod int256 modulo 1.97

delegatecall Calling another contract’s method using
the current contract’s store

17.31

create2 Create a subcontract using a defined
address

14.31

non-Ponzi : Ponzi byte Return (u)int256 x the i-th byte starting
from the highest byte

5.31

difficulty Difficulty of the current block 4.62

sar int256 right shift 3.92

there is a strong correlation between the characteristics of the contract code
and the legitimacy of the contract account. We list the top 5 most important
opcodes of Ponzi and non-Ponzi contracts according to the feature impor-
tance analysis of RFC, as shown in Table 5. We observe that Ponzi contracts
involve more “returndata” opcodes and will make plenty of judgments about
the “returndata”. On the contrary, non-Ponzi contracts involve more “dele-
gatecall” and “create” opcodes, which suggests that normal contracts would
have a large number of methods to call other contracts, while the nature of
Ponzi schemes is to attempt to carry out as much fraud as possible in one
contract.

(2) Obs.4. The characteristics of the transaction records expose the
purpose of the contract creation over time. Transaction features can
only be available after transaction has occurred. From Table 3, we can
observe that with few transaction records (with Scale ID i = 1), the
transaction-aware channel achieves poor detection performance. And the
performance of this channel is greatly improved as the size of the transaction
graph increases, indicating that more transaction records can expose more
account purpose, thereby improving the Ponzi detection. Furthermore, we
find that transaction-aware channel can achieve a higher performance limit
than code-aware channel, which inspires us to perform dynamic detection
for better early warning.

4.6 Threshold of Reporting Ponzi Schemes (RQ3)

To answer RQ3, we further analyze the performance curve in Fig. 3 in terms
of detection accuracy and timeliness. The two types of curves (GNNs and our
framework) all show a certain upward trend, in which the former shows a poor
initial performance and a large increase, while the latter shows a power initial
performance and a stable and small increase. In our framework, the high initial
performance benefits from the blessing of the code channel, and the subsequent
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Fig. 3. Performance comparison between our framework and the ordinary graph neural
network methods under different scales of transactions.

increase benefits from the temporal evolution of the transaction. We further
observe that in most cases, the performance curves rise first, reach the critical
point when the Scale ID equals to 7, and then gradually stabilize. So we reason-
ably consider 70 (with Scale ID i = 7) as the appropriate transaction threshold
for reporting Ponzi schemes.

4.7 Ablation Study

To answer RQ4, we perform an ablation study by removing or replacing the
backbone models in the two channels. As shown in Fig. 4 and 5, the corresponding
observation results have the following aspects:

Fig. 4. Performance comparison between code-aware channels with and without MLP.
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Fig. 5. Performance comparison between GNNs and machine learning methods under
different transaction scales in the case of transaction-only features.

(1) Obs.5. Further feature extraction on initial opcode features ben-
efits Ponzi detection. We first remove the backbone model (MLP) in
the code-aware channel, and directly concatenate the unprocessed initial
code features and the output of the transaction-aware channel, yielding the
comparison graph Our(GNN) noMLP. As shown in Fig. 4, we observe that
Our(GNN) always outperforms Our(GNN) noMLP across all scales, suggest-
ing that implicit information extracted from initial code features can sig-
nificantly improve the Ponzi detection. This phenomenon encourages us to
further design more powerful backbone models in the code-aware channel.

(2) Obs.6. Powerful GNN models can capture the account interaction
behavior benefitting Ponzi detection. We replace the backbone model
(GNN) in the transaction-aware channel with machine learning models, and
compare the performance difference. As shown in Fig. 5, we observe that
three more powerful GNN models outperform machine learning methods
while GCN and GAT obtain relatively poor performance, indicating that
the structural interaction behavior features captured by the GNN models
can improve the Ponzi detection.

5 Conclusion

In this paper, we propose a dual-channel early warning framework for Ethereum
Ponzi schemes, which can effectively extract and fuse code-level and transaction-
level features. Experimental results demonstrate that our framework can achieve
effective and timely early warning for Ponzi schemes. Moreover, we also analyze
the code and transaction level differences between normal and Ponzi accounts.
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In the future work, we will consider designing a more powerful code-aware chan-
nel and replacing the transaction-aware channel with a dynamic graph neural
network model for better Ponzi detection.
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Abstract. The development of social media has changed the way of
information consumption by the public, and it has also shifted the spread
of rumors from offline to online. The combined multiscale nature of
rumors makes it challenging to develop an effective rumor detection
method. This raises the fashion of multi-modal rumor detection. How-
ever, these multi-modal methods usually focus on explicit textual and
visual features, ignoring the sentiment hidden in textual content, which
expresses the individuals’ opinions. Thus, we propose a rumor detection
model based on temporal sentiment features in this work. Specifically,
we first extract the temporal sentiment feature and text vectors from the
text content in normalized reply series, then combine these two vectors as
the microblog representation. After that, we apply RvNN to capture the
comprehensive representation of the event. Finally, we adopt the multi-
layer perceptron neural network to detect rumors. The experiments on
two real-world datasets, i.e., Weibo and RumourEval-2019, show that our
method performs better than baseline methods. Moreover, the ablation
study and the early rumor detection experiments show the effectiveness
of our temporal sentiment feature. Our work supplements current rumor
detection methods and highlights the important role of temporal senti-
ment features in rumor spreading.

Keywords: Rumor detection · Rumor spreading · Sentiment analyze ·
Temporal sentiment · Social network

1 Introduction

The development of social media has changed the way of information consump-
tion by the public. However, the massive amount of information also brought
many rumors [1,2]. Rumor is defined as information without official verifica-
tion [3,4] and most rumors have a bad influence, for example, a lot of rumors
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
X. Meng et al. (Eds.): BDSC 2022, CCIS 1640, pp. 275–290, 2022.
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emerged during the 2016 US election [5] and the period of the COVID-19
pandemic [6,7]. However, the cost of rumor detection is high, especially for
the manual fact-checking methods [8]. And unfortunately, research has proven
that humans are only a little better than random identification when facing
rumors [9]. Therefore, it is necessary to develop effective rumor detection meth-
ods. Fortunately, with the continuous development of deep learning [10–14],
more and more rumor detection methods have been proposed and used to detect
rumors [15–19].

Most of the transitional rumor detection methods focus on textual fea-
tures [20]. Recently, as social media develops, more features are investigated
and integrated as the complex representation of the rumors [17,21], e.g., visual
features. However, malicious users still can easily manipulate textual content
and images through technology, e.g., deep fake and text generation, and human
beings hard detect these generations [22–24]. Furthermore, compared to social
media’s textual and visual features, the propagation features are hard to manip-
ulate by malicious users. Thus, more and more multi-modal detection models
integrate the propagation feature into their methods [25–27].

Sentiments as a representation of people’s psychological state [28] have also
received increasing attention from researchers [29–36]. Most existing sentiment-
based rumor detection methods treat sentiment as a supplement attribute of
textual features [29,35] but ignore the sentiment change when the information
spreads. Recent research finds that sentiment will change with the spreading of
rumors, e.g., Davoudi et al. constructed and analyzed the sentiment network by
connecting posts with similar sentiment scores, and found the event sentiment
changes as rumor spreading [36].

To effectively capture the sentiment feature change as the rumor spreads, we
propose the temporal sentiment feature, which encodes the sentiment of the text
content and the normalized reply series. By integrating the temporal sentiment
feature into the microblog representation, we propose a new model to detect
rumors. Extensive experiments on the two real-world datasets, i.e., Weibo and
RumourEval-2019, show that our proposed method performs better than the
baselines. Moreover, the ablation study and early detection experiments prove
the effectiveness of our temporal sentiment feature.

The main contributions of our work are summarized as follows:

• We propose the temporal sentiment feature, which can effectively capture the
sentiment feature as information spreading.

• We propose a new multi-modal rumor detection method that includes the
temporal sentiment feature. The results in two real-world datasets, i.e., the
Weibo and RumourEval-2019, show that our proposed method performs bet-
ter than the baseline methods, and the ablation study proves the effectiveness
of our temporal sentiment feature.

The rest of this paper is organized as follows: Sect. 2 introduces related work,
Sect. 3 presents the details of our method, and Sect. 4 gives detailed experimental
steps, results, and discussions. Finally, we summarize our work in Sect. 5.
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2 Related Work

2.1 Single-Modal Rumor Detection

The existing rumor detection methods can be roughly divided into single-
modal and multi-modal methods. Single-modal methods mainly focus on one
type of rumor feature, i.e., statistical and embedded features from text con-
tent [16,18,37], visual features from images [38,39] and propagation features
from spreading networks or social networks [15,40]. For example, Bond et al.
focused on the difference of rumors in semantic-level features in text content [37],
such as the uncertainty words. Kaliyar et al. proposed the FakeBERT model to
detect rumors, which mainly utilized the BERT to embed the text content of the
microblogs [16]. For rumor detection based on visual features, Guarnera et al.
modeled the convolutional generative process and extracted a set of local features
utilizing the Expectation Maximization algorithm to detect the fake images [39].
Furthermore, Zhao et al. proposed a multi-attentional deepfake detection net-
work that consisted of multiple spatial attention heads, visual feature enhance-
ment blocks, and attention maps to find the fake images in rumors [38]. Moreover,
Ma et al. proposed the PTK model to detect rumors which evaluated the similar-
ities of propagation tree structures between rumors [40]. Bian et al. proposed the
Bi-GCN model to explore the propagation and dispersion structures of rumors
with top-down and bottom-up GCN [15].

2.2 Multi-modal Rumor Detection

However, single-modal methods can not capture the multi-media nature of social
media. Thus, the single-modal methods are challenged by multi-media infor-
mation and lead to low accuracy. Furthermore, the development of deep fake
and text generation techniques makes malicious users can fool the rumor detec-
tion models easily [22–24]. For this reason, multi-modal methods are developed
to capture the multi-information, e.g., combining the textual and visual fea-
tures [17,21,41]. For example, Qian et al. proposed the HMCAN model, which
used the ResNet to extract features of the image and used the BERT to extract
features of text content [17]. Wang et al. proposed the EANN model, which used
the Text-CNN to extract the feature of text content and the VGG-19 to extract
the visual feature [21]. There are also many multi-modal methods based on the
textual and user features. For example, Vo et al. proposed the MAC model,
which combined the user information with the text content and used the atten-
tion mechanism to capture the feature of the source post and the replies [42].
Dou et al. combined the user engagement information and the text content to
detect the rumors [43]. Furthermore, multi-modal methods also exist based on
the propagation structure and text content. For example, Lu et al. proposed the
GCAN model, which fused the text embedding and propagation representation
to detect the rumors [19].
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2.3 Rumor Detection Based on Sentiment Analyze

The sentiment is a latent textual feature hidden in the text content. It has been
proven that sentiment is a vital feature for rumor detection [32,33,44]. Most
previous sentiment based rumor detection methods focus on the sentiment in
the source microblogs, such as Mackey et al. combined sentiment and the word
embedding of source microblog [30]. Yang et al. proposed the TI-CNN model to
extract the explicit and latent features of microblogs, where their explicit feature
of the text included the sentiment [31]. Wang et al. proposed the SD-DTS-GRU
model, which focused on the fine-grained sentiment of source microblogs [32].
There are also works focusing on the sentiment of both source microblogs and
replies [29,35,45]. For example, Zhang et al. combined the publisher sentiment,
social sentiment, and the sentiment gap as the dual emotion features with exist-
ing rumor detection methods to detect the rumors [29]. Guo et al. proposed the
EFN model, which captured both sources’ and replies’ textual and sentimen-
tal features for rumor detection [45]. Recent research shows that the sentiment
changes as the information spreads, and has a significant difference between
rumor and non-rumor [46,47]. For this reason, Davoudi et al. proposed the DSS
model, which captured the features of the sentiment network and propagation
tree to detect rumors [36]. Inspired by the above works, we designed the temporal
sentiment feature to detect rumors in this study.

3 Method

Our work focuses on rumor detection on social networks. The architecture of
our model is illustrated in Fig. 1. As shown in Fig. 1, the architecture consists of
three components, i.e., Microblog Representation, Comprehensive Representa-
tion and Rumor Classifier. First, we use Microblog Representation to represent
one microblog of the event, then use the RvNN to catch the feature of microblog
representation along the spreading path and get the Comprehensive Represen-
tation of the event. Finally, the Rumor Classifier is used to judge whether the
event is a rumor.

3.1 Problem Statement

We denote the event-based dataset as C = {C1, C2, ..., C|C|}, where |C| represents
the number of event. Each event Ci is modeled as a tree structure Ci = 〈Vi, Ei〉
where i is the index of event. And Vi = {ti0, t

i
1, t

i
2, ..., t

i
ki−1} is the set of nodes,

where ki is the number of microblogs of event Ci, tij is the microblogs of event Ci

and the j is the index of microblog which are sorted by posting order. Because
the source microblog must be the first microblog of the event Ci, so the j of
the source microblog is 0 and we use ti0 represents the source microblog of event
Ci. Ei = {eist|s, t = 0, ..., ki − 1} is the edge set of event Ci. For example, if tim
is the replay of tin, where the tin and tim represent two microblogs in event Ci,
there will have a direct edge tin → tim, i.e., einm. The rumor detection task can
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Fig. 1. The architecture of the proposed rumor detection model.

be defined as a classification problem, thus, our model outputs the ŷi ∈ 0, 1 to
detect label of event Ci, where yi = 1 and yi = 0 denote the post is rumor and
non-rumor, respectively.

3.2 Microblog Representation

Temporal Sentiment Feature. The sentiment as a representation of people’s
psychological state is hidden in the text content. In this work, we use the Baidu
sentiment API1 and the NLTK2 to analyze the sentiment of the Chinese and
English text, respectively. These sentiment analysis tools give a sentiment score
scoreij of the text of microblog j in event i and range from −1 to 1, the score
closer to 1, the more positive the text is.

To characterize the temporal features, we use a one-hot vector to encode the
replies in the microblog in posting order. However, the number of responses to
different social posts is heterogeneous and cannot be directly encoded, e.g., the
dimension is different. Furthermore, the time interval between the two replies
in the same event has a large variation, e.g., there are many replies in the early
period and short time, accompanied by sporadic replies in the later period.
Therefore, we need to normalize the length of the reply series, whose length is
the number of posts. It should be noted that our reply series includes the source
post. We use the following function to map the original one-hot vector to the
normalized reply series pij ∈ R

dsen :

pij = [I(0 = �j dsen
ki

�), I(1 = �j dsen
ki

�), ..., I(dsen − 1 = �j dsen
ki

�)]� (1)

1 https://ai.baidu.com/tech/nlp apply/sentiment classify.
2 https://www.nltk.org/.

https://ai.baidu.com/tech/nlp_apply/sentiment_classify
https://www.nltk.org/
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where �∗� represents floor function which gives the greatest integer less than or
equal to the input, I(l = k) means if k is equal to l, the result will be 1, otherwise
is 0. dsen is the dimension of the normalized reply series, which is set as 100 in
this study.

After calculating the normalized reply series, we incorporate microblog sen-
timent into the temporal vector. Specifically, we multiply the generated one-hot
vector with the sentiment score of the text, resulting in the temporal sentiment
feature seni

j ∈ R
dsen , as shown follow:

seni
j = scoreij · pij (2)

Text Vector. To represent the textual features of the microblogs, we use the
pre-trained word embedding model to catch the representation of text. In this
work, we use the Tencent word vector model [48] and Glove model [49] to embed
the Chinese and English text, respectively. Each post is embedded to a vector
sequence [e1, e2, ..., el], where l is the length of the post, and ek ∈ R

dvec is
the embedded vector obtained by the word embedding model, the dvec is the
dimension of the embedded vector, which is 200 in this study. To obtain the text
vector, we add an meanpooling layer to catch the feature of the text. Finally, we
can get the text vector vecij ∈ R

dvec as follow:

vecij = Meanpooling(e1, e2, ..., el) (3)

where Meanpooling(∗) represents the mean pooling layer, and vecij represents
the text vector representation of post j in event i.

Microblog Representation. After obtaining the text vector vecij and the
temporal sentiment feature seni

j , we concatenate the two vectors to obtain the
microblog representation xj ∈ R

(dvec+dsen) as shown follow:

xi
j =

[
vecij
seni

j

]
(4)

3.3 Comprehensive Representation

In this study, we use RvNN to catch the feature of microblogs along the spreading
path and get the comprehensive representation of the event. Furthermore, we use
GRU as the hidden unit to recursively catch the features of the input microblog
representation [50]. For the event Ci, the hidden state hi

j of a node tij can be
computed by microblog representation xi

j of node tij and the hidden state of
parent node hP(tij)

, where P(tij) represents the parent node of tij . Specifically, the
process of RvNN can be formulated as follow:

htij
= GRU(xi

j , hP(tij)
) (5)
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where GRU(∗) represents the process of GRU. As the microblog spreads, a set
of the hidden states (htiq

, htiw
, ..., htil

) is obtained, where tiq, tiw,...,til are the leaf
nodes of Vi.

After obtaining the recursive representations of all leaf nodes, we add a max-
pooling layer to obtain the comprehensive representation of event Ci:

hi
out = Maxpooling(htiq

, htiw
, ..., htil

) (6)

where Maxpooling(∗) represents the max pooling layer.

3.4 Rumor Classifier

We use a multi-layer neural network with Relu activation function as a rumor
classifier to claim whether the source post is a rumor. The input is the compre-
hensive representation hi

out of event Ci, and the output ŷi is the detect label of
event Ci. The process of MLP shows as follow:

ŷi = σ(W1 · Relu(W2 · Relu(W3 · hi
out + b3) + b2) + b1) (7)

where ŷ denotes prediction value, W1, W2, W3, b1, b2 and b3 denote the weight
and bias of the MLP model, Relu(∗) is the Relu activation function and the
σ(∗) is the Sigmoid activation function. Furthermore, the cross-entropy function
is adopted as the loss function, as shown as follows:

LΘ(yi, ŷi) = −yi ∗ log(ŷi) + (1 − yi) ∗ log(1 − ŷi) (8)

where yi represents the label of sample Ci and the LΘ(yi, ŷi) represents the loss
of yi and ŷi.

4 Experiments

4.1 Datasets

This work employs two public datasets, i.e., Weibo [51] and RumourEval-
2019 [52], to evaluate our proposed and baseline methods. The Weibo dataset has
4609 events, with rumor and non-rumor labels. The dataset includes microblog
content, social content and spatiotemporal information from Weibo. It should
be noted that although the original Weibo dataset has 4664 events, our study
focuses on the events which have no more than about 10000 microblogs. Thus,
we only remain the 4609 events for the Weibo dataset.

The RumourEval-2019 dataset has 446 events, with rumor, non-rumor and
unverified labels. The dataset includes microblog content, social content and
spatiotemporal information from Twitter and Reddit. Since our goal is to identify
the authenticity of rumors, thus, only the rumor and non-rumor labels remain
(totaling 323 events). The statistical information of the two datasets is shown in
Table 1.
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Table 1. Statistics of the datasets.

Feature Weibo RumourEval-2019

Num of microblogs 2,002,060 6,085

Num of events 4,609 323

Num of rumors 2,274 138

Num of non-rumors 2,335 185

4.2 Baseline Models

This work compares six baseline models with our proposed model. The brief
introduction to the baseline model is as follows:

• BERT [12]: BERT is a pre-trained language representation model with pow-
erful performance.

• BiGRU [29]: BiGRU uses a bidirectional-GRU to catch the feature of content
words in the microblogs and can detect rumors effectively.

• Emotion Enhanced BiGRU (Emo-BiGRU) [29]: The Emo-BiGRU is
the BiGRU enhanced by the dual emotion features.

• RNN [51]: This method model the social context information of events as
time series of variable length and classify the events with RNN.

• RvNN [25]: The RvNN uses the TF-IDF to represent the text content and
use the RvNN to catch the feature of text content alone the propagation path.

• BiGCN [15]: Bi-GCN is a bi-directional graph model and uses the top-down
GCN and the bottom-up GCN to catch the features of the spreading struc-
tures of microblogs.

Where the BERT, BiGRU, and Emo-BiGRU utilize the source posts and the
remaining baseline methods (RNN, RvNN, and BiGCN) utilize both source posts
and replies.

4.3 Experimental Settings

Two datasets are divided into the training set, validation set, and test set, where
the ratios of these three sets in the two datasets are 3:1:1 in the Weibo dataset
and 7:1:2 (remain the original division ratio) in the RumourEval-2019 dataset,
respectively. Furthermore, our proposed model uses the Adam optimizer [53]
with a learning rate of 0.005 and sets the hidden layer dimension as 128. For the
BERT model, it uses Chinese BERT pre-trained with whole word masking [54]
for the Chinese text in the Weibo dataset and the google pre-trained model [12]
for the English text in the RumourEval-2019 dataset. Moreover, the BERT model
use an MLP with Relu activation function to classify the events, where the
dimension of the hidden layer is set as 256. For the other baseline models, we
adopt the original parameters.
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4.4 Evaluation Metrics

Our work commonly uses the accuracy, precision, recall, and macro-F1 score as
the evaluation metrics to evaluate the model’s performance. The details of the
evaluation metrics are as follows:

Accuracy =
TP + TN

TP + TN + FN + FP
(9)

Precision =
TP

TP + FP
(10)

Recall =
TP

TP + FN
(11)

F1 =
2 × Precision × Recall

Precision + Recall
(12)

macro − F1 =
F1rumor + F1non−rumor

2
(13)

where TP represents the number of true positives, TN represents the number
of false negatives, FP represents the number of false positives, FN represents
the number of false negatives, F1rumor represents the F1 score of rumor and
F1non−rumor represents the F1 score of non-rumor.

4.5 Experimental Results

The experimental results of our proposed method and the baseline methods are
shown in Table 2 and 3. Table 2 shows the results on the Weibo dataset. The
results show that our proposed model achieves the best performance compared
to the baseline models. Furthermore, the poorest performance of the RNN model
may be because the RNN model simplifies the propagation structures and can
not catch enough features from the content of the posts. Moreover, the Emo-
BiGRU’s better performance than the BiGRU model also shows the effectiveness
of sentiment features. The excellent performance of the BERT model in capturing
text representations makes the BERT model perform better than Emo-BiGRU
and BiGRU. Finally, compared to the BERT, the better performance of RvNN
and BiGCN shows the importance of the spreading structures in rumor detection,
since the spreading structures are hard to be manipulated by malicious users.

Table 3 shows the experimental results on the RumourEval-2019 dataset.
Compared to experiments on the Weibo dataset, the results on the RumourEval-
2019 dataset are worse than that on the Weibo dataset. This may be caused
by the sparse data and the low inter-annotator agreement of labels of the
RumourEval-2019 dataset [55,56]. In Ref. [55] and Ref. [56], the authors pointed
out that the rate of overall inter-annotator agreement is 63.7% which means
that there are many conflicting or inconsistent labels and leading to worse per-
formance.
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Table 2. Rumor detection performance on the Weibo dataset.

Method Accuracy macro-F1 Rumor Non-rumor

Precision Recall F1 Precision Recall F1

BERT 0.911 0.912 0.919 0.900 0.910 0.904 0.922 0.913

BiGRU 0.793 0.792 0.810 0.758 0.783 0.778 0.826 0.801

Emo-BiGRU 0.857 0.857 0.847 0.866 0.857 0.866 0.848 0.857

RNN 0.630 0.629 0.611 0.690 0.648 0.654 0.571 0.610

RvNN 0.919 0.919 0.938 0.895 0.916 0.902 0.942 0.921

BiGCN 0.921 0.677 0.675 0.690 0.676 0.679 0.689 0.678

Ours 0.939 0.939 0.944 0.925 0.934 0.935 0.951 0.943

Table 3. Rumor detection performance on the RumourEval-2019 dataset.

Method Accuracy macro-F1 Rumor Non-rumor

Precision Recall F1 Precision Recall F1

BERT 0.509 0.526 0.496 0.475 0.478 0.565 0.594 0.573

BiGRU 0.423 0.421 0.486 0.425 0.453 0.361 0.419 0.388

Emo-BiGRU 0.423 0.423 0.484 0.375 0.423 0.375 0.484 0.423

RNN 0.408 0.282 0.418 0.903 0.517 0.250 0.025 0.046

RvNN 0.507 0.506 0.455 0.645 0.533 0.593 0.400 0.478

BiGCN 0.600 0.424 0.371 0.400 0.371 0.486 0.514 0.476

Ours 0.549 0.534 0.481 0.419 0.448 0.591 0.650 0.619

Nevertheless, our proposed approach still achieves the best macro-F1. More-
over, the performance of BiGCN demonstrates the robustness of the propaga-
tion structure features on different datasets, which helps the BiGCN get the
best accuracy. Furthermore, the observed phenomenon of the better result in
detecting the rumors and the worst result in detecting the non-rumors of RNN
implies RNN is overfitting with limited data. Moreover, the Emo-BiGRU also
can be observed that have a better result than BiGRU in macro-F1. The RvNN
can use both the text content and the propagation structure, which helps RvNN
perform better than Emo-BiGRU. The performance of BERT shows that BERT
can effectively catch the features of the text content.

4.6 Discussions

Ablation Study. To further investigate the effectiveness of the key components
of our proposed model, i.e., the temporal sentiment feature and the text vector,
we additionally conduct an ablation study. In particular, we consider two types
of ablations in our experiments: 1) Ours w/o Text that does not generate text
vector in microblog representation, 2) Ours w/o Sen that does not generate the
temporal sentiment feature in microblog representation. As the results are shown
in Table 4, we observe that Ours w/o Text gets the poorest performance in the
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Weibo dataset, implying the textual feature is more important than our temporal
sentiment feature in detective the rumors in the Weibo dataset. Furthermore,
Ours w/o Sen has worse performance than Ours w/o Text in the RumourEval-
2019 dataset implies that the temporal sentiment feature is more important than
the textual feature in the RumourEval-2019 dataset. Moreover, our proposed
model with all key components has the best performance in both two datasets
demonstrating the validity of the proposed microblog representation. The results
also demonstrate that our temporal sentiment feature plays an important role
in the sparse dataset, especially those with shallower reply depths, e.g., the
RumourEval-2019 dataset.

Table 4. The results of ablation study.

Dataset Metrics w/o Text w/o Sen Ours

Weibo Accuracy 0.855 0.926 0.939

Precision 0.855 0.925 0.939

Recall 0.854 0.925 0.938

macro-F1 0.855 0.925 0.939

RumourEval-2019 Accuracy 0.493 0.493 0.549

Precision 0.511 0.496 0.536

Recall 0.510 0.496 0.535

macro-F1 0.490 0.492 0.534

Fig. 2. Early rumor detection accuracy of different methods on two datasets.

Early Rumor Detection. Early rumor detection is an important metric for
evaluating the quality of the method in the early stage of information spread.
Since the BERT, BiGRU and Emo-BiGRU mainly utilize the source post, early
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detection is meaningless for these methods. In this work, we compare our pro-
posed method with the RNN, RvNN, and BiGCN in the Weibo and RumourEval-
2019 datasets, as shown in Fig. 2. From Fig. 2, we can find that our proposed
method reaches high accuracy at the early stage of the propagation. However,
our model still performs worse than the BiGCN, which may be because the sen-
timent features do not appear significant in the early state of rumor spreading,
especially for the situation when the propagation features are significant. We
have experimented with the effective time of the temporal sentiment feature,
and it shows that the temporal sentiment feature requires at least 17 h after
source microblogs are posted.

Fig. 3. A sample of false rumor in RumourEval-2019 dataset.

Case Study. To show the importance of the temporal sentiment feature, we
demonstrate a case study in Fig. 3. In this case study, the microblog only contains
the source post and one layer of replies, which implies there have not enough
propagation structure features. Furthermore, the text content also shows there
lack the direct evidence to judge whether it is a rumor, such as “false” or “fake”,
which leads to the w/o Text model misjudging this case as true. However, our
proposed model with the temporal sentiment feature can correctly identify this
case as a rumor, suggesting that the sentiment features do play an important
role in the absence of textual and communication features.

5 Conclusion

Since the sentiment is a hidden feature and plays an important role in rumor
spreading, this work proposes a rumor detection model based on temporal
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sentiment features. The experiments on two real datasets (the Weibo and
RumourEval-2019) demonstrate that our proposed model has better perfor-
mance than the baseline models, and the ablation study shows that our temporal
sentiment feature is effective for rumor detection. However, our method performs
worse than Bi-GCN in the early rumor detection. This may be because the tem-
poral sentiment features focus on the long-term sentiment change as informa-
tion spreads. In our future work, we will consider the importance of different
replies to enhance early rumor detection performance. In conclusion, our work
supplements current rumor detection methods and highlights that the proposed
temporal sentiment feature can effectively capture the rumor in the propagation,
especially when there are not enough propagation and text features.
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Abstract. As Human-Computer Interaction (HCI) moves towards deep collab-
oration, it is urgent to study users’ trust in chatbots. This study takes customer
service chatbots as an example. Firstly, literature review is conducted on the rel-
evant research on users’ trust in chatbots, and the value chain model of customer
service chatbots is analyzed. Taking Taobaoxiaomi as the specific research object,
we conducted in-depth interviews with 18 users, organized the interview data
with value focused thinking method (VFT), constructed the users’ trust model
of customer service chatbots, and carried out an empirical test by questionnaire
survey. The results show that professionalism, response speed and predictability
have positive effects on users’ trust in chatbots, while ease of use and human-
likeness have no significant positive effects on users’ trust. Besides, brand trust
has a positive impact on users’ trust in chatbots, risk perception negatively affects
users’ trust in chatbots, and human support has no significant negative effect on
users’ trust. Finally, privacy concerns have a moderating effect on environmen-
tal factors (brand trust, risk et al.). This study will deepen the understanding of
human-computer trust and provide reference for the industry to improve chatbots
and enhance users’ trust.

Keywords: HCI · Computational affection · Artificial intelligence · Trust ·
Customer service chatbots · VFT

1 Introduction

Chatbots are software agents that interact with users through natural language conver-
sations [1] and are seen as a promising customer service technology. Recent advances
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in artificial intelligence (AI) and machine learning, as well as the widespread adoption
of messaging platforms, have prompted companies to explore chatbots as a comple-
ment to customer service [2]. According to a new report by Grand View Research,
the global chatbots market is expected to reach $2.4857 billion by 2028 [3]. In addi-
tion, major platforms, such as Amazon, eBay, Facebook, Wechat, Jingdong and Taobao,
have adopted chatbots for conversational commerce [4]. AI chatbots can provide unique
business benefits [5]. They automate customer service and facilitate company-initiated
communications. Chatbots are equipped with sophisticated speech recognition and natu-
ral language processing tools, enabling them to understand complex and subtle dialogue,
and in a sympathy, and even humorous way to meet the requirements of the consumers
[6]. Despite this potential benefit for vendors, one of the key challenges facing AI chat-
bots applications is customer response [7]. Human may be biased against chatbots,
believing that they lack human emotion and empathy, and they are less credible in pay-
ment information and product recommendations (i.e., the Uncanny Valley theory and
algorithm-based aversion proposed by Dietvorst et al. [8] and Kestenbaum[9]). In addi-
tion, some enterprises collect and use customer data illegally, resulting in the risk of user
privacy disclosure [10].

Customer service is currently only an emerging application field of chatbots and
has not yet achieved the expected general acceptance of customers [2]. From other
technology areas, we know that users’ trust is critical for the widespread adoption of
new interactive solutions [11]. However, our understanding of users’ trust in chatbots
and the factors that influence this trust is very limited [2]. Therefore, it is of great
theoretical and practical significance to study the users’ trust construction of customer
service chatbots.

2 Literature Review

There is a wide range of studies on trust, ranging from psychology, sociology to technol-
ogy [11]. Therefore, there are many definitions of trust. Trust refers to one’s dependence
on another [12]. The relationship between people requires trust to make continuous
interaction successful [13]. Trust is not only an important part of interpersonal commu-
nication but also an important part of the rapid development of the “human-machine”
relationship [14]. Mayer et al. defined trust as a belief and will, emphasizing the risk
of trust, the cause and effect of trust behavior [15]. They believe that “trust means that
the trustor is willing to be in a vulnerable state influenced by the other party’s behavior
based on the expectation that the trustor will show an important behavior toward him or
her, and it has nothing to do with the ability to monitor or control the other party” [15].
Rousseau et al. proposed an interdisciplinary definition of trust that reflects the com-
monality, believing that trust is based on the positive expectation of others’ intentions
or behaviors, while trusting (willing to take risks) is a psychological state that accepts
vulnerability based on the positive expectation of another party’s intentions or behaviors
[16]. Mayer et al., and Rousseau et al., both emphasized the importance of the will of
fragile states and the actions at stake [16], and did not limit the concept of trust to the
interaction between people. The object of trust could be technology, including artificial
intelligence [17].
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Most of the existing studies on non-human trust focus on automated systems, and
many foreign scholars have studied the trust in robot systems [2, 18–20], but the research
on the trust in customer service chatbots is relatively new. While the study of trust in
automated and robot systems provides a solid foundation for understanding users’ trust
in customer service chatbots to some extent, customer service chatbots are different from
other forms of automation, and these differences will affect trust in ways that are not yet
fully understood. This paper reviews the relevant literature on users’ trust in customer
service chatbots, and lists the influencing factors of trust, as shown in Table 1.

Table 1. Literature review on users’ trust in chatbots.

Categories Scholars Influencing factors

External factors Chatbots-related
factors

Følstad et al. (2018) [2] The quality of
interpreting requests and
suggestions, human
likeness,
self-presentation,
professional image

Nordheim (2018) [21] Professionalism, quick
response,
human-likeness, lack of
marketing

Corritore et al. (2003)
[11]

Professionalism,
predictability, ease of use

Ho and MacDorman
(2010) [22]

Human-likeness

Environment-related
factors

Følstad et al. (2018) [2] The brand of the chatbot
provider, perceived
privacy and security
while using the chatbot,
and overall perceived risk
regarding the subject of
the request

Nordheim (2018) [21] Brand, low risk, human
support

Corritore et al. (2003)
[11]

Risk

User-related factors Nordheim (2018) [21];
McKnight et al. (2011)
[23]

Trust in technology

Corritore et al. (2003)
[11]

Reputation

(continued)
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Table 1. (continued)

Categories Scholars Influencing factors

Perceived factors Corritore et al. (2003)
[11]

Perceived ease of use,
perceived reliability and
perceived risk

According to the results of the above literature review, the influencing factors on
users’ trust in chatbots can be divided into three categories: factors related to chatbots,
environment, and user [2, 11, 22, 23, 25]. Corritore et al. classified the above three
influencing factors as external factors. Besides external factors, they also put forward
perceived factors, including perceived ease of use, perceived reliability, and perceived
risk [11].

Based on the above scholars on the research of the users’ trust in chatbots, this paper
puts forward the chatbots value chain, and analysis the main involving entities and their
relations, thus confirming trust object. Then we conducted interviews with 18 users and
made qualitative analysis of the influence factors of users’ trust in chatbots using VFT
methods. And amodel of users’ trust in customer service chatbots is established. Finally,
we verified the model quantitatively by a questionnaire survey.

3 Interview Analysis Based on Value Focus Thinking

3.1 Value Focused Thinking

Due to the complexity of customer service systems containing chatbots, the factors that
influence the users’ trust in customer service chatbots are more complex. This paper uses
value focused thinking (VFT) method to find out some of the key factors. This paper
analyzes the forms of users’ trust in online customer service chatbots, and establishes a
users’ trust model of online customer service chatbots.

Value focused thinking is a creative decision-making analysis method proposed by
Keeney(1992), which is suitable for solving complexmulti-objective problems requiring
highly subjective decision-making based on the value goals of decision-makers and
stakeholders [25]. This method firstly focuses on value rather than scheme, believing
that value is the primary criterion to evaluate the satisfaction of any possible scheme, and
then the scheme to realize value [26]. Value refers to the criteria for evaluating possible
solutions or results, which are externalized by the way of goal recognition, while the goal
is defined as a state that a person wants to achieve to a certain extent [27]. Value is the
core connotation ofVFTmethod, including economic value, personal value, social value,
or other values [25]. The goals consist of three factors: decision background, subject,
and general direction [28]. Keeney applied this method to the study of e-commerce
and analyzed the consumer value of e-commerce by comparing the perceived value
difference between online shopping and shopping through other channels [29]. Zhaohua
Deng et al. studied consumer trust in mobile commerce by using VFT method [29]. The
analytical steps of VFT method adopted in this paper are shown in Fig. 2 [29] (Fig. 1).
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Fig. 1. The analytical steps of VFT method.

3.2 Interview Data Collection

According to the analysis steps of VFT method, the value of users should be directly
inquired from users [29]. This paper takes the users’ trust in online customer service
chatbots as the target, and interviews 18 users of the shopping platform. These users
are all college students and postgraduates with online shopping experience. Before the
interview, we explained the purpose and general situation of the interview to each inter-
viewee, and explained that the interview content would be recorded but without personal
information, and it would only be used for this study and no other purposes. The inter-
view in this study was conducted after the consent of the interviewee. This interview
is mainly conducted through online meetings or voice calls. Taobaoxiaomi is taken as
the main research object. And several major questions are asked for the interviewees to
answer. The interview raw data is stored at the following address: https://github.com/
Yangyangyounglv/chatbots-interview-record.git.

3.3 Analysis Steps

According to VFT method, the specific analysis steps are as follows.

Step 1. Make a list of all values. In order to obtain the value of users, we asked inter-
viewees questions such as “What are the advantages ofTaobaoxiaomi,Taobao’s customer
service chatbots? What are the advantages over human customer service?” “What are
the shortcomings of Taobaoxiaomi? What are the disadvantages compared to human
customer service?” “What do you think Taobao can do to repair or improve your trust
in it?” “What future suggestions or assumptions do you have for Taobaoxiaomi?”. We
sorted out the answers of interviewees and obtained the value list, as shown in Table 2.

https://github.com/Yangyangyounglv/chatbots-interview-record.git
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Table 2. Wish list.

1. It is convenient and quick to solve procedural problems; 2. Good software interface design,
easy to operate common problems; 3. Relatively complete functions; 4. High security
performance when it comes to payment; 5. Polite and patient; 6. Relieved the pressure of
human customer service and coordinated human customer service; 7. The functions of voucher
receiving center and evaluation management are quite useful; 8. Good question association
function; 9. One-to-one precise service, fast and efficient; 10. Clear process and steps; 11.
Professional; 12. Not competent when it comes to disputes with doubts and issues requiring
communication and coordination between both parties; 13. Lack of intelligence, unable to
solve personalized problems, limited database, blunt and repetitive answers; 14. No emotion,
not close enough; 15. Insufficient authority to solve special problems; 16. Advanced functions
with average performance in recommendation functions; 17. Can’t understand what I’m
asking; 18. It’s harder to reach real human customer service; 19. After a long communication, I
still find that I am not satisfied; 20. Not an information collator and content producer; 21. It
may compromise personal privacy; 22. Customer service Xiaomi belongs to Taobao, so it’s
worthy to trust; 23. After all, it’s just a robot. It can not complete the kind of human sensibility,
understanding, and empathy;…

Step 2. Translate abstract values into goals. Three characteristics of goal in VFT
method are decision context, subject, and decision of preference. For example, most
interviewees believe that ensuring the professionalism of Taobaoxiaomi is the key factor
influencing users’ trust in online customer service chatbots. In this goal, the decision
situation is related to chatbots, and the decision purpose is professional. The more pro-
fessional the chatbots are, the more considerate and intelligent it is, the more users will
trust the chatbots. Therefore, the decision maker’s preference is the more considerate
and intelligent situation. In this way, the abstract values in Table 3 are transformed into
goals of the same format, as shown in Table 3.

Step 3: Identify relationships between goals. After the general formalization of goals
in step 2, common goals with the same format were obtained, followed by the distinction
between basic goals and means goals. Basic goals involve “goals that decision-makers
attach importance to in a specific context”, while means goals are “methods to achieve
goals” [30]. In order to separate the basic goals and means goals to establish the relation-
ship between them, our each goal was identified using a test called “why so important”.
Asking “why so important” will produce two possible responses. First, the goal is to
focus on one of the fundamental causes of the situation, which also is the root of the
decision, this is known as the basic goal. Another reaction is that a goal is important
because it has an impact on other goals, which is called the means goal [31]. According
to this method, the target is analyzed and the results obtained are shown in Table 4.
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Table 3. General formalization of goals.

Decision context Subject Preference

Factors related to chatbots Professionalism Solve problems efficiently

Response speed Answer questions quickly

Predictability Provide expected results

Ease of use More convenient operation

Human-likeness Be emotional, polite and patient

Factors related to environment Band trust The service provider’s brand is more
reliable

Risk The using environment is safer

Human support Human customer service is always
available

Factors related to users privacy concerns Sensitive personal information is
protected

Trust in technology More willing to rely on technology

Table 4. Classify goals relation.

Goals categories Main goals Sub-goals

Means goals Chatbots are more powerful 1. Professionalism; 2. Response
speed; 3. Predictability; 4. Ease of
use; 5. Human-likeness

Environment is more reliable 1. Brand trust; 2. Risk; 3. Human
support

Users are more receptive to
technology

1. Privacy concerns; 2. Trust in
technology

Basic goal Users’ trust in Customer service
chatbots maximization

Chatbots are more powerful

Environment is more reliable

Users are more receptive

3.4 Construction of Users’ Trust Model for Customer Service Chatbots

According to the above analysis of customer service chatbots users’ trust, there are three
main factors influencing customer service chatbots users’ trust, which are chatbots-
related factors, environment-related factors and user-related factors. The specific forms
of users’ trust in customer service chatbots are more powerful chatbots, more reliable
environment and users thatmore receptive. Based on the above analysis of the influencing
factors of users’ trust in customer service chatbots, this paper builds a model of users’
trust in customer service chatbots, as shown in Fig. 2.
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Fig. 2. The model of users’ trust in customer service chatbots based on VFT.

4 The Questionnaire Survey

4.1 Hypothesis

Based on the theoretical model constructed by the interview, the following hypotheses
are proposed:

H1. The professionalism of chatbots has a positive impact on users’ trust in them.
H1a. Users’ privacy concerns negativelymoderates the positive relationship between

chatbots’ professionalism and users’ trust.
H1b. Users’ trust in technology positively moderates the positive relationship

between chatbots’ professionalism and users’ trust.
H2. Chatbots’ response speed has a positive impact on users’ trust in chatbots.
H2a. Users’ privacy concerns negativelymoderates the positive relationship between

chatbots’ response speed and users’ trust.
H2b. Users’ trust in technology positively moderates the positive relationship

between chatbots’ response speed and users’ trust.
H3. Chatbots’ predictability has a positive impact on users’ trust in chatbots.
H3a. Users’ privacy concerns negativelymoderates the positive relationship between

chatbots’ predictability and users’ trust.
H3b. Users’ trust in technology positively moderates the positive relationship

between chatbots’ predictability and users’ trust.
H4. Chatbots’ ease of use has a positive impact on users’ trust in chatbots.
H4a. Users’ privacy concerns negativelymoderates the positive relationship between

chatbots’ ease of use and users’ trust.
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H4b. Users’ trust in technology positively moderates the positive relationship
between chatbots’ ease of use and users’ trust.

H5. Chatbots’ human-likeness has a positive impact on users’ trust in chatbots.
H5a. Users’ privacy concerns negativelymoderates the positive relationship between

chatbots’ human-likeness and users’ trust.
H5b. Users’ trust in technology positively moderates the positive relationship

between chatbots’ human-likeness and users’ trust.
H6. Users’ brand trust in chatbots providers has a positive impact on users’ trust in

chatbots.
H6a. Users’ privacy concerns negativelymoderates the positive relationship between

users’ trust in the chatbots provider and users’ trust.
H6b. Users’ trust in technology positively moderates the positive relationship

between users’ trust in the chatbots provider and users’ trust.
H7. The risk of using a chatbot has a negative impact on users’ trust in the chatbots.
H7a. Users’ privacy concerns positivelymoderates the negative relationship between

the risk of using a chatbot and users’ trust.
H7b. Users’ trust in technology negatively moderates the negative relationship

between the risk of using chatbots and users’ trust.
H8. Human support has a negative impact on users’ trust in chatbots.
H8a. Users’ privacy concerns positivelymoderates the negative relationship between

human support and users’ trust.
H8b. Users’ trust in technology negatively moderates the negative relationship

between human support and users’ trust.
To sum up, further theoretical models are obtained by integrating various variables

and their relations (see Fig. 3).

Fig. 3. The empirical test model of users’ trust in customer service chatbots.
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4.2 Questionnaire Data Collection

Wecollected data through a questionnaire survey,which lasted for twodays fromJune 20,
2020 to June 21, 2020. Questionnaires were issued mainly through Credamo, an online
data research platform. After the completion of the collection, the data were screened.
And the person who adopted the questionnaire was rewarded with 2 yuan, while the
person whose questionnaire was rejected was not rewarded. After the screening, the
questionnaire was re-issued and repeated until 500 qualified samples were obtained.
Samples were collected from Chongqing, Zhejiang, Shanghai, Yunnan, Tianjin, Shan-
dong, Henan, Hebei, Shanxi, Sichuan, and Jiangsu provinces. During data screening, the
questionnaires with the same answers to consecutive questions or contradictory answers
to positive and negative questions were removed. A total of 592 questionnaires were
collected, and finally, 500 were valid, with an effective rate of 84.46%.

4.3 Data Analysis

Before model verification, we performed skewness and kurtosis test, common method
bias test on the data. After these test, the data from the formal questionnaire conform
to the standard and can continue the following analysis. And the reliability and validity
analysis results are showed in Table 5. Therefore, the structural model had good model
fitness.

Table 5. The reliability and validity indexes of each variable.

Variables Mean
(M.)

Standard
deviation(S.D.)

Composite
reliability
(CR)

Average
variance
extraction
(AVE)

Cronbach’s
alpha

Professionalism 3.98 0.718 0.8148 0.5954 0.812

Ease of use 4.19 0.601 0.7453 0.6448 0.740

Human-likeness 3.26 1.01 0.8912 0.6732 0.890

Brand trust 4.37 0.531 0.7671 0.5249 0.764

Risk 1.85 0.647 0.7311 0.4823 0.709

Predictability 3.82 0.669 0.7224 0.4695 0.704

Response speed 4.33 0.604 0.7859 0.5518 0.784

Human support 3.17 0.955 0.8266 0.6138 0.824

Trust 4.30 0.544 0.7728 0.4698 0.761

Trust in technology 4.19 0.465 0.7133 0.3839 0.712

Privacy concerns 3.63 0.772 0.8017 0.5742 0.801

Personality Extraversion 4.14 0.957 0.806 0.6873 0.792

Conscientious-ness 4.54 0.810 0.5904 0.4254 0.564

Openess 4.50 0.758 0.5679 0.4026 0.550
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Regression analysis. Stepwise regression method is adopted to screen independent
variables to ensure that the optimal model is finally obtained. Tolerance is close to
1, and variance inflation factor (VIF) is greater than 0. Therefore, there is no obvious
colinearity problem in the model. After regression analysis, professionalism (β = 0.351,
P < 0.001), risk (β = −0.231, P < 0.001), brand trust (β = 0.211, P < 0.001), speed
of response (β = 0.103, P < 0.05), and predictability (β = 0.103, P < 0.05). H1, H2,
H3, H6, and H7 are supported, while H4, H5, and H8 are not. The regression results are
shown in Table 6.

Table 6. Model regression results.

Model Normalization coefficient t Significance Collinear statistics

Beta Tolerance VIF

(constant) 8.625 .000

Professionalism .351 7.423 .000 .455 2.198

Risk –.231 –5.890 .000 .659 1.518

Band trust .211 4.966 .000 .560 1.785

Response speed .103 2.601 .010 .653 1.530

Predictability .103 2.156 .032 .448 2.232

The results of model verification show that professionalism, response speed, and
predictability of variables related to chatbots positively affect users’ trust in chatbots. In
variables related to environment, brand trust positively affects users’ trust in chatbots, and
risk negatively affects users’ trust in chatbots. The professional regression coefficient
is the largest, indicating that it has the greatest influence on trust. The coefficient of
predictability and response speed is the smallest, which indicates that they have the least
influence on trust.

Robustness test. In order to ensure the scientific nature and effectiveness of regression
results, it is necessary to conduct robustness test for sample data, and use the whole sam-
ple and subsample (N= 500, after deleting ease-of-use, human-likeness and human sup-
port variables) to conduct input method regression test. Professional test results (whole
sample: β = 0.331, P< 0.001; Subsample: β = 0.351, P< 0.001), risk (whole sample: β
= −0.226, P< 0.001; Subsample: β = 0.231, P< 0.001), brand trust (whole sample: β
= 0.207, P< 0.001; Subsample: β = 0.211, P< 0.001), response speed (whole sample:
β = 0.097, P < 0.05; Subsample: β = 0.103, P < 0.05) and predictability (whole sam-
ple: β = 0.114, P< 0.05; Subsample: β = 0.103, P< 0.05) was significantly correlated
with the dependent variable trust, and there was significant correlation between the two
variables, such as human-likeness (whole sample: β = −0.071, P = 0.081), ease of
use (whole sample: β = 0.067, P = 0.195), and human support (whole sample: β = −
0.027, P = 0.422) was not significantly correlated with the dependent variable trust. In
conclusion, it is consistent with the original results. Its robustness is proved.
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Difference analysis. This part mainly uses the independent sample T-test and one-way
variance analysis method to analyze whether there are significant differences between
demographic variables of samples and task characteristics on trust. In this study, T-test of
independent samples was used to analyze gender and task characteristics, and one-way
ANOVA was used to analyze age, education background, and personality.

The results showed that therewere no significant differences in task characteristics (P
= 0.998> 0.05), age (P= 0.849> 0.05), education level (P= 0.922> 0.05) and trust in
chatbots. Gender, and personality (extraversion, conscientiousness, and openness) were
significantly correlatedwith the level of trust in chatbots. There is a significant correlation
between the users’ gender and the level of trust between the user and the chatbots (P =
0.037 < 0.05), and the level of trust in males is higher than that in females.

The moderating effect analysis. H4, H5, and H8 fail, so we drop its assumptions,
namely the adjustment effect test, and continue to test the assumptions of H1, H2, H3,
H6, andH7, respectively test trust in technology and privacy concerns of professionalism,
response speed, predictability, brand trust and risk the five variables and the moderation
effect between users trust effect.

The results show that the moderating effect of trust in technology on all variables
is not significant. The results of hypothesis verification in this study are summarized in
Table 7, and themoderating effect of privacy concerns is shown in Fig. 4. Professionalism
* trust in technology (β = 0.041, P= 0.333), response speed * trust in technology (β = −
0.064, P= 0.262), predictability * Trust technology propensity (β = -0.023, P= 0.660),
brand trust * trust in technology (β = −0.052, P = 0.441), risk * trust in technology (β
= 0.016, P= 0.784), H1b, H2b, H3b, H6b, and H7b are not supported. Privacy concerns
have moderating effects on environment-related factors, brand trust (β = 0.097, P <

0.05), and risk (β = 0.104, P < 0.05). H6a, and H7a are supported. As for chatbots
related factors, professionalism (β = 0.037, P = 0.303), response speed (β = 0.036, P
= 0.347), and the predictability (β = −0.059, P = 0.103) showed no moderating effect.
H1a, H2a, and H3a are not supported.

5 Summary

5.1 Conclusions

It is found that the professionalism, response speed, and predictability of chatbots have
a positive impact on users’ trust in chatbots, which verifies the previous hypothesis.

Environment-related factors, brand trust, and risk are significantly correlated with
users’ trust in chatbots, in which brand trust is positively correlated and risk is negatively
correlated, which verifies previous hypotheses. Human customer service and chatbots
customer service are in a relatively independent position, so human support does not
significantly change users’ trust in chatbots customer service.

Although trust in technology can reflect the personal differences of users to a certain
extent, our results showed that trust in technology is not a moderating variable.

The relationship between environmental factors (brand trust, risk, etc.) and trust is
moderated by privacy concerns, while chatbot-related factors (professionalism, response
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Table 7. Table of hypothesis verification results for the model.

Relationship Supported or not Moderating effect test Supported or not

H1: Professionalism→ Trust Yes H1a No

H1b

H2: Response speed→ Trust Yes H2a No

H2b

H3: Predictability→ Trust Yes H3a No

H3b

H4: Easy of use→ Trust No H4a ---

H4b

H5: Human-likeness→ Trust No H5a ---

H5b

H6: Brand trust→ Trust Yes H6a Yes

H6b No

H7: Risk→ Trust Yes H7a Yes

H7b No

H8: Human support→ Trust No H8a ---

H8b

Fig. 4. The moderating effect of privacy concerns on brand trust (left) and risk (right).

speed, predictability, etc.) are not moderated by privacy concerns. Moreover, privacy
concerns weaken the positive correlation between brand trust and chatbots trust, and
enhance the negative correlation between risk and chatbots trust. In other words, enter-
prises need to increase the user privacy protection mechanism, establish clear and suf-
ficient policy norms, and reduce users’ privacy concerns. At the same time, the study
found that for users with high privacy concerns, organizations should strive to improve
environment-related factors rather than chatbot-related factors, which means improving
brand management, improving users’ trust in brands, or reducing users’ perceived risks
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in using chatbots. But making chatbots more professional is a common approach for all
users (high/low privacy concerns).

5.2 Contributions

In theory, this study further accumulates the knowledge of trust construction and promo-
tion. At the same time, the interaction model between users and chatbots needs to take
into account the trust factor, and the process of human-computer trust creating value for
all parties in human-computer interaction as a whole.

In practice, the findings of this study can point out the improvement direction of
chatbots, provide insights for improving users’ trust in chatbots, and have practical
guiding significance for the development of chatbots.

5.3 Limitations and Further Research

Distrust and trust are relatively independent and coexist with different constructs [32].
If we use Hertzberg’s two-factor theory to divide factors into hygiene factors and moti-
vators, and explore their correlation coefficients with trust and distrust, you might get
some valuable research. Users’ trust in chatbots should bemeasured from several angles,
such as functional, helpful, and reliable, or cognitive versus affective.

The object of this study is Taobaoxiaomi, which can represent the current e-
commerce field and other task-oriented chatbots. But there are chatbots in physical and
virtual forms, task-oriented and non-task-oriented. Future chatbots already have bet-
ter emotional interaction functions, such as Jingdongzhilian cloud intelligent emotional
customer service.With the development of science and technology and the change of the
scene, the influencing factors of the interaction between users and chatbots must change,
and the theory and model construction of human-machine trust should be improved over
time.
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Abstract. The birth rates of China reaches a new low level in recent years. Cur-
rent studies only focus on the influencing factors on birth rates, lacking a com-
prehensive consideration to construct an effective scenario prediction model. To
establish the prediction model, firstly, this paper studied the birth rates from three
dimensions, which consists of the marriage intention, fertility intention and the
Proportion of women of childbearing age. Then, an indicator system is established
as an assessment system. Second, the birth rate prediction model (BRPM) based
on BP Neural Network (BPNN) is constructed that the accuracy was 91.486%.
Third, three policy scenarios (positive, robust and negative) is set according to the
trends of birth rate related to policies from 2021 to 2025. For positive scenario, the
result is unsustainable and rarely feasible. The robust scenario is suitable for the
current development status of China. The negative scenario is extremely danger-
ous and should be resolutely prevented. Thus, this paper gives suggestions from
six aspects. As long as theHouse price-income ratio remains stable, the Parenting
cost decreases at a rate of at least 5%, and the Primary school teacher-student
ratio and Number of beds per 1,000 people increase at a rate of 5%, the birth rate
will be in a more desirable position.

Keywords: Birth rate ·Marriage intention · Fertility intention · BPNN ·
Scenario prediction

1 Introduction

Since the 21st century, the phenomenon of aging, fewer children and the trend of non
marriage in China have been accelerating, which has a significant impact on society
and the economy [1, 2]. In order to deal with many problems that may be caused by the
reduction of the labor force, China promulgated “the universal two-child policy” in 2016
to adjust family planning, but it still has little effect. The birth rate of China in 2021 is
7.52%, the lowest since the founding of new China. In May of the same year, the state
implemented the “Three-child policy” and supporting measures [3].

There are many factors affecting the birth rate, including population, economic,
social, policy and other dimensions [4]. Xu Kun et al. [5]evaluated the effectiveness
of fertility policy by studying the relationship and empirical analysis between fertility
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policy, socialization of fertility cost and birth rate; Su Liyun et al. [6] studied the birth rate
in different regions of China by using statistical and test methods and found that there
are significant regional differences, heterogeneity and spatial stratification in the birth
rate of the Chinese population; Yang Bin and Ding Lijin [7] used the least square method
to analyze the house price data of 31 administrative regions in China, and concluded
that there was a negative correlation between house price and birth rates; Luca et al.
[8] investigated the temporal and spatial evolution of birth rate and fertility rate in Italy
under different geographical scales, the results show that the birth rate is related to the
economic recession to a certain extent.

The method of studying the birth rate is to make descriptive statistics and regression
analysis on the significance, robustness and the correlation of the birth rate by testing the
indicator data, so as to determine the influence parameters of relevant variables. Wang
Shu et al. [9] studied the internal role of children’s education level and low fertility rate,
and analyzed that they have a negative effect; Fang Huifen et al. [10] have studied and
simulated the relationship between house prices and population in the Yangtze River
Delta, and concluded that the rise of house prices has a significant inhibitory effect on
fertility; Kato [11] explored the relationship between family policy reform and fertility
in Japan, and the results show that low fertility was more related to the transformation
of gender roles. Other scholars have conducted prediction research on population data.
Guo et al. [12] made an accurate multi scenario prediction of the future population based
on micro census data and local interpretation of global scenarios; Wang [13] used the
time series prediction method to study the change trend of fertility and population birth
rate in China.

Through the investigation, it is found that the current research focuses on the investi-
gation of fertility, and there is little research on the birth rate. Therefore, it is particularly
crucial to identify the factors influencing the birth rate and to establish a system of
indicators. Section 2 aims to identify the influencing factors of the birth rate through
screening and further put forward the indicator system. Section 3 trains BP neural net-
work(BPNN) in combination with the indicator data and birth rate data at the provincial
level to build a birth rate prediction model based on BPNN (BRPM-BPNN). Section 4
forecasts the relevant policy scenarios affecting the birth rate based on BRPM-BPNN
model, and puts forward policy suggestions in line with the actual situation of China
according to the scenario prediction analysis conclusions.

2 Birth Rate Evaluation Factor System

Byanalyzing the definition and calculation formula of the birth rate, the formula variables
are expanded to obtain the three factors affecting the birth rate. Then based on the
investigation of domestic and foreign literature, seven secondary indicators and seven
tertiary indicators under the three primary indicators are determined.

2.1 Analysis of Influencing Factors of Birth Rate

The birth rate, also known as the crude birth rate, refers to the ratio of the average number
of births per 1000 people in a certain period of time (usually within one year) [11]. The
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birth rate is calculated by the following formula:

Birth rate = Number of births

Population
× 1000% (1)

Fertility refers to the ratio of the number of people born in a certain period (usually
within one year) to the number of women of childbearing age [12]. As we all know, the
birth rate is closely related to the fertility rate. When the population base and population
structure are stable, the higher the fertility rate, the higher the birth rate. However, the
birth rate is more comprehensive than the fertility rate, which only reflects the fertility
level of women of childbearing age, while the birth rate reflects the birth level of the
total population, which is important to consider the demographic situation, especially
the aging and childlessness in a comprehensive manner. Therefore, the birth rate formula
is extended to:

Birth rate =
(

Number of births

Number of women of childbearing age

)

×
(
Number of women of childbearing age

Population

)
× 1000% (2)

UnderChina’s current legal and policy system, giving birth to children out ofwedlock
is an illegal act and social maintenance fees need to be punished. Therefore, it can
be considered that the prerequisite for women of childbearing age to have children is
marriage, so the prerequisite for marriage is included in the birth rate formula, which
can be extended to:

Birth rate =
(

Number of births

Number of married women of childbearing age

)

×
(
Number of married women of childbearing age

Number of women of childbearing age

)

×
(
Number of women of childbearing age

Population

)
× 1000% (3)

From the expanded birth rate formula, it can be seen that the birth rate is mainly
composed of three parts: the fertility rate of married women of childbearing age, the
marriage rate ofwomen of childbearing age and theProportion of women of childbearing
age, which correspondingly reflects the three influencing factors of fertility intention,
marriage intention andpopulation structure. Therefore, this paper takes fertility intention,
marriage intention and population structure as the primary indicators affecting the birth
rate.

2.2 Analysis of Population Structure Factors

Population structure generally refers to the composition of the population, which refers
to the overall division of the population into various components. This paper mainly
considers the constituent factors affecting the birth rate, including gender and age [14].
The results of the seventh national census showed that among the national population,
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with female as the base 100, the gender ratio of the total population is 105.07. In addi-
tion, men have a longer reproductive cycle than women, so the Proportion of women
of childbearing age has a key impact on the birth rate. The Proportion of women of
childbearing age is estimated by formula.

P = N1 × R1

N2 × R2
(4)

where P is the Proportion of women of childbearing age in the administrative region,
N1 is the number of women of childbearing age in the country, N2 is the national female
population, R1 is the regional female population, and R2 is the total population in the
region.

2.3 Analysis on Factors of Marriage Intention

China’smarriage rate has declined for seven consecutive years since 2013, but the divorce
rate is rising. In 2020, the national marriage rate was only 5.8%, and the divorce rate
was as high as 3.1%. In recent years, the proportion of unmarried women aged 20–39
in China is as high as 25%–26%. All the data shows that young people’s willingness to
marry is declining (Fig. 1).

0%

5%

10%

15%

20%

25%

30%

35%

2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
year

Proportion of unmarried women aged 20-39
Marriage rate

Fig. 1. China’s marriage and divorce rates and the proportion of unmarried women.

Women’s Rights. With the continuous improvement of women’s education level and
more equal employment opportunities in the labor market, women play an increasingly
important role in the economyand society, so they also have enough ability to obtain labor
income. The participation in labor also improves women’s ideological independence and
their requirements for self righteous. As a result contemporarywomen have reduced their
intrinsic need formarriage. In this sense, the higher the level of women’s rights, the lower
the willingness to marry.

Ushma et al. [15] reviewed women’s rights and several fertility related thematic
studies. These studies evaluated the relationship between women’s empowerment and
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fertility, and found that there are some positive links between women’s rights and low
fertility.Women’s education level,women’s income level,women’s employment rate and
other indicators can reflect women’s rights. Song et al. [16] explained the reproductive
behavior of people with different education levels and income levels and put forward the
hypothesis that the fertility rate is negatively correlated with education level. Therefore,
this paper selects Female educational attainment to represent women’s rights, which is
expressed by the proportion of women with college degree or above among the female
population aged 6 and above.

Life Pressure. Life pressure makes many young people unbearable. High house prices
and high consumption increase the life pressure of young people, and some people are
afraid of marriage. Therefore, the greater the pressure of life, the lower the marriage
intention. Wei et al. [17] showed that the rapid rise of house prices has exacerbated the
life pressure of Chinese adults’ housing burden.

House prices have an important impact on marriage decision-making. From 2000
to 2020, China’s house prices increased by 412.32%, the marriage rate decreased by
13.43%, and the divorce rate increased by 222.92%. Young men and women marry to
form a family, and housing is just needed. However, the reality is that house prices have
increased and marriage costs have risen. However, young people have a weak economic
foundation and cannot bear the huge combination costs brought by high house prices.
This has led to the delay of marriage and greatly affected young people’s marriage
intention.

On theother hand, income is the basis of all expenditures.At present, the consumption
ability of young people has been greatly improved, and the income level has become
an important standard for mate selection. House purchase expenditure has become the
most important expenditure of young families in China, accounting for a considerable
part of disposable income. According to the 2021 new first tier cities residence report
[18] released by the shell Research Institute, the household House price-income ratio
in Shenzhen, Beijing and Shanghai reached 27.09, 25.14 and 22.28 respectively, which
means that it will take more than 20 years for a family (calculated according to the data
of the seventh census of 2.62 people / household) to spend all their income on house
purchase, and the House price-income ratio will be greater for newlyweds. Therefore,
from the perspective of house purchase pressure, the higher the House price-income
ratio, the lower the marriage intention.

The House price-income ratio is measured by how many years a couple can afford
to buy a 100-square-meter house, reflecting the ability of young couples to buy a house.
Therefore, the definition of House price-income ratio in this paper is:

House price income ratio = 100 × Average selling price of residential commercial housing

2 × Per capita disposable income of all residents
(5)

2.4 Analysis on Factors of Fertility Intention

Fertility intention has an important impact on fertility behavior [19]. At present, the
fertility intention of Chinese residents is very low. The fertility intention surveyed in
2019 is only 75.4%, and the total fertility rate in 2020 is only 1.3 [20]. Traditionally,
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gettingmarried and having children is like a natural thing, but now it seems that for many
couples, having children is not a necessary option of marriage. At present, the main
maintenance elements of marriage have been transformed into emotional and material
factors, rather than the traditional family division of labor and inheritance.

Fertility Policy Index. China has formulated and formed a fertility policy since the
1950s and 1960s, and has practiced family planning since the 1980s, which has had an
important impact on China’s population development. The universal two-child policy
and the three-child policy also have an important impact on the birth rate. Therefore, the
impact of national fertility policy on fertility intention is very important. The looser the
policy, the stronger the fertility intention. The Fertility policy index selected in this paper
is a dynamic variable. The “One-child policy” is recorded as 0, “Single, two -child policy”
is 1, “The universal two-child policy” is recorded as 2, “Three-child policy” is recorded
as 3. According to the implementation of policy supporting measures, corresponding
adjustments can be made on the basis of the benchmark index.

Parenting Cost. Parenting cost include two parts, one is consumer expenditure, includ-
ing education expenditure and non education expenditure. Second, non consumer expen-
diture, including insurance expenditure, human relationship expenditure, donations, etc.
According to the 2022 edition of the China Fertility cost report [21], the average cost
of raising a child to the age of 18 in China is 485,000 RMB, which is 6.9 times the per
capita GDP. The higher the Parenting cost, the greater the economic pressure on the
family, and the lower the fertility intention of couples. The Parenting cost estimated in
this report mainly refers to consumer expenditure.

Education Security Level. Miller et al. [22, 23] made a more in-depth analysis on the
causes of reproductivemotivation and found that in terms of specific shapingmechanism,
the growth experience, adult experience and adult personality traits of children and
adolescents will directly affect reproductive motivation. Therefore, the level of local
education security directly affects the quality and cost of education. A higher level of
education security is conducive to enhance the reproductive willingness of couples. This
paper selects the Primary school teacher-student ratio to represent the level of education
security.

Medical Security Level. Maira [24] found that, with the improvement of the health
care level and human capital level, the role of birth insurance in promoting the birth
rate is further enhanced after crossing the threshold. The higher the level of social and
medical security, the lower the medical cost, and the higher the survival rate of infants.
The Number of beds per 1,000 people is selected to represent the medical security level.

Women’s Rights. With the development of China’s economy, society and education,
women’s status is becoming higher and higher. The labor participation rate of women of
childbearing age in China reached 60.5%, exceeding the world average of 51.6%. Many
women find it difficult to balance their career and family directly. Due to the pursuit of
career and ideological independence, as well as the importance of personal investment,
it has occupied the investment in the family. The proportion of unpaid housework of
women in China is 11.1%, which is lower than the world average of 12.5%. Therefore,
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women’s professional labor has a negative impact on fertility intention. This paper selects
Female educational attainment to represent women’s rights.

Life Pressure. Zhang Xiayu [4] found through research that the level of house prices
has an inhibitory effect on the birth rate. Specifically, the rapid rise of house prices mean
greater pressure on survival. At the same time, the increase of housing expenditure
will lead to the compression of Parenting costs. People naturally delay the progress
of childbirth and reduce their fertility intention. The pressure of buying a house is the
main source of living pressure for young families. Therefore, under other conditions
unchanged, the higher the house price level, the stronger the inhibition of fertility will
be.

The income level of the family restricts the consumption expenditure of the family.
Therefore,whenmaking fertility decisions, the familymust be based on the consideration
of the family income level. When other conditions remain unchanged, the higher the
family income level, the stronger the fertility will be. The current reality is that there
is a negative correlation between income level and the birth rate. The birth rate in
metropolitan areas is very low.

Therefore, the separate analysis of house price level and income level cannot fully
reflect the impact of life pressure on the birth rate. This paper comprehensively considers
the two and takes the House price-income ratio as a measurement index to reflect life
pressure.

2.5 Construction of Evaluation Factor System

Based on the above analysis, this paper constructs an indicator system, including three
primary indicators, seven secondary indicators and seven tertiary indicators from the
three dimensions of population structure, marriage intention and fertility intention.
Women’s rights and life stress are common influencing factors for both marriage inten-
tion and fertility intention, and all indicators are considered together in the final indicator
system to ensure that there is no duplication of tertiary indicators (Fig. 2).

Primary indicators

Population structure

Marriage intention

Fertility intention

Secondary indicators 

Proportion of women of 
childbearing age

Women's rights

Life stress

Fertility policy index

Parenting cost

Level of education security

Level of medical coverage

Explain

Ratio of the number of women of childbearing age to the 
total population

Percentage of women with college degree or above

Ratio of the average price of a 100 m2 residential 
commercial property to the disposable income of a couple

One-child policy / Single, two-child policy /The universal 
two-child policy / Three-child policy

Includes two main categories of education expenditure and 
non-education expenditure

Ratio of the number of teachers to the number of students in 
primary schools

Ratio of medical beds to population multiplied by 1000

Proportion of women of childbearing 
age

Female educational attainment

House price -income ratio

Fertility policy index

Parenting cost

Primary school teacher-student ratio

Number of beds per 1,000 people

Tertiary indicators

Fig. 2. Indicator system of factors influencing population birth rate.
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3 Birth Rate Prediction Model Based on BPNN (BRPM-BPNN)

At present, the data of the National Statistical Yearbook in 2021 has not been published.
Therefore, this paper obtains the statistical data of various administrative regions in
the National Statistical Yearbook from 2013 to 2020 as the data of model training,
verification and testing. The Female educational attainment, the Proportion of women
of childbearing age and Parenting cost are calculated indirectly. The data in Fertility
policy index is formed by investigating the implementation year of China’s fertility
policy and the implementation of supporting measures. And other indicator data can be
obtained directly. Normalize the statistical data, train with MATLAB neural network
toolbox, and build a birth rate prediction model based on BP neural network.

The national average Parenting cost is first estimated using average consump-
tion data, for example, using 2019 consumption data results in an estimate of
$485,000.Assuming that the proportion of theParenting cost of residents in 31 provinces
to the national average is the same as the proportion of per capita consumption expen-
diture, the average Parenting cost of children aged 0–17 in 31 provinces can be
obtained.

3.1 Model Input Factor Description

In terms of birth rate, most administrative regions have experienced the process of first
rising and then falling. Due to the continuous relaxation of fertility policy, especially
the implementation of the comprehensive two-child policy in 2016, which released the
fertility wishes of many families, the birth rate peaked around 2016 and 2017.

The range of birth rate in each province from 2013 to 2020 is between 5.36% and
17.89%. In order to improve the training effect of BP neural network model, the birth

Note: 18 provinces, including Shanghai, Zhejiang and Shandong, have not released 
their birth rate data for 2020. 
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Fig. 3. China’s birth rate data, 2013–2020.
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rate is divided into 11 levels, 0 represents less than 6%, 1 represents 6%–7%, 2 represents
7%–8%, and so on, 10 represents more than 15% (Fig. 3).

From 2013 to 2020, the per capita disposable income and the average sales price of
residential, commercial housing in all administrative regions showed an upward trend,
while the House price-income ratio basically showed a downward trend first and then
an upward trend. There are obvious changes and differences between provinces in the
Number of beds per 1,000 people and thePrimary school teacher-student ratio indicator.
Beijing, Shanghai, Hebei, Zhejiang, Jiangxi, Henan, Guangxi, Chongqing, Sichuan and
other provinces have a downward trend, Tianjin, Anhui and other provinces are basi-
cally stable, and Shanxi, Fujian, Hubei, Hainan, Shaanxi and other provinces show an
upward trend. The educational level of women is generally stable and rising slightly. In
terms of Parenting cost, with the economic development and the improvement of liv-
ing standards, the family’s investment in parenting is also increasing, and the Parenting
cost have increased significantly. The decline in the number of women of childbearing
age is pessimistic, and there is a downward trend in all administrative regions. In 2021,
the number of women of childbearing age aged 15–49 decreased by about 5 million
compared with the previous year, of which the number of women of childbearing age
aged 21–35 decreased by about 3 million. This paper also summarizes China’s Fertility
Policies, see Fig. 4(i).

3.2 BP Neural Network Model Training

In order to eliminate the influence of data dimension, the initial data are normalized.
This paper takes “administrative region& year” as a sample. After excluding the samples
with missing data, there are 230 valid samples. The BP neural network model is estab-
lished, with 7 indicators as input variables and birth rate as output variables. After many
experiments and parameter adjustment, it is finally determined that 28 neurons are set
in the hidden layer. Using the Levenberg Marquardt algorithm, the training set accounts
for 80%, the verification set and the test set account for 10% respectively. The model
trains results are shown in the figure below. The regression coefficient of the training
set is more than 0.97, the regression coefficient of the verification set is about 0.88, the
regression coefficient of the test set is about 0.71, and the overall regression coefficient
is 0.91486. The error is concentrated near 0, the fitting effect is better, and the network
training is completed (Fig. 5).

3.3 Prediction of Birth Rate Based on BP Neural Network

Shanghai, Zhejiang, Shandong and other 18 administrative regions have not published
their birth rate data in 2020, while the data of seven evaluation indicators can be obtained.
Therefore, this paper uses the constructed neural network model to predict the birth rate
data of the above 18 provinces in 2020. The results are as follows (Fig. 6).

From the prediction results, the predicted birth rate in 2020 basically conforms to
the change trend, and most of them are in a downward state, indicating that the model
prediction is more in line with the reality and the effect is ideal. In particular, it is noted
that the predicted values of Heilongjiang, Yunnan and Tibet have decreased significantly.
The reason for this phenomenonmay be that the population outflow of relevant provinces
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Fig. 5. BP Neural network training results (a) Error distribution (b) Regression coefficient.

is serious, resulting in sharp changes in population structure. Wang’s study [13] found
that the three northeastern provinces show that socio-economic problems are closely
related to the decline of birth rate. For example, in 2020, the number of women of
childbearing age in the permanent population of Heilongjiang decreased seriously, and
theProportion of women of childbearing age decreased by 29.66% compared with 2019;
Yunnan is also mainly due to the Proportion of women of childbearing age decreased
by 7.23% compared with 2019; The House price-income ratio, the Number of beds per
1,000 people and thePrimary school teacher-student ratio in Tibet have adverse changes,
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Fig. 6. Birth rates in selected provinces 2013 to 2019 and projected birth rates in 2020.

which have a certain impact on the birth rate. However, the Proportion of women of
childbearing age in Tibet has increased by 9.58% compared with 2019. Therefore, the
predicted value of Tibet’s birth rate in 2020 needs to be verified. The forecast value of
Xinjiang has increased significantly, which can be found from the factor data. Compared
with 2019, the Proportion of women of childbearing age has increased significantly by
9.08%, the House price-income ratio has decreased by 6.76%, the Number of beds per
1,000 people has increased significantly by 75.69%, the Primary school teacher-student
ratio has increased steadily by 4.95% and the Parenting cost has decreased by 5.92%.

4 Policy Scenario Prediction Related to Birth Rate

4.1 Analysis of Fertility Policies and Supporting Measures

The Decision of the CPC Central Committee and the State Council on Optimizing Fer-
tility Policies and Promoting the Long-term Balanced Development of the Population
clearly sets out the population development goals for the period up to 2025. Referring to
the press conference held by the National Health Commission in Beijing on January 20,
2022, the progress and experience of the above decision were discussed, including some
measures to reduceParenting cost. For example, various departments actively introduced
supporting measures, including “double reduction” of education, special deduction of
infant care service fees under 3 years old individual income tax, and raising the standard
of special family assistance. The scale of women of childbearing age has decreased sig-
nificantly, and the years of education of relevant women have been prolonged, resulting
in the delay of marriage and childbirth, which will affect the fertility level.

To sum up, the Parenting cost is further reduced. Under the “double reduction” and
other policies, the cost of education can be further reduced, ranging from 5% to 10%;
In terms of the teacher-student ratio, under the background of the COVID-19 epidemic,
the teacher-student ratio may be further increased due to the stability of the teaching
profession; As for women’s education level, due to the increasing competitive pressure
of employment, womenwill increase in their years of education.However, the proportion
of women with college degree or above is generally stable. In terms of the Proportion
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of women of childbearing age, the number of women of childbearing age cannot be
changed through policies and measures. Under the current trend, it is expected that the
Proportion of women of childbearing age will decrease by 1.7% per year in the future.
In terms of fertility policy, the three-child policy has been clearly implemented, which
can meet the fertility needs of most couples. The policy supporting measures will affect
the fertility intention to a greater extent, and there is a large room for adjustment in the
relevant supporting measures and implementation. The change range of each factor in
the three scenarios is determined with reference to the average value of the change rate
in the past five years.

4.2 Scenario Design of Policies Related to Birth Rate

Select Scenario Analysis Samples. According to the indicator data of each admin-
istrative region in 2020, 31 administrative regions are clustered into 4 categories by
using self organizing feature map (SOM) model. The clustering results are shown in the
Fig. 7. Among them, Beijing and Shanghai are in the first category, Guangdong, Tianjin,
Jiangsu, Zhejiang and Fujian are in the same category, Liaoning, Jilin, Heilongjiang,
Shanxi, Inner Mongolia and Gansu are in the same category, and Shandong and other
18 administrative regions are in the same category. In order to facilitate the analysis
of scenario prediction, Beijing, Guangdong, Shandong and Liaoning are selected as
representative administrative regions for scenario prediction analysis.

Fig. 7. Clustering results for all provinces.

ScenarioDesign. The economic policy under the positive scenario is very optimistic and
the fertility policy and supporting measures are actively and effectively implemented.
The new marriage and childbearing culture have been deeply rooted in the hearts of
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the people, and the number of three children is increasing. Robust scenario with solid
economic performance and gradual and orderly implementation of fertility policy and
supporting measures, and residents have gradually begun to respond to the three-child
policy issued by the state. In the negative scenario, the economic situation continues to
be strict, the three-child policy and supporting measures have not been implemented as
expected, and there are great challenges in the implementation. Residents’ response to
the national three-child policy is to correct and relatively negative (Table 1).

Table 1. Percentage changes per year in factors for three scenarios.

Factors Positive scenario Robust scenario Negative scenario

House price-income ratio −5% 0% 5%

Parenting cost −10% −5% 0%

Primary school teacher-student ratio 10% 5% 0%

Number of beds per 1,000 people 10% 5% 0%

Fertility policy index 5% 0% −5%

Proportion of women of childbearing
age

−1.7% −1.7% −1.7%

Female educational attainment Unchanged Unchanged Unchanged

Under the positive scenario, the specific values of various indicators from 2021 to
2025 are shown in the figure below. It can be found that the Primary school teacher-
student ratio and the Number of beds per 1,000 people have increased rapidly, with
a comprehensive increase of 61.1% in five years. The House price-income ratio has
been effectively controlled, with a comprehensive decline of 22.6% in five years. The
cost of parenting has fallen sharply, with a comprehensive decline of 41% in five years.
The implementation of the fertility policy has achieved remarkable results, and the
Fertility policy index has increased by 27.6% in five years. The Proportion of women of
childbearing age decreased by 8.2% in five years. The Female educational attainment
in all administrative regions remained stable (Fig. 8).

Under the robust scenario, the specific values of various indicators from 2021 to
2025 are shown in the figure below. It can be found that the Primary school teacher-
student ratio and the Number of beds per 1,000 people have been steadily improved,
and the comprehensive growth rate in five years has reached 27.6%; The House price-
income ratio is generally stable and has remained basically unchanged for five years;
The Parenting cost has decreased steadily, with a comprehensive decline of 22.6% in
five years; The fertility policy was steadily implemented, and the Fertility policy index
remained at 3.0; The Proportion of women of childbearing age decreased by 8.2% in
five years; The Female educational attainment in all administrative regions remained
stable (Fig. 9).
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Fig. 8. Changes in the values of the indicators for the positive scenario.
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Under the negative scenario, the specific values of various indicators from 2021 to
2025 are shown in the figure below. It can be found that the Primary school teacher-
student ratio and the Number of beds per 1,000 people are generally stable, and have
remained basically stable for five years; The House price-income ratio was poorly con-
trolled, with a comprehensive growth rate of 27.6% in five years; The cost of parenting
was not effectively reduced and remained basically stable for 5 years; The implemen-
tation of the fertility policy needs to be strengthened, and the Fertility policy index
has decreased by 22.6% in five years; The Proportion of women of childbearing age
decreased by 8.2% in five years; TheFemale educational attainment in all administrative
regions remained stable (Fig. 10).
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Fig. 10. Changes in the values of the indicators for the negative scenario.

4.3 Scenario Prediction Based on BRPM-BPNN Model

BRPM-BPNN model is used to predict the population birth rate under three scenarios.
Beijing, Guangdong, Liaoning and Shandong are the representatives of scenario predic-
tion. The population birth rate under the three scenarios from 2021 to 2025 is shown in
the figure below.

Under the positive scenario, the implementation effect of Fertility Policies and sup-
porting measures is very good. The birth rate in the four administrative regions has
increased significantly, with an average annual growth rate of 16.88%–31.75%. By 2025,
the birth rate can reach 15%–31%. Comparedwith 2020, by 2025, Liaoningwill increase
the most, with an increase of 296.97%, and the birth rate will reach 22.58%; The birth
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rate of Guangdong will increase 148.73%, and the birth rate will reach 30.18%; Shan-
dong will increase 140.84%, and the birth rate will reach 26.31%; Beijing will increase
118.09%, and the birth rate will reach 15.22%.

Under the robust scenario, the fertility policy and supporting measures have been
solidly promoted and steadily implemented. The birth rate in the four administrative
regions has been effectively improved, with an average annual growth rate of 8.64%–
18.01%. By 2025, the birth rate will reach 12%–21%. Compared with 2020, by 2025,
Liaoning will also increase the most, with an increase of 128.87%, and the birth rate
will reach 13.02%; Beijing will increase 84.93%, and the birth rate will reach 12.91%;
Guangdong will increase 73.09%, and the birth rate will reach 21%; Shandong will
increase 51.31%, and the birth rate will reach 16.53%.

Under the negative scenario, the implementation effect of fertility policy and sup-
porting measures is poor, the incentive fertility strategy needs to be improved, and the
birth rate changes in the four administrative regions are quite different. Among them,
the birth rate in Guangdong still maintains an average annual growth rate of 8.02%, the
birth rate in Shandong is relatively stable, declining slowly at an average annual growth
rate of 1.1%, and the birth rate in Beijing and Liaoning has declined sharply. Compared
with 2020, by 2025, Guangdong will increase by 47.05%, and the birth rate will reach
17.84%; The birth rate in Shandong fell by 5.39% and the birth rate will drop to 10.34%;
Liaoning and Beijing have dropped to extremely low birth rates close to zero. The birth
rate of Guangdong performs well under the three scenarios. The main reason is that
Guangdong has a developed economy, attracts a large number of migrant population,
has a younger population structure and a high Proportion of women of childbearing age.
In addition, Guangdong has the regional characteristics of high fertility intention. Shan-
dong has relatively strong resilience under the negative scenario because all influencing
factors are at the national medium level and there are no exceptionally severe indica-
tors, so the decline of birth rate will not be unusually obvious. In Liaoning and Beijing,
the basis of birth rate is very low, and there are various extremely severe constraints.
The House price-income ratio in Beijing ranks first in the country, and the Proportion
of women of childbearing age in Liaoning is almost the bottom. Therefore, under the
negative scenario, the continuous deterioration of relevant indicators will produce an
obvious butterfly effect and reduce the birth rate to an unimaginable level (Fig. 11).

Comparative Analysis of Scenario Prediction in Four Types of Provinces.
Considering the three scenarios, the optimistic degree of birth rate predicted in the
four provinces is ranked as Guangdong, Shandong, Liaoning and Beijing. The class
of provinces represented by Guangdong, under the three scenarios, the birth rate is at
the highest level, which reflects that such provinces have good development potential
and all indicators are developing well; The class of provinces represented by Shandong
is accounting for the majority of the 31 provinces, representing the national average
development level. Under the three scenarios, the birth rate level ranks second, with
good toughness and easy policy regulation to improve the birth rate level. The class of
provinces represented by Liaoning, the birth rate level ranks third in the three scenarios.
The policy effect is the most prominent in the positive and stable scenarios, but the
situation is severe in the negative scenario. Therefore, we must pay attention to such
provinces and give appropriate policy preference; Beijing and Shanghai belong to the
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Fig. 11. Three scenario projection results.

same kind of provinces. The birth rate levels under the three scenarios are the lowest,
and the positive and robust scenarios have good improvement effects. However, it is also
found that the momentum in the later stage of the positive scenario is insufficient, and
the robust scenario can be improved more stably, while the birth rate under the negative
scenario is almost straight-line decline, and the situation is extremely severe. There-
fore, Beijing and Shanghai should strive to solve the primary problem of high House
price-income ratio, strive to prevent development in the negative scenario.

ComparativeAnalysis ofThree Scenarios. In the positive scenario, through the imple-
mentation of positive and powerful fertility policies and the adoption of economic, social
and cultural measures, we will vigorously break down the obstacles hindering the will-
ingness to marry and have children, so that the birth rate will increase rapidly. However,
if the policies and measures are too strong, there may be systemic problems that the
economy and society cannot bear, and the way of rapid increase in the birth rate is
unsustainable. In the long run, it will again lead to the pressure of rapid population
growth. In the robust scenario, combined with China’s overall national conditions and
the specific reality of various administrative regions, steadily promote fertility policies
and supporting measures, take appropriate policy means and incentive measures, reduce
the pressure of young people on marriage and childbirth, and steadily improve their
willingness to marry and childbirth, which can steadily increase the population birth
rate, reach a reasonable level of population birth rate, alleviate the huge pressure of
aging and fewer children in China, and provide a solid guarantee for the sustainable
development of society. In the negative scenario, due to the severe obstacles of various
problems, the poor implementation effect of fertility policies and supporting measures,
various problems affecting young people’s willingness to marry and have children have
not been effectively solved and become more serious. The situation of population birth
rate continues to deteriorate, resulting in the provinces with low birth rate falling to a
very low level, and the birth rate of most provinces continues to decline along the current
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trend, Only Guangdong and other provinces with large population inflow can withstand
the pressure of declining birth rate and maintain a certain growth rate of birth rate.

It is worth noting that although the statistical yearbook data of 2021 has not been
released, 26 administrative regions have released the population data of 2021. Affected
by the COVID-19 epidemic, the birth rate of each administrative region has basically
maintained a downward trend. The birth rates of Beijing, Guangdong, Liaoning and
Shandong are 6.35%, 9.35%, 4.71% and 7.38% respectively, while the predicted birth
rates of 2021 under the negative scenario are 6.23%, 14.64%, 7.41% and 9.54% respec-
tively, which shows that the situation of China’s birth rate is very serious. Therefore,
it is urgent to change young people’s marriage and fertility intention, and alleviate the
pressure of declining birth rate through policies and measures. We should resolutely
prevent the continuous deterioration of negative scenarios.

Analysis ofMain Indicators. The following figure shows the indicator values and birth
rates for each scenario in 2025, of which the main indicators are now analyzed. The birth
rates in the four administrative regions differ significantly in the three scenarios, correlat-
ing with the differences in certain main indicators. The following analyses are all based
on negative scenario versus robust and positive scenarios within a single administrative
region in 2025. The Parenting cost and house price income ratio increase significantly,
and as a result, the life pressure of young people increases dramatically, thus seriously
affecting their marriage intention and fertility intention.

In terms of social security, Primary school teacher-student ratio and Number of
beds per 1,000 people plummet, representing a linear decline in the level of education
security andmedical security, and therefore the fertility intention in the negative scenario
is greatly reduced.

In terms of Fertility policy index, the negative scenario is more unfavorable, as
it directly reduces the fertility intention of couples of childbearing age, leading to a
decrease in the birth rate.

It can be seen that the Parenting cost, House price-income ratio, Primary school
teacher-student ratio, Number of beds per 1,000 people, and Fertility policy index all
have important effects on the birth rate (Fig. 12).

4.4 Policy Recommendations

At present, China has issued a series of policies and measures such as the decision of
the CPC Central Committee and the State Council on optimizing Fertility Policies and
promoting long-termbalanced development of the population.All parts of the country are
also actively exploring specific implementation methods in line with the actual situation
of the administrative region. For example, Panzhihua City, Sichuan Province pays 500
yuan per child per month to families with two or three children until the age of 3, and
Zhejiang province gives childcare allowance to families with infants under the age of 3
Subsidies for childcare expenses, etc.

Based on the comparative analysis conclusion of scenario prediction of four types of
provinces, this paper puts forward, two suggestions at the strategic level: first, we should
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Fig. 12. Indicator values and birth rates for the four administrative regions under the three
scenarios in 2025.

give full play to China’s institutional advantages, coordinate the overall planning, Insist-
ing on a national approach; Second, all provinces should implement policies, according
to their own conditions, explore and implement differentiated and targeted policies and
measures, and give priority to solving the primary contradiction.

Based on the comparative analysis conclusion of the three scenarios, combined with
the current overall situation of China, the robust scenario is the most suitable to be
adopted, and the policy effect is also in line with the expectation. This paper puts forward
four robust policy suggestions at the tactical level: first, all parts of the country should
actively implement the spirit of the decision, steadily explore and effectively promote
the implementation of fertility policies and supporting measures in accordance with the
central top-level design; Second, stabilize house prices and steady growth. We should
implement policies, according to local conditions, and promote the virtuous cycle and
healthy development of the real estate industry, strive to overcome the impact of the
COVID-19 epidemic, promote economic growth, enhance residents’ disposable income,
and steadily reduce theHouse price-income ratio.We should adoptmore people-friendly
rental policies and measures to reduce the living pressure of young people; Third, strive
to improve the service level of eugenics and child rearing, accelerate the construction
of inclusive childcare service system, effectively reduce the cost of childbirth, parenting
and education, innovate and explore the socialization mode of Parenting cost such as
parenting insurance, and alleviate the parenting pressure of families; Fourth, effectively
improve the level of protection of women’s rights. In addition to the policies such as
parental leave and parental subsidies that have been issued, we should also strive to create
a social atmosphere and workplace atmosphere that respects women who raise children.
Through the introduction of tax and fee reduction and other incentives for enterprises
employing women workers, we should organically combine the interests of women
of childbearing age, enterprises and society to effectively alleviate the contradiction
between women’s career development and marriage and childbirth.
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5 Summary

By analyzing the calculation formula of population birth rate, this paper determines
the influencing factors and establishes the indicator system of influencing factors on
population birth rate. On this basis, combined with the actual indicator data and scenario
prediction data, the BRPM-BPNN model is constructed. The prediction accuracy of the
model is 91.486%, and the model training effect is very good.

In terms of prediction, 18 administrative regions such as Shanghai, Zhejiang and
Shandong have not published their birth rate data in 2020. This paper forecasts the
birth rate of these administrative regions in 2020 through BRPM-BPNN. The predicted
values of Shanghai, Zhejiang, Shandong and Guangdong are 7.39%, 9.22%, 10.93%
and 12.13% respectively. There is a huge rebound in Xinjiang, and the predicted value
reaches 12.27%.

In terms of prediction, combined with the fertility policies and supporting measures
issued in 2021, this paper analyzes and designs three development scenarios from 2021
to 2025. China’s 31 administrative regions are grouped into four categories, with Beijing,
Guangdong, Liaoning and Shandong as the representatives of various categories. Based
on BRPM-BPNN model, this paper forecasts and analyzes the positive scenario, robust
scenario and negative scenario respectively. Under the positive scenario, the birth rate
will increase significantly, and the birth rate in all provinces will reach 15%–31% by
2025; Under the stable scenario, the birth rate will be effectively improved. By 2025, the
birth rate in all provinces will reach 12%–21%; Under the negative scenario, there are
great differences among provinces. By 2025, the birth rate in Beijing and Liaoning will
drop to a very low level close to zero, that in Shandong will drop slightly to 10.34%,
and that in Guangdong will still rise to 17.84%.

In terms of policy suggestions, the characteristics of various administrative regions
are different. This paper puts forward, two suggestions at the strategic level: overall plan-
ning and implement policies according to local conditions. Among the three scenarios,
the robust scenario is the most in line with China’s reality, and the expected effect is rel-
atively ideal. This paper puts forward four robust policy suggestions at the tactical level:
actively and effectively implement the fertility policy and supporting measures, stabi-
lize house prices and steady growth, effectively reduce Parenting cost, and effectively
protect women’s rights.

Finally, we should also note that the increase of uncertain factors caused by the
COVID-19 epidemic makes the birth rate level face greater challenges and reduces the
prediction accuracy of themodel. If the indicator data and birth rate data of 2020 and 2021
are fully published and the data set training model is added, it will help BRPM-BPNN
to predict the scenario more accurately.
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Abstract. Watts model is a classic paradigm for studying social conta-
gion phenomena. In prior research, the decision threshold of an individ-
ual is independent of its neighbors’ states. In this paper, we extend the
Watts model by introducing the positive-feedback mechanism. In our
model, each adopter may give positive feedbacks with a certain prob-
ability. Correspondingly, the threshold of its susceptible neighbors will
decrease by a small number. We perform extensive numerical simulations
on synthetic networks and an empirical social network, and demonstrate
that positive feedbacks could significantly facilitate the contagion pro-
cess. Furthermore, we find that network heterogeneity plays a complex
role in the cascading dynamics.

Keywords: Feedback mechanism · Threshold model · Social
contagion · Complex networks · Information cascade

1 Introduction

In recent decades, modeling social contagion processes, such as the spread of
misinformation [1,2], norms, or innovations [3–5] in social networks has attracted
a great deal of attention by researchers from various disciplines [6,7]. Different
from the biological disease spreading processes [8–11], social contagion processes
are usually characterized by complex contagion mechanisms, where node states
are determined by multiple exposures of the neighbor nodes [12]. The threshold
model which was first proposed in 1970 s s [13,14], has been the predominant
modeling framework used to study collective social behavior. In the threshold
model, the susceptible individual becomes active only if the fraction of its active
neighbors exceeds a certain threshold. This model captures the effect of peer
pressure, which helps us to deeply understand some real spreading phenomena
in society.

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
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In 2002, Watts investigated the threshold model thoroughly by employing
the network theory [15]. He considered a special case that there is only one sin-
gle seed at the beginning of the dynamics. In this case, the complex dynamic
problem turns into a static percolation problem that can be elegantly solved by
a generating function approach. Watts demonstrated that the condition for a
global cascade is that the component consisting of vulnerable nodes (defined as
the nodes which will change state even if there is only one adopter neighbor)
must percolate throughout the whole network. He then showed that there is a
cascade window in the (φ, z) (φ is the average threshold and z is the average
degree of the network) space in which a global cascade (occupying a macro-
scopic fraction of the network in the thermodynamic limit) can occur. Based on
this pioneering work, researchers developed the model from different directions.
For example, some researchers focused on how the underlying network struc-
tures may affect the cascading dynamics [16–20]. Others were concerned about
the role of the initial seed size [21–23]. Besides, in recent years, a number of
researchers incorporated some more realistic factors into the Watts model [24–
26]. For instance, Huang et al. considered asymmetric individual interactions
and introduces persuasion mechanisms in the threshold model [25]. Ruan et al.
extended the threshold model by taking into account lurking nodes, who rarely
interact with their neighbors [26].

These works all assume that the node threshold is fixed during the dynamics.
However, this is not the case in reality. Empirical observations show that people
often give feedbacks after they adopt a new product or an innovation [27]. In
particular, if people give positive feedbacks, their friends are more prone to take
the same behavior. In this paper, we modify the Watts model by considering
the positive-feedback mechanism. Specifically, we assume the adopters may give
positive feedbacks with a certain rate p, correspondingly, the threshold values of
their susceptible neighbors will reduce by a small number δ. We investigate how
the positive-feedback mechanism may affect the cascading dynamics on both
synthetic and empirical networks.

This paper is organized as follows. In Sect. 2, we introduce the extended
threshold model by considering the positive feedback mechanism. In Sect. 3, we
present the numerical results on different network structures. We summarize in
Sect. 4.

2 Model

Our model is defined as follows. We consider a network of N nodes. Each node
in the network is in one of the three states: 0 (susceptible), 1+ (adopter giving
positive feedbacks), and 10 (adopter giving no feedbacks). We assign each node
a threshold that will change with time. Specifically, the threshold of node i at
time t is denoted by φi

t. For simplicity, we assume that all nodes have the same
threshold φ0 at t = 0. If a node gives positive feedbacks, each of its neighboring
nodes will decrease the threshold by a small number δ > 0 (called the feedback
strength), indicating that it becomes more vulnerable to being infected. The
algorithm is summarized as follows:
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(i) Initially (t = 0), we randomly choose one node and let it be in the state
1+. The remaining nodes are in state 0.

(ii) At each time step t, each node in state 0 will change to state 1+ (10)
with probability p (1 − p) if the threshold condition is satisfied, i.e., mi

t

ki
≥ φi

t,
where ki is the degree of node i, mi

t is the number of the neighboring nodes in
state 1+ or 10 at time t. Nodes in sate 1+ or 10 will keep in this state until the
end of the dynamics.

(iii) At the meantime, each node updates its threshold according to the num-
ber of its neighboring nodes in state 1+ (denoted by m+): φi

t = max(φ0−m+δ, 0).
Note that φi

t must be greater than or equal to 0.
(iv) Repeat steps (ii) and (iii) until no more nodes can be updated.

3 Simulation Results

We first focus on ER random networks which are constructed according to the fol-
lowing algorithm: M links are randomly placed between pairs of nodes selected
with uniform probability. Correspondingly, the average degree is z = 2M/N .
Note that this algorithm can result in an exact average degree z. All the simu-
lation results presented here are obtained by taking the average on 104 different
realizations. In the following, we will explore the effects of the average degree
z, the probability p of an adopter giving positive feedbacks, and the feedback
strength δ on the cascading dynamics on different network topologies. We focus
on three different quantities: The final fraction of adopters ρ∞ (including both
the nodes in state 1+ and 10), the final fraction of adopters giving positive
feedbacks ρ+∞, and the final fraction of adopters giving no feedbacks ρ0∞.

Figure 1 (a) shows ρ∞ as a function of average degree z for different values
of p. Notice that p = 0 corresponds to the original Watts model. We see that
ρ∞ displays a non-monotonous change with the increase of z. In particular, we
find there are two phase transition points in the dynamics, which have been well
analyzed by Watts using the method of generating function. The physical picture
is clear: When z is too small (z < 1), the underlying network is under percolation
(no giant connected component exists). In such a case, no global cascade is
possible since the contagion process is restricted to the network structure. While
for large z, nodes are hard to fulfill the threshold condition, thus we again can
not observe any global cascades. Introducing the positive feedback mechanism
can notably facilitate the spreading process. We see that the range of z in which
global cascades can occur increases as p grows. To investigate it in more detail,
we further show how ρ+∞ and ρ0∞ change with z, respectively [see Fig. 1 (b) and
(c)]. Evidently, ρ+∞ is significantly suppressed as p decreases, while the change
in ρ0∞ as p decreases is much more intricate, which depends on the value of z.

To make it clear, we further plot ρ∞, ρ+∞ and ρ0∞ as a function of p for
different values of z, respectively, as shown in Fig. 2. Consider a specified pair
of values of (z, φ0) (for example, z = 5 and φ0 = 0.2) located near the center
of the cascade window of the original Watts model, where the global cascades
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Fig. 1. (a) Fraction of final adopters ρ∞, (b) fraction of final adopters with positive
feedbacks ρ+

∞, and (c) fraction of final adopters without any feedbacks ρ0
∞ as a function

of average degree z for different values of p in ER random networks. The simulation
parameters are N = 5000, φ0 = 0.2, δ = 0.05. All results are obtained over 104

realizations.

Fig. 2. ρ∞, ρ+
∞, and ρ0

∞ as a function of p for different values of z in ER random
networks. (a) z = 5, (b) z = 6. The simulation parameters are N = 5000, φ0 = 0.2,
δ = 0.05. All results are obtained over 104 realizations.

occur with high possibility. In this case, positive feedback (i.e., the parameter p)
has little impact on the spreading dynamics [see the blue curve in Fig. 2 (a)].

As a result, the fraction of adopters giving positive feedbacks grows almost
linearly as p increases [since ρ+∞ ≈ pρ∞ and ρ∞ remains unchanged at a high
level, see the green curve in Fig. 2 (a)]. Correspondingly, ρ0∞ decreases almost
linearly with p since ρ+∞ + ρ0∞ = ρ∞. Increasing z, however, makes the situation
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Fig. 3. Fraction of final adopters ρ∞ varies with δ for different values of p in ER random
networks. The simulation parameters are N = 5000, φ0 = 0.2, δ = 0.05, and z = 7. All
results are obtained over 104 realizations.

become different. In this case, nodes are more stable to change state and the
cascade size will be significantly suppressed. Nevertheless, if some of the nodes
give positive feedbacks, the average threshold of their susceptible neighbors is
lowered, meaning that more nodes would satisfy the threshold condition and
change their state from 0 to 1+ or 10. Hence, the parameter p has a significant
influence on the spreading dynamics for larger z. As shown in Fig. 2 (b), we
see that ρ∞ grows from 0.2 to 0.8 as p increases from 0 to 1. The variation in
ρ0∞ however is somehow intriguing: it first rises until a maximal value and then
drops monotonously to 0 [see the orange curve in Fig. 2 (b)]. The reason is that
ρ0∞ is determined by both p and ρ∞: ρ0∞ ≈ (1 − p)ρ∞. As p increases, ρ∞ grows
as well (for larger z), which contributes positively in ρ0∞; on the other hand,
the factor 1 − p is a decreasing function of p. The competition between the two
factors leads to the non-monotonous change in ρ0∞ as p increases. While for ρ+∞,
both p and ρ∞ contribute positively. As a consequence, ρ+∞ grows monotonously
as p increases [see the blue curve in Fig. 2 (b)].

We then study how the parameter δ affects the cascading dynamics. Figure 3
shows ρ∞ as a function of δ for different values of p. We find that ρ∞ grows
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discontinuously as δ increases. The reason lies in the nature of the Watts model
(or the threshold model), in which decreasing the average threshold of nodes
could result in a step-like change in cascade size [15,28]. It is worth noticing
that the effect of δ on the spreading dynamics is constrained to the parameter
p. In particular, when p is small, only a small number of nodes reduce their
threshold. Therefore, it is difficult for an innovation (or product) to spread out
even if δ is large.

Fig. 4. (a) Degree distribution of the real social network. (b) ρ∞, ρ+
∞, and ρ0

∞ as a
function of p in the real social network. The simulation parameters are φ0 = 0.2, and
δ = 0.05. All results are obtained over 104 realizations.

Real networks are far different from ER random networks. Considering this,
we finally employ a real social network to demonstrate the effect of the positive-
feedback mechanism on the cascading process. In particular, we consider the
LastFM Asia Social Network [29] collected from public APIs in March 2020.
Nodes in the network represent LastFM users from Asian countries and links
represent their mutual follower relationships. This social network includes 7624
nodes and 27806 links in total (hence the average degree is 7.29). The degree
distribution of the real network is a power law [p(k) ∼ k−γ ] with exponent
γ ≈ 2.12, as shown in Fig. 4 (a).

Figure 4 (b) shows how ρ∞, ρ+∞ and ρ0∞ change with p for the real social net-
work. We find that the phenomenon is similar to that of ER random networks,
confirming that the positive-feedback mechanism can promote the spreading in
heterogeneous networks. As a comparison, we consider ER random networks
with the same number of nodes and links as the real network. Figure 5 (a) and
(b) depict ρ∞ as a function of φ0 and p on ER random networks and the real
social network, respectively. We see that, overall, the real social network is more
difficult to propagate the initial perturbations due to the highly heterogeneous
distribution in node degree. Specifically, in heterogeneous networks, the vulner-
able nodes (those nodes that satisfy the condition 1/k ≥ φ, i.e., one adopter
neighbor is enough to make them change state) are poorly connected due to
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the block of high-degree nodes, which therefore hinders the contagion process.
On the other hand, the number of vulnerable nodes (low-degree nodes) in the
heterogeneous network is much greater than that in ER networks (with the same
average degree), these nodes may form small clusters (though they are poorly
connected overall), which can cause an additional effect: for relatively large φ0

(especially φ0 > 0.2), there are more adopters eventually in the heterogeneous
network.

Fig. 5. ρ∞ as a function of φ0 and p on (a) ER random networks, and (b) the real
social network. The simulation parameters are N = 7624, z = 7.29, φ0 = 0.2, p = 0.6,
All results are obtained over 104 realizations.

4 Conclusion

In summary, we have modified the conventional Watts model by incorporating
the positive-feedback mechanism, where each adopter may give positive feed-
backs with a certain probability, and its neighbors would reduce their threshold
values adaptively. On the basis of this model, we explored the effects of different
model parameters on the final cascade size on both ER random networks and
a real social network. The simulation results show that positive feedbacks could
significantly facilitate the spreading process, making it easier for global cascades
to occur. Furthermore, we find that network heterogeneity plays a complex role
here.
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Abstract. Most of the existing knowledge graphs are not usually com-
plete and can be complemented by some reasoning algorithms. The rea-
soning method based on path features is widely used in the field of knowl-
edge graph reasoning and completion on account of that its have strong
interpretability. However, reasoning methods based on path features still
have several problems in the following aspects: Path search is inefficient,
insufficient paths for sparse tasks and some paths are not helpful for
reasoning tasks. In order to solve the above problems, this paper pro-
poses a method called DC-Path that combines dynamic relation confi-
dence and other indicators to evaluate path features, and then guide path
search, finally conduct relation reasoning. Experimental result show that
compared with the existing relation reasoning algorithm, this method
can select the most representative features in the current reasoning task
from the knowledge graph and achieve better performance on the current
relation reasoning task.

Keywords: Knowledge graph · Knowledge graph completion ·
Relation reasoning · Dynamic relation confidence · Path feature

1 Introduction

Knowledge graph (KG) can be considered as a variant of semantic network with
added constraints, or a programmatic way to model a knowledge domain. Knowl-
edge graph reasoning, which focuses on inferring new unknown knowledge from
the existing KG, has been widely deployed in KG completion. For knowledge
reasoning, commonly used methods concentrate on representation learning, rule,
graph structure, and deep learning methods.

The KG reasoning method based on path features is an important part of
the graph structure reasoning methods. This kind of method usually includes
path search and reasoning. Since the path features is composed of the relation
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
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sequences in the KG, it has strong interpretability. The KG reasoning method
based on path features can be traced back to the path ranking algorithm (PRA)
proposed by Lao et al. [1], which extracts the relation sequences between entities
as features. Later, a series of improved algorithms for path search has emerged.

This paper observes and analyzes a series of typical path reasoning algo-
rithms. In general, there are three problems that cannot be avoided in the path
search and reasoning: 1. There are too many relations in a large KG, resulting
in an inefficient path search. 2. Due to the sparsity of the KG, some reasoning
tasks cannot find enough path features for reasoning. 3. Some path features are
not relevant to the current reasoning task, so they are not helpful for reasoning.

Although some algorithms have noticed these problems and made effective
improvements, there are still some shortcomings. Lao et al. [2] took data-based
path walks to improve the efficiency of path search, but it only evaluates and
filters the path features at the end of the path search. Gardner M et al. proposed
the SFE algorithm [3] which divides the path search process into two subgraphs
and searches for the intermediate entity at the same time, thereby improving
the efficiency of path search. In addition, it binarizes the probability matrix
to reduce the calculation. However, it still cannot choose the path related to
the reasoning task and only improves efficiency. Xiong W et al. proposed the
DeepPath algorithm [4], which applies reinforcement learning to search paths.
Its disadvantage is that the method of reinforcement learning depends on the
quality of the embedding method used. Meanwhile, the reinforcement learning
network needs to be pre-trained which consumes more time.

Based on the above, this paper proposes a method that uses dynamic rela-
tion and path confidence to evaluate the path and guide the path search. Its
characteristic lies in dynamically evaluating relations and paths during the path
search. In the whole search process, with the search strategy is continuously
optimized, the search space is continuously reduced to the area most relevant to
the reasoning task. Finally, the path is selected according to the path confidence
and other indicators to retain the most important path features for the reasoning
task. The main contributions of this paper are as follows:

• We define the dynamic evaluation indicators to evaluate the quality of relation
and path in KG. This method includes path search, path selection, and finally
perform relation reasoning tasks based on dynamic confidence indicators is
called Dynamic confidence path (DC-Path).

• We define dynamic relation confidence to guide the path search and narrow
the path search space. Experiments show that path search through DC-Path
can more effectively find the most important path for the current reasoning
task.

• We use different strategies for path selection to observe its impact on the
reasoning results and discover which paths play a decisive role in the reasoning
task.

The rest of this paper is composed as follows: Sect. 2 briefly introduces related
work about KG reasoning algorithms. Section 3 introduces our method, and
Sect. 4 show our experiments and analysis. Section 5 summarizes the full text.
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2 Related Work

2.1 Reasoning Method Based on Path Features

Path ranking algorithm (PRA) is the earliest and classic algorithm based on
path features reasoning in KG. Lao et al. further improved the PRA algorithm
in paper [5]. In this paper, a method of adding a reverse random walk is proposed
to expand the original walking strategy, and a path containing constant is added
to the path features. The DeepPath algorithm applies reinforcement learning
to path search for the first time, and its core ideas are as follows: Get the
current state according to the embedding of entities, and select which relation to
search according to an action matrix. Set three types of rewards to continuously
strengthen the strategy of walking, and finally extract the path features with
the best performance. It improves the accuracy of relation reasoning tasks and
uses fewer path features than PRA. After that, some new reinforcement learning
methods for graph reasoning or path search were proposed [6–9].

2.2 The Reasoning Method Based on Representation Learning

The reasoning method based on representation learning maps the entities and
relations in the KG to a low-dimensional space and set a score function to eval-
uate the correctness of a triple. Translation models are typical KG reasoning
algorithms based on representation learning such as TransE [10] and its series of
improved TransH [11], TransR [12], and TransD [13]. Another type of KG rea-
soning method that represents learning is the semantic matching model, and its
typical algorithms include Analogy [14]. The advantage of this type of method is
that after completing the embedding of entities and relations, reasoning can be
performed efficiently through the scoring function. Compared with the reasoning
method based on path features, the reasoning performance is better when facing
sparse KG.In recent years, more KG reasoning methods based on representation
learning have been proposed [15–19].

2.3 Reasoning Method Based on Association Rules

Association rule mining is another type of KG reasoning method. Association
rules were first proposed for shopping analysis to indicate the shopping asso-
ciation in the market. There are also many association rules in KG. AMIE is
a typical knowledge graph association rule mining system [20]. In the AMIE
system, rule confidence based partial completeness assumption is proposed to
replace the traditional indicators in the field of original rule mining. It does not
assume any fact that does not appear in the KG but assumes that it is missing.
This inspired us to make similar confidence definitions for the paths and relations
in the KG. At the same time, AMIE+ [21] also proposed a prediction method
based on the partial completeness assumption confidence of association rules,
which has achieved a remarkable effect on the yago3 dataset. Many rule-based
KG reasoning methods have been proposed in recent years [22,23].
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2.4 Reasoning Method Based on Neural Network

Recent studies have shown that the neural network coding model has a good
effect on the completion of the KG [24]. Encoding models with linear/bilinear
blocks can also be modeled by neural networks, such as NAM [25]. CNN are
utilized for learning deep expressive features in recent years, its representative
algorithms are ConvE [26], ConvKB [27] and HypER [28]. GNN encoder [29]is
also used to reasoning.

3 Method

In this section, we propose a path search algorithm based on dynamic relation
confidence, to search effective path features which are further used for relation
reasoning. In general, the dynamic confidence of the relation will determine the
search strategy.

For a specific reasoning task, if a relation appears frequently in high-quality
path features, we will gradually increase the search probability of it and vice
versa. In doing so, we can narrow the search space to be more relevant to the
target task, and obtain the most representative path features.The framework of
path search and reasoning is shown in Fig 1. Firstly, traverse the entity pairs in
the training set for path search, during which both the path pool Pl and the
relation matrix C are dynamically updated to adjust the search probability. The
path pool saves all the currently searched path features and their dynamic path
confidence and the relation matrix saves the path dynamic confidence that each
relation has participated in. After obtaining all the path features via traverse, we
conduct path selection based on dynamic confidence and pairs coverage. Finally,
we train a simple linear regression model using the final path features to perform
relation reasoning tasks.

3.1 KG Preprocessing

Considering the sparsity and incompleteness of the existing KG, we conduct
preliminary processing via inverse relation generation which is commonly used
to expand the KG. Specifically, we generate the inverse relation triples for the
existing triples and add them to the KG, which can alleviate the problem that
some reasoning tasks cannot find enough paths for reasoning due to the sparsity
of KG.

For example, we will add an inverse relation triple
(
t, hasspouse−1, h

)
for

the triple (h, hasspouse, t). However, instead of adding an inverse relation triple
for each triple directly, we first evaluate the relation in the KG. If a relation
is frequently connected to the same tail entity through different head entities,
we do not add an inverse relation triple for it. First of all, the triples composed
of such a public entity usually represent common sense in the KG. In addition,
adding such triples will generate an entity with a larger out-degree, which will
affect the efficiency of path search. Meanwhile, we do not remove redundant
relations from semantic information, the reason is that the relation in the KG is
extremely incomplete.
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Fig. 1. The framework of path search and reasoning. The workflow proceeds as follows:
1) traverse the positive sample entity pairs in turn for path search; 2) update the path
pool and the relation confidence matrix, and adjust the path search strategies; 3)
make path selection based on dynamic confidence and pairs coverage; 4) train linear
regression model using the final path features to perform relation reasoning tasks.

3.2 Path Evaluation

Although the addition of inverse relation triples helps us expand the path fea-
tures, it makes the existing path features more miscellaneous. To evaluate the
quality of various path features and select effective ones for relation reasoning,
we define several evaluation measures as below: path-entity support, path count,
path confidence, and entity pair coverage. Notably, different from association
rules, we only focus on the path and use dynamic confidence for approximate
representation.

Definition 1 (Path-entity support). For a given head entity eh, tail entity
et and path feature P = r1, r2, ..., rl, the path-entity support is the number of
instances of target entity pairs (eh, et) satisfying the path constraint P in the
KG:

support (eh, et, P ) = the number of {eh
r1→ ei

r2→ · · · · rl→ et}, (1)

where ei is an arbitrary entity in the KG.

Under the constraint of a specific path feature, the head entity can reach the
tail entity through different entity sequences, so this indicator is usually greater
than one.
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Definition 2 (Path count). For a given head entity eh and path feature P =
r1, r2, ..., rl, the path count is the number of instances of any tail entity that a
head entity can reach under a specific path constraint P in the KG:

count (eh, P ) = the number of{eh
r1→ ei

r2→ · · · · rl→ ej}, (2)

where ej is an arbitrary entity in the KG.

Definition 3 (Entity pair cover). For a given head entity eh, tail entity et

and a path feature P = r1, r2, ..., rl, the entity pair cover indicates whether the
current entity pair (eh, et) meets the path constraint P :

cover (eh, et, P ) =

{
1, support (eh, et, P ) ≥ 1
0, support (eh, et, P ) = 0

(3)

Definition 4 (Path confidence). For a given head entity eh, tail entity et and
path feature P = r1, r2, ..., rl, the path confidence indicates the proportion of the
target entity pairs (eh, et) to all entity pairs starting from the target head entity
eh under a specific path constraint P :

confidence (P ) =
∑|D|

i=1 support (ehi
, eti , P )

∑|D|
i=1 count (ehi

, P )
, (4)

where |D| represents the total number of entity pairs in the training set.

The path confidence measures the overall reliability of a path in all entity pairs
in the training set. When this value is 1, it means that the head entity of the
positive sample can walk to the correct tail entity under the path constraint.

Definition 5 (Entity pair coverage). For a given head entity eh, tail entity
et and path feature P = r1, r2, ..., rl, entity pair coverage represents the propor-
tion of all entity pairs (eh, et) in the training set that satisfy the specific path
constraint P :

coverage (P ) =
∑|D|

i=1 cover (ehi
, eti , P )

|D| (5)

3.3 Path Search and Strategy Update

The indicators proposed in Sect. 3.2 can evaluate path feature well, but they
cannot be calculated during path search, and only can be calculated after
path search, which brings great computational consumption. Therefore, we use
dynamic path and relation evaluation indicators, which can constantly update
during the path search and ultimately guide our path search strategy. Specifi-
cally, we build a path pool Pl to save the searched path. When a path is discov-
ered for the first time, we initialize its dynamic path indicators involving path
support, path count, path confidence, and entity pair coverage based on the cur-
rent head entity. When searching for an existing path feature, we dynamically



Discover Important Paths in the Knowledge Graph 347

update its indicators. In this way, the path pool is constantly updated during
path search, in which new paths are constantly added, and existing paths are
constantly updated with dynamic path indicators. The dynamic confidence and
dynamic entity pair coverage are approximate as follows:

D-confidence (P ) ≈
∑k

i=1 support (ehi
, eti , P )

∑k
i=1 count (ehi

, P )
, (6)

D-coverage (P ) ≈
∑k

i=1 cover (ehi
, eti , P )

k
, (7)

where k represents the kth entity pair currently traversed. At the same time, we
set a dynamically changing relation matrix C = {cij}m×n ∈ R

m×n, where m is
the total number of relations in the KG, n is the number of paths in the current
path pool, the entry cij represents whether the current relation ri participates
in the path Pj as follows:

cij =

{
D-confidence (Pj) , ri in Pj

0 , ri not in Pj

(8)

The confidence vector of relation ri is denoted as:

Cri
= [ci1, ci2, · · · , cin]. (9)

Such a relation matrix can reflect the current importance of different relations
and guide path search. We use the following three strategies to narrow the path
search space: 1) Probabilistic searching based on dynamic relation confidence, 2)
Sampling the entities connected by the same relation. 3) Stopping immediately
after finding any tail entity.

Figure 2 provides a simple example of path search in the KG, where the target
task is to reason athlete’s home stadium, the current head entity is the athlete:
Kobe Bryant and the tail entity is the Staples stadium. The number marked
below the relation in the figure is the probability of continuing the deep search
for the relation, which will be introduced below. In general, we use such simple
examples to illustrate our three path search strategies.

Probabilistic Search Based on Dynamic Relation Confidence. For each
relation ri that exists in the KG, the relation confidence is defined as:

Ari
= (Max (Cri

) + Average (Cri
)) /2 (10)

This is the combination of the maximum confidence and the average confidence
of the path that the current relation has participated in. If the relation confidence
of a relation is close to 1, it means that the average confidence and maximum
confidence of the path it has participated in are both high, and this relation will
be given priority when searching for the path. Among them, we use a probability
function prob(ri):

prob (ri) = (αAri
+ β)γ , (11)
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Fig. 2. A simple example of a path search. Reasoning task: the player’s home stadium,
the starting head entity eh is Kobe Bryant, and the correct tail entity et is Staples
stadium. Three strategies are shown in the three red dotted boxes. (Color figure online)

which represents the probability of continuing the deep search along with the
relation ri. α, β, γ are used to control the degree of change in probability with
the relation of confidence. During the search process, such a probability function
generates the probability between 0 to 1 according to the relation confidence of
the current relation. Such a probability function will ensure that we can continu-
ously search for those important relations and terminate the search for irrelevant
ones in times. As shown in part (a) of Fig. 2, for the reasoning task of the sta-
dium, the relation between the athlete’s injury and the athlete’s opponent hardly
participates in any path feature, so they have a low search probability. In the
process of traversing entity pairs and updating the path pool, the search target
gradually focus on those important relations with a high search probability, to
narrow the search space and change the path feature evaluation. Particularly, if
a path contains only one relation, the search will not continue. Because such a
relation may be a synonym of the target relation. We will start the probabilistic
search based on relation confidence after a certain number of entity pairs are
traversed.

Sampling the Same Relation of Entities. In order to further narrow the
search space, when an entity is connected to multiple entities through the same
relation, we only search for some of them by sampling. Through such sampling,
the efficiency of path search can be improved without losing too much infor-
mation. As shown in Fig. 2, Lakers have a large number of players. Therefore,
we can only sample and search some of its players to approximate the overall
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effect. This ability strategy allows us to efficiently perform path search in the
KG space with a large entity out-degree value and will not completely discard
the information of these height out-degree entities.

Stopping Immediately After Finding Any Tail Entity. Once we find any
target entity, we will stop the path search. Although it is possible to find another
target tail entity from the target entity, such a strategy can simplify the path
to a certain extent. As shown in Fig. 2(c), we will not continue to search after
searching Staples stadium to avoid redundant path features.

The probabilistic depth search algorithms we called DFS-conf are shown in
Algorithm 1.

Algorithm 1: DFS-conf
Input: Head entity eh, tail entity set T (eh), max path length l, out-degree

threshold θo
Output: Path pool Pl

1 Initialization step=0;
2 for relation in eh’s conjunction do
3 generate a random number a in [0,1];
4 calculate search probability of relation by formula 11
5 if prob(relation) < a then
6 contine;
7 end
8 else
9 entity set ← entities connect with head entity by relation;

10 if |entity set|> θo then
11 entity set ← random sample k entities from entity set;
12 end
13 if find path then
14 Update Pl,C;
15 contine;
16 end
17 if step >= l then
18 return
19 end
20 for entity in entity set do
21 step += 1;
22 DFS-conf(entity,T (et));
23 end
24 end
25 end
26 return
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3.4 Path Selection

After path search, we select the path features in the path pool and set the entity
pair coverage threshold θp to delete those path features with high confidence but
extremely low coverage. Although the confidence of these path features is high,
the scope of application in the knowledge is narrow. And we use segmentation
thresholds θc to filter paths based on the confidence of the path. Therefore, we
usually set different thresholds for paths with a length of 1 and greater than 1.

3.5 Train Linear Regression Models for Relation Reasoning Tasks

Similar to algorithms such as PRA and DeepPath, we perform path search and
get the filtered path, and finally, train a simple linear regression to perform the
relation reasoning task. The input feature is a probability matrix representing
the probability of the current head entity being able to walk to the correct tail
entity through the current path. The higher the final output score, the more
likely the entity pair has the relation.

4 Experiments

4.1 Dataset

We evaluate the proposed method on two datasets: NELL-995 [4] and FB15K-
237 [30]. The NELL-995 dataset is a subset of the 995th iteration of the NELL
system, and the frequent but meaningless relations are deleted. The FB15K-
237 dataset is a subset sampled from FB15K [10]. During path search, we only
delete the corresponding triples and inverse triples from the KG for the currently
searched head entity and tail entity set. The specific information of the datasets
is shown in Table 1.

Table 1. The basic statistics of the two knowledge graph datasets.

Dataset Entity num Relation num Triple num Task num

NELL-995 75492 200 154213 12
FB15K-237 14505 237 310116 20

4.2 Baseline and Details

We compare our method with the following methods: translation models, Anal-
ogy, Rescal, and DeepPath.
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• Translation models. We use the following translation method as the baseline:
TransE [10]. It regards the relation as the translation of the head entity to

the target entity and map entities and relations to the same vector space by
constraining the difference between vectors.
TransR [12]. It improves on TransE [10] and embeds entities and relations

into different spaces. For the relation, an additional matrix Mr is added to
describe the space where the relation is located.
TransH [11]. It embeds entities and relations into the same vector space, but
the representation of entities in different relations is different.
TransD [13]. It simplifies the TransR [12] model, uses two vectors to represent
entities or relations. One of the vectors represents the entity and relation, and
the other is used to construct the dynamic mapping matrix.

• Rescal [31]. It is a semantic matching model that performs reasoning by
matching the underlying semantics of entities and the relations in the vector
space. Its scoring function is bilinear and uses a matrix to represent relations.

• Analogy [14]. It further models the analogy properties of entities and relations.
At the same time, Analogy proved that DistMult [32], HolE [17], ComplEx
[33] and other models can be regarded as its special cases.

• DeepPath [4]. It use reinforcement learning to search for paths and set up
three different rewards functions: global accuracy rewards, path efficiency
rewards, and path diversity rewards to find paths. Its reasoning performance
has been proved to be better than the path ranking algorithm.

4.3 Experimental Setting

Reasoning Task. For a head entity and target relation, we try to find the tail
entity that is most likely to form a triple from the candidate tail entity. For the
relation rt to be reasoned, the set of positive samples is denoted as D, which is
further split into training and testing sets.

We use the training set for path search and linear model training and the
reasoning performance is evaluated based on the testing set. A positive sample
and its corresponding negative samples together form a sequence. The trained
linear model can calculate the score of each candidate triple in the sequence and
sort the sequence in descending order. We evaluate the performance of relation
reasoning according to the ranking of positive samples in the sequence using
mean average precision (MAP) index: If there are k pairs of correct triples in
sequence, the MAP could be calculated as follows:

MAP =
∑k

i=1 rank (eh, eti)
k

(12)

Finally, we get the average MAP of all entity pairs in the testing set.
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Details and Parameter Settings. The code of translation models comes from
Fast-TransX 1. For each reasoning task, we delete the positive sample entity pairs
in the testing set from the KG to perform the embedding task. The learning rate
is set to 0.01 and the margin is 1, the relation and entity embedding dimensions
are both 100, and the training is performed 1000 times. For Analogy and Rescal,
we get the result based on the provided code in OpenKE 2 and use the default
parameters. The DeepPath algorithm is based on Xiong’s code at DeepPath3. For
our method DC-Path, the maximum path length is set to 3. In the probability
function, α, β, γ are set to 0.99, 0.01, 0.5 respectively. Four threshold parameters
are set for path selection: θc1 and θc2 represent the confidence threshold with
path length equal to 1 and greater than 1 respectively. θp1 and θp2 represent
the entity pairs coverage threshold with path length equal to 1 and greater than
1 respectively. In the NELL-995 data set, we set the above four thresholds as
{0.3, 0.5, 0.01, 0.1} and {0.2, 0.3, 0.02, 0.2} for FB15k-237. In FB15k-237, we
are lowering the threshold to {0.2, 0.2, 0.02, 0.02}.

4.4 Results and Analysis

Relation Reasoning Accuracy and Paths Used. In this part, we report
the reasoning results of each method and the analysis of the used path number.
Table 2 reports the results of performance comparison between our method and
baselines, from which we can see that DC-Path significantly outperforms most
baselines in most cases. The reasoning results in the NELL-995 data set show that
in most tasks, DC-Path can get higher reasoning accuracy than these baselines.
Although the reasoning results on FB15k-237 show that not every task performs
better than these baselines, the average accuracy of the method is still leading.
Therefore, we can conclude that DC-Path can get better reasoning accuracy than
these mainstream reasoning methods. Table 3 shows the number of paths used
in the final reasoning of DeepPath and DC-Path. DC-Path greatly reduces the
number of path features used and achieve better performance. Meanwhile, we
also found that there are more path features in FB15k-237. On average, there
are nearly 33 path features for each task. And the number of path features of
different reasoning tasks is very unbalanced. There are nearly a hundred paths
for task: personNational but only 1 path for task: orgFounded. This is why
in sparse reasoning tasks, path-based reasoning methods are usually inferior to
representation learning methods.

Time Consumption of Path Search. We ran our code on a computer with
16GB of RAM and an i7 8th generation processor. For the NELL-995 dataset,
the average time consumption on path search for each target relation is about
21 s, while for FB15k-237, the average time is about 1100 s. We also discover that
DeepPath usually spends more search time. Since the reinforcement learning
1 https://github.com/thunlp/Fast-TransX/.
2 https://github.com/thunlp/OpenKE/.
3 https://github.com/xwhan/DeepPath/.

https://github.com/thunlp/Fast-TransX/
https://github.com/thunlp/OpenKE/
https://github.com/xwhan/DeepPath/
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strategy of the DeepPath algorithm can discover longer path features, its path
search cost is also greater, usually more than 10000 s. The reason may be that
it needs to train the neural network many times. Therefore, our method can
greatly reduce the time consumption in path search and use path features with
a limited length to achieve good reasoning results.

Table 2. Results of relation reasoning. The best results are marked in bold.

DateSet Task Method

TransETransRTransDTransHAnalogyRescal DeepPathDC-Path

NELL-995 agentBelongsToOrg 0.746 0.747 0.723 0.759 0.708 0.669 0.576 0.650

athleteHomeStadium 0.711 0.757 0.656 0.680 0.751 0.662 0.848 0.904

athletePlaysForTeam 0.685 0.739 0.618 0.641 0.714 0.602 0.712 0.818

athletePlaysInLeague 0.921 0.814 0.941 0.919 0.848 0.911 0.955 0.975

athletePlaysSport 0.982 0.943 0.981 0.950 0.909 0.952 0.896 0.984

orgHeadquaterCity 0.652 0.711 0.623 0.616 0.784 0.566 0.790 0.803

orgHiredPerson 0.707 0.724 0.710 0.707 0.726 0.696 0.745 0.780

bornLocation 0.795 0.711 0.802 0.819 0.807 0.812 0.742 0.727

personLeadsOrg 0.766 0.771 0.765 0.735 0.796 0.746 0.780 0.811

teamPlaysInLeague 0.907 0.933 0.913 0.918 0.873 0.895 0.857 0.910

teamPlaySports 0.818 0.881 0.734 0.799 0.705 0.733 0.708 0.886

worksFor 0.702 0.695 0.696 0.684 0.722 0.692 0.700 0.743

Average 0.783 0.785 0.764 0.769 0.779 0.745 0.776 0.833

FB15k-237teamSport 0.968 0.967 0.939 0.931 0.891 0.972 0.868 0.963

birthPlace 0.411 0.390 0.383 0.386 0.398 0.310 0.510 0.441

personNationality 0.662 0.719 0.493 0.664 0.681 0.773 0.840 0.842

fimDirector 0.458 0.470 0.448 0.439 0.452 0.393 0.358 0.490

filmWriteenBy 0.623 0.625 0.642 0.628 0.571 0.570 0.558 0.493

filmLanguage 0.546 0.553 0.424 0.523 0.494 0.642 0.691 0.705

tvLanguage 0.955 0.960 0.956 0.942 0.918 0.954 0.964 0.967

capitalOf 0.520 0.539 0.541 0.556 0.527 0.501 0.743 0.837

orgFounded 0.383 0.388 0.383 0.451 0.444 0.375 0.302 0.279

musicianOrigin 0.426 0.434 0.423 0.416 0.484 0.385 0.506 0.446

serviceLocation 0.483 0.514 0.530 0.541 0.523 0.470 0.556 0.492

filmCountry 0.610 0.565 0.450 0.584 0.630 0.644 0.693 0.708

filmMusic 0.507 0.500 0.526 0.499 0.384 0.538 0.251 0.465

orgHeadquarters 0.580 0.584 0.606 0.591 0.422 0.503 0.616 0.415

orgMember 0.437 0.437 0.443 0.441 0.444 0.389 0.261 0.457

professionSpecializationOf 0.484 0.478 0.448 0.464 0.466 0.607 0.485 0.425

languagesSpoken 0.404 0.415 0.461 0.417 0.405 0.327 0.402 0.421

timeEventLocations 0.355 0.386 0.395 0.329 0.307 0.370 0.431 0.350

tvProgramGenre 0.401 0.369 0.386 0.395 0.412 0.340 0.511 0.438

tvProgramCountryOfOrigin0.886 0.837 0.913 0.859 0.904 0.853 0.878 0.915

Average 0.555 0.556 0.539 0.553 0.538 0.546 0.571 0.576
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Table 3. Comparison of the number of paths

Dataset Task Method Dataset Task Method

DeepPathDC-Path DeepPathDC-Path

FB15k-237teamSport 17 11 NELL-995agentBelongstoorg 15 19

birthPlace 4 8 athleteHomeStadium 9 3

personNationality 86 52 athletePlaysForTeam 23 2

filmDirector 2 2 athletePlaysInLeague31 34

filmWriteenBy 6 2 athletePlaysSport 15 21

filmLanguage 53 94 orgHeadquaterCity 5 19

tvLanguage 44 101 orgHiredPerson 9 12

capitalOf 3 6 bornLocation 5 1

orgnFounded 2 1 personLeadsOrg 15 9

musicianOrigin 17 2 teamPlaysInLeague 8 27

serviceLocation 52 16 teamPlaySports 10 17

filmCountry 54 113 worksFor 15 11

filmMusic 2 35 /

orgHeadquarters 8 2 /

orgMember 8 60 /

professionSpecializationOf 5 1 /

languagesSpoken 9 1 /

timeEventLocations 10 4 /

tvProgramGenre 51 3 /

tvProgramCountryOfOrigin45 137 /

Average 13.3 14.5 Average 23.9 32.6

The Impact of Different Confidence Thresholds on the Results. In
this part, we explore the influence of different path confidence thresholds on the
reasoning results. We keep the paths whose path length is one and the path
confidence is greater than 0.3, and the entity pair coverage is greater than 0.01.

Fig. 3. MAP and path number in different path confidence threshold in NELL-995.
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Fig. 4. MAP and path number in different path confidence threshold in FB15k-237.

On this basis, we fix the entity pair coverage threshold to 0.01 and test the
accuracy of relation reasoning with different confidence thresholds. Figure 3 and
Fig. 4 shows the number of path features retained by different path confidence
thresholds and the reasoning accuracy (MAP) when using these path features
for relation reasoning. We can find that the MAP of many target relations does
not decrease significantly as the threshold increases, which means that those
paths whose path confidence is greater than 0.5 or even higher play a key role
in relation reasoning.The performance of some reasoning tasks is poor because
of that there are too few effective reasoning paths that meet the confidence
threshold.

Display Some Paths and Relations. In this part, we show some high confi-
dence paths in several tasks and the most relevant top-2 relations among them.
Table 3 shows the important paths and their confidence in some tasks. These
paths are of high quality in terms of semantic logic analysis and path confi-
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dence, which shows the effectiveness of our path search method. Through the
first two most relevant relationships in the target task. It can be found that
they are usually semantically closely related to the target reasoning relation,
which also shows that our strategy of narrowing the path search space through
dynamic relation confidence is effective. We can find that some short paths have
high confidence. This proves that short paths play a greater role in reasoning.

5 Conclusion

This paper designs and implements a path feature search method to perform
KG reasoning tasks named DC-Path. It is based on dynamic path confidence
and uses it to perform relation reasoning tasks. Different from the previous
reasoning methods based on graph structure , this method uses dynamic relation
confidence and other indicators to achieve path search and evaluation during the
searching process. Relation reasoning tasks on NELL-995 and FB15K-237 show
that this method can effectively search path features for reasoning, and obtain
good reasoning results, which provides new ideas for the KG reasoning method
based on path features.
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Abstract. This research assessed the use of blockchain in e-government, to pro-
vide a useful overview for future research. To compare the research landscapes in
China and abroad, We select a few publications from the CNKI and Web of Sci-
ence Core Collections and choose to manually audit these publications by reading
the abstracts to ensure the data’s reliability. To examine the information in the title
catalog that fits the requirements, as well as to study the research hotspots and
research trends eligible, visual analysis tools such as Citespace are utilized. The
following are themajor findings: Firstly, foreign research on e-government involv-
ing blockchain focuses more on technical and practical analysis, while Chinese
research focuses more on theoretical analysis, with specific technical practice yet
to be implemented. Secondly, a foreign study in this subject was undertaken ear-
lier than Chinese research. Finally, the Chinese should strengthen exchanges with
international counterparts and institutions, and aim to synthesize experience that
can be coupled with China’s distinctive reality to better promote the deployment
and application of blockchain in China’s e-government.

Keywords: Blockchain · E-government · Bibliometrics · Comparative analysis

1 Introduction

From the late 20th century to the early 21st century, information technology has been
closely integrated with public administration [1]. E-government development is consid-
ered an important component of the national informatization strategy. From information
government to electronic government to e-government, information technology not only
enriches the governance means of government but also plays a unique role in the digital
reform of government [2], the change of government management and governance con-
cept. In 2016, the government work report proposed “Internet+ Government Services”
[3], indicating that China gradually began to apply digital technology to all stages of
government public services; in the same year, the Ministry of Industry and Informa-
tion Technology and Application Development White Paper (2016) as the first official
guidance document; in 2019 [4], the fourth Plenary session of the 19th CPC Central
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Committee proposed “promote the construction of e-government, strengthen data shar-
ing”, indicating that China has raised e-government construction to the level of national
governance [5]. The innovation and popularization of digital technology are closely
related to the construction and development of e-government. Especially in the past two
years [6].

Blockchain technology, has been the subject of much attention inmany countries and
different fields in recent years. The government sees blockchain as a potential solution
to these challenges, because blockchain itself is secure against online attacks, can be
verified by anyone. The use of blockchain technology in e-government systems is part of
this development; it is necessary to discuss the relevant key issues.Meanwhile, the appli-
cations and research of blockchain have shown a blowout trend [7], and the technological
change is the key factor and important driving force to promote the transformation of the
government in the digital form [8]. Therefore, it is particularly important to analyze and
understand the research status and situation of blockchain in the field of e-government
at home and abroad and to summarize it in time [9]. Therefore, Citespace was selected
to perform a visual and comparative analysis of the literature on landscape of Chinese
and foreign.

2 Description of Literature

Although blockchain was first proposed in 2009 and is only more than ten decades
now, the development of blockchain has gone through three stages from programmable
currency to programmable finance to programmable society. In the past ten years, the
Chinese research on blockchain in the application of e-government has achieved prelim-
inary results. To be specific: Zhan Guobin [10] analyzed its values, technical tools, and
related technical support in the process of e-government transformation, and summed
up the aspects from which China can get enlightenment and experience; Yang [11] ana-
lyzed the transformation process of e-government in Japan from the technical level,
believed that China can form the broad thinking from a strategic platform, strategic con-
cept, strategic unit, and strategic node; Hu [12] clarified the definition of e-government,
summarized the experience of developed countries, and China should pay attention to
the use of modern information technology to improve e-government and technology to
guarantee digital security and privacy; Yao [13] Shuiqiong summarized the experience.
Zhou Jason [14] and Ding Huang [15] took the e-government construction in Guizhou
Province, and analyzed the current situation, difficulties, and countermeasures; Wang
Weiling [16] pointed out the path to solving the dilemma of e-government construction
in China; Liu Shuchun [17] discussed the strategic implication and technical architecture
of e-government construction and verified the accuracy of Zhejiang Province, studied
the governance logic of Shanghai experience as an example [18]; and Chen Tao [19] and
Song Kai [20] discussed the internal path of government data assets in Dongguan and
Weifang.

The applicationof blockchain in thefield of e-governmentmainly focuses on the three
dimensions of strategic planning, technical system, and digital governance. Sotoudehnia,
M [21] analyzed the Canadian government’s plan for blockchain in the transformation
process of e-government, and believes that digital leadership, digital management, and
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technology authorization are the threemain factors affecting strategic planning; Oliveira,
TA [22] and other scholars believe that the rational use of digital technology can promote
the innovative development of cities and society. From the perspective of technology
application, Lykidis I [23] believes that blockchain promotes the non-denial and trans-
parency of transactions in the construction and transformation process of e-government,
And there is a great potential to continue to play; Truby, J [24] analyzed the application
of blockchain in the field of climate control and low-carbon emission reduction, It is
pointed out that the development of blockchain promotes the social and economic ben-
efits, And believes that it should be improved in the policy field, Greater areas that will
ensure that blockchain works; Hassija, V [25] points out that the blockchain means to
provide a secure and effective technical framework, Help governments improve tech-
nical traceability and reduce technology costs, It guarantees the cost performance of
government digital construction investment and income.

Based on the above literature content, it can be seen that scholars at home and abroad
have conducted considerable in-depth research on the role of blockchain in the construc-
tion of e-government to ensure that the construction of e-government is more efficient,
fast, and convenient. However, the research of social science has always attached great
importance to reflection and summary, to better find and solve problems, and ensure
that there is no deviation in the direction of relevant research. Therefore, this study
adopts the bibliometric method to analyze the title information of articles in the field
of e-government, understand the status of relevant research at home and abroad, and
provide reference and references for subsequent research.

3 Research Methods and Data

3.1 Research Methods

To complete the research purpose of this paper, combined with the actual situation, we
decided to use the bibliometric method combined with the visual analysis software for
the research.

The bibliometric method refers to the cross-science of quantitatively analyzing all
carriers of knowledge by using mathematical and statistical methods [26]. It is a com-
prehensive knowledge system that integrates mathematics, statistics, and philology and
pays attention to quantification. The measurement objects are mainly: the number of
documents (various publications, especially journal papers and citations), the number
of authors (individual collective or group), and the number of words (various literature
labels, among which the majority are narrative words).

We choose Citespace [27] as the visual analysis software which can be used for mas-
sive literature including Web of Science, Scopus, Pubmed, CNKI, and other databases
for topics, keywords, author units, cooperative networks, and journals, publication time,
literature citation, and so on. The software was developed by Dr. Chaomei Chen, then a
tenured professor at Drexel University, and requires a Java environment. Therefore, the
Java virtual machine is downloaded to ensure the smooth operation of Citespace-related
software before formal data analysis.
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3.2 Data Acquisition

According to the research purpose of this paper and the proposed research method, to
more comprehensively and accurately obtain the research content and research trend of
the blockchain articles involved in the e-government fields at home and abroad. Decided
to obtain Chinese and foreign literature from the CNKI (CNKI) and Web Of Science
(WOS) databases as the analyzed data sets.

Acquisition of Chinese Literature. The acquisition and processing process of Chinese
literature is as follows: advanced search in CNKI, search conditions are condition 1:
full text = blockchain and theme = e-government, database: core journal and CSSCI
journals, time limit, 134 papers; condition 2: theme = blockchain and full text = e-
government, database: core journal and CSSCI journals, time limit, 55 papers. The
retrieved information of the articles was manually screened twice, and after removing
the articles with poor academic notice, meeting notices, meeting minutes, news reports,
and the research purpose of condition 2 and condition 1, a total of 184 articles met the
requirements. The title information of these 184 articles was exported as a database for
the analysis of Chinese articles.

Acquisition of Foreign Literature. The foreign article chose WOS as a data source,
because of the foreign words and Chinese subtle differences, and combined with the
meaning of different words, so the foreign literature search conditions as shown in
Table 1, related search results are according to the same standards with the Chinese
literature after secondary manual confirmation, a total of 724 meet the requirements of
the literature.

Table 1. Conditions for foreign literature.

Search condition Conditions constitute Results

#5 #4 AND #3 AND #2 AND #1 38

#4 TS = (blockchain) and TS = (e govern*) 346

#3 TS = (blockchain) and TS = (digit* govern*) 339

#2 TS = (blockchain) and TS = (smart govern*) 346

#1 TS = (blockchain) and TS = (digital govern*) 300

4 Data Analysis and Results

4.1 Descriptive Statistical Analysis

Title information of 784 articles obtained from CNKI and 724 articles obtained from the
WOS database was processed and counted by annual and source journals. The results
are shown below (see Fig. 1 Table 2 and Table 3).
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Fig. 1. Statistical chart of the number of published articles.

Table 2. The number of articles published in Chinese by sub-journal.

Journal Number Journal Number

E-government 21 Theory and Reform 3

Chinese Public Administration 12 Theory Monthly Magazine 3

Administration Reform 9 Taxation Research 3

Leadership Science 8 The World of Survey and Research 2

Administrative Tribune 8 Comparative Economic & Social
Systems

2

Governance Studies 6 Theoretical Investigation 2

Probe 5 Renmin Luntan · Xueshu Qianyan 2

People’s Tribune 4 The Journal of Shanghai
Administration Institute

2

Reform 3 The Journal of Tianjin Administration
Institute

2

Guizhou Social Science 3 Journal of Information Resources
Management

2

International Taxation 3 Study and Practice 2

Hubei Social Science 3 Journal of the Party School of Tianjin
Committee of the CPC

2

The application research of blockchain in the field of e-government shows an increas-
ing trend year by year, and the number of foreign research is more than that of Chinese
research, but the growth rate of Chinese research is faster than that of foreign research
(see Fig. 1). From 2017 to 2022,120 articles were published in the foreign sector and
about 30 articles in the Chinese field. By average value, foreign countries grew in 2017
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Table 3. The Number of foreign language articles published.

Journal Number Journal Number

IEEE Access 66 International Journal of
Information Management

7

Frontiers in Blockchain 25 Applied Sciences-Basel 6

Sustainability 22 AtoZ-Novas Praticas em
Informacao e Conhecimento

6

IEEE Internet of Things Journal 13 Computers 6

International Journal of Advanced
Computer Science and Applications

10 Electronics 6

Future Internet 9 IEEE Network 6

Technological Forecasting and Social
Change

8 Information Technology for
Development

6

Computer Law & Security Review 7 International Journal of
Production Research

6

Information Polity 7 Journal of Cleaner Production 6

Information Processing &
Management

7 Journal of Medical Internet
Research

5

and 2018, laying the technical foundation for subsequent research, and the literature vol-
ume has increased rapidly since 2019; from 2017 to 2019, and since 2020, the growth
trend is lower than that in foreign countries. On the one hand, is the closer and closer
related scholars at home and abroad, draw lessons from foreign-related disciplines or
technical methods to solve the problem of the Chinese situation, on the other hand,
is the country of the government itself digital transformation and construction needs
also prompted Chinese relevant scholars to increase research size of Chinese problem,
produced a lot of high-level results.

The journals mentioned in Table 2 only involve journals with several publications
more than 2. Among the 95 journals, 24 journals had more than 2, and the remain-
ing 71 journals published one related literature. The sources of journals in Table 2 are
ranked in descending order of the number of publications. The largest number of posts
is E-government, with a total of 21 articles published, and the top five are E-government,
Chinese Public Administration,Administration Reform, Leadership Science, andAdmin-
istrative Tribune. In addition to the Guizhou Social Science (3) and, Hubei Social Sci-
ence (3) for comprehensive social science journals, most of the remaining journals are
management journals, management, especially public management for e-government
application block chain more attention, also shows that public management discipline
for new information technology application in traditional fields also maintained high
attention.

The number of foreign journals involved in Table 3 ranks the top 20 journals in
descending order of the number of articles, accounting for about 10% of all 366 journals,
but the number of published articles accounts for about one-third of the total number of
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articles. Among the foreign journals, IEEE ACCESS has the largest number of published
articles,with a total of 66 related articles published, significantlymore than the number of
articles published in theAdministrative Tribune. At the same time, the style of the journal
is also inclined to the technical field, and most of the journals in Table 3 are inclined to
data, big data, computer analysis, and related technologies, and there are fewer journals
in the management field. It fully shows that foreign articles on blockchain technology in
the field of e-government aremore inclined to conduct research from the related technical
fields, which presents different characteristics from the Chinese related research.

4.2 Research Hotspot Analysis

Using Citespace5.8R3 software, the obtained journal-title information was analyzed, the
node type was selected as “keyword”, and the research hotspots of Chinese and foreign
journals are shown in Fig. 2 and Fig. 3 respectively.

Fig. 2. Research hotspot of the Chinese-related literature.

Each node in the figure above represents a keyword, the closer the connection
between the nodes, the closer the connection between the two keywords; the node size
represents the frequency of the keyword in the whole research field; the darker the color
in the node, the earlier the keyword of the node appears. Comparing Fig. 2 and Fig. 3,
it can be seen that in terms of density, the density of keywords in Fig. 3 is significantly
higher than that of keywords in Fig. 2, which shows that foreign research on applying
blockchain and other technologies in the field of e-government has become a system than
that in China. Moreover, the size of the nodes in Fig. 2 is larger than that in Fig. 2, which
shows that in the relevant research hotspots, foreign research should be deeper than in
China. Moreover, a considerable part of the hot spots in the relevant foreign literature
involves the specific technologies of blockchain, such as smart contracts; blockchain
application; ledger technology; communication technology and blockchain platforms,
etc. It shows that the foreign research on blockchain in e-government has gone deep into
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Fig. 3. Research hotspot in relevant foreign literature.

the stage of how to combine specific technologies, while the Chinese research hotspot
is more theoretically elaborated and analyzed, and the research on how to combine and
how apply it is still in its infancy.

4.3 Authors Co-wrote Analysis

Using Citespace processing the relevant data in WOS and CNKI databases can obtain
the co-author diagram between authors and their statistical tables of Chinese and foreign
literature, as shown in Table 4, Fig. 4, and Fig. 5 below.

Table 4. Frequency and year of occurrence in Chinese and foreign authors (Top 10)

Foreign author Frequency First year Chinese author Frequency First year

Khaled Salah 14 2018 Huang Huang 4 2020

Raja Jayaraman 9 2019 Tian Tian Hou 3 2020

Junaid Arshad 6 2018 Qi Liu 3 2020

Samer Hassan 5 2021 Tianguang Meng 3 2020

Neeraj Kumar 5 2020 Wei-ling Wang 3 2019

Ibrar Yaqoob 4 2020 Wen-zhao Li 2 2020

Mazin Debe 4 2020 Xuexiang Qi 2 2018

Sudeep Tanwar 3 2021 Haijun Cao 2 2021

Dharmender Singh
Kushwaha

3 2021 Yalin Kuang 2 2021

Amrendra Singh
Yadav

3 2021 Minjuan Jiang 2 2021
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Fig. 4. Foreign co-wrote authors’ relationship diagram.

In Fig. 4, each node represents an author, the size of the node represents the size that
the author can play in the field, and the thickness of the connection between the nodes
represents the closeness between the two authors. As can be seen from the figure above,
Khaled Salah appeared 14 times, as the most frequent author; the least occurrence was 1
and 130 authors, accounting for 74.7% of all authors. However, the connection between
the authors is relatively sparse, indicating that there has not been a system and network
for the application of blockchain technology in the field of e-government, and there is a
deep research potential to be explored.

Fig. 5. Chinese co-wrote the authors’ relationship diagram.

As can be seen from Fig. 5, the co-wrote authors’ relationship with domestic authors
is relatively scattered, with the main authors including Huang Huang, Xu Xiaolin, Qi
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Xuexiang, Meng Tianguang, and other experts. There are a total of 105 authors (units)
in China, which is more than foreign authors (units), indicating that the application of
blockchain in e-government is higher than that of foreign countries, and more attention
to the cooperation between different authors and institutions. However, the number of
domestic authors is 4 times (Huang Huang), and there is still a significant gap compared
with the 14 foreign authors. It shows that there is still a big gap in the application research
of blockchain in e-government at home and abroad, and exchanges and cooperation
between different scholars at home and abroad.

4.4 Geographic Collaboration Analysis

Using Citespace and Python, analyzing the countries (regions) of the literature authors
in the WOS database can intuitively see the number of occurrences between countries
and the frequency of cooperation between countries, as shown in Table 5, Fig. 7, and
Fig. 6 below.

Table 5. Statistics table of occurrence frequency of countries (regions)

National (regional) Frequency First year National (regional) Frequency First year

USA 92 2017 Germany 26 2017

Peoples R China 66 2017 Saudi Arabia 23 2020

England 48 2017 Taiwan 21 2019

India 45 2018 U Arab Emirates 21 2018

Australia 37 2017 Pakistan 20 2018

Spain 31 2019 Switzerland 13 2018

Italy 31 2018 Russia 13 2017

Netherlands 28 2017 Greece 12 2019

South Korea 27 2019 France 10 2018

Canada 27 2017

In Fig. 6, each node represents a country (region), the larger the country (region)
plays in the entire cooperation network; the closer the connection between nodes, the
more frequent the cooperation between the two countries (regions); the darker the color,
the earlier the country (region) the node represents. As can be seen from Fig. 6, the
research on blockchain technology in the e-government field mainly focuses on China,
the United States, the United Kingdom, Canada, India, and other countries (regions),
while the nodes represented by the United States are darker, indicating that the United
Stateswas involved in this field earlier. Themain reason is that the software and hardware
construction and ideas involved in e-government all started in the United States, and a
considerable number of enterprises such as Internet facilities and digital facilities are in
theUnited States, objectively leading to the stronger strength in the field of e-government
construction compared with other countries. Although China started late, it represents



The Comparative Landscape of Chinese and Foreign Applications on Blockchain 369

Fig. 6. National (regional) cooperation diagram.

Fig. 7. Country (region) occurrence frequency diagram (greater than or equal to 10). (Color figure
online)

large nodes, which shows that China is developing blockchain in e-government; while
the nodes represented by China and other countries are closely connected, which shows
that China pays more attention to cooperation with researchers from different countries
and regions, strengthening international exchanges and promoting commondevelopment
between different countries and regions.

In the map of Fig. 7, the values increase from blue to red (red dots are only used
for national and regional markers and do not represent the capital city). Listed in Fig. 7
are countries and regions arranged in descending order of countries (regions) with more
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than or equal to 10 occurrence times. As it can be seen from the figure, the areas of
the Chinese mainland and the United States are marked red, indicating that the Chinese
mainland and the United States have a position in blockchain research in e-government;
second, countries in the UK, Russia and other European regions are more concentrated
on blockchain research in e-government, but the number of scientific research results
produced is relatively small, so the color of these countries (regions) tends to be blue.

4.5 Institutional Cooperation Analysis

Using Citespace5.8R3 software, analyzed the author institutions in the literature descrip-
tion information obtained in the WOS database and CNKI database, and counted the
number of related structures and their first occurrence year, the cooperative relationship
diagram and statistical results between the institutions can be obtained below, as shown
in Table 6 and Fig. 8.

Table 6. Institution appearance frequency statistics (Top 10 digits)

Institution First year Frequency Institution First year Frequency

Harvard Univ 2018 10 Asia Univ 2020 5

Khalifa Univ Sci &
Technol

2019 7 Jeju Natl Univ 2019 5

King Abdulaziz
Univ

2020 7 Wuhan Univ 2020 5

King Saud Univ 2020 6 Univ Complutense
Madrid

2021 4

Univ Groningen 2020 5 York Univ 2021 4

As can be seen from Fig. 8, each node represents a foreign research institution,
and the size of the node is directly proportional to the frequency of the correlation
structure in the cooperation process. The field of e-government involves the blockchain-
related research, and plays the main role in Harvard Univ, Khalifa Univ Sci & Technol,
King Abdulaziz Univ, and other foreign well-known foreign universities, for how e-
government construction, development, and transformation of blockchain technology,
foreign has begun to explore, and the related research presents the tendency of hot spots.
And domestic and foreign cooperation only more colleges and universities are Wuhan
Univ (WuhanUniversity), in the field of e-government involving the blockchain research
in the first cooperation in 2020, after a total of five articles, although began cooperation
time is short, but still located in the top 10, related universities and research institutes in
China has great scientific research potential in this category.
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Fig. 8. Cooperative relationship diagram of relevant foreign institutions.

4.6 Journal Overlay Analysis

In cite space 5.7, the overlay analysis of journals is performed using the “JCR Journal
Map” (Fig. 9). The left part represents the cited journals and the right part represents the
cited journals, which are categorized according to the categories provided by cite space
5.7, respectively, and are represented by different colors. The number of lines between
them indicates the strength of the cross-citation relationship between the journals of that
type, while the vertical axis of the ellipse in the figure represents the number of papers
in the journal and the horizontal axis represents the number of authors of the journal
papers.

Fig. 9. Journal overlay analysis.
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As can be seen from Fig. 9, the cited literature is mainly concentrated in journals in
the fields ofmathematics and system dynamics, ophthalmology, economics, and political
science, and the cited literature is mainly distributed in the fields of computer science
and system dynamics, chemistry, philosophy and pedagogy, and economics and political
science. It indicates that the research content of e-government involving blockchain is
a cross-disciplinary field. According to the different disciplinary backgrounds and the
characteristics between disciplines, blockchain can better integrate the ideas and contents
of e-government into this research field, which also reflects that the research content has
greater research potential and research value.

5 Conclusion

This study uses the citespace visual analysis software, through the author, time, organi-
zation, country (region), and other dimensions, obtained the following conclusions:

First, the relevant foreign research is more systematic and specific than the relevant
domestic research. The research of relevant foreign scholars and institutions is more
focused on how to apply specific technologies in the construction of e-government, and
how to better combine related technologies with the concept of e-government construc-
tion. There is less related research on e-government theory and more attention to the
related research on e-government theory.

Second, although the domestic relevant research started late, it makes rapid progress,
which can better learn from the relevant foreign technologies and combine the specific
practice situation of China to understand how to better combine it with the domestic situ-
ation. While summarizing the foreign advanced experience, it can promote the domestic
relevant research to avoid detours.

Third, the application research of blockchain in the construction of e-government
requires both the exploration of relevant technologies and the innovative research of rel-
evant theories. China should actively strengthen exchanges with relevant foreign schol-
ars, institutions, and personnel, and promote the implementation and transformation of
relevant domestic experience and theories.

Themain deficiency of this paper is that the short occurrence time of relevant research
objects and the research data is not very rich. A more comprehensive research and
analysis will be conducted by combining the content of other relevant databases and
data visualization and analysis tools.
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Abstract. With the global outbreak of virulent infectious diseases such
as COVID-19, the lack of medical resources has become a serious social
problem. More and more online users who encounter physical discomfort
will first choose to look up the relevant symptoms on the Internet. Some
online platforms have been able to understand the symptoms entered by
users and provide auxiliary diagnosis suggestions. However, the profes-
sionalism and accuracy of online health and medical Question Answering
(QA) systems are very insufficient. How to obtain and utilize massive
medical symptom data from multiple data sources such as the Internet,
medical symptom libraries and medical professional electronic books has
become a difficult problem. The development of big data, artificial intelli-
gence, and especially knowledge graph technology has provided ideas and
methods to solve this problem. In this paper, a medical knowledge graph
NWNU-KG is constructed on the basis of multi-source data, and the
BiLSTM-CRF-CNN-Dict (BCCD) joint model is used for entity recog-
nition and relationship extraction of user-asked questions to implement
a healthcare knowledge QA system. Numerous experiments have found
that the joint model BCCD proposed in this paper has a higher accuracy
rate compared with the best available models, and can filter the answers
to questions and return them to users in multi-source, heterogeneous and
massive healthcare data, which has some practical value.

Keywords: Knowledge graph · Question answer system · Natural
language processing · Entity recognition · Entity relationship extraction

1 Introduction

In recent years, with the outbreak of global infectious diseases such as Ebola,
Middle East Respiratory Syndrome (MERS), and COVID-19, insufficient medi-
cal resources have become a serious social problem. The willingness to search for
information online is more urgent than ever, and search engines and intelligent
question answering have become the two main ways for people to obtain med-
ical information. Most existing search engines are based on character matching
technology and lack the ability to mine knowledge from a semantic perspective,
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resulting in high redundancy and poor accuracy of search results, requiring users
to filter out the desired results from a massive list of search results. Compared
with search engines, intelligent question answering is closer to the actual needs
of users. It can analyze the questions raised by users from the semantic level,
accurately locate the user’s intention, and directly return the desired answer
to the user. Although fruitful research findings have been achieved in the field
of intelligent question answering, Chinese healthcare automatic QA technology
is still under investigation. Most of the existing mature online QA systems are
built based on rules, and most of them are for English and open fields, which
cannot be applied to the Chinese healthcare field.

Due to the rapid advancement of knowledge graph technology, humans have
entered the “Web 3.0” era of knowledge interconnection [1]. Knowledge graph-
based healthcare QA systems can quickly respond to questions asked by patients
and give accurate and effective answers [2], which is expected to solve the short-
comings of intelligent QA in the Chinese healthcare field. In recent years, sev-
eral Chinese medical knowledge graphs have been built in academia and indus-
try, such as Ali Health’s “Medical Knowledge Deer”, Sogou’s medical knowledge
graph APGC. However, the application of the existing Chinese healthcare knowl-
edge graph in the field of intelligent QA is still under investigation, and there are
several problems such as low data volume, low efficiency, and poor scalability.

To address these problems, this paper extracts data from multiple data
sources such as the Internet, medical symptom libraries, and medical profes-
sional electronic books to construct a more comprehensive healthcare knowledge
graph; combines deep learning and lexical methods to improve the effectiveness
of medical named entity recognition; and combines deep learning and template-
based methods to improve the accuracy of entity and relationship extraction.
Based on the constructed health and medical knowledge graph, a more accurate
healthcare intelligent QA system is constructed by using the BILSTM-CRF-
CNN-Dict joint model for entity recognition and relationship extraction of the
questions asked by users.

The main contributions of this paper are summarized as follows.

(1) We have constructed a more comprehensive health and medical knowledge
graph NWNU-KG. Data are extracted from multiple data sources such as
vertical medical sites, medical symptom libraries, and medical professional
e-books to construct a knowledge graph supporting the QA system, which
contains 7 types totaling 44,000 entities and 10 types totaling 300,000 rela-
tions.

(2) We propose the intelligent medical question answering joint model BCCD
(BILSTM-CRF-CNN-Dict). The model consists of an embedding layer, a
bidirectional LSTM layer, and a CRF layer. If the BILSTM-CRF model
fails to recognize, the dictionary is used for secondary entity recognition.

(3) We propose a questioning intent recognition method that combines textCNN
and rules. For user input questions, first, use the textCNN model to clas-
sify the question. If successful recognition, the answer is matched into the
knowledge graph database; if unsuccessful recognition, the user intention is



376 Y. Li et al.

matched by invoking the rule set to obtain the user intention for secondary
intention resolution.

(4) Experiments show that the proposed model is better than the known optimal
benchmark model in terms of accuracy, recall and F1 value, and optimizes
the user intention recognition model, which can effectively improve the accu-
racy of the medical question answering system.

2 Related Work

2.1 Progress in Medical Knowledge Graph Research

Generally, knowledge graph is a powerful tool for knowledge representation and
management. The general knowledge graph is focused on a broad field and
includes a substantial body of practical common sense knowledge. A knowl-
edge base that is focused on a particular field and made up of expert data in
that field is referred to as a domain knowledge graph, also known as an industry
knowledge graph or vertical knowledge grap.

Currently, most knowledge graphs are constructed using the bottom-up app-
roach [2]. Reference [3] proposed a primary liver cancer knowledge question
answering system based on a knowledge graph and selected the Neo4j database
as the storage system of the knowledge graph. Reference [4] creates a medical
graph using the Neo4j graph database that takes into account the connections
between hospital departments, illnesses, and symptoms and offers medical advice
based on the graph of knowledge. In this paper, we combine the existing research
work and consider the problem of retrieval efficiency of the knowledge graph-
based healthcare question and answer system, and use a graph database (Neo4j)
with a triadic representation to store entities and relationships.

2.2 Question Answering System Based on Knowledge Graph

The main implementation methods of knowledge graph-based QA systems can
be divided into three categories. The first category is based on semantic parsing,
which mainly parses the semantics of natural language interrogative sentences so
as to transform the question asked into a logical expression that can be under-
stood by the knowledge base, and then infer the answer from it. Although some
common semantic parsing models are more effective in the application of QA
systems, they also have disadvantages, such as the large labor cost required for
tagging data and poor generalization ability [5].

The second category is based on information extraction [6], which is similar
to the process of humans answering a question by first detecting the main enti-
ties in the question, then querying the candidate paths connecting these main
entities from the knowledge base, calculating the semantic similarity between all
candidate paths and the question sentence, and finally returning the path with
the highest similarity to generate the answer [5]. However, as compared to the
conventional NLP method, this method’s accuracy is somewhat subpar.
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The third category consists of vector-based modeling techniques, which map
natural language problems and entities from the knowledge base to the same
vector space and compare the similarities of the vectors to arrive at solutions.
This method is a straightforward data-driven modeling approach that doesn’t
require much pre-processing of the data [7]. However, this method ignores the
impact of context, which can influence the accuracy of retrieval results, and
instead uses keywords to represent knowledge in isolation.

2.3 Medical Named Entity Identification

The main purpose of biomedical named entity recognition (BioNER) [8] is to
identify entities with specific meanings in medical texts and to annotate these
entities. At present, there are three methods for named entity recognition in
medical texts.

Reference [9] used two medical dictionaries, CHV and SNOMED-CT, to iden-
tify medical information in electronic medical records, and obtained good experi-
mental results. However, due to the limited size of the dictionary and the need to
update it in time, only using the dictionary often cannot achieve better results.
Luo [10] et al. applied both CNNs and RNNs to the i2b2-VA challenge dataset
for entity recognition and showed that CNNs and RNNs with word embedding
features can achieve better performance. However, CNN in the NLP tasks pool-
ing layer will discard the relative position relationship retained by the convolu-
tional layer to a certain extent, which leads to a certain degree of information
loss; RNN, on the other hand, with the continuous accumulation of time series,
the gradient will show exponential decay, making it difficult to record historical
information at longer distances, so the performance is constrained.

Currently, BiLSTM-CRF is the most dominant deep learning model for entity
extraction in the medical domain [1]. Referenc [11] experimentally compared the
entity extraction performance of the BiLSTM-CRF model and other machine
learning models in the medical domain, and the results showed that BiLSTM-
CRF is more effective in improving the entity recognition accuracy. Combined
with existing research work, this paper uses a combination of dictionary and
deep learning approaches for entity recognition of user interrogative sentences.

2.4 Medical Relationship Extraction

After identifying the entities in the user’s online question statements, the
extracted entity relationships and attributes must be mapped into the knowledge
graph. At present, the main methods of relation extraction include rule-based,
traditional machine learning, and deep learning-based methods [12].

Chun Wen et al. [13] proposed an extended association rule approach for
extracting Chinese noncategorical relations, using ordinary association rules to
extract noncategorical relation concept pairs, and then extracting the corre-
sponding noncategorical relation names by linguistic rules. However, the rule-
based relation extraction method has disadvantages such as poor portability,
high cost of manual annotation, and low recall rate. Ning Shangming et al. [14]
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computed attention weights for each channel of text features and achieved good
results in the extraction of relationships of electronic medical record entities.
However, the method of deep learning is less scalable and portable, and the
model performance still needs to be improved.

Convolutional neural network textCNN is a commonly used model in text
relationship extraction to obtain key information in sentences and enable better
access to local relevance [15]. Previous studies have shown that textCNN has
better performance in the task of medical entity relation extraction [16]. In
this paper, we focus on entity-relationship extraction of natural interrogative
sentences of users’ short texts. This paper combines textCNN model and rule-
based approach for entity relationship extraction and achieves better results.

3 Construction of Medical Knowledge Graph NWNU-KG

3.1 Medical Data Acquisition

The Chinese medical knowledge graph data constructed in this paper comes from
multiple data sources, mainly including structured data from medical symptom
libraries, semi-structured data from medical websites (such as seeking medical
advice), and unstructured data from medical professional literature. The specific
data acquisition process is shown in Fig. 1.

3.2 Classification and Storage of Medical Knowledge

In this paper, a more comprehensive healthcare knowledge graph NWNU-KG is
constructed, which contains 7 types of consultation items, departments, diseases,
drugs, food, symptoms, and drugs on sale, with a total of 44,000 entities, as
shown in Table 1; and 10 relationship types, with a total of over 300,000, as
shown in Table 2.

Fig. 1. Flowchart for building medical knowledge graph.
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Table 1. Entity type and quantity.

Entity type Number of entities Example

Disease 8785 Gastric asthma

Check 3350 Electronic dermatoscope

Department 53 Gynecology

Symptom 5988 Fever

Drug 3727 Liuwei Zhuanggu granules

Producer 16998 Tai Chi Sheng Li Xiong Wan

Food 4863 Ginkgo chicken soup

Table 2. Entity relationship types and examples.

Relationship type Quantity Example

Common-drug 14599 Influenza, commonly used, ibuprofen

Do-eat 22240 Strong spondylitis, suitable for eating, chicken liver

Not-eat 22251 Pneumonia in children, avoid eating, greasy food

Belong-to 8842 Stomatology, belonging to, ENT department

Drugs-of 17323 Ibuprofen, on sale, ibuprofen tablets

Disease-check 39452 Cerebral infarction, required tests, fibrinogen

Drug-recommand 59477 Cough, recommended medication, Nakachos

Eat-recommand 40235 Mentally retarded, suitable to eat, peanut kernels

Has-symptom 5898 Foot crumples, symptoms, foot dampness

Accomptom-with 12033 Children’s cough, complications, whooping cough

The visualization of local entities and relationships in the constructed health-
care knowledge graph NWNU-KG is shown in Fig. 2. Taking cerebrovascular
disease as an example, there are 6 entities directly related to cerebrovascular
disease, in which green are foods to be eaten and avoided for cerebrovascular
disease, blue are corresponding drugs, brown are items to be examined, purple
are corresponding symptoms, orange is complications, and red are corresponding
departments.

4 Construction of Question Answering System Based
on BCCD Model

This paper proposes an online question-answering system based on the BCCD
model of the medical knowledge graph using the constructed Chinese medical
knowledge graph. The main framework is shown in Fig. 3.
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Fig. 2. Example of knowledge graph. (Color figure online)

Fig. 3. Question answering system framework based on the medical knowledge graph.

4.1 Question Analysis Module

In this paper, the user’s short text natural language questions are first identified
based on the deep learning model. If there is unrecognized text, the AC multi-
pattern matching algorithm [17] is immediately invoked to extract entities such
as disease symptoms in the dictionary.

User Question Preprocessing. Since the research data in this paper involves
the medical field and there are more medical proper nouns, the main tool used for
word separation in this paper is pkuseg’s word separation toolkit on the medical
field [18], and the “stop words list of Harbin Institute of Technology” [19] is used
as the basis for deactivating words.
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BiLSTM-CRF Model. The BiLSTM-CRF model mainly consists of an
Embedding layer, a bi-directional LSTM layer, and a CRF layer. The key tech-
nologies of the model include the CBOW word vector training model, BiLSTM
model, and BiLSTM joint learning model.

CBOW Word Vector Training Model. Among all vectorization tools, One-Hot
encoding is the simplest word vector representation, but the word list is too
large leading to too large vector dimension, and the individual words are isolated
from each other, which cannot represent the semantic information among words.
Usually, the CBOW model is chosen for word embedding when the training
sample data is small, so this paper chooses the CBOW word vector model for
vectorizing medical text.

BiLSTM-CRF Medical Entity Recognition Model. LSTM can solve the problem
of gradient disappearance in traditional RNN, and BiLSTM is an improvement of
LSTM, which can use both forward sequence information and reverse sequence
information in named entity recognition tasks. In this paper, a CRF layer is
added after BiLSTM, and the features obtained by BiLSTM using word infor-
mation and position information are input to the CRF layer for label prediction.
The frame structure of the BiLSTM-CRF model is shown in Fig. 4.

Fig. 4. Schematic diagram of the framework structure of the BiLSTM-CRF model.

Dictionary-Based Medical Entity Recognition. Most domain-limited
automated QA systems retrieve only from the domain knowledge base, and can-
not answer the questions asked once no candidate question is retrieved or no
predefined pattern is matched [20]. In this paper, the deep learning method and
the dictionary-based medical entity recognition method are integrated, and when
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the deep learning method cannot recognize an entity, then the system automat-
ically enters the dictionary for matching and returns the correctly recognized
entity if the matching is successful, and prompts the user to change a term to
re-recognize it if it cannot be recognized.

Dictionary-based medical entity recognition usually relies on a terminology
dictionary and uses a matching algorithm for medical entity recognition. The
size and quality of the dictionary play a key role in the task of dictionary-based
medical entity recognition. Therefore, in this paper, we use the DomainWords-
Dict [21] dictionary in the field of Chinese medicine and medical science, which
contains 549008 medical-related words.

User Intent Recognition Model

textCNN Short Textual Relationship Extraction Model. The textCNN model uses
the convolutional neural network to extract the relationship of the text, uses the
textCNN network to perform semantic analysis on the questions asked by the
user, and uses the medical entities and semantic relations to achieve relationship
extraction. The network structure of the textCNN model is shown in Fig. 5.

Fig. 5. textCNN intent recognition model.
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Rule-Based Entity Relationship Extraction. Since the questions asked by users
for personal diseases are relatively small in the field of medical expertise, when
the textCNN model cannot recognize the user’s intention, this paper designs
a rule-based matching method for secondary intention recognition. Specifically,
the user’s query is first classified and the corresponding template is constructed,
and then the AC algorithm is used for multi-pattern string matching.

4.2 Information Retrieval and Answer Extraction Module

User Question Entity Matching. Through entity recognition and question
intent recognition, entities can be obtained from the user’s question statements
and the user’s question type can be identified. If the matching fails, the Jac-
card similarity algorithm [22] is used to find similar words. Jaccard’s calculation
formula is as follows:

Jaccard(X,Y ) =
|X ∩ Y |
|X ∪ Y | =

|X ∩ Y |
|X| + |Y | − |X ∩ Y | (1)

Cosine similarity [23] measures how different two angles are from one another by
taking the cosine of the angle that separates their two vectors in a vector space.
The following is the cosine similarity formula:

Similarity = cos(θ) =
∑n

i=1 AiBi
√∑n

i=1 A2
i

√∑n
i=1 B2

i

(2)

TF-IDF (term frequency-inverse document frequency) [24] method is a statistical
method for determining the significance of a word for a document set or one of
the documents in a corpus. The word frequency (TF) indicates how often a word
appears in the text and is given by the following formula.

TFi,j =
ni,j∑
k nk,j

(3)

The Inverse Document Frequency (IDF) measures the prevalence of a keyword.
The greater the IDF and the fewer documents containing the term, the better
the term’s ability to distinguish between categories. The IDF for a particular
term is calculated as:

IDFi = log(
|D|

1 + |j : ti ∈ dj | ) (4)

After calculating the TF and IDF values separately, multiply them together to
get the TF-IDF values. The formula is as follows:

TF − IDF = TF · IDF (5)

User Question Answer Extraction. Converts the extracted entity categories
and the specific entities involved into ‘entity type’: [entity], ... into a dictionary
format. Finally, it is translated into the Cypher query language in neo4j to
perform the query and send the results back to the user.
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5 Experiment

5.1 Experiment Environment

The experimental environment of this paper is shown in Table 3. dummy

Table 3. The experimental environment of medical QA system.

Parameter Configure

Hardware environment CPU AMD Ryzen 5 5600H

Total physical memory 16 GB

Hard disk 512 GB

Software environment Operating system Windows 10

Python 3.8.11

5.2 Experimental Results and Analysis

BILSTM-CRF-Dict Medical Entity Recognition Model. To verify the
effectiveness of the proposed model in thin paper for medical entity recognition,
a private dataset cEMR and the ChineseBLUE dataset [25] published by Alibaba
Cognitive Intelligence and NLP team were used for validation experiments. The
private data set cEMR comes from 15,000 electronic medical records provided
by a tertiary hospital, 500 of which are randomly selected, and 70%of them are
used as training data and 30% as test data. The model proposed in this paper
is compared with three baseline algorithmic models for experiments, including
the current common approaches in machine learning as well as deep learning.

Named entity recognition task is evaluated by using recall, precision, and F1
metrics. Each evaluation metric is calculated as follows:

precision =
e

k
× 100% (6)

recall =
e

n
× 100% (7)

F1 =
2 × precision × recall

precision + recall
× 100% (8)

In formulas (7) and (8), e is the number of correctly identified entities, n is
the total number of entities, and k is the number of identified entities. The
experimental results are shown in Table 4.

The BILSTM-CRF-Dict model proposed in this paper has the best perfor-
mance in terms of accuracy, recall, and F1 value, and has a better performance
compared with the previous baseline model, and the model proposed in this
paper has been improved in all three metrics.
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Table 4. Experimental results of each model on public and private datasets.

Model ChineseBLUE cEMR

Precision Recall F1 Precision Recall F1

HMM 84.44% 70.45% 76.38% 82.43% 71.23% 76.42%

BILSTM 88.88% 70.48% 77.87% 87.65% 71.54% 78.78%

BILSTM-CRF 89.21% 74.77% 80.70% 88.19% 75.58% 81.40%

BILSTM-CRF-Dict 90.29% 83.29% 86.42% 89.99% 84.67% 87.25%

Relation Extraction Joint Model. 150 natural interrogatives were designed
manually, corresponding to five types of questions in QA. The three basic evalu-
ation metrics commonly used in the field of relationship extraction are: accuracy,
recall, and F-value [26]. The experimental results are shown in Table 5.

Table 5. Results of ablation experiments for different problem classes.

Rule-based textCNN Rule-based+textCNN

Question Precision Recall F1 Precision Recall F1 Precision Recall F1

Symptom 89.65% 78.35% 83.62% 82.55% 72.33% 77.10% 91.22% 80.12% 85.31%

Reason 85.13% 75.68% 80.13% 81.35% 74.35% 77.69% 89.35% 79.65% 84.22%

Diet 86.74% 77.58% 81.91% 75.69% 73.65% 74.65% 88.95% 78.99% 83.68%

Prevention 81.58% 77.46% 79.47% 74.33% 74.68% 74.51% 86.74% 80.15% 83.32%

Check 84.79% 76.35% 80.35% 77.64% 72.68% 75.08% 90.12% 79.68% 84.58%

The results show that the rule-based entity relationship extraction effect
is better than the textCNN model, which is because the questions asked by
users for the medical QA system are generally in a smaller range of medical
domains, and the textCNN model cannot cover all the questions asked due to
the insufficient training corpus. It is found that the relationship extraction effect
is greatly improved by combining the rule-based approach with the textCNN
model.

QA System Performance Evaluation. Based on the question and answer
statements designed in the literature [27], this paper designs five types of ques-
tions to evaluate the system performance according to the question framework
of “disease + category question words”, and the accuracy rate is calculated as
shown in formula (9).

A =
t

T
(9)

A denotes the accuracy of the results returned in the test; t denotes the number
of correct answers returned in each type of test; T denotes the total number of
tests in each type of test (the value of T in this paper is 30).



386 Y. Li et al.

The evaluation results in Table 6 show that among the five categories of
questions designed in this paper, the symptom category has the best test results
and the preventive category has the lowest test accuracy. The average response
accuracy of the system is 88.0%. The accuracy of the automatic responses to
the examination-type questions and the preventive questions was lower than the
average accuracy of the system because there were more missing values in the
data set for these two types of questions.

Table 6. Evaluation results on the private dataset NWNU-KG.

Question Number of test questions Number of correct answers Accuracy rate

Symptom 30 29 96.7%

Reason 30 28 93.3%

Diet 30 26 86.7%

Prevention 30 24 80.0%

Check 30 25 83.0%

Total 150 132 88.0%

6 Conclusion

In this paper, based on multi-source medical data, a relatively complete medical
knowledge graph NWNU-KG is constructed. Combining the deep learning and
the dictionary entity recognition method, a medical entity recognition model -
BILSTM-CRF-Dict is proposed. The accuracy, recall and the F1 metrics and
other aspects have achieved the best known performance; the textCNN model
and the rule-based method are combined to optimize the user intent recognition
module in the question answering system and build a medical question answering
system with high accuracy.

In the future, end-to-end learning methods will be applied to entity recog-
nition and relation extraction to learn different contextual representations of
entities and relations to improve the performance of medical question answer-
ing systems. In addition, the model proposed in this paper fails to fully exploit
the advantages of intelligent reasoning with knowledge graphs, and conversation
management, as well as vectorized analysis models, will be added in the future
to improve the reasoning capability of the medical question answering system
and its accuracy in multi-round conversations.
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