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Preface

This Conference Proceedings volume contains the written versions of most of
the contributions presented during the conference of ICICIT 2022. The confer-
ence provided a setting for discussing recent developments in a wide variety of
topics includingCloudComputing,Artificial Intelligence andFuzzyNeural Systems.
The conference has been a good opportunity for participants coming from various
destinations to present and discuss topics in their respective research areas.

This Conference tends to collect the latest research results and applications on
Computation Technology, Information and Control Engineering. It includes a selec-
tion of 68 papers from 312 papers submitted to the conference from universities and
industries all over the world. All of accepted papers were subjected to strict peer-
reviewing by 2–4 expert referees. The papers have been selected for this volume
because of quality and the relevance to the conference.

We would like to express our sincere appreciation to all authors for their contri-
butions to this book. We would like to extend our thanks to all the referees for
their constructive comments on all papers, especially, we would like to thank to
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organizing committee for their hard working. Finally, we would like to thank the
Springer publications for producing this volume.
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Abstract Among themost critical problems isminimising vehicle-animal accidents
on highways, which cause environmental imbalances and huge public expenditures.
This work covers the components of a detect and categorises the species of trapped
picture with crop using bbox detect by automatically selecting the shared closest
neighbour pixel to detect the large data set detected by MegaDetector. The model
automatically selects the weighted average pixel using KNN regression to find the
nearest neighbour of SNN density to group the minimal number of points. The
ASNNP model crop the trapped image with high accuracy as well as, minimal loss
identified in learning rate. The proposed and presented techniques are evaluated based
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1 Introduction

Technology and software improvements have lately provided computer users with
value-added services. The relevance of human–computer interaction (HCI) systems
is the development of certain systems that interact and react with human-like robots
[1]. The picture obtained from traffic surveillance film is likely to feature individuals
and other moving objects. As a result, properly categorising the required moving
elements for further processing is crucial. Initially, there are two basic sets of strate-
gies for identifying visual features: shape-based categorisation and movement-based
categorisation. Nowadays, the capacity to continually follow or monitor any loca-
tion is the emerging objective. It is difficult to analyse constant monitoring with the
capacity to detect a thing, a person, and an individual [2].

The primary challenge is to develop a dependable, limited, zero-impact system
design. Researchers aim to leverage computer vision to automatically extract animal
data such as species, number, availability of young, and movement in this research.
These activities can be challenging for people as well. Camera-trap photos are rarely
perfect, and many of them show species that are either too far away, too close, or just
partially observable. Further, changing lighting, reflections, and climate can make
data extraction considerably more challenging [3].

Camera traps are used to address a wide range of environmental research and
design goals, and also the species that go alongwith it. There are substantial variances
in how cameras are positioned and setup, the sorts of photos collected, [4] why
analysts see those images, the attribute data recorded from photos, and how the
received data is processed to account for this diversity.

Section 2 begins with an examination of grouping the nearest neighbouring pixel,
which serves as the foundation for our segmentation paradigm, as well as a review
of automatic selection of multiclass classifier ML model. The suggested automatic
selection of nearest pixel grouping introduced and addressed in Sect. 3. Section 4
covers the details of our trials as well as a data analysis. The article is concluded
with a brief conclusion.

2 Background Study

Deep neural network-based approaches, which including ResNet [5] as well as its
derivatives fast R-CNN [6] and faster R-CNN [7], have recently attained region
object detection performance. Such methodologies typically have two critical parts:
(1) image region concept, that searches the actual picture to obtain a set of selec-
tion visual features (or object classification) at various levels of scale that could
contain additional the image features, and (2) classification techniques, that calcu-
lates whether or not these suggested portions are really the artefacts. In the instance
of animal recognition utilising camera-trap photos, we discovered two major flaws:
frequency and accuracy [8].
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Machine learning enables technology to overcome problems despite explicitly
programming them to use it. Modern approaches train computers through super-
vised learning. When categorising photos, for example, the computer is trained on a
significant number of combinations of pictures and labels, where the representation
is the source and the appropriate attribute is the outcome [9].

CNN was used by Lecun et al. in 1990 to detect arm immobilization causes.
The CNN was modeled based on visual context cells of monkeys as researched by
Huber and Weist in 1968, which demonstrated that visual cortex cells of a monkey
are geographically near and receptive only to a subset of cells in the retina. This
sort of cell structure demonstrated that the visual of any item is extremely local,
and that despite changes in the peripheral visual, the object remains the same and
identifiable by the brain to create their neural network for handwritten recognition,
which comprised of a 16 × 16px picture as a direct input to the network [5].

R-CNN that is faster: Shortly after the publication of fast R-CNN, the primary
bottleneckwasovercomeutilising regionproposal computation [10],which increased
the map from 77–70.4% on VOC 2012 [11]. They also created a Region Proposal
Network, which shared features with the detection framework and improved the
detection pipeline’s performance, resulting in an effective running time of only 10ms.

Jaskó et al. [12] demonstrated a mechanism able to detect numerous huge wild
creatures in traffic scenariosVisual datawas collected using a camerawithmonocular
colour vision. The purposewas to examine the traffic scenario picture, identify feature
points, and precisely categorise them in order to locate creatures that were on the
pathway or could present a hazard. The intensity, colour, and orientation attributes
of the traffic scene image were used to build a saliency map. The significant regions
on this map were assumed to be points of reference. A massive library of photos of
wild creatures was generated. Significant features were extracted from the collected
wildlife image dataset and were used for training the classifier for distinguishing
between the various classes.

Norouzzadeh et al. [13] explored a significant impediment to researchers and
conservationists observing animals in the artificial environment. Applying key gener-
ation in recurrent neural networks in object recognition, a system for developing
autonomous animal detection was developed in the wild which was proposed with
the intention of creating an intelligent species surveillance system. Parham et al.
[14] suggested five component recognition process for a wildlife detection method
vision based. This technique produced a set of innovative attributes of value (Aov)
labelled as species and perspectives. The purpose of this approach was to establish
the accuracy and efficiency of species studies while also providing environmentalists
with better wild environments.

Besteiro et al. [11] investigated the consistency between 2 distinct occurrence
measuring: an infrared sensors device that utilised the device’s digital data to
perform observations and qualitative perceptions of movement in a sample of 50
weaning piglets on a farm located. The camera’s location enables the recording of
the main transverse motions with respect to the sensor’s rotation, which improved
the capability. Humans observed two sorts of behavioural activity: nutrition and
recreation.
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Gupta and Verma [15] suggested a dictionary learning approach for detecting
visual wild animals in photos. Dictionary with illegal to discriminate characteristics
training was used to learn racially biased aspects of favourable results containing
creatures in the optimistic class and negligible images containing no animals in the
target class. The system created category dictionaries and was capable of extracting
features using image samples as learning.

Vehicle licence plate identification technique based on convolutional neural
network (CNN) and k-means clustering. This approach consists of three primary
steps: detection and classification using k-means clustering, and identification of the
number plate using a CNN model [16].

The classification capsule and the main capsule are coupled, and the logarithmic
shared perceptions are used in conjunction with a Softmax activation function to
generate pairing values [17].

To conduct an experimental study, a quantitative computation using the post-hoc
analysis and the Friedman experiment is necessary. Whenever a large number of data
sets are involved, such analyses allow for a recommendable of analysis [18].

These automatically shared nearest neighbourhood pixel identified the matching
pixel and classify minimalistic encoding of image samples in the recommended
approach (creature class and noisy backdrop class).

3 System Model

3.1 Proposed Architecture

Figure 1 shows the working flow of automatically shared nearest neighbourhood
pixel.

3.2 Theoretical Idea: Shared Nearest Neighbouring Pixel
(SNN)

Graph-based clustering techniques are also identified as shared nearest neighbours
cluster analysis methods. The rank of a node in the closest neighbour list of another
node is represented by the edge among pair of nodes in these approaches. The classi-
fication is determined by a fundamental similarity metric. A measure of similarity or
distance between data items is required to facilitate clustering, although clustering is
then highly dependent on density and resemblance. When the number of dimensions
rises, these notions become more difficult to describe. The Euclidean distance, often
known as the L2 norm, is the most commonly used distance metric in low dimen-
sions. In high-dimensional data, even the classic Euclidean definition of density,
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Fig. 1 Proposed architecture

which is the number of points per unit volume. The volume grows fast as the dimen-
sions grow, and if the number of points does not expand with the dimensions, the
efficiency approaches nil, as s a result of low-density regions in higher dimensions.
As a result, in low-density regions in high dimensions.

3.2.1 Generate Boundary Point Detection

The point p’s volume attractor is the position in its Eps-neighbourhood NEps with
the maximum density (p). The saturation attractor of point p, for example, is shown
in Fig. 2. We must emphasise the following: (1) When there are no other positions in
NEps(p) besides p itself, then p is clearly a noisy source, thus we specify the volume
fixation of p as p itself and set the threshold degree of p to the smallest value. (2)
If NEps (p) contains numerous volume attractors, the first point found in NEps (p)
is chosen as the density attractor of point p. A user-specified parameter, MinP ts, is
used to determine the core point, and the core points, that is all locations with an
SNN density greater thanMinP ts, are examined. Figure 2 shows boundary detection
point.
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Fig. 2 Features of boundary detection point

3.3 Automatically Selecting the Number of Nearest
Neighbour

Based on the test feature vector X, the method determines the number of clusters k
or the kernel throughput h. To emphasise their dependency on x, we denote k as k(x)
and h as h(x). In the case of KNN regression with coefficients.

Pseudocode for Selecting k ∗ -NN-based Automatic Shared Nearest Neighbour

1. The test feature vector X that has been provided (x). The KNN is represented by (X(i) (x), Y (i)
(x) as the ith closest training data point to x inside the training data (X1, Y1) (Xn, Yn)

nk
∧

− NN(x) = 1
k

∑k
i=1 Y(i)(x)

2. Generates a shared nearest neighbour graph for a specified k. The edge weights are determined
by the number of shared k nearest neighbours (in the range of [0, k])
3. Adjacent neighbours should be given greater weight (recognise that using neighbours closer to
x seeks to minimise bias in the KNN regression prediction at x, as the answer)

minimise α2 + αT β, such that
∑n

i=1 αi = 1, εα[0, 1]n

4. Determine the SNN density of each point, which is the number of points that are similar to
their nearest neighbours
5. Identify the core points, which are any points with an SNN density larger than the minimal
number of points
6. Apply boundary points to the clustered that have been constructed from the core points
7. Finally, utilising the dynamical issue, group the nearest pixels. to solve the low resolution



Detecting Wildlife Trapped Images Using Automatically Shared … 7

Fig. 3 k ∗ -NN algorithm
choosing nearest neighbours

Figure 3 depicts how theKNN algorithm selects the number of nearest neighbours
to match the pixel.

Pseudocode for Crop the image

1. The model begins by cropping the image based on the bbox detected by MegaDetector
2. The correct solution labels are provided as labels in the training data, and we can are using
them to train a model
3. Use the learned model to classify the cropped photos of the testing data
4. We select the species of animals and counts of the image with the maximum count with many
in the same image

4 Experımental Result and Analysıs

Researchers used the Caltech Camera Traps (CCT) data set as our training data
set, which comprises 13,553 camera-captured animal pictures from the tropics. For
testing, we took 1712 data points from the same data set. The need for entire images
or local fixes from large databases is escalating. The suggested automated selected
closest pixel technique allows for the embedding of unknown properties while simul-
taneously assuring that the approach runs in linear time. Our technique’s features are
then utilised to perform visual search tasks in order to locate the most comparable
objects in a repository. In terms of efficiency and accuracy, this method outperforms
linear scan search.
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Fig. 4 DnCNN denoiser

4.1 Image Denoising Using CNN

Noise reduces pixel density, which might result in incorrect interpretation of key
information. Evaluating chaotic photos is difficult, both programmatically andmanu-
ally. Noise reduction techniques are often used in information communication
systems to minimise the effect of noise on delivered images. In the proposed model,
a group of pixels was reduced to one pixel using a nonlinear transformation. Pooling
is a vast collection of ‘channels’ carrying a small quantity of data that are defined as
the most conceptual ideas revealed from the original image after several iterations
of image convolution. The information was then aggregated and sent to a regular,
fully connected layers. The residual image is accurately predicted by DnCNN. With
operations in the buried layers, it destroys the latent clean image. As a result, in
an infocommunication system that sends a noisy image, DnCNN may be utilised
to create a correction signal. Figure 3 shows the DnCNN denoiser. It eliminates
the latent clean image with procedures in the hidden layers. As a consequence, in
an information transmission system that delivers a messy image, DnCNN might be
used to generate a correction signal. Figure 4 shows the DnCNN denoiser.

4.2 Feature Extraction

The characteristics were obtained using the following colour spaces: RGB, LAB,
HSV, GRAYSCALE, and ENTROPY. The model examined all of the potential
permutations of these space colour schemeswithout duplicating any of them, yielding
the five components. Because the computing interface employs a variety of basic
colours, the RGB colour space is the most often used for machine graphics. Each
and every pixel also on console is made up of three red, green, and blue dots that
have been triggered. In contrast, the RGB colour space is inadequate for dealing with
shadows and darkness. We have decided to transform RGB image data to a separate
homogeneous vector space.
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E j = −(
Pj log p j

)

where pj indicates the possibility of the jth element where pj denotes the proba-
bility of the jth piece occurring in a training set. The feature matrix M is used as a
representation of the images to compute the entropy of each characteristic, for each
membership encoding a pixel value. The M column was scanned from the top-left
corners pixel to the corresponding bottom sector pixel, for each pixel acting as a
reference pixel for a given region in the image.

4.3 Training and Testing Data

To maximise the most of our limited training data, we used a series of different
variations to verify that our classifier never saw the same image twice. This improves
the model’s generalisability and prevents overfitting. Keras’ ImageDataGenerator
classmaybeused for this.Configure randomalterations andnormalisation techniques
on image data throughout training using this class to create makers of reinforced
image batches. It creates the layout of our deep neural network classifier employing
automated closest pixel selection.

We can collect data for every wildcam picture in images values. Wildcam will
capture many frames in a row. The value of the key’seq num frames’ is the number of
frames, ‘id’ is the picture’s id, and ‘seq id’ is the ID connected with the consecutively
captured image. This’seq id’ corresponds to the ‘Id’ in the entry document. Using
hundreds of thousands of bounding boxes from diverse ecosystems, this model is
trained to recognise animals, humans, and cars in camera-trapphotos.Table1presents
detection level with label Id.

There are 263,504 detection data points, indicating that all train and test data has
been processed. As a consequence, the model will not have to run MegaDetector to
tune the MegaDetector’s weights or re-estimate the findings, as shown in Fig. 5.

Table 1 Performance evaluation to detect the animal using bbbox

Detections Id max_detection

[{‘category’: ‘1’, ‘bbox’: [0.6529, 0.5425, 0… 905a3c8c 0.986

[{‘category’: ‘1’, ‘bbox’: [0.0147, 0.0, 0.985… 905a3cfd 0.696

[] 905a3cee 0.000

[{‘category’: ‘1’, ‘bbox’: [0.0, 0.4669, 0.185. 905a3cff 1.000

[{‘category’: ‘1’, ‘bbox’: [0.0, 0.0494, 0.528… 905a3ccc 0.956
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Fig. 5 Image with 100 bbox

4.4 Evaluation Metrics

Mean Columnwise Root Mean Squared Error will be used to evaluate the data
(MCRMSE).

MCRMSE =
m∑

j=1

√
1

n

n∑

i=1

(
xi j − yi j

)2

where j is a species, I denotes a sequence, xij denotes the projected count for
that species in that sequence, and yij denotes the ground truth count. This index
measures the RMSE for each species and averages it across species. mAP is assessed
using ‘Weighted-Distance-Cluster’, which outperforms the traditionalMLmodel. (a)
Every patch in Yij is correlated with several patch transformations learned from the
training set in order to solve the poor resolution in SNN. (b) In Xij, local associations
between patches should be retained, and this should be the case in Yij as well. (c)
Yij constrains neighbouring patches by overlapping them to ensure local smoothness
and consistency. Using the wildcam2021 data set as a benchmark, Table 2 evaluates
metrics. Compared to other classic ML models, our suggested technique appears to
be more accurate.

Instead of a precise mAP, we choose to reduce segmentation error. As a result, we
employDempster’s theory of evidence, which is in addition to the terms of the energy
function. We use common benchmark photos to compare our method to others and
show that our grouping outperforms others. In this section, we will build a model
with the CNN learner function, which will automatically download and load the
pre-trained weights. The fastai package implements a learning rate finder as stated
in this article. This enables us to select the best learning rate for effective training.
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Table 2 Evaluation metrics based on automatic selecting nearest pixel with traditional ML model

Model Ej (Loss) Speed (detection) MCRMSE RMSE mAP@0.5

VGG16 0.48 94.2 74.2 192.3 8.02 MB

SqueezNet 0.49 92.3 70.6 156.2 8.04 MB

MobileNet 0.50 92.0 58.2 168.0 8.09 MB

YoloV3 Lite MobileNet 0.51 91.4 60.3 170.2 8.39 MB

Tiny YoloV3 Lite
MobileNet

0.52 90.5 62.4 212.4 5.19 MB

YoloV3 Xception 0.52 90.0 61.4 200.0 105.37 MB

ssd_mobilenet_v1_coco 0.52 89.4 54.2 117.3 108.05 MB

In a nutshell, the learning rate is modified throughout a single epoch, and the loss is
displayed against it. When the loss drops the fastest, the learning rate is ideal. The
ideal learning rate with loss of testing data is depicted in Fig. 6. Our suggested model
achieves the learning rate of 2.6, which has been identified as the minimal loss of
knowledge. One of the first and most critical factors of a model is the learning rate.
It regulates the size of the leaps used to create the model and how quickly it learns
after that. Neural networks train by executing gradient descent on given data over a
network of vertices, resulting in a series of nodal weights that are predictive of the
elements in the target of a particular label ID when aggregated. Researchers want
to know how data is spread over time since animals vary their activity on a regular
basis. Train data includes test data in terms of time point. Figures 7 and 8 show the
number of animals identified as month data. The time date dataframe in the wildlife
data set is mapped using a lambda function.

Fig. 6 Optimal learning rate
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Fig. 7 Count test data per month

Fig. 8 Count train data per month

5 Conclusion

We revealed that computer vision object identification algorithms can be utilised
efficiently to distinguish and classify creatures based on photo series recorded by
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surveillance cameras in behaviour, which are notorious for their high levels of noise
and chaos. This study investigates an image clustering procedure based on a shared
closest neighbours strategy that allows for the handling of clusters of various sizes
and shapes with automatically detect wildlife caught animal photos analysis with
count.
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Abstract Nowadays, social networks have become part of our everyday routine
to connect and communicate to diverse communities. The detection of abnormal
vertices in these networks has become more vital in exposing network intruders or
malicious users. In this paper, we have included a novel meta-classifier which will
notice anomalous vertices in complicated interactive network topology by extracting
useful patterns. We identify that a vertex with several link connections will incor-
porate a higher probability of being abnormal. Henceforth, we choose to apply the
link prediction model on the Facebook dataset with high interconnectivity. In each
step, we determine abnormal vertices are detected with minimal false positive esti-
mates and better accuracy when compared to alternative prevailing methods. Hence,
the method incorporated reveals the outliers in the social networks. We proposed
an approach that can identify the false profiles with 93% accuracy and lower false
positive rates with sustainable accuracy.
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1 Introduction

In recent years, every person across the globe uses social networks as a platform to
publicly share their knowledge and views, as an embodiment of their life. Fake profile
identification is a salient problem within the field of social network analysis (SNA)
and knowledge discovery (KDD). To maintain the network security and privacy in
an interactive environment like social media, it is required to detect structural abnor-
malities that violate typical behavior of social networks. An outlier is a data point or
a collection which deviates so much from the other observations as to arouse suspi-
cions [1, 2]. Generally, normal data follow a salient pattern behavior differentiating
it from anomaly. A general overview of graph-based anomaly detection methods is
shown in Fig. 1. The anomaly in the graph can prevail as individual data outlier, in
groups and disguises its nature on contextual analysis. Detection strategies calibers in
using approaches based on statistics, classification, clustering, subspace, community
detection, labeling/ranking, and so on.

Fig. 1 General overview of anomaly detection in social network
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Studies show that the vertices which deviate from the typical behavior of social
networks offer necessary insights into a network. There is a vast amount of bogus id
existing in social networks than legitimate users present in different communities.
In order to identify the fake profiles which are a serious threat to the secure use
of social media, it is highly mandated to detect the anomaly behavior. Graph data
reveals inter-dependencies that should be accounted for during the outlier detection
process. When compared to traditional data analysis, graph data processing is highly
beneficial. They maintain significant interconnections between data in the long run
and are flexible to change.

In this paper, anomalous vertices in graph topology are identified by two phases.
The primary phase predicts the edge probability in the network by applying a
link prediction classifier. Next phase produces the new features set as output. The
contributions of the work:

• Deploy sampling of vertices and edges using positive andnegative sample strategy.
• Generate a link prediction classifier to find anomalous vertices in a graph
• We adopt a Meta classifier model in the training and testing phase.

2 Related Work

Graphical data analysis has grown over the past years and hence has increased the
need for research in social networks. In a graph, data structure substructure reoccur
[3]. Hence, it was proposed that the anomalies are substructures that occur infre-
quently. To understand the problems associated with fake profile creation, several
detection methods have been discussed [4]. Most research contributions in machine
learning and deep learning prevail but still fake accounts thrive in social networks [5].
In network sampling, there is a comparison of two alternatives for sampling networks
that have a predefined number of edges [6]. A randomselection of edgeswith uniform
distribution and the edges of the 1.5 ego-networks finds network hubs that are the
nodes with high traffic. The hubs are used as they are showing new information
due to their high degree. However, the use of hubs may result in major bottlenecks
in the networks. Infiltration of fake users into social networks using random friend
requests [7]. Feature extraction of the networks are done based on the degree of
user, connections that exist midst the friends of the user, amount of communities
the user is coupled to. However, this may result in high anonymity level and may
fail in detecting the spammer profiles. Feature extraction uses principal component
analysis [8]. Main components in the networks are evaluated by reducing the total
number of variables and also reduces the dimensions of all observations based on the
classification of alike observations. Communication structure among the variables is
also found by PCA. However, another dilemma in the PCA method is based on the
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selection of core components. Relational dependency networks accomplish collec-
tive classification of attributes of the designated variables and are assessed based on
a joint probability distribution model. The technique should be trained with more
unstructured multimedia data, databases, graph-based analytics, and conception for
improved results.

Detection of strange nodes in bipartite graphs involved calculation of normality
scores [9] created on the neighborhood relevance score where nodes with a minor
normality score had a higher probability of being irregular. Inmachine learning, using
simple heuristics or more refined algorithms is created that is based on the strength of
the connection between the users [10]. The first evaluation method involves splitting
of datasets hooked on training sets and testing sets. In the second evaluation method,
the goal was to measure the classifiers recommendations average users precision.
The connection-strength heuristic does not propose a general method of identifying
which of the users are to be avoided.

Relational dependency networks (RDN) [11] can achieve collective classification
when several attributes midst the selected variables are assessed along on the basis
of a joint probability model. Multiple Gibbs sampling iterations were used to fairly
accurate the joint distribution. The RDN results are nearly as good as the upper
bound data-rich condition. The RDN is capable as it becomes possible to predict
leadership parts with some degree of accuracy for circumstances in which very little
specific data is known about the individual actors. The suggested method should be
qualified with more unstructured data like multimedia data, graph data which will
give imagining for improved results. In profile similarity technique [12] similar user
profiles are grouped on the basis of profile attributes. User profiles are validated
remotely. Using this strategy will drastically improve the search speed of a profile
and gradually reduce the memory consumption.

Randomwalk [5, 13] extracts random path sequence from graph. Randomwalk
is often used as a part of algorithms that create node embeddings. Deepwalk [14]
builds upon a random walk approach which aids to learn latent meaningful graph
representations. After the online clustering, anomaly detection is done. If the vertex
or edges are far from all current clustering centroid points, then it will be claimed
as abnormal. Deepwalk [15] is scalable [4]. Results show that when compared to
spectral methods, this approach shows significantly better results for large graphs.
This method is designed to operate for sparse graphs too. Netwalk [16], predicts
anomalous nodes on dynamic traversal of nodes. As the graph network evolves, the
network feature representation is updated dynamically. SDNE [16] and dLSTM [17]
are deep network embedding models that facilitate learning vertex representations. It
studies the network behavior using autoencoder and locality-preserving constraints.
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A generic link prediction classifier [18, 19] aims to detect anomalous vertices by
estimating the probability of edge absence in the graph. Based on features collected
fromgraph topology, for eachvertex the averageprobability ofmissing edges is calcu-
lated. Nodes with the highest average probability are predicted as anomalous nodes.
This method was not applied on bipartite and weighted graphs [20, 21]. Label prop-
agation algorithms (LPA) [22] is the fastest algorithm that involves labeling nodes
in graph structure. The core idea is to handle highly influential nodes through label
propagation. On edge traversal, we find the nodes with the more link connectivity are
inferred as leader nodes or influential nodes. LPA is applicable to static plain graphs
and it suffers from inconsistency and unstable behavior. Random forest algorithm
[23– 25] is a classification method to find link patterns in a given graph structure. It
is handled on static plain graphs. This method performs probabilistic ranking to find
irregular vertices with good accuracy prediction results. Node similarity communi-
cation matching algorithm [26] is proposed to identify the cloned profile in online
social network (OSN). It monitors the behavior of profile and finds for similarity
matching with recent activity with 93% detection accuracy. It outperforms well over
K-nearest neighbor (KNN) and support vector machine (SVM) methods.

In this section, many researchers have contributed their machine learning strate-
gies to solve the problem domain. Most of the strategies either use feature reduction
or feature extraction to identify the characteristic behavior of the graph data. The
analysis is focused to find patterns from node interconnections as tracing malicious
behavior is problematic. Though KNN and random forest classification provides
better prediction independently, the performance aspect on integrating the classifier
to anomaly detection is targeted.

3 Proposed Methodology

The input of the proposed system is a graph dataset that represents the social networks
in the form of nodes and edges. Thework flow of the proposedmethodology is shown
in Fig. 2. The working model is categorized into three stages involving anomalous
node identification processes from the original graph.
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Fig. 2 Work model of the proposed methodology

3.1 Phase 1: Building a Classifier Model for Edge
Connectivity

For every different graph manifest, a link prediction classifier is built which predicts
a link between two unconnected nodes. For this, a training dataset is prepared from
the graph that consists of negative and positive and samples. Negative samples are
the major part of the dataset as they consist of the unconnected node pairs. Both
Algorithm 1 and 2 shows steps in generating the positive and negative samples from
graph input data, respectively.
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Algorithm 1

Negative samples generation

Input: Graph G with node pairs
Output: Negative sample pairs
# Get unconnected node-pairs
all_unconnected_pairs ← new list()
#Traverse adjacency matrix
Initialize offset ← 0
for each i ← tqdm(range(G[0]) do

for each j ← range(offset, G[6]) do
if ( (i �= j) and (shortest_path_length(G,i, j) ≤ 2)) and (adjacency(i,j) = 0) then
all_unconnected_pairs ← append( [node_list[i], node_list[j]])
end if;

offset = offset + 1
end for;

end for;

Algorithm 2

Positive samples generation

Input: Graph G with node pairs
Output: Positive sample pairs
Initialize

initial_node_count ← len(G nodes)
#copy of nodes pairs in facebook graph dataframe
fb_df_temp ← fb_ df

#empty list to store removable links
omissible_links_index ← new list()
for i ← tqdm(fb_df.index.values) do
# remove a node pair and build a new graph
G_temp ← fb_df_temp.drop(index = i)
# check if there is no splitting of graph and number of nodes is same

if (number_connected_components(G_temp) = = 1) and (len(G_temp.nodes) = =
initial_node_count) then

omissible_links_index ← append(i)
fb_df_temp ← fb_df_temp.drop(index = i)

end if;
end for;
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Fig. 3 a Original graph, b graph from link prediction classifier

Edges are randomly dropped from the graph in a condition that even in the process
of dropping edges the nodes of the graph remain connected. These removable edges
are appended to the data frame of unconnected node pairs. Feature extraction is
performed on the graph after the dropping of the links. In the stage to obtain a
trained dataset, jaccard coefficients/jaccard index is used to integrate the overlapping
features. Let x,y be some graph vertex, the jaccard index is performed by comparing
its neighbor nodes which is represented in Eq. 1.

jaccard Index(x, y) = |neighborhood (x) ∩ neighborhood(y)|
|neighborhood (x) ∪ neighborhood (y)| (1)

After feature extraction to validate the model, the dataset is split for the training
and testing of the model’s performance. Random forest classifier is employed to
generate the link predictionmodel based on the obtained features. Figure 3 represents
the resultant graph after building the link prediction classifier.

3.2 Phase 2: Sampling Vertices from Graphs

In this phase, the samples are generated from a graph using a specific criterion.
The threshold is set to be min_friends to satisfy the feature extraction process. The
calculation of min_friends uses the knowledge of degree distribution to set the scale.
Algorithm 3 shows the steps to perform the sampling of vertices and edges for a
given graph G.
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Algorithm 3

Graph vertex sampling

Input: Graph G with node pairs, min_ friends
Output: Selected edge list

Initialize
selected_edges ← new set()
list_nodes = list(G.nodes())

for each val ∈ list_nodes do
if len(list(G.neighbors(val))) ≥ min_friends then
Temp_edges ← new set()
for node in list(G.neighbors(val)) do
if len(list(G.neighbors(node))) ≥ min_friends then
Temp_edges ← add(val)
Temp_edges ← add(node)

end if;
if len(Temp_edges) ≥ min_friends then

selected_edges ← union(selected_edges, Temp_edges)
end if;

end for
end if;

end for;

3.3 Phase 3: Detection of Outlier from Resultant Graph

In this phase, the link prediction classifier will generate interesting features that
enable it to perform outlier detection. This method is centered on the hypothesis that
a vertex with many low variance link connections has a higher likelihood of being
anomalous. Test set is obtained by performing random edge samples from the graph.
The algorithm steps involved in selecting node links that are completely traversed
and chooses neighbors with more than minimum friend neighbors. We configure the
min friend to be set to three. We omit the nodes with very low neighbors connected
as it provides poor network characteristics. These sets of vertices are considered
for further evaluation of anomaly detection and the outliers are detected which is
represented in Fig. 4.

4 Experimental Evaluation

4.1 Data Preparation

The experiments are conducted on a system operatingwith a 64 bit windows platform
with Intel quad core processors supporting GPU specification. For experimental
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Fig. 4 Result of graph vertex outlier

evaluation, we use Python-3.6 utilizing machine learning libraries comprising scikit-
learn version 0.19.1 and NumPy version 1.14.0 to perform mathematical operations.

We evaluated our algorithm on the Facebook dataset from network repository
which has 620 nodes and 2102 edges. The fb_pages_food is an undirected graphwith
nodes representing the Facebook pages and edges having mutual likes among them.
In addition to that we have also added 20 randomly generated edges or anomalies
using Erdos_Renyi algorithm. To incorporate anomalous nodes, reindexing of the
node pairs can be done in the initial dataset.

4.2 Generation of Anomalous Edges

To generate random anomalous edges in the existing graph, Erdos–Renyi Model is
used. In thismodel, each edge distribution has a fixed probability of being available or
missing, regardless of the number of connecting links in the network. The probability
of edge distribution existing for our model has been set as 0.5 since it gives an equal
distribution of the edges. Figure 5 gives the degree of distribution of the edges across
the existing network.

4.3 Result and Experimental Setup

Figure 6 shows the anomalous nodes that are obtained from the proposed algorithm.
The node information helps to prevent malicious activity. Nodes are crawled such
that outlier nodes are extracted on configuring the threshold value set to 0.8. A node
exceeding the limit is outliers and monitoring the network activity of the node is
encouraged.

To evaluate the performance metric of the detection model, a confusion matrix is
employed. The confusion matrix is used to solve this binary classification as either
genuine/ normal node or outlier node. The confusion matrix gives values such as
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Fig. 5 Degree distribution of Facebook network

Fig. 6 Outlier nodes detected
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True Positive (TP), True Negative (TN), False Positive (FP), and False Negative
(FN). The mathematical formulation of the performance parameters are represented
in Eqns. 2–5, where TP is nodes correctly classified as outlier, TN is node correctly
classified as normal, FP is nodes misclassified as outlier from normal, and FN is
nodes misclassified as normal from outlier.

Accuracy = (TP + TN)/Total Nodes (2)

Precision = TP/(TP + FP) (3)

Recall = TP/(TP + FN) (4)

f 1 − score = (2 × Precision × Recall)/(Precision + Recall) (5)

Figure 7 tabulates the f 1-score, support, precision, and recall for the trainedmodel.
The KNN uses the Minkowski metric for this step. We have also measured the error
rate for different k values (k lies between 1 and 40).

Figure 8 depicts that the highest error rate is 11% for k = 0 and the lowest error
rate of 6% is for k = 6. The error rate remains constant (i.e.) 6% for the value of k
greater than 6. The algorithm has been trained using KNN model, and its accuracy
is found to be 93% with the maximum error rate of 0.14. Table 1 summarizes the
comparison of the proposed model outperforming other methods [23, 26].

Fig. 7 Classification report
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Fig. 8 Error rate calculation

Table 1 Comparison table

S. No Model Used Accuracy(%) Time (ms)

1 K-nearest neighbor (KNN) 89 0.89

2 Support vector machine (SVM) 84 0.78

3 Node similarity communication matching 93.14 0.45

4 Naive bayes 83 0.64

5 Proposed model
(Random forest + KNN)

93.495 0.40

5 Conclusion

Tounderstand the behavior patterns of large networks, detection of anomalies are very
important. We propose a novel strategy that discovers anomalous nodes on the basis
of characteristic traits of the underlying network structure. Themethod adopts current
techniques in machine learning to generate useful communities. We experimented
this method in the Facebook social network dataset, but there is considerable scope
to be tested with a diverse application. The proposed method is trained using KNN
model and its accuracy is found to be 93% with the maximum error rate of 0.14.
As for future work, the algorithm can be prolonged to be applied on undirected and
dynamic real-world graph datasets. We plan to extend the work to incorporate a
neural network learning model so as to increase the performance of the proposed
model.
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Comparison of Various CNN Models
for Image Classification

S. Sony Priya and R. I. Minu

Abstract Classification is one of the core tasks of computer vision. In image clas-
sification, the system trained using one of the classification algorithms receives the
input image, analyzes the image, and assigns the label based on its training. Image
classification provides a vital role in various fields like medical imaging, automated
vehicle, social media and many more. This paper compares convolutional neural
network (CNN)models like AlexNet, VGG16, InceptionV3, Deep residual networks
(ResNet), and DenseNet using the accuracy. Here, the CIFAR-10 dataset is used for
comparison.

Keywords Image classification · Convolutional neural network · Computer
vision · AlexNet · VGG16 · InceptionV3 · ResNet · DenseNet

1 Introduction

Classifying images is not an uphill battle for humans, but it is strenuous for machines
to correctly identify and categorize pictures because of different backgrounds, poses,
sizes, and others. Deep learning inspired by the organic nervous system can tackle the
problem. Deep learning is based on traditional neural network architecture. Tradi-
tional neural networks have fewer layers, but we have more in the deep neural
network. The advent of deep learning brought great successes and achieved above
human-level performance in image classification. McCulloch et al. [1] took the first
step toward artificial neural networks in 1943. The authors used threshold logic to
model a primary neural network.

Hebb [2] developed a learning rule in 1949 that outlines how neural activity
impacts the connection between neurons, a phenomenon known as neuroplasticity.
Hebb’s rule is another name for this rule. Within a neural network, it offers a method
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for updating the weight of neuronal connections. In 1958, Rosenblatt [3] invented
the perceptron algorithm for pattern recognition.

In 1975, the Werbos [4] backpropagation method was used to train the network,
a significant catalyst for increased interest in neural networks. Backpropagation
reduces the error rate by adjusting the weights at each node backward.

Fukushima and Miyake [5] invented the neocognitron, a hierarchical, multilay-
ered artificial neural network, in 1979. It inspired convolutional neural networks and
utilized Japanese handwritten character identification and other pattern recognition
applications. LeCun et al. [6] released a paper in 1989 demonstrating how backprop-
agation is used to train the neural network algorithms. Using a neural network in this
study successfully recognized handwritten postal code digits given by the US Postal
Service. By this, deep learning has become popular. CNN models are no longer the
same as LeNet, despite being all based on it. Because of its accuracy in demanding
categorization tasks, CNN has gained popularity. In addition, typical manual image
processing approaches for feature extraction are no longer required [7, 8].

CNN is utilized in a wide range of applications. In the paper [9], the authors
proposed a CNNmodel for automatically recognizing license plates in the nighttime,
which is helpful for the intelligent transportation system. Ge et al. [10] proposed
the AlexNet-Emotion model to find the facial expression in a static and dynamic
sequence. Feroz et al. [11] proposed Single Shot Detector (SSD) and You Only Look
Once (YOLO) models for object detection and recognition in low-quality videos,
which are used for a variety of applications like classification, surveillance is name
few. CNN is also applied in multiple agricultural domains like detecting diseases,
identification of various plants, Land Cover and Land use Classification (LCCS),
automatic fruit or vegetable counting, etc. Roy et al. [12] proposed an advanced
version of the You Only Look Once V4 algorithm for detecting four different types
of disease: early blight fungal disease, late blight fungal disease, Septoria leaf spot,
and Passiflora fulva in real time. CNN models are used in medical decision support
systems.Maweuet al. [13] proposedCNNExplainabilityFramework forECGsignals
(CEFEs) that uses highly structured ECG signals to provide Interpretable explana-
tions. Rehman et al. [14] proposed 3D CNN-based architecture for brain tumor
extraction and used VGG19 to classify the tumor type [15–17]. The authors used
BraTS 2015, 2017, and 2018 datasets for tumor type classification and achieved an
accuracy of 98, 97, and 93%. CNNs are also used in drug discovery. Peng et al. [18]
proposed DTI-CNN to forecast how various chemicals will interact with various
protein targets. First, they used heterogeneous networks to identify the pertinent
characteristics of medications and targets. The DAE model is then used to reduce
dimensions and identify the fundamental components. Finally, by usingCNN, predic-
tions of DTIs are made. Similarly [18, 19] developed KenDTI, which utilizes CNN
for drug-target interaction prediction.

The first portion of this study discusses CNNs history and architecture. The archi-
tecture of CNN models is detailed in the next section. The experimental setup and
findings are presented in Sect. 3. The conclusion section discusses which model is
best for image classification and how accuracy may be improved.
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2 Classification Process

For classifying images, we must consider the factors like the type of classification
model type of samples by which we will train the model. Then we perform data
preprocessing, ensuring the training samples/images have the same size as the clas-
sification model. In the preprocessing step, we perform normalization to rescale the
pixel values to liewithin a restricted range.Often, the amount of datawe have is insuf-
ficient to complete the classification assignment. We use data augmentation, which
involves flipping, rotating, cropping, translating, lighting, scaling, adding noise, etc.,
to get around this issue. We fed the data into the CNNmodel when the preprocessing
stage was finished. Figure 1 depicts the CNN architecture.

The CNN receives input images, extracts, and learns the features to classify the
images. It contains convolution, pooling, and fully connected layers. In the convo-
lution layer, the filters convolved with the input image by taking one or more steps
along the x or y-axis of the image to produce a feature map. This step is called stride.
This feature map extracts information like edges and corners in the image. Addi-
tionally, the convolution technique minimizes the resulting image’s size. Consider
the situation in which we do not want to reduce the output image size and corner
information loss; then, we use padding. Adding extra rows and columns in the input
matrix is called padding. Consequently, the formula below determines the size of the
output feature map.

hnew = hold − fs + sl + ps
sl

(1)

wnew = wold − fs + sl + ps
sl

(2)

Fig. 1 CNN architecture
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Table 1 Activation functions Activation
function

Formula Plot Range

Linear f (x) = x (−∞, ∞)

Sigmoid f (x) =
1

1+ex

(0 to 1)

Hyperbolic
tangent

f (x) =
ex−e−x

ex+e−x

(−1 to 1)

Rectified linear
unit (ReLU)

f (x) =
Max(0, x)

(0, ∞)

Softmax f (x) =
ln(1 + ex )

(0, ∞)

where, hnew,wnew is new height andwidth of the featuremap, hold,wold is the previous
height and width of the feature map, f s is filter size, sl is stride length, ps is padding
size. The convolution procedure’s output is processed via an activation function.
To study the intricate interaction between network variables, activation functions
are applied. Furthermore, it determines whether or not a neuron will fire. Table 1
provides some key activation functions as well as their formulae.

The convolution layer is followed by the pooling layer. The feature map from the
convolution layer is down sampled using the pooling layer. Additionally, the position
of the features in the feature maps produced by the convolution layer affects them
greatly. As a result, any adjustments to the feature map could result in an erroneous
forecast overall. This problem is addressed by the pooling layer. Max pooling and
average pooling are the pooling layers that are used themost frequently. The equation
below provides the pooling layer’s output.

outputpooling = fh − Fs + 1

s ∗ ( fw − Fs + 1) ∗ C
(3)

Here, f h, f w signifies the feature maps height and width, Fs signifies filter size, C
denotes number of channels, s represents stride size.

The pooling layer’s output is then flattened into a one-dimensional array by flat-
tening procedure, i.e., a long single feature vector. Next, this vector is sent into the
fully connected layer for classification. In a fully connected network, all the neurons
are densely connected; also, it is placed at the end of the architecture. The prob-
abilities for each class are calculated using the SoftMax activation function in the
last layer of CNN. It also assigns input to the class with the highest likelihood. It is
computed by the following formulae
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softmax(Zi ) = ezi/
∑

ez j j → 0 to n (4)

where, Zi denotes ith vector value, n denotes number of classes. After finding the
class of an object, the loss of the model is calculated. The discrepancy between the
actual and anticipated output is known as loss. A good classifier should have the
minimum loss. There are various loss functions used to calculate the loss. Binary
cross-entropy, soft margin classifier, margin classifier, and negative log likelihood
are name few. To reduce the loss, we use optimizers that change the neural network’s
weights or learning rate. The most commonly used optimizers are gradient descent,
stochastic gradient descent, mini-batch gradient descent, SGD with momentum,
AdaGrad, Adadelta, Adam, etc., After implementing the model, we finally measure
the model’s performance.

Several methods measure the classification model’s performance. The most
popular methods are confusionmatrix, accuracy, precision, and recall. The confusion
matrix is represented as a table given below, and it is used to identifymisclassification.
The general format of confusion matrix is depicted in Fig. 2.

Here, True Positive (TP): Predicted values and actual values are True Negative
(TN): Predicted values and actual values are FP (Type1 error): Predicted value is true,
but actually, it is false FN (Type2 error): Predicted value is negative, but actually,
it is true Accuracy is another performance measure used to find how many you got
right. It is described as the proportion of accurate predictions to all predictions.

Accuracy = TP + TN

TP + TN + FP + FN
(5)

How accurately the model predicts the positive class that is a member of the
positive class is known as precision, i.e., the proportion of TP to every positive result

Fig. 2 Confusion matrix
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the model anticipated.

Precision = TP

Predicted positive value
(6)

The ratio of all the dataset’s positives to the TP is known as recall.

Precision = TP

Real positive value
(7)

3 CNN Architectures

The convolutional neural network (CNN or ConvNet) is excellent in image classifi-
cation among various deep neural networks. Nowadays, we have various pretrained
models for image classification. A pre-trained model means the model created by
someone to solve a particular problem can be used by other researchers instead of
re-inventing everything from scratch.

4 LeNet-5

LeNet was proposed by LeCun et al. [20] in 1998. This architecture was established
for the recognition of handwritten digits. Figure 3 shows LeNet-5 architecture. The
size of the input image is 32 × 32. Besides the input layer, LeNet has seven layers.
In this Figure, CX denotes convolution layers, Sx denotes sub-sampling layers, Fx

denotes fully connected layers. The first convolution layer comprises six 5× 5 filters
convolved with the input picture by taking 1 step to generate an output of 28 × 28 in
size. The following layer is the pooling layer, which employs a sliding window of 2
× 2 and stride= 2 to provide an output of 14× 14 pixels. The following convolution
layer employs 16 filters of size 5 × 5, padding 0, and stride 1 to provide the output
size of 10 × 10 [21]. The output of the next pooling layer is 5 × 5, and it employs
stride 2. There are two fully connected layers with 120 and 84 neurons in each.
Finally, the last layer has ten neurons that employ the SoftMax activation function
to categorize the digits. The number of parameters in LeNet5 is 60,000.

5 AlexNet

AlexNet [22] was proposed by Krizhevsky et al. in 2012. This architecture is devel-
oped for ImageNet dataset to classify images. It includes 8 layers, including 3 fully
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Fig. 3 LeNet-5 architecture [20]

Fig. 4 AlexNet architecture [22]

connected layers and 5 convolutional layers. The SoftMax layer, the last layer of
this architecture, has 1000 neurons. The authors also used ReLU to avoid vanishing
gradient problem and dropout to reduce the overfitting. This architecture totally has
sixty million parameters and 650,000 neurons. Also, it is trained on two GPUs.
Figure 4 shows AlexNet architecture.

6 VGGNet

VGGNet [23] was proposed by Simonyan and Zisserman in 2014. It is a deeper
network with smaller filters. The total number of layers in VGGNet is 16–19 layers
with 3 × 3 kernels. It comprises 138 million parameters. It uses 3 × 3 CONV
stride1 with pad 1 and 2 × 2 max pool with stride 2.4096 neurons make up the
first two fully-connected layers, while the final layer, which does classification,
contains 1000 channels. The last layer uses the SoftMax activation function to
perform classification.



38 S. Sony Priya and R. I. Minu

7 ResNet

ResNet [24] was proposed by He et al. in 2015 with 152 layers. It is an intense
network using residual connections. The model performs worse in a plain convo-
lutional neural network due to optimization problems when we stack more layers.
ResNet overcomes this. In ResNet, the authors used the concept of skip connec-
tion, which means skipping some of the connections and adding the output from the
previous layer to the next layer.

8 Experimental Setup and Results

Here, the CIFAR-10 [25] dataset compares classification accuracy between the CNN
models. In the CIFAR10 dataset, there are 60,000, 32 × 32 RGB pictures. The
combination of train and test images is 50,000 and 10,000. Ten classes are represented
in this dataset: truck, frog, horse, ship, vehicle, bird, cat, deer, and airplane. Figure 5
shows the sample images in the CIFAR10 dataset. The coding is done in Google
Colab with GPU using Python 3.7, and the deep learning framework PyTorch is
used. The mean squared error (MSE) loss function and Adam optimizer are used in
this paper. Table 2 gives the performance of CNN models concerning precision and
recall on the CIFAR-10 dataset. The confusion matrix depicted in Figs. 6, 7, 8, and
9 evaluates the performance of the CNN models. From Table 2, we can understand
that VGG16 has the highest accuracy (92.39%) in classifying images. Moreover, the
two-layer CNN model has a classification accuracy of 60.83%; also, it is lower than
other models. We can understand that the classification accuracy will improve by
increasing the number of layers. Comparing these four models, VGG16 provides
good classification accuracy, precision, and recall value of 92.39, 92.1, and 92.6,
respectively. Figure 10 provides a graphical representation of Table 2.

9 Conclusion

This paper performs the classification using CNN with two convolutional layers,
VGG16, AlexNet, and ResNet. From the above results, we can observe the VGG16
model provides better accuracy for image classification. Therefore, we can use this
image classification technique for object recognition, medical imaging, and face
recognition for security purposes. Also, we can improve the accuracy of classifica-
tion by increasing the number of epochs, training, and testing using more extensive
datasets.
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Fig. 5 CIFAR10 dataset [25]

Table 2 Performance measure

CNN model Accuracy (%) Precision (%) Recall (%)

CNN (2 layers) 60.83 60.9 62.7

AlexNet 74.94 74 74.3

ResNet50 79.48 79.6 79.7

VGG16 92.39 92.1 92.6
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Fig. 6 CNN (2 layers) confusion matrix

Fig. 7 AlexNet confusion matrix
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Fig. 8 ResNet confusion matrix

Fig. 9 VGG16 confusion matrix
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Fig. 10 Performance graph
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Enhancing Customer Prediction Using
Machine Learning with Feature Selection
Approaches

R. Siva Subramanian, B. Maheswari, S. Nikkath Bushra, G. Nirmala,
and M. Anita

Abstract In each enterprise, customer data is collected in large quantities and
the analysis of such data aids in the development of more accurate insights into
customer patterns and the identification of high-risk customers in the enterprise.
In today’s world, machine learning approaches are being used more and more in
customer pattern analysis and prediction, as well as in other areas. But in real-time,
the consumer dataset often holds a poor quality of data such as irrelevant, corrected,
and noisy variables.With these poor quality data, better prediction using the machine
learning approaches cannot bewitnessed. The removal of correlated variables and the
selection of variables with high information content helps to improve the accuracy
of customer predictions. With the help of feature selection mechanisms and machine
learning techniques, we devise a framework for conducting more accurate customer
pattern analysis in this study. The research investigationmakes use ofUCI’s customer
dataset and compares machine learning results obtained with and without feature
selection. Performing customer analysis helps businesses to improve their decision-
making and marketing strategies, which in turn improves customer retention and
satisfaction, as well as the enterprise’s overall business processes. The exploratory
process is done with two distinct feature selection approaches, and feature subset
captured is modeled using two different machine learning mechanisms. It is clear
from the exploratory results that the use of feature selection allows for the removal
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of correlated variables and the selection of relevant variables, which in turn aids in
the improvement of the classifier’s performance.

Keywords Customer prediction · Naive Bayes · K-NN · Machine learning ·
Artificial intelligence

1 Introduction

In each enterprises, the raw information about customer data is collected and stored
in enormous volume using different mediums. The accumulated data can be wisely
applied to discover interesting patterns about customers, which will be useful in
developing better strategies to increase the customer base and increase the prof-
itability of the business. Customer data analysis can be used for a variety of purposes,
including: (1) customer segmentation, (2) customer prediction, (3) marketing effi-
ciency, (4) customer retention, (5) profit margin, (6) customer lifetime, and so on [1].
To conduct effective analysis about the customers, machine learning approaches are
widely applied. ML techniques helps to find the interesting patterns in data, which
in turn further applied to improve the enterprises business. Based upon the nature
of the dataset, the use of ML approaches differs. The ML approaches can be widely
classified into three types: one is reinforcement learning, second one is unsupervised
learning, and the third one is supervised leaning techniques. Supervised learning
techniques are applied for labeled datasets and unsupervised learning techniques are
applied for unlabeled datasets. The learning algorithms that are applied in super-
vised learning are: SVM, Naive Bayes, decision tree, neural networks, etc. [2]. The
learning algorithms that are applied in unsupervised learning are: K-means, associa-
tion rules, etc. But in practical, the real-time data generated consists of uncertainties
variables and also in high dimensional, and with these data, effective analysis about
the customer cannot be captured. To eliminate the uncertainties variables and to
minimize the high dimensional, the use of attribute selection (AS) is conducted. AS
enables to choose the right set of variables which are relevant to class variables and
improve the accuracy of the classifier. AS can be classified intro three types: one is
filter, embedded, and third one is wrapper approaches [3]. Filter attribute selection
uses statistical evaluation approach to assess the influential of the features individu-
ally. Based upon the evaluation, the attributes are sorted, and then by using suitable
cut-off values, the attribute set is generated. Wrapper AS uses search techniques and
induction model to find the best attributes from the whole subset. Best attribute sets
are generated in the wrapper approach, but the model is slow with respect to the
filter approach. In this study, the filter AS method is used to choose the right set of
attributes from the whole set, since this approach is fast. Further, the attribute sets
captured are feed into ML model to get better customer analysis. The experimental
procedure is carried in two different perspectives: one is ML with attribute selection
and the another is ML without attribute selection. The empirical outcome received is
projected and compared using different performance metrics parameters. The results



Enhancing Customer Prediction Using Machine Learning with Feature … 47

analysis implies the ML with AS approaches performs wisely compared to the ML
withoutAS approach. Since this is to use of relevant variables aid to enhance classifier
efficiency. The remaining of the work is followed by literature survey, methodology,
experimental results, and conclusion.

2 Literature Survey

In [4], the author addresses the importance of customer retention in the enterprises
(financial) and explores the customer analysis which is mostly carried out using the
structured data, and the unstructured data analysis is not performed. In this work, the
authors apply differentMLapproaches to apply on unstructured data to conduct churn
prediction. In [5], the author explores a study on development WSN and addresses
the different attacks in the WSN. Further, the author implies the use of FS aids to
minimize the redundant variables andmakes to create the accuratemodel and identify
the solution. In this research, the author applies different FSmodels like CBFS, PCA,
LDA, RFE, UFS, and feature set obtained are evaluated using different ML models.
The results implies XGBOOST performs superior compare to others. In [6], the
author explores the importance of life-threatening arrhythmia disease and addresses
the issue in the arrhythmia dataset such as high dimensional, class imbalance, and
correlation. To address the issue, the author applies RF-RFE FS technique to get the
relevant attribute set. Further, the attribute set is applied with various ML model to
conduct the arrhythmia disease analysis. The results imply random forest performs
superior compare to others. In [7], the author explores the important study on heart
disease prediction and analysis of disease in efficient and timely manner aid to help
to save the life. Further, the author addresses the need of FS and applies GCSA
FS method to get right set of attributes. In this work, the author applies deep CNN
model as ML for classification. The empirical outcome shows GCSA approaches get
94% classification performance compare to other FS approaches. In [8], the author
conducts a study on feature selection techniques and applies in facial expression
recognition application. In this work, the author uses two different FS model: one is
Chi-Square and the other one is ReliefF, and the attributes captured are modeled with
four different MLmodels: SVM, KNN, DT, and RBF. The empirical results captured
from both FS are projected and compared. From the result analysis, it shows K-
NN achieves better performance compare to others. In [9], the author implies heart
contraction prediction is challenging for medical practitioners. In this work, the
author applies GWO attribute selection for minimizing the attributes and selecting
the relevant attributes. Further, the selected relevant variables set are modeled using
the ANN ML model. The empirical results obtained are projected and compared
using SVM, DT, K-NN, NB, RF, LR. Results analysis implies proposed approach
performs wisely compare to others. In [10], the author performs a study prediction
of students performance in educational domain. Further, the author addresses the
importance of the feature selection role in improving the performance of the classifier.
In this work, the author proposes HVS approach to select the right set of variable
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set to model with the ML model. The empirical results obtained are compared using
exiting FS approaches. Results reveal the proposed FS model performs better than
existing approaches. The proposed approach gets 90% accuracy compare to existing
approach.

3 Methodology

This section describes detailed description about the proposed methodology to
improve the customer prediction. The overall methodology is shown in Fig. 1.

3.1 Problem Statement

The objective of this research to selected most influential feature which aids to
enhance the analysis about the customer prediction. Given the customer dataset
which consists D = {v1, v2, vn|cn}. The aim is to find best influential variables and
remove the inappropriate and correlated features.

Fig. 1 Overall methodology
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3.2 Algorithm

1. Given the customer dataset D = {v1, v2, vn|cn}.
2. Apply filter FS approach to sort the features
3. Use cut-off value to choose the influential features
4. Model the influential feature using ML classifier.
5. Project the experimental outcome using different metrics.
6. Evaluate the results

3.3 Data Collection

The first step of the methodology is collection of related customer for the problem.
In today years, the customer data generated is from different customer interaction
approach. Further, the customer dataset collected has high possible of holding the
correlated and inappropriate variables.

3.4 Data Preprocessing

Data preprocessing is a necessary step in ML to convert the raw customer data
collected into useful format. The raw data collected is further processed to remove
the missing and noisy data. In case of missing data, the fields in the dataset are
checked. In case of any missing tuples, the field is filled by using manually or using
mean methods. In case of noisy data, ML model cannot be interpreted the data, so
the noisy data is eliminated.

3.5 Feature Selection

In the third step, the influential features are selected using the FS approaches. Here,
themost relevant andmost contribution features are selected from the entire dataset to
model with ML models. All the features in the customer dataset may not contribute
to understand the underlying structure of the data. In such case, FS approaches
are carried out to find out the interesting features from the dataset that are highly
associated with target class and remove features which are less optimal from the
dataset [11]. There are different types of FS approaches in practice, and in this
work, filter FS mechanism is conducted. In filter FS approaches, two different FS
approaches are considered: one is Chi-Square and another one is ReliefF. These both
approaches are applied separately with the dataset and best influential features are
selected.
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Chi-Square Steps [12]

1. Define the hypothesis
2. Calculate the expected values
3. Calculate (O−E)2

E for each cell in the table
4. Calculate the test statistic X2

ReliefF [12]

1. Randomly select an instance
2. Evaluate nearest miss and hits
3. Evaluate the weight
4. Sort the features

The preprocessed dataset is further applied with feature selection to remove corre-
lated, inappropriate variables, and select the influential feature from the entire dataset.
This filter FS approach will sort the variables based on their relevance to the class
table. Further, to choose the required variables, the use of cut-off mechanism is
encouraged. Since using the cut-off value, the range of ranked values are selected.
So based upon the cut-off values, the number of variables selected differs. Here, in
this step, 50% cut-off is applied to choose the required influential features. Further,
the features selected are processed using the NB and K-NN model in the next step.

3.6 ML Classifier

The selected influential features from the above FS step is processed using modeled
using ML classifier to perform efficient customer efficient. In this step, two different
ML approaches are considered: one is Naive Bayes and the other one is K-NN.

3.6.1 Naive Bayes

NB is efficient and simple model which is based on the Bayes rule. To classify new
instance using Naive Bayes [13, 14],

ŷ = arg max
k∈{1,...K } p(Bk)

n∏

i=1

p(ai |Bk) (1)

The most significant presumptions made by NB is that the attributes in the dataset
are conditionally independent and equal. The breach of these presumptions makes
the model to perform suboptimal prediction about the customer analysis.
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3.6.2 K-NN Algorithm

1. Specify the number of neighbors k.
2. Secondly, compute the Euclidean distance between a set of K number of

neighbors.
3. Consider the K nearest neighbors as per the evaluated Euclidean distance.
4. Count the number of data points in each category among the k neighbors.
5. The new data points are assigned to the category for which the number of the

neighbor is maximum [15].

Further, the exploratory results captured are projected and compared using
different performance metrics.

3.7 Performance Metrics

The experimental outcome obtained from the proposedmethodology is evaluated and
compared using different performance metrics. The parameter considered is given
below [16].

Accuracy = (Tn + Tp)

(Tp + Tn + Fp + Fn)
(2)

Sensitvity = (Tp)

(Fn + Tn)
(3)

Specificity = (Tn)

(Fp + Tn)
(4)

Precision = (Tp)

(Fd + Tp)
(5)

Further, the exploratory results captured from the proposed ML with FS are
compared and validated using the approach ML without FS. Next section briefly
addresses the experimental results obtained from the two different approaches.

4 Experimental Results

The experimental procedure is performed in two different perspectives. One is using
FS mechanism to select the relevant subset to model with ML and another one is
using MLwithout using FS mechanism. The study is conducted using the Australian
credit dataset. The exploratory outcome got are compared using good number of
parameters. The validated results are shown in Figs. 2, 3, 4, 5, 6 and 7.
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Fig. 2 Accuracy
comparison of NB and K-NN
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Fig. 6 Accuracy
comparison of NB and K-NN
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Fig. 7 Sensitivity, specificity, and precision comparison of NB and K-NN

4.1 Experimental Procedure

1. First using the filter FS mechanism, relevant attribute sets are captured. This
filter FS approach will sort the variables based on their relevance to the class
table. Further, to get high information variables, a cut-off value is considered.
In this research, 50% cut-off rate is considered to get right set of variables, and
chi-Square and ReliefF approaches are considered.

2. Next feature obtained are modeled with two different ML approaches: one is
Naive Bayes and the other one is K-NN.

3. Then without using any FS approaches the dataset is directly modeled with two
different ML approaches.

4. The results captured from the two different methodologies are projected and
compared using different parameters.

5. From the exploratory result analysis, its shows use of FS approaches aids to get
better customer prediction results. Results obtained are represented in Tables 1,
2 and 3.

Table 1 Results of ML without FS approach using four different parameters

S. No. Model Accuracy Sensitivity Specificity Precision

1 NB 84.7826 0.811 0.8772 0.841

3 K-NN 83.6232 0.769 0.8903 0.849
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Table 2 Result of ML using chi-square filter FS approach

S. No. Model Accuracy Sensitivity Specificity Precision

1 NB 86.2319 0.882 0.8428 0.845

3 K-NN 85.5072 0.765 0.942 0.92

Table 3 Result of ML using ReliefF filter FS approach

S. No. Model Accuracy Sensitivity Specificity Precision

1 NB 86.4734 0.84 0.8849 0.859

3 K-NN 85.9903 0.84 0.8761 0.849

Table 1 represents the results of ML without using any FS approaches. In this
methodology, the customer dataset is directly applied to ML without using any
FS techniques. Here, we can see that Naive Bayes model achieves superior results
compare to K-NN in terms of accuracy.

Table 2 represents the results of ML using any Chi-Square FS approach. In this
methodology, the customer dataset is processed using Chi-Square FS and features
selected are applied with ML. Here, we can see that both ML models achieve better
results compared to ML without FS approach. Further compared to both models,
Naive Bayes model achieves superior results compare to K-NN in terms of accuracy.
Removal of unnecessary variables helps to enhance classifier efficiency. Compared
to Table 1 results, this methodology performs superior.

Table 3 represents the results of ML using any ReliefF FS approach. In this
methodology, the customer dataset is processed using ReliefF FS and features
selected are applied with ML. Here, we can see that both ML models achieve better
results compare to ML without FS approach. Further compared to both models,
Naive Bayes model achieves superior results compared to K-NN in terms of accu-
racy. Removal of unnecessary variables helps to enhance the classifier efficiency.
Compared to Table 1 results, this methodology performs superior.

4.2 Result Discussion

The exploratory results captured from two different methodologies are presented
in Tables 1, 2 and 3. Table 1 represents the results of ML without using any FS
approaches. InTable 1, resultswhen compared toK-NN, theNBhas a higher accuracy
of 84.7826. Correspondingly, NB gets high sensitivity of 0.811 compared to K-NN.
But in case of precision, we can see K-NN gets high rate compared to NB. Table 2
represents the results of ML using FS approaches. In this methodology, Chi-Square
FS is applied. In Table 2, results when compared to K-NN, the NB has a higher
accuracy of 86.2319. Correspondingly, NB gets high sensitivity of 0.882 compared
to K-NN. But in case of precision, we can see K-NN gets high rate compared to
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NB. Table 3 represents the results of ML using FS approaches. In this methodology,
ReliefF FS is applied. In Table 3, results when compared to K-NN, the NB has a
higher accuracy of 86.4734. Correspondingly, NB and K-NN get same sensitivity
values. Likewise, NB gets high precision compared to K-NN. From the exploratory
results its clear, the use of feature selection makes to remove correlated variables and
select the relevant variables and aids to increase the performance of the classifier.

4.3 Research Findings

1. The customer dataset captured has high possibility of consists of correlated and
inappropriate variables.

2. The use of these datasets directly without FS makes to get less suboptimal
outcome about the customers.

3. The use of FS aids to get relevant variables and removes the correlated and
inappropriate variables from the entire dataset.

4. The use of pertinent variables influences the efficiency of the MLmodel and also
minimizes the computational complexity of the classifier.

5. From the exploratory results its clear, the use of feature selectionmakes to remove
correlated variables and select the relevant variables and aids to increase the
performance of the classifier.

5 Conclusion

In recent years, the data about the customer generation is enormous in each enterprise.
The use of the customer data in efficient ways helps the enterprises to figure the risk
customers and customer patterns with an enterprise. Further, with the aid of customer
analysis, more intelligent business plans can be developed to increase customer
satisfaction and retention wisely. To analyze these customer data in productive way,
the use of ML approaches is encouraged. ML approaches are efficient in handling
these high- and large-dimensional datasets and aid in understanding the underlying
structure of the data. But in real scenario, the customer dataset collected consists
of correlated and inappropriate variables. The use of these attributes without any
preprocessing techniques makes to get suboptimal prediction results. To overcome
these consequences, the use of FS approach is encouraged. The intent of FS is to
get rid of correlated and inappropriate features in the dataset and select the relevant
variables to model with the ML model. But problem with filter approach is it only
sort the variables accordingly to correlation (target class) and to choose the relevant
features use of cut-off value is considered. The influential variables are chosen in
accordance with the cut-off values. Under this study, two distinct filter FS aspects
are investigated: one is the Chi-Square filter, and the other is the ReliefF filter.
Further, the feature set captured by the 2 FS techniques is tested individually to
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two different ML classifier: one is Naive Bayes and another one is K-NN. The
results obtained from the from above approaches are evaluated and projected using
various performance metrics. The findings are presented in Tables 1, 2 and 3. Table 1
presents the results of ML without any FS approaches. Table 2 represents the results
of ML using any Chi-Square FS approach and Table 3 represents the results of ML
using any ReliefF FS approach. From the exploratory result analysis, it clearly shows
NB and K-NN achieve higher accuracy using feature selection compared to without
feature selection. Results analysis imply the use of relevant variables aid to improve
classifier efficiency and alsominimize the computational complexity of the classifier.
In future works, use of different variable selection is encouraged.

References

1. Siva Subramanıan R, Prabha D (2017) A survey on customer relationship management. In:
4th International conference on advanced computing and communication systems (ICACCS).
Coimbatore, pp 1–5. https://doi.org/10.1109/ICACCS.2017.8014601. Electronic ISBN: 978-
1-5090-4559-4

2. Subramanıan S, PrabhaD (2018) Prediction of customer behaviour analysis using classification
algorithms. AIP Conf Proc 1952:020098. https://doi.org/10.1063/1.5032060. ISBN: 978-0-
7354-1647-5

3. Sıva Subramanıan R, Prabha D (2020) Optimizing Naive Bayes probability estimation in
customer analysis using hybrid variable selection. In: 3rd International conference on computer
networks and inventive communication technologies (ICCNCT). Springer Publication

4. Vo NNY, Liu S, Li X, Xu G (2021) Leveraging unstructured call log data for customer churn
prediction. Knowl-Based Syst 212:106586

5. Panda S, Khamparia A, Gupta D (2021) Feature selection and comparison of classification
algorithms for wireless sensor networks. J Ambient Intell Human Comput

6. WangT, Chen P, BaoT, Li J, YuX (2021)Arrhythmia classification algorithmbased on SMOTE
and feature selection. Int J Perform Anal Sport 17(3)

7. Senthil Murugesan N, Muthukumaran V, Murusegan R, Bindu R, Meram M, Prathik (2021)
Innovative feature selection and classification model for heart disease prediction. J Reliable
Intell Environ

8. Mahmood MR (2021) Two feature selection methods comparison chi-square and Relief-F for
facial expression recognition. J Phys 1804

9. Le MT, Vo MT, Pham NT, Dao SVT (2021) Predicting heart failure using a wrapper-based
feature selection. Indonesian J Electr Eng Comput Sci 21(3):1530–1539

10. ZaffarM,HashmaniMA,HabibR,QuraishiKS, IrfanM,Alphtani S,HamdiM (2021)Ahybrid
feature selection framework for predicting students performance. Comput Mater Continua
70(1):1893–1920

11. Balakrishnan S, Prabha D, Karpagam M, Siva Subramanian R (2019) Performance evaluation
of Naive Bayes classifier with and without filter based feature selection. Int J Innov Technol
Explor Eng 2278(3075):2154–2158

12. Siva Subramanian R, Prabha D, Aswini J, Maheswari B (2022) Evaluation of different variable
selection approaches with naive Bayes to improve the customer behavior prediction. In: Smys
S, Balas VE, Palanisamy R (eds) Inventive computation and information technologies. Lecture
notes in networks and systems, vol 336. Springer, Singapore. https://doi.org/10.1007/978-981-
16-6723-7_14

13. Sıva Subramanıan R, Prabha D (2022) Ensemble variable selection for naive Bayes to improve
customer behaviour analysis. Comput Syst Sci Eng 41(1):339–355

https://doi.org/10.1109/ICACCS.2017.8014601
https://doi.org/10.1063/1.5032060
https://doi.org/10.1007/978-981-16-6723-7_14


Enhancing Customer Prediction Using Machine Learning with Feature … 57

14. Shobana G, Bushra SN (2021) Prediction of cardiovascular disease using multiple machine
learning platforms. In: 2021 international conference on innovative computing, intelligent
communication and smart electrical systems (ICSES), pp 1–7. https://doi.org/10.1109/ICSES5
2305.2021.9633797

15. Sıva Subramanıan R, PrabhaD,Maheswari B, Aswini J (2022)Wrapper-Naive Bayes approach
to perform efficient customer behavior prediction. In: Raj JS, Kamel K, Lafata P (eds) Innova-
tive data communication technologies and application. Lecture notes on data engineering and
communications technologies, vol 96. Springer, Singapore. https://doi.org/10.1007/978-981-
16-7167-8_2

16. Shobana G, Bushra SN (2020) Classification of Myopia in children using machine learning
models with tree based feature selection. In: 2020 4th international conference on electronics,
communication and aerospace technology (ICECA), pp 1599–1605. https://doi.org/10.1109/
ICECA49313.2020.9297623

https://doi.org/10.1109/ICSES52305.2021.9633797
https://doi.org/10.1007/978-981-16-7167-8_2
https://doi.org/10.1109/ICECA49313.2020.9297623


Domain Name System Resolution System
with Hyperledger Fabric Blockchain

Khoi Tuan Huynh Nguyen, Hy Khang Vuong Nguyen, Dung Ngoc Vo Lam,
Tuan Anh Dao, Nhan Trong Van Pham, Huong Hoang Luong,
and Hai Thanh Nguyen

Abstract There is a strong demand for a trusted domain name resolution mecha-
nism because of endless cyber-attacks. However, the existing collaborative Domain
Name System (DNS) security schemes have low credibility and an imperfect validat-
ing method. Therefore, we propose a multi-DNS resolution model, namely, HFDNS,
which can improve the credibility of DNS resolution results by establishing a com-
plete chain of trust by combining an automated DNS system with Hyperledger Fab-
ric Blockchain. Our team developed a DNS recursive server cluster in which nodes
jointly resolve domains. Therefore, hackers must compromise nodes simultaneously
to poison our DNS system successfully. All verified records are then saved in a
secure place, which, in our project, is a Hyperledger Fabric network. Our system can
detect and discard malicious DNS packets from this validation scheme. Hyperledger
Fabric Blockchain is a carrier of the peer-to-peer network to reduce the impact of
illegal access and complicity tampering on the DNS credibility. Hyperledger Fabric
Blockchain has four characteristics: permission network, confidential transaction,
non-crypto currency, and programmable. Furthermore, the DNS records stored in
the Hyperledger network are immutable, thus maintaining their validity. This system
is expected to be used by enterprise or service provider networks. The experiment
shows that our system can consistently resolve users’ queries within 192 ms for
uncached records and 14 ms for cached records. Furthermore, our validation algo-
rithm successfully returned a valid response for 84% of the total queries.
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1 Introduction

DNS has always been a critical component of the Internet. Due to its popularity,
DNS is an attractive target for hackers. Therefore, the security of the DNS system
is of significant importance. Any successful attempts at compromising the DNS
servers will put customers, and enterprises’ networks at devastating risks [1]. There
have been various novel attacks against DNS, such as cache poisoning, Distributed
Denial of Service (DDoS), and amplification. Unfortunately, the current defend-
ing techniques like The Domain Name System Security Extensions (DNSSEC) or
DNS over Hypertext Transfer Protocol Secure/Transport Layer Security (DNS over
HTTPS/TLS) have yet to bewidely adopted [2]. DNSSEC still hasmanyweaknesses,
such as the availability of DNSSEC resolution and validation service is not efficient.
An attacker can take advantage of this vulnerability to perform a Denial of Service
(DoS) attack [3].

Furthermore, the DNSSEC additional encryption process could cause the perfor-
mance of the DNS system to decrease because it included many extensive records
containing signatures or cryptographic keys [4]. In addition, the implementation of
DNSSEC will affect the DNS system that is usually working, resulting in loss of
availability, so it is not possible to immediately deploy DNSSEC [5, 6]. Therefore,
there is a growing demand for viable solutions that can enhance the security of the
DNS infrastructure.

After researching, we developed a DNS architecture based on a permission-based
Blockchain. Our system is divided into two major components: the DNS resolvers
and the Hyperledger Fabric. In our system, we use the multi-DNS resolution mech-
anism. Several precursors will resolve a domain to select the most returned Internet
Protocol (IP) addresses.Our implementationminimizes the need for complex encryp-
tion techniques like DNSSEC. We also use Hyperledger Fabric Blockchain as our
cache storage to take advantage of a permission-based Blockchain’s immutable and
decentralized characteristic [7] to mitigate cache vulnerabilities. With its consensus
algorithm ensuring conformity in ledgers and authentication certificates encrypting
all the transmission, Hyperledger Fabric could create a truth-worthy system. On top
of that, not only is Hyperledger Fabric a non-concurrency Blockchain to simplify
and deduce the system’s computing, but its ledger also has two states (world state and
blockchain state) to improve the Blockchain performance 1 significantly. In addition,
Fabric is more advanced and convenient than other traditional Blockchain in terms
of storage.

Our work is expected to make the following contributions:

– We introduce a novel DNS resolution technique that thwarts DNS poisoning
attempts. Specifically, we illustrate how a group of DNS can cooperate to resolve
one single domain, thereby minimizing the chance of a prosperous poison (Multi-
DNS). We also explain how our resolution technique differs from previous studies
to decrease resolution latency.

1 https://hyperledger-fabric.readthedocs.io/en/release-2.2/.

https://hyperledger-fabric.readthedocs.io/en/release-2.2/
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– We introduce a Blockchain system for DNS cache storage to improve monitoring
capability.

– We attempt to reduce the latency of Blockchain by Hyperledger Fabric.

The rest of the paper is organized as follows (Sect. 1). Then,wewill discuss several
related studies on DNS attacks and Blockchain (Sect. 2). After that, in section three,
we will elaborate on our architecture and algorithms (Sect. 3). Subsequently, our
experiments for the system will be explained (Sect. 4). Finally, in conclusion, we
will summarize our studies’ key features and development plan (Sect. 5).

2 Related Work

There have been numerous studies on Blockchain and DNS cache poisoning detec-
tion/prevention. This section will introduce them and explain how our work will
differ from similar implementations. We will first show some studies on Blockchain
applications in security beforemoving on toHyperledger Fabric. Finally, three works
on using multi-DNS resolution in preventing DNS cache poisoning will be discussed
in-depth, as they are the inspiration for this paper.

2.1 Blockchain in Trusted Sharing Mode

Many cyber breaches have made some heavy impacts on DNS security. Blockchain
technology has been applied to DNS services to tackle these problems. It required
registration permission to access data in blockchain [8]. The read and write permis-
sions are restricted to the members, and their rights are defined by administrators
according to the blockchain rules [9]. It means the data sharing between users or
organizations is harder to get stolen, ensuring data quality and maintaining its pri-
vacy and integrity. With this feature, a DNS-blockchain can prevent threats such as
phishing, a man-in-the-middle attack (MITM), or denial of service [10]. There are
some studies about using Blockchain to secure data protection as a trusted server
[11], infrastructure for smart cities [12] and SPDS: A Secure and Auditable Private
Data Sharing Scheme for Smart Grid Based on Blockchain [13]. These show the pos-
sibility and efficiency of using Blockchain to prevent data breaches and ensure data
consistency. For our research, we use Hyperledger Fabric Blockchain for its endorse-
ment mechanism [14] in data protection. Also, its performance and scalability would
help the operation run smoothly.
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2.2 Hyperledger Fabric—Permissioned Blockchain
Technology

A permissioned blockchain secures interactions between organizations with a shared
aim but who may not completely trust one another. A permissioned blockchain can
utilize more typical Crash Fault Tolerant (CFT) [15] or Practical Byzantine Fault
Tolerance (FBFT) [16] consensus methods that do not require costly mining by
depending on the identities of the participants. Fabric is the first truly extensible
blockchain system for running distributed applications [17]. Fabric implements the
permissioned model by utilizing a portable idea of membership that can be coupled
with industry-standard identity management systems. Fabric proposes an altogether
new blockchain design to accommodate such flexibility and a revamped approach to
dealing with nondeterminism, resource exhaustion, and performance threats. Several
research articles examining and evaluating the performance capabilities of Hyper-
ledger Fabric have been published. Fabric was recently scaled to 20,000 transactions
per second [18].

2.3 Preventing DNS Cache Poisoning with Multi-DNS

This subsection will specifically discuss the studies that implemented multi-DNS
architecture like ours. In their research, Wang et al. [19] leverage a range of secu-
rity solutions to build a DNS resolving system resistant to cache poisoning attacks
without relying on complex cryptographic measures like DNSSEC. Multiple DNS
recursive servers will handle the same request from a client (multi-DNS implemen-
tation). After getting the responses from the authoritative servers, they will select the
best records based on the majority-based mechanism. DoX [20] is another notable
research on cooperating multiple recursive servers to select the best answers for
a single query. In their systems, similar servers will be grouped into one channel
(verification channel). Members within the same channel will validate the others’
new records. All validated records will be stored in Verification Cache (vCache).
This cache is separated from the standard cache, and only stores validated records.
Another critical characteristic of vCache is that the stored records do not have a Time-
to-Live (TTL) value, which means they are only updated or deleted after validation
or memory reaches its limit. The recursive server will perform a traditional lookup
when a client requests a resolution. After that, it will compare with the records in
the vCache. The server will request other peers to validate if the vCache does not
have conflicting records. Should servers have the same results, they will update their
vCache.

Yu et al. [10] proposed the architecture of DNSTSM to enhance the robustness of
theDNScache.DNSTSMis a securitymodelwhich combines consortiumblockchain
with a stochastic distributed decentralized storagemechanism.DNSTSMsystemwas
compared to two secure DNS servers, DependDNS and HARD-DNS, in availability,
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efficiency, and security. In the availability test, Zhong Yu launched many cache
poisoning attacks and birthday attacks on these servers. DNSTSM provides several
significant characteristics which can defend against cache poisoning and internal
attack. With the security of blockchain databases and multi-recursive server parsing,
the system ensures the credibility of the data. While using the Member Service
System authenticated by Public Key Infrastructure (PKI) framework and Certificate
Authority (CA) sign issuance, DNSTSM secures the legitimacy of certificates to
managemembers in the consortium.The credibility-based incentive servers stimulate
themembers tomaintain their server security performance and the DNSTSMdomain
name resolution cycle.

Our work differs from the above studies in specific ways. First, as for the reso-
lution process, the DNS gateway will not attempt to resolve the DNS query from
the customers in our architecture. Instead, it will automatically forward the query
to the Hyperledger Fabric or resolvers if no validated responses are available. This
mechanism is expected to reduce the resolution latency. Another difference is how
we handle DNS TTL, which will be discussed in the following section. Furthermore,
we also implement Elastic to monitor and secure the network.

3 System Architecture

In this section, we will explain in detail the components of our system, along with
the algorithms and workflows.

3.1 Overall

There are two prominent roles in our resolving infrastructure: the DNS gateways and
the DNS resolvers. The DNS gateways will listen for DNS requests from clients and
forward them toBlockchain, or, should the Blockchain fails to resolve, resolvers. The
DNSGateways must execute a running program to contact the controller’s resolvers.
The controller program is a crucial component of the infrastructure. It listens for
requests from the DNS service and prompts the resolvers to resolve. After receiving
responses from the resolvers, it will select the best record based on a majority-based
mechanism and send it back to the DNS service. The DNS resolvers are conventional
DNS recursive servers. The resolvers’ only function is to resolve records sent from
the controller. After selecting the records to return to users, the controller program
will update the blockchain. Our Blockchain is based on Hyperledger Fabric. It is
used to store validated DNS records. Due to its complexity, there will be a flowing
section dedicated solely to Blockchain. The architecture is illustrated in Fig. 1.

Ourmechanism reduces the chance of successful DNS spoofing in several aspects.
First, hackers must spoof multiple resolvers to poison a DNS resolution simultane-
ously. It can be challenging in practice, as spoofing one resolver, hackers’ packets
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Fig. 1 Overall architecture

must have the same transaction ID and the source port of the original DNS request.
Furthermore, they must guess which resolvers will be responsible for resolving their
targeted domain.

3.2 DNS

This section will further explain the principles behind our resolution mechanism.

Request Resolution The process in which DNS gateway will request data from
Blockchain or even the resolvers can be illustrated in Fig. 2. To be specific, the DNS
gateway will first check if Blockchain has valid records for a domain. If yes, the
gateway will forward the response to the client. Otherwise, the gateway will ask the
controller program to ask the resolvers. After receiving responses from the resolvers,
the controller will select the best one to return to the DNS service. The client will
receive a DNS resolution error if the controller cannot choose a suitable record. The
algorithm behind this selection will be discussed later.

Resolver Scheduling The controller will only send queries to a subset of the resolver
pool. The controller application will randomly choose an odd number of resolvers to
choose which resolvers to connect every 30 s. This randomization hides the actual
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Fig. 2 Resolution workflow

servers thatwill connect to theAuthoritative Servers. Therefore, to successfully spoof
our resolution system, hackers either have to choose the scheduled resolvers or spoof
all of the resolvers simultaneously, which is resource-consuming.

Record Selection The selection mechanism is majority-based, meaning the record
returned bymost resolvers will be selected. First, our programwill calculate a major-
ity number. Then, after prompting resolvers to resolve a domain, the controller will
receive a set of IP addresses from each resolver. After that, all of the sets will be
merged into one list. After that, the controller will pick the items whose frequency is
higher than or equal to the majority number. The majority number can be calculated
as Number Of Resolvers+ 1

2 .

Blockchain Update If the controller selects the best record, it will send the record to
Blockchain after responding to the DNS service. The Blockchain systemwill receive
and store the record for later retrieval.

Time to Live Calculation When developing this system, one major problem was
calculating a TTL for a record. As multiple DNS resolvers attempt to resolve a single
domain, there might be differences in TTL value. For the time being, our TTL selec-
tion is as follows. First, all TTL values from the scheduled resolvers that returned the
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Fig. 3 Hyperledger fabric CA

chosen recordwill be gathered. Then the lowest value will be selected. The validation
time and the TTL will be saved when updating Blockchain with the validated DNS
record. When the DNS Gateway receives a record from the Blockchain, it will check
the current time and determine if the TTL has been exceeded.

3.3 Blockchain Network

This section details the architecture of HFDNS in the Blockchain network aspect.
Overall, the Blockchain network has five major components that are illustrated in
Fig. 3. The primary responsibilities are storing and giving back domain name data
when Recursive Servers make requests.

Authentication in Blockchain The Certificate Authority service is implemented on
the Blockchain network due to the security enhancements of HFDNS. In the initial
period, the root administrator creates accounts for Recursive Servers, each having its
profile that determines the privileges.When a client tries to establish communication,
the Certificate Authority service identifies the peer by username and password. The
server responds to the connecting peer with an accepted signal with an attached cer-
tificate which initializes encrypted communication between the Recursive Server and
the Blockchain network. The server can now call Blockchain Application Program-
ming Interface (API) through chain code. The Recursive Server’s commands pass
the verifying policies, and chain code will initiate new transactions, or commands
are ignored.

3.4 Transaction in Blockchain

The Hyperledger Fabric Transaction Flow is shown in Fig. 4.

1. Transaction creation: The peer creates a connection within a client application
connected to SDK.
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Fig. 4 Hyperledger fabric transaction

2. Transaction Endorsement: The SDK submits the transaction to the endorsing
peers. Each endorsing peer executes the transaction and returns the response to
the client.

3. Ordering peers submission: The transaction is subsequently sent to the ordering
service, which utilizes consensus to order the transaction into a block inside the
ledger once it has been endorsed and returned.

4. Transaction commitment: The saved transaction block is transmitted to all peers
as part of the channel after requested.

5. Ledger Submission: The block is recorded into the ledger after the transaction(s)
sent back to the peers have been confirmed and finished.

StoringandQueryingDomainNameDataAfterEndorsers validate a transaction, it
will be sent to theOrderingService andput into a block.This block is recorded into the
ledger. All domain name data will be stored. A ledger in Hyperledger Fabric contains
two separated but related parts — a world state and a blockchain (Fig. 5). A world
state is a database that keeps track of the current values of a set of ledger states. Instead
of calculating the current values by traversing the complete transaction log, the world
state allows a program to access it directly. By default, ledger states are expressed
as key-value pairs, and Hyperledger Fabric offers flexibility. The world state can
frequently change, as states can be created, updated, and deleted. Meanwhile, a
blockchain is a transaction log that records all the changes in the current world state.
Once the data is written in Blockchain, it is immutable.

4 Evaluation

This section will include our experiment with the system. Specifically, this section
will describe how the system was deployed for testing.

Linode was the cloud provider for this system. One node was deployed as a DNS
gateway and four as the resolvers. Moreover, the hardware specification was 1GB
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Fig. 5 Ledger components

RAM, 1 CPU, and 25GB of storage. In addition, one node with 4GB of RAM and
2 CPUs for Blockchain was also created. Besides the core servers, Elastic services
were implemented to track the performance and secure the network.

Two tests were made for experimental purposes, each lasting for 30 min. First,
all resolution logs were pushed to Elastic for visualization. We used a custom-made
Python script to flood the DNS gateway with queries in each test. The first test was
designated for monitoring the performance of uncached resolution (The Blockchain
system had no validated records). The remaining one was used to track the latency
of the DNS gateway in resolving cached records.

4.1 Uncached Records

In this test, 2318 queries were sent, and above 99% of them were uncached records.
The specific proportion is shown in Fig. 6.

About the uncached latency, the figure fluctuated between 127 and 253 ms, with
an average of 193 ms (Fig. 7). Most of the time, the latency stabilized at around
160–190 ms. There were only a few exceptions when the number topped at over 250
ms. However, all of the surges were followed by a profound decrease. We can see
that the resolution speed is relatively consistent in the chart.

The latency of the validation algorithm was also tracked. The average latency
was 136 ms (Fig. 8). The data pattern in this chart was similar to Fig. 7. The only
difference was that dramatic changes in the numbers were rare. In other words,
the performance of the validation algorithm was predictable at around 136 ms, as
previouslymentioned. From this analysis, it canbe concluded that the sudden increase
in uncached resolution latency may not have been because of the validation process.
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Fig. 6 Uncached resolution ratio

Fig. 7 Uncached resolution latency

Occasionally, the controller cannot determine the best record for the user. This
may be attributed to conflicts in responses from resolvers or some errors. To detect
any problems, we also monitored the result of the validation. 84.05% of all validation
attempts were successful (Fig. 9).

4.2 Cached Records

After testing uncached resolution latency, we started testing with cached records.
Within 30 min, we sent 44,274 queries. The average latency of this test was around
14 ms (Fig. 10). Contrary to the uncached tests, this test showed better stabilization.
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Fig. 8 DNS validation latency

Fig. 9 Validation result ratio

Based on the visualized figure, we can conclude that our system can log records, and
the average latency suffered by clients will reduce considerably. However, this also
indicates that the validation process still has room for improvement, as it is ten times
more time-consuming than the resolution process with cached records.

From the above experiments, we can see that our validation algorithm consumed
the most latency. However, the average latency is relatively acceptable for typical use
cases without having to validate. It indicates that the Blockchain network has been
set up efficiently. As for the validation, the latency is relatively consistent at around
192 ms. Therefore, we are actively modifying our codes for better speed.
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Fig. 10 Cached resolution latency

5 Conclusion

This study presentedHFDNS, aDNS resolution systembased onHyperledger Fabric.
It is expected that Hackers/crackers face more challenges in poisoning the cache,
thanks to our DNS resolutionmechanism. Furthermore, with Blockchain technology,
we can monitor the storage of validated records, thereby detecting any sophisticated
intrusions. Another notable benefit of our architecture is that there is no need for
a complex cryptographic solution like DNSSEC. Therefore, we hope enterprises
can use our model and deploy a safe DNS resolution system. In the future, we will
continue minimizing the speed of our resolution algorithm. Also, we further search
for any vulnerabilities in the validation process and implement security patches.
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Parametric Analysis
of Resource-Constrained Devices
for Internet of Things Using FreeRTOS

Partha Pratim Ray

Abstract Multithreading is a serious issue that is continuously repelling the growth
of Internet of Things supported hardware platforms to get accommodated with the
current real-time scenario. Further, power consumption and sleep period determining
approaches are not feasible in such platforms. In this paper, a novel RiotModel
framework is proposed to validate the appropriateness of resource-constrained IoT-
based devices to cope up with the concurrency related issues in real time for an
e-health care use case. The proposed model is implemented incorporating multiple
real-time algorithms with help from FreeRTOS kernel, API and libraries. Results
show promising approach to attain sustainability, concurrency and real-time affects
into the existing IoT-based device pool.

Keywords IoT · Power consumption · Sleep period · Multithread · e-health care ·
Real-time OS

1 Introduction

Sustainability aspect of the existing resource-constrained embedded processing
devices has become a major challenge for effective implementation of Internet of
Things (IoT) [1–5]. Mainly, the understanding and analysis of the optimal require-
ment of minimal sleep period and power consumption of IoT-supported processors
is the need of time. IoT-based applications such as sustainable e-health care could
be benefited from these two perspectives. Moreover, similar other objectives could
be facilitated by indulging these factors into the deployed system model. Thus, the
issue related to power consumption and sustainability could be fulfilled in real life.

Run-time power management is directly related to the optimal selection of actual
sleep duration [6–10]. These tasks are easily solved by any standalone computer
system such as pc, laptop, workstation and server. However, such jobs become very
difficult for the resource-constrained IoT-based devices (e.g., Arduino Uno, Mega
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2560, Duemilanove, etc.). Real-time operating system (OS) is specialized and dedi-
cated for solving these issues.But, due to aforesaid reasons, incorporationof real-time
OS into such hardware become practically infeasible. Multithreaded task scheduling
is also hard to achieve and implement in current sequential structure of such hardware.
Thus, existing literature seems to fail to provide a concise model or methodology to
counter these problems [11, 12]. In this paper, we propose novel RiotModel frame-
work to facilitate the earlier issues in IoT-based scenario. A novel system model is
thus prescribed to harness the capability of the RiotModel into a real-life experiment
situation. We include FreeRTOS kernel supported API and header files to design a
proof-of-concept for an e-healthcare application. We used a pulse sensor along with
the RiotModel framework to demonstrate the IoT-based e-healthcare application
while leveraging the multithreaded task scheduling in parallel.

The main contributions of this work are as follows.

• Topropose and implement real-timeRiotModel framework in conjunction to other
IoT-supported tools;

• To propose the implied multithreaded procedures and algorithms to validate the
applicability of the deployed RiotModel; and

• To compare and analyze theminimal sleep period and power consumption suitable
for design of such application in run-time.

The rest of the letter is organized as follows. Section 2 presents the system design
aspects of the proposed study. Section 3 analyzes and discusses the results obtained
from the experiments done, leaving Sect. 4 to conclude this paper.

2 System Design

2.1 RiotModel Framework

We propose RiotModel framework to analyze the power consumption and sleep
period in run-time for the targeted IoT-supported embedded devices, e.g., Arduino
Uno, Arduino Mega 2560 and Arduino Duemilanove. The selected microcontroller
boards have difference in their specifications that includes processor clock frequency,
processor architecture, programmable memory capacity and pin-wise current prop-
agation. We illustrate a novel e-healthcare scenario as a proof-of-concept along with
the RiotModel framework to validate the effectiveness and related issues in real-life
IoT-based deployments. The RiotModel consists of seven layers of intra-dependent
segments that works in bottom-top manner. The aforesaid IoT devices act as host and
core processing engine of the implied system. A pulse sensor is used to provide pulse
rate into the framework. FreeRTOS kernel is positioned in middle layer of the frame-
work to accommodate the system call mechanism via the API and header libraries.
Mutex creation, power mode setup, sleep period fixing is done in conjunction to task
generation segments in the said framework. An e-healthcare scenario is perceived
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Fig. 1 Proposed RiotModel framework

on top of the RiotModel that in turn supports to analyze the sleep period and power
consumption analysis that would be useful for betterment of a better heart and healthy
life motto, when applied in reality. Figure 1 presents the concise architecture of the
proposed framework.

2.2 Model Implementation

The RiotModel is applied by using three different IoT-supported devices as discussed
earlier. Related programming, hardware setup and integration were done in support
from a Dell Inspiron 5000 series machine (specifications Intel Core i7 7th generation
processor, 8 GBDDR4RAM, 1 TBHDD). Arduino IDE 1.8.2 was used for scripting,
compilation and execution of the underlying programs. A pulse sensor manufac-
tured by the World Famous Electronics LLC was attached to analog pin (A0) of the
specificmicrocontroller board that receives the real-time pulse signal from a human’s
finger. We incorporated the FreeRTOS kernel, API and header libraries to assist in
the overall analysis of power consumption and sleep period while processing pulse
signal in run-time. The FreeRTOS included herein supports heap generation, process
queuing, message buffering, mutex semaphore, multithreaded task generation, timer
optimization and port management. We incorporated one of the five algorithms at
a time to analyze the power and sleep period calculations. Each one of the seven
selected baud rates, e.g., 2400, 9600, 19,200, 57,600, 115,200, 500,000, 2,000,000
was preset into the algorithm to infer the variation in the output. The proposed system
model data flow is illustrated in Fig. 2. In Fig. 2, RiotModel framework is fedwith raw
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Fig. 2 Proposed system model data flow

pulse sensor data from user’s body. FreeRTOS modules, application programming
interfaces (API) and libraries are supported from the FreeRTOS kernel. Various algo-
rithm and procedures are called and executed by RiotModel framework. IoT devices
host various services. Final analysis is done in form of the power consumption and
sleep period analysis.

2.3 Procedures and Algorithms

In this study, we have developed five algorithms, namely (i) empty loop, (ii) blink
analog read, (iii) analog read digital write, (iv) blink analog read sleep and (v) blink
analog readpower.All these algorithmswerewritten inwiring language andcompiled
using Arduino IDE 1.8.2. In all the algorithms, Arduino_FreeRTOS.h library was
used. We also incorporated four different procedures such as, (i) multithreaded task
creation, (ii) mutex creation, (iii) sleep mode selection and (iv) power consumption
mode selection. The aim of the algorithm and associated procedures is to find the run-
time (i) memory utilization, (ii) sleep duration analysis and (iii) power consumption.

Procedures. Usually, parallelization is never achieved in single core embedded
processors as used in this study. Thus, Procedure 1 is used to create multithreaded
tasks on top of the FreeRTOS kernel to run multiple tasks by the Arduino variants
parallelly. Here, task names are explicitly mentioned with stack size of 128 bytes.
Priority to the created task is allotted by 2 in first task “Blink” and 1 in “AnalogRead.”
More the value, more priority is achieved.

In Procedure 2, key part of mutex creation process is shown. While implementing
this part, we included semphr.h header file to in this case to check whether the
serial_semaphore is already created. Upon successful creation, a mutex is created to
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access the serial port in run-time. It leaves the serial port when the job is done by
calling xSemaphoreGive().

In Procedure 3, sleep mode and duration is done in the setup() of the specific
algorithm with conjunction to avr/sleep.h. Six different sleep modes were used to
evaluate the outcomes that includes IDLE, ADC, PWR_DOWN, STANDBY and
Ext_STANDBY while keeping SLEEP_MODE as common prefix. The mode selec-
tion was done by set_sleep_mode(). Locking on competing mutexting is controlled
by keeping the flag of entering the critical section by portENTER_CRITICAL(). We
used a set of various sleep functions to either make the CPU enable, disable, reset or
push into the deep sleep.

Procedure 4 selects the power consumption varieties while utilizing the
avr/power.h in context to mutually on/off the digital or analog pins. If an analog
pin is being written via sensor data, digital pin buffer disabled and vice versa. Thus,
power consumption is reduced. Pin sets such as DIR0 and 2 are also pre-initialized
per the targeted architecture of processor. Similar analog comparator switch register
(ACSR) could be switched on/off by looking into the flag value of analog comparator
interrupt enable (ACIE) or analog comparator disable (ACD). A set functions are
utilized to further reduce the power consumption as per the need of the application.
Six types of power reduction functions are incorporated to disable the following
modules (i) analog-to-digital converter, (ii) serial peripheral interface, (iii) I2C, (iv)
timer 0, (v) timer 1 and (vi) timer 6.

Procedure 1. Multithreaded task creation

xTaskCreate (TaskBlink (“Blink”, 128, NULL, 2, NULL));
xTaskCreate (TaskAnalogRead (“AnalogRead”, 128, NULL, 1, NULL);

Procedure 2. Mutex creation

if (xSerialSemaphore ↮ NULL) {
xSerialSemaphore ← xSemaphoreCreateMutex();
if ((xSerialSemaphore) ↮ NULL)

xSemaphoreGive((xSerialSemaphore));}

Procedure 3. Sleep mode selection

set_sleep_mode(X) where X ∈ SLEEP_MODE_IDLE OR ADC OR PWR_DOWN OR
PWR_SAVE OR STANDBY OR EXT_STANDBY
portENTER_CRITICAL();
Select sleep_enable() OR sleep_cpu() OR sleep_mode() OR sleep_disable() OR sleep_reset()

Procedure 4. Power consumption mode selection

DIDR0 ← 0xFF OR 0x3F OR 0xF3
DIDR2 ← 0xFF OR 0x3F
Select ACSR & = ~ _BV(ACIE) OR |= _BV(ACD);
Select power_adc_disable() OR power_spi_disable() OR power_twi_disable() OR
power_timer0_disable() OR power_timer1_disable() OR power_timer2_disable();
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Algorithms Algorithm 1 presents an empty setup() and loop() to keep itself as the
base line in respect to other algorithms. Algorithm 2 calls Procedure 1 and utilizes
two created tasks TaskBlink() and TaskAnalogRead() for performing two tasks (i)
blinking on-board default D13 pin as per ratio to prefixed portTICK_PERIOD_MS
and pulse sensor reading on the A0 pin.

Algorithm 3 first calls Procedure 1() and Procedure 2(). Then, implements two
created task in parallel TaskDigitalWrite() and TaskAnlogRead() to read pulse sensor
value while balancing with the push button to cope up with such task.

Algorithm 4 and 5 are revised version of Algorithm 2 to simulate the outcome
behavior in the specified ways.

Though, Procedure 2 is used in both the algorithms. Procedure 3 and 4 are utilized
in very specific manner in the respective algorithms. Here, algorithm 4 is executed
multiple time to get variations in the IDLE sleep mode due to its coherent appli-
cability into the three Arduino variants. Similarly, algorithm 5 is used to calculate
power consumption in run-time while setting the POWER_SAVEmode on due to its
normalized minimal current consumption rate in all the targeted Arduino boards.

Algorithm 1. Empty loop

void setup () {};
void loop () {};

Algorithm 2. Blink analog read

Call Procedure 1 ();
void TaskBlink ()

{for (;;) {vTaskDelay(1000/portTICK_PERIOD_MS)}}
void TaskAnalogRead ()

{for (;;) {pulseValue ← analogRead(Pulse_Sensor);}

Algorithm 3. Analog read digital write

Call Procedure 1 ();
Call Procedure 2 ();
void TaskDigitalWrite()

{for (;;) {pulse ← digitalRead(PushPulseButton);}}
void TaskAnalogRead()

{for (;;) {pulseValue ← analogRead(Pulse_Sensor);}}

Algorithm 4. Blink analog read sleep

Call Procedure 2 ();
Call Procedure 3 ();
Call TaskBlink () and TaskAnalogRead of Algorithm 2

Algorithm 5. Blink analog read power

Call Procedure 2 ();
Call Procedure 4 ();
Call TaskBlink () and TaskAnalogRead of Algorithm 2
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3 Results and Evaluation

3.1 Results

Obtained results may be partitioned into three ways such as, (i) run-time memory
utilization, (ii) sleep duration comparison and (iii) power consumption compar-
ison of the three different IoT-supported hardware platforms, namely Arduino Uno,
Mega 2560 and Duemilanove. In storage computation phase, Algorithm 1–5 were
separately implemented and results were obtained. Table 1 presents the compara-
tive memory utilization (e.g., program storage, dynamic variable storage and local
variable storage) of such algorithms in three different hardware platforms.

All values are represented in Bytes. (%) is integer approximation of total avail-
able program memory as follows, Arduino Uno: 32256 Bytes, Arduino Mega 2560:
253,952 Bytes, Arduino Duemilanove: 30,720 Bytes.

All current consumptions per modes are measured while executing the Blink
Analog Read Sleep procedure in the Arduino Uno, Mega 2560 and Duemilanove.

Arduino Mega consumes least memory for algorithm 1, i.e., 2%. In other algo-
rithms 2–5, we found that Arduino Mega utilizes minimal amount of memory than
other two microcontroller platforms. Arduino Uno and Duemilanove have almost
similar amount of storage capability thus a small change in respective algorithms.
However, algorithm 3 hasmostmemory consumable elements causing all the devices
increase into respective storage limit, e.g., program storage 30%, 4% and 31% for
Uno, Mega and Duemilanove, respectively. As seen, dynamic variables tend to

Table 1 Comparisons of storage parameters of IoT devices

Algorithm Parameters Uno Mega Duemilanove

1 Program storage 7018 (21%) 7086 (2%) 7018 (22%)

Dynamic variables 163 (7%) 163 (1%) 163 (7%)

Local variables 1885 8029 1885

2 Program storage 8690 (26%) 9184 (3%) 8690 (28%)

Dynamic variables 356 (17%) 356 (4%) 356 (17%)

Local variables 1692 7836 1692

3 Program storage 9718 (30%) 10,234 (4%) 9718 (31%)

Dynamic variables 364 (17%) 364 (4%) 3624 (17%)

Local variables 1684 7828 1684

4 Program storage 8738 (27%) 9220 (3%) 8738 (28%)

Dynamic variables 365 (17%) 356 (4%) 356 (17%)

Local variables 1692 7836 1692

5 Program storage 8670 (26%) 9160 (3%) 8670 (28%)

Dynamic variables 356 (17%) 356 (4%) 356 (17%)

Local variables 1692 7836 1692
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Table 2 Comparisons of current consumption of IoT devices

Modes Uno Mega Duemilanove

Active Mode 10 mA 20 mA 40 mA

SLEEP_MODE_PWR_DOWN 4 µA 8.4 µA 11.6 µA

SLEEP_MODE_IDLE 2.4 mA 4.8 mA 6.5 mA

SLEEP_MODE_PWR_SAVE 6.5 µA 8.8 µA 9.4 µA

SLEEP_MODE_STANDBY 0.2 mA 0.4 mA 0.6 mA

SLEEP_MODE_EXT_STANDBY 0.2 mA 0.6 mA 0.9 mA

increase from algorithm 2–5 subsequently in Arduino Uno, i.e., 7%–17%. Other
two platforms do not respond drastically to such change, e.g., 7% and 15% for Mega
and Duemilanove, respectively. Comparative results of the sleep mode selection and
duration analysis are presented in Table 2 and Fig. 4. Table 2 compares the pin-
wise current consumption for each of the earlier mentioned sleep modes. It is found
that PWR_SAVE sleep mode consumes minimum current consumption in the pins
of the hardware boards. Uno consumes the lowest of all, i.e., 6.5 µA. We utilized
MODE_IDLE to implement the algorithm 4 for the study due to its homogeneity
and incorporation aspect in al the three boards. It is also observed that STANDBY
or EXT_STANDBY sleep modes consume higher current, thus higher power. The
three hardware were tested against the PWR_DOWN sleep mode that shows a linear
increase of current consumption, i.e., 4 µA, 8.4 µA and 11.6 µA. Once activated,
only external hardware interrupts are able to awake the devices from deep sleep.
Figure 4 illustrates the active mode and sleep mode duration per 1000 ms for each
of the sleep modes as mentioned. Lower the duration of sleep, higher the power
consumption option due to the occurrence of repetitive active mode that draws the
maximum current, e.g., 10 mA, 20 mA and 40 mA for Uno, Mega and Duemilanove,
respectively (Fig. 2).

Figure 3 presents the comparison of the power consumption occurred in all the
sleep modes by the three devices. As expected, the power consumption is reduced as
the sleep time increases. The maximum power consumption is found at 15 ms sleep
mode causing Duemilanove to consume maximum amount of power. However, the
Uno showed relatively more stable power consuming behavior throughout the sleep
modes (Fig. 4).

3.2 Evaluation and Discussion

While evaluating the mapping and peak sensitivity of the deployed pulse sensor in
this study, we found the following. Figure 5 shows the comparison of pulse sensor-
based peak reachability in all the three hardware. Here, we applied different baud
rate ranging from 2.4 to 2000 kbps to each of the device while evaluating the peak
reachability accuracy mapping. We mapped the peak reachability accuracy within
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Fig. 3 Comparison power consumption versus watchdog power save mode

Fig. 4 Various sleep mode versus active mode slotting in 1000 ms duration

0–1 range tomake it more convenient and comprehensive to understand. Uno reaches
demonstrates the pulse peak reachability to the top at the 115.2 kbps serial clock rate.
Same happens for theMega at the 9.6 kbps clock rate. However, Duemilanove seems
to have more peak reachability mapping points at the higher clock rates, e.g., 115.2,
500 and 2000 kbps. In other aspect, we can evaluate the pulsewidthwise sensitivity of
all the hardware in different serial clock rates.We evaluated such sensitivity mapping
within 0–1 range to express intomore realistic way.We found that the lesser the pulse
width gap, more the pulse rate sensitivity. Here, pulse width gap means the signal
time period after the pulse sensor stop sending data to the hardware till start of
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sending of pulse sensor data. It was observed that Duemilanove more sensitivity to
such pulse width gaps. It outperforms other devices in 9.6, 19.2, 57.6 kbps serial
clock rates. Uno shows least sensitivity at 57.6 kbps clock rate, while its sensitivity
increaseswhen clock rate increases.Mega also shows a promising sensitivity towidth
gaps at 9.6, 500 and 2000 kbps. Thus, we may infer that higher clock rate provides
higher sensitivity for more resource-intensive devices such as Uno and Mega than
Duemilanove. Comparison of pulse width wise sensitivity versus serial clock rate is
shown is Fig. 6.

Fig. 5 Comparison of pulse peak accuracy versus serial clock rate

Fig. 6 Comparison of pulse width wise sensitivity versus serial clock rate
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Novelty ofWork. Thus, this paper aims to cover an important research gap that leads
to the real-time OS aware multithreading aspect for the IoT-based devices. We find
nowork that advocates for such augmentation in the IoT-aware ecosystem, especially
for extremely resource-constrained devices. Our proposed work demonstrates that
FreeRTOS-enabled kernel specific performance evaluation on low-memory foot print
IoT devices. The proposed RiotModel framework is capable to infer the sleeping
period analysis and power consumption to validate the efficiency of the low-resource
microcontrollers for appropriate IoT-based application deployment.

4 Conclusion

This paper proposed RioTModel framework to validate and analyze the sleep period
and power consumption of the real-time OS-enabled IoT device pool. The results
obtained advocate over the relationship between sleep period modes and power
consumption for sustainability in futuristic IoT-based scenario. Pulse sensor assisted
services to the RiotModel has successfully confirm the necessity and appropriate-
ness of harnessing of IoT-based e-healthcare scenario in coming days. We perform
comparison of power consumption versus watchdog power saver mode in this work.
We notice that Arduino Uno consumes lowest power among all the three microcon-
troller boards in all watchdog mode, e.g., 15, 30, 60, 120, 250 and 500 ms. Various
active and sleep modes are illustrated in this paper. We show that pulse peak accu-
racy mapping (0–1) is highest for 2000 kbps. Arduino Duemilanove has highest
pulse peak accuracy of all for higher kbps. Arduino Mega has highest pulse peak
accuracy mapping at 9.6 kbps. Arduino Uno shows higher pulse peak accuracy at
115.2 kbps. Pulse rate sensitivity analysis shows Arduino Duemilanove has higher
pulse rate sensitivity at 9.6, 19.2, 57.6, 115.2, and 500 kbps. Arduino Uno has higher
pulse rate sensitivity at 2.4 kbps. In the future, we will investigate how to automate
the whole process by using dashboard integration.
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A Text Analytics Approach
of Exploratory Visualization of Legal
Parameters of Dowry Death Cases

Souraneel Mandal, Sajib Saha, and Tanaya Das

Abstract Natural Language Processing (NLP) extracts relevant information from
unstructured data. It ismostly used to recoverwords or terms fromunstructured text to
comprehend the meaning present within the documents. Indian judicial systems rely
onunstructured textual sources.Retrieving informationby analyzing legal documents
is a time-consuming task for legal professionals. Natural Language Processing and
its techniques, i.e., text analytics can support in analyzing cases to a greater extent.
Hence, in this paper, the authors have proposed an exploratory visualization approach
to retrieve most relevant parameters found in dowry death documents, which is one
of the heinous women centric crimes in recent times. The authors have applied
the text analytics concepts like weighted mean, correlation matrix and clustering
techniques to visualize the major parameters present in dowry death cases. The
relevant comprehensive parameters assist legal professionals in deriving insights
from legal cases on dowry death by clearly displaying the major parameters specified
in Indian Penal Code Section 304B.

Keywords Exploratory visualization · Dowry death · Legal data retrieval · Text
analytics · Term frequency-inverse document frequency

1 Introduction

Text analytics is a Natural Language Processing (NLP)-based technique that helps
in analyzing the unstructured text to generate some meaningful information from the
text. As a result, it should come as no surprise that text analytics technique will take
their appropriate place in Indian Legal System. As most of the documents in Indian
Legal System are unstructured in nature, it is quite difficult for legal professionals
to analyze and extract major parameters present in legal documents. To retrieve the
major parameters from legal documents, legal professionals proceedmanually which
is time-consuming practice. Legal Data Retrieval (LDR) aims to identify the relevant
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information from legal cases. The objective of Legal Data Retrieval (LDR) aims
different records like court transcripts, decisions, legislation archives and judgments
that are created amid the course of a legal process. These archives are essential assets
for the translations of the law of any legal executive and henceforth are expected by a
legitimate proficient for decisionmaking aswell as argumentation. Explicit attributes
of authoritative archives like report size, record inside structure, temporal properties,
specific legal terminology, polysemy and heterogeneity make LDR different and
complicated when contrasted with different areas.

Recently, it has been observed that in Indian Legal System, text analytics is
working on sectors like document summarization [1], referencing statutes using
linguistic [2], semantic information from archives of case decisions [3], sentiment
analysis [4], text mining [5], keyword extraction [6], search engine [7], big data
analytics [8], multitask learning based on text classification [9], etc. Rather than
concentrating on all kinds of legal sections, the authors have focused on cases related
to crime against woman. According to National Crime Records Bureau (NCRB) data
[10], dowry death is an increasing significant crime due to illegal dowry demand,
leading to death of woman. Hence, in this paper, authors are mainly visualizing
major parameters of dowry death cases and trying to capture the specific parame-
ters as mentioned in dowry death legal rule, i.e., Indian Penal Code Section 304B.
The authors have used conventional TF-IDF-based vector to show the dispersion of
words within the case records. This strategy is displaying relationship among words
or concepts that represents co-occurrence, semantic closeness, etc., present in dowry
death cases.

Section 2 portrays the related study on Natural Language Processing and Term
Frequency-Inverse Document Frequency procedures applicable for the legal system.
Section 3 describes the details of mathematical modeling of TF-IDF. Section 4
outlines the proposed methodology to calculate the weighted mean and relation-
ship between two cooperative words or terms through representation in legitimate
cases. Section 5 discusses the results of the proposed work with the help of correla-
tions matrix, heatmap visualization and hierarchical clustering to explore the major
parameters. Finally, Sect. 6 concludes the paper and its future use in Indian Legal
System.

2 Literature Survey

In NLP, there aremany techniques like Bag ofWords, Binarization, Term Frequency-
InverseDocumentFrequency (TF-IDF), etc., amongof themutilizationof theTF-IDF
is widely approachable because of logarithmic approach on frequency. In 1972, the
TF-IDF calculation was first proposed by Sparck Jones [11] fromComputer Scientist
at theUniversity of Cambridge.Many advancementsweremade gradually to upgrade
the TF-IDF ideas, and it was applied in various fields for improved solutions.

Numerous researchers proposed upgrades to the calculation, for example, in the
year 2016, few analysts dealt with Term Frequency-Inverse Document Frequency
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(TF-IDF) to figure out what words in a corpus of archives may be better to use in
a question. As the term infers, TF-IDF computes values for each word in a report
through a reverse extent of the recurrence of the word in a specific record to the level
of archives the word shows up in. Words with high TF-IDF numbers infer a solid
relationship with the report they show up in, recommending that word was to show
up in a question, and the record could hold any importance with the client. Thus,
they gave proof that this basic calculation effectively classifies pertinent words that
can upgrade inquiry recovery [12]. After a few time 2018, a few investigate worked
on the framework named “FEVER 2018 Shared Assignment.” They portrayed as
DeFactoNLP. The point of this errand was to conceive a framework that cannot as it
were naturally evaluate the veracity of a claim but to recover prove supporting this
evaluation from Wikipedia. Their approach on the Wikipedia records whose Term
Frequency-Inverse Document Frequency (TF-IDF) vectors are most comparative to
the vector of the claim and those archives whose names are comparable to those of
the named substances (NEs) specified within the claim are identified as the archives
which might contain prove [13]. During the same school year, other students worked
on implementing the TF-IDF algorithm on a website to determine whether or not a
“word” is included in every document and to calculate the total number of documents
in hand. To do this, they simply retrieved data fromwebsites, then used preprocessing
to eliminate HTML/CSS elements, StopWords (all unneeded words are irrelevant
in this case), and lastly counted the total number of words and their occurrences
across all texts [14]. In 2019, an article has been distributed on order framework
to proficiently uphold the paper arrangement, which is fundamental to give clients
quick and effective quest for their ideal papers. The proposed framework consolidates
TF-IDF and LDA plans to ascertain a significance of each paper and gatherings the
papers with comparative subjects by the K-implies grouping calculation. It can in
this way accomplish right characterization results for clients’ intriguing papers [15].
Recently, few individual analysts propose STF-IDF, a novel semantic touchy strategy
based on the ordinary TF-IDF. The key thought is rearranging the ordinary TF-IDF
scores based on the semantic representation of most important words. Subsequently,
they proposed that in the event that a set of terms is considered vital by TF-IDF, and
all the semantically comparable words related to this set ought to be considered more
vital than those ones with less semantic pertinence to the setting [16]. To address this
scenario about deviation of DF esteem, the researchers have proposed the assortment
recurrence factor by adding Normal Record Recurrence (ADF) into computation to
resolve the issues referenced previously [17].

From the overall literature review, it has been found that most of the cases are
based on Sentiment Analysis, Keyword Extraction, Summarization, etc. Very limited
literatures are there that uses exploratory visualization of the parameter of any legal
documents. Hence, authors of this paper applied TF-IDF to all dowry death’s legal
archive to analyze and implement TF-IDF method to extract the primary words or
concepts that legal professionals mostly concerned in dowry death cases as stated in
legal rule.
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3 Background Work

TF-IDF or weighted mean was acquainted with address the significant disadvantages
of Bag of words by presenting a significant idea called inverse document frequency.
It is a score which the machine keeps where it is assesses the words utilized in a
sentence and measures its use contrasted with words utilized in the whole archive.
As such, it is a score to feature each word’s significance in the whole record.

Thedetaileddescriptionof themathematical concepts behind theTermFrequency-
Inverse Document Frequency as follows:

Term Frequency: TF of a word is the times the word shows up in a sentence
contrasted with the absolute number of words in the sentence.

T F(w, s) = no of repetition of words in a sentence
no of words in a sentence

or

∑
w∈s w
|s| (1)

where, w and s represent word and sentence, respectively.

Inverse Document Frequency: IDF is basically the complementary of sentence
recurrence. Along these lines, it does the trick to show what sentence recurrence is,
since IDF would promptly follow from document frequency. Practically speaking,
by applying a logarithm to forestall the IDF score from detonating. Additionally,
by adding some smoothing to forestall division by nothing. There is by all accounts
numerous varieties of how smoothing is carried out.

I DF(w, S) = no of sentence
no of sentence containing words

or log

( |S|
∑

w∈S w

)

+ 1 (2)

where, w and S represent word and sentences, respectively.

Term Frequency-Inverse Document Frequency: Then TF-IDF is calculated by
multiplying Eqs. 1 and 2.

T F − I DF (w, s, S) = T F (w, s) × I DF (w, S)

where, w, s and S represent word, sentences and sentences, respectively.

4 Work Methodology

The methodology includes the origin of this research work and the extension using
Natural Language Processing technique. The details of the proposed methodology
is described in the subsequent section.
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4.1 Origin of Work

As origin [18] of this research work, authors have used dowry death legal text docu-
ments containing unstructured data as the input data. The authors have used some
preprocessing techniques like tokenization, lemmatization, etc. The authors have
removed stop words like ‘and,’ ‘he,’ ‘she,’ etc., from the tokens and also removed
all the punctuation and single letters and words containing any number of digits,
last names, website addresses, tags to extract the most influential features from the
unstructured legal data. The authors have stored the tokens of each document in sepa-
rate lists. The authors have applied countvectorizer on each list of tokens and found
the frequency of each token in a list and applied outer join on the lists and found the
countvector matrix which shows the frequency of the words in each document. The
major words present in most of the documents are ‘person,’ ‘accused,’ ‘evidence,’
‘husband,’ ‘dowry,’ ‘death,’ etc., as shown in Fig. 1. In this paper, the authors have
proposed an approach of TF-IDF as extension of this work as explained in Sect. 4.2.

As author of this paper used countvector matrix to perform frequency of the words
for all documents case which is expressed in previous work [18] is as shown in here.

Fig. 1 Stepwise proposed methodology for frequency matrix. Source [18]
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Fig. 2 Stepwise proposed methodology for weighted mean

4.2 Proposed Approach

In this paper, authors proceed with the help of TF-IDF to understand the context
of sentence and visualized with multi-words’ correlation which describe with
algorithmic approach in subsequent section. Stepwise proposed methodology for
weighted mean is shown in Fig. 2.

Proposed Algorithm :

Step 1: Start.
Step 2: Import the appropriate packages,modules like nltk, pdftotext, glob, seaborn,

CountVectorizer, pandas, TfidfVectorizer.
Step 3: Initialize max_count to 500 and stored all Dowry death legal documents in

sorted manner with the help of glob module.
Step 4: Phase I–IV is already explained as work methodology in previous work

[18].
Step 5: As an extended work, in Phase V, the output received from previous

researchwork that extracted themajor parameter found in dowry death cases
was further represented as TF-IDF Vectorization using the mathematical
equation as explain in I and II.

Step 6: Applied TfidfVectorizer in proposed DataFrame to find out weighted mean.
Step 7: Then visualization with seaborn module expressed the correlation matrix

and hierarchical cauterization to find out how to much two words are
associated with each other which are the extension of previous work in
Sect. 4.1.

Step 8: End.

The authors have shown the architecture of NLTK libraries which are used which
are used to preprocess the legal documents as shown in Fig. 3.
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Fig. 3 Proposed NLTK architecture

5 Results and Discussion

As shown in Fig. 4, authors have obtained the output as weighted mean of the
most frequent words found in dowry death cases. The matrix comprises words like
‘person,’ ‘accused,’ ‘evidence,’ ‘husband,’ ‘dowry,’ etc., which are the significant
parameters on which legitimate experts are generally focused in Indian Penal Code
Section 304B [19] which describes whether the individual is found accused for
any dowry death case or not. The authors have found that the main words like
‘accused,’ ‘husband,’ ‘dowry’ have highest weighted mean than normal parame-
ters. For example, as in case 1, the word ‘dowry’ has a higher weighted mean as
compared to case 4. Hence, in case 1, the word ‘dowry’ has much higher impact of
dowry demand by the accused persons from rest of the cases. Similarly, the weighted
mean matrix is showing the mean of the words present in dowry death cases, as this
is the type of information, and the legal professionals are mostly concerned with.

As shown in Fig. 5, authors have visualized the TF-İDF vector matrix using a
seaborn heatmap. Here, the authors have visualized the top 20 most frequent words
have as a map plot and the higher values of the parameters are shown in a lighter
color, and lower values are shown in a darker color which shows how the parameters
are correlated with each other corresponding to the dowry death cases.
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Fig. 4 TF-IDF vector matrix or weighted mean for dowry death cases

As shown in Fig. 6, the authors have visualized the TF-IDF vector in a seaborn
cluster map. The lower values are represented in darker color and the higher values
are represented in lighter color. Each correlated word is represented as clusters, also
known as dendrograms. As shown in dendrograms, merging two closest clusters like
in the row section, the value of ‘person’ and ‘husband’ has the minimum distance
respect to all the columns, so they are merged to one cluster which is merged with
the cluster ‘stated’ and then again merged with ‘accused’ which again got merged
with the cluster made by merging of ‘cruelty’ and ‘harassment.’ This shows which
parameters are closest to eachother andhoweachparameter is correlatedwith another
corresponding to the legal documents.

6 Conclusion and Future Work

Visualization has a greater impact and aids in deriving insights. In this paper, the
authors have proposed some text analytics approaches to visualize the major words
and their linkages with other parameters present in dowry death cases. From the
proposed work, a legal professional can easily understand the relevant words present
while analyzing any dowry death cases. It relieves the legal professionals from the
time-consuming process of manually analyzing legal cases. The legal professionals
quickly extract the major words from the weighted mean, heatmap and cluster-based
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Fig. 5 Correlation matrix for dowry death cases

technique to extract key parameters present in dowry death cases. Also, this work
is clearly stating the major concepts found in Indian Penal Code Section 304B. In
the future, this work will help to generate a structured dataset on dowry death cases
for any machine learning-based work, as it states the important parameters of dowry
death cases.
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Fig. 6 Hierarchical cluster analyzation for dowry death cases
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Okra Cultivation Using IoT and Disease
Detection

D. Abishek, S. Hareesh Chandran, S. Mayukha, and B. Sabitha

Abstract Okra is also commonly called ladies finger, bhindi and scientifically
known as Abelmoschus esculentus. Okra is a remarkable success among traders
because of its short cultivation time, with a substantial number of yields produced.
In cultivation of okra, farmers face difficulties in maintaining the moisture in soil,
detecting the diseases since okra is prone to acquire diseases, harvesting during
the right period, and involving expensive labor. Scientists are trying hard to incul-
cate technology in farming to increase productivity in order to compensate for the
growing population.One such technology used in farming is IoT. Themost promising
methods from the existingmethods have been proposed in this paper. The IoT system
consists of sensing, reporting, monitoring, and controlling phases. The IoT provides
the information regarding the humidity, soil moisture, and temperature collected
through MQTT protocol, and it is displayed on the system as a user interface (UI).
This information is passed on to farmers’ mobile where they can check the readings.
The detection of diseases using image processing is also done using IoT.

Keywords Okra cultivation · Internet of Things (IoT) · Image processing ·
Message queuing telemetry transport (MQTT) · Smart irrigation

1 Introduction

Agriculture is important for India’s economic growth. India is the world’s second
farm producer. Approximately, 17% of the total GDP is contributed by agriculture
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in our country and gives employment to 60% of the population [1]. “Okra” is a crop
that is considered primarily as a vegetable in most places, but also a fruit because
of its sweet seed pods that are contained within. This crop is originally native to the
Nile in Abyssinia (Ethiopia), later migrated to Africa, Egypt, and also has its wing
in India. It is one among the most heat and drought tolerant species in the vegetable
category across the world. It tolerates soil with high clay content and is adaptive to
intermittent rainfall. But, drastic changes in climate could cause less production or
eventually loss to the farmer. Other factors like high density planting, crop diseases,
flies, and viruses also pose a threat to the better yield of the crop. It also plays a
vital role in many countries as a major cash crop. Okra cultivation can be done even
during water constraints. In most of the neighboring countries, okra is served as a
main meal, side dish, and also even in salads. Okra is a great success among traders
because of its short cultivation time, with a large number of yields produced. And
a fact state that okra has the prettiest name—ladies’ finger, it also belongs to the
hibiscus family [2].

Okra preferably grows in the soil having acidic nature, pH valued from 6 to 7. An
average native okra crop grows up to 9 feet in height and some farmers, on their own
method of cultivation, limit the height of the plant [3]. The optimum temperature
at which the okra crop grows well ranges from 25 to 35 °C. Optimum soil pH for
okra crop ranges from 6 to 6.8 [4]. The seeds of okra can be directly sown in soil. In
common seeds are sown in a spacing of 60 cm× 45 cm during all seasons. The seeds
can also be soaked overnight before sowing to germinate faster. The cultivating land
is plowed at a depth of approximately 20–25 cm. Okra feeds on nutrients heavily. So,
after the land is plowed, the fertilizers are added to the soil. The irrigation depends on
the climatic condition. Generally, the land must be irrigated 4–6 days in hot season.
Weeds must be removed in regular intervals of time to get better yield. Frequent
removal of weed is the main problem faced by the farmers, as it includes high labor
cost and time consuming. It can be harvested in 40–45 days [5]. The average yield
is 10–12.5 t ha−1. It can be stored at 7–10 °C temperature [6].

Nowadays technology gives a supporting hand to farmers in order to feed the
population that is growing at a massive rate. With the help of modern technology,
the burden that farmers have during harvesting, pest spraying, weed removal, disease
detection, and lots can be reduced to a greater extent. Moreover, the extra expenses
that farmers face during thewage day of laborers are totally lessened. One of themain
advantages of using IoT technology in farming is that the farmer need not stay in land
all the time surveying and monitoring, whereas all the activities in the farm can be
controlled via sensor system, electronics and devices under any temperature, climate,
unless there is any sort of natural calamity. The increase in global population is urging
a shift toward smart agricultural practices [7]. Internet of Things (IoT) plays a major
role in modern technology in farming such as calculating productivity, data analysis,
precision farming, and predicting climate conditions. This system is used in detection
of some vital needs such as sensing the temperature, humidity, crop health, and soil
moisture for the crops to grow efficiently. It also contributes in irrigating the crops in
the proper ratio, less time, with more conservation of water. By using IoT, the farmer
can use the available resources in amore efficientmanner [8]. The use of IoT enhances
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the operational efficiency, quality of work, and productivity in the agriculture sector.
The Internet of Things (IoT) is a promising technology that is generating a plethora
of creative ideas for improving the agriculture economy. Research institutions and
scientific organizations are constantly working to develop solutions and products that
use IoT to tackle a wide range of agricultural problems. Besides sensing and moni-
toring systems, the key IoT applications in agriculture include precision farming,
livestock, and greenhouses, which are classified into separate monitoring regions
[9]. All of these are monitored with the use of various IoT-based sensors/devices via
wireless sensor networks, which allows farmers to collect important data via sensing
devices.

Sensors used in the IoT system will sense the data from soil, atmosphere, and
moisture and will send the data to the reporting system using MQTT protocol [10].
The image processing is done to identify the diseases in the okra plant. Through this
the farmers can get the information about the plant and can use the desired fertilizer
and pesticides for the disease. The smart irrigation system using IoT will benefit the
farmers in great amounts. The prototype measures the quantity of moisture in the
soil. When the system is turned on and off, a message is sent to the user via MQTT
protocol, updating the status of the water pump and soil moisture. This activates the
irrigation system, pumping water to the plants. This helps in irrigating the field in a
regular interval of time.

2 Methodology

2.1 Sensing System and Reporting System Using MQTT
Protocol

The sensing system consisting of the temperature sensor and soil moisture sensor
is connected to the microcontroller and it forms a module. The code has been fed
into the microcontroller. The readings from the sensors are collected and sent to the
microcontroller through integration. After that, the individual parameter readings are
interfaced together and finally sent to the central hub (Raspberry Pi) [11]. Figure 1
illustrates the block diagram of the sensing and reporting module.

The information collected by the sensors is forwarded to the microcontroller.
The soil moisture content and signal of water level will be sent to the central hub
through MQTT protocol which is operated through Wi-Fi. Through this protocol,
the farmers will message. “A microcontroller is the key device for the entire system
to function along with the other electronic components.” The microcontroller then
sends the gathered information to the MQTT broker using Wi-Fi. An MQTT broker
is an intermediate member in receiving the data from the client that acts as the sender,
filtering it by categories and finally sending the data to the subscriber, which acts as
the receiver [12]. Figure 2 illustrates the integration with modules.
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Fig. 1 Block diagram of the sensing and reporting module

Fig. 2 Integration with modules

2.2 User Interface Using Node-RED

The data from themodule is transferred viaMQTT to the central hub overWi-Fi. The
Information is displayed as a user interface (UI) using Node-RED. In Node-RED,
the UI displays the value of temperature and humidity, soil moisture in the form
of line graph and gage meter [13]. The information is sent to the farmer’s mobile
application, where they can check the periodic activity of the crops. The schematic
representation of the monitoring and control system is depicted in Fig. 3.
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Fig. 3 Monitoring and control system

2.3 Disease Detections

As mentioned above, okra is prone to several diseases like yellow vein mosaic virus,
enation leaf curl, etc. This type of disease can be sensed via the looks of the okra
leaves. More images for the various diseases in okra are captured. Using the captured
image, a dataset is created. So, a CNN model is trained using TensorFlow to clas-
sify the diseased okra from the good ones and thereby combining the data from
modules and the trained model [14]. The proposed convolutional neural networks,
or CNNs, have an excellent picture recognition technique built into its design. This
architecture is used to extract text data from picture input [19]. The model is trained
against the dataset of okra diseases. This model contains several layers including
CNN, normalization, dropout, activation, etc. This model contains millions of train-
able neurons where each neuron’s weight is tuned to give the expected results [15].
After training, the binaries of the model are stored locally for later use. The stored
model is ported to the central hub which is connected to a camera [18]. The camera
detects the disease in the okra plant. To cure the disease, fertilizer/pesticide is poured
manually into the irrigation system so that it can reach the plants that are affected.
The fertilizers are poured manually depending on the disease identified in optimum
proportion to ensure that the excess amount of fertilizer/pesticides is not wasted, and
the plant and soil are not affected. Figure 4 illustrates the flowchart of data process
in microcontroller.
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Fig. 4 Flowchart of data process in microcontroller

2.4 Smart Irrigation System

The irrigation system will automatically start if the soil moisture level is less than
50%. The soil moisture sensor senses the quantity of moisture in the soil. A preset
range of soil moisture is established, which can be modified based on soil type or
crop variety [16]. If the moisture content of the soil deviates from the specified
range, the watering system is activated or deactivated. When the system is turned
on and off, a message is sent to the user via MQTT protocol, updating the status
of the water pump and soil moisture. This activates the irrigation system, pumping
water to the plants. A flow of water will be directed to the plant when there is low
soil moisture content through drip irrigation. Drip irrigation is the irrigation system
employed in this project. The soil moisture sensor senses the moisture level initially,
and if the soil is dry, the indication will be sent to the microcontroller [17]. Then the
signal will be sent from the microcontroller to the relay module through integration,
from where the signal will be amplified and sent to the solenoid valve, then the
valve opens to let the water flow. The microcontroller development board’s relay
board module is utilized to regulate higher current loads. The signals are transmitted
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Fig. 5 Block diagram of smart irrigation system

through the MQTT protocol to the central hub. The irrigation system is programed
to deliver the right amount of nutrients and pesticides, as well as water, to maximize
production. Smart irrigation system which will help the farmers to make maximum
use of water and to reduce excess supply of water to the crops which causes damage
to the plants, whichwill eventually increase yielding of the crops. To treat the disease,
fertilizer/pesticide is manually placed into the irrigation system, allowing it to reach
the diseased plants. The fertilizers are applied in the proper proportions to guarantee
that no fertilizer/pesticide is wasted and that the plant and soil are not harmed. The
block diagram of the smart irrigation system is shown in Fig. 5.

3 Results and Discussion

Okra cultivation has been effectively automatedwith great yield efficiency, decreased
time consumption, substantially reduced human involvement, pest control, and other
benefits. As a result, raw data from the sensors is acquired. The data is subsequently
sent through the MQTT protocol to the reporting system. The IoT devices are used
to create an automated irrigation system. Moisture details for the cultivation of crops
were obtained from both dry and wet lands. The identification of diseases in the
plant is done by image processing. The three most common diseases seen in okra
are trained in this project, and a database model is developed. The values from the
temperature and soil moisture sensor in dry land are shown in Fig. 6, and values of
sensors in moist land are shown in Fig. 7. Figure 8 shows the training and validation
accuracy. The training and validation loss is shown in Fig. 9.

Here, a diseased leaf is collected, and the system detects yellow vein mosaic
virus infection. Then a damaged leaf is captured, and the system reveals that it is
infected with cercospora leaf spots. In another picture, a sick leaf is caught, and
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Fig. 6 Values from the temperature and soil moisture sensor in dry land

the system detects powdery mildew infection. A regular okra leaf is also captured,
and the system indicates that it’s a fresh leaf. In the images below, the accuracy and
loss for validation and training are depicted. The detection of disease through image
processing is shown below. The image of diseased leaf will be captured using camera
and it will be compared with similar diseased images and the percentage of accuracy
will be displayed below the picture as shown in Figs. 10, 11, 12, 13 and 14. Figure 10
shows the yellow vein mosaic virus. Figure 11 shows the cercospora leaf spots. The
disease named powdery mildew and fresh leaf is shown in Figs. 12 and 13. Sensors
value displayed in Node-RED (user interface) is shown in Fig. 14.

The accuracy of image processing in detecting the disease in okra is around
90%. By doing this, labor costs are decreased, production rates are increased, and
market value is realized. Fertilizer is fed into the irrigation system in the proper
proportions when the disease has been identified. This disease detection aids farmers
in determining whether or not their plants are infected with the disease in question.
This also aids in the early detection of any diseases.
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Fig. 7 Values of sensors in moist land

Fig. 8 Training and validation accuracy

4 Conclusion

In general, traditional crop cultivation is a prevalent style of practice, but it also has
its own set of inconsistencies. This type of cultivation necessitates a great amount
of labor and takes longer. Crop cultivation automation is already underway, but
automating the bhindi crop remains a hurdle. The old strategy will be unable to
balance demand in the time frame required. As a result, IoT technology in crop
cultivation benefits farmers. To top it off, the traditional irrigation system has been
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Fig. 9 Training and validation loss

Fig. 10 Yellow vein mosaic
virus

Fig. 11 Cercospora leaf
spots
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Fig. 12 Powdery mildew

Fig. 13 Fresh leaf

upgraded with technology, making one of a farmer’s most tough chores in crop
cultivation easier. Detecting illnesses in the plant is one of the most difficult aspects
of okra production. Okra plant diseases come in a variety of forms, and identifying a
specific disease is another issue. The Internet of Things (IoT) facilitates the detection
procedure. Themethod of image processing aids in the detection of the type of disease
that affects the plant. It’s a time-consuming procedure that requires a large number
of photos to be loaded and trained. Image processing, on the other hand, is the most
effective way for detecting the disease in the okra plant. When a larger number
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Fig. 14 Sensor’s value displayed in Node-RED (user interface)

of images are taught, it improves accuracy and efficiency. In the production of the
okra plant, the irrigation system is critical. IoT technology is used to automate the
irrigation system. It automatically transmits a signal and irrigates the area when the
moisture level in the soil drops.

5 Future Works

In the upcoming years, this same technology can be implemented in large areas of
land. The proposed work that has been conducted is up to a limited area of land; in
the future it is planned to expand and implement these modules in a wider scale of
land, which may result in an increased yield of okra. This similar method can also be
used in the farming of various other crops with a slight modification in the module. In
the future, the system can be made more efficient by using a moving rover consisting
of a camera. This rover moves inside the field and captures the picture of the disease
in the plant in a closer range. Through this the disease can be captured with more
clarity. By collecting a greater number of images, in the future we can get the cent
percent accuracy in the detection of diseases in okra. The image processing can be
implemented in detecting the growth of the fruit. It can also be helpful in monitoring
the health of the crop.
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Abstract In deep learning, an important class of algorithms is recurrent neural
networks (RNN). RNN experiences high latency and high computational cost, which
makes it difficult. RNN is used mainly for sequential data, but the dependencies are
complex, making it difficult to parallelize. Resource utilization is inefficient for RNN
inGPUcompared toTPU.This analysis ofRNN for hate speech application is done in
GPUandTPU, and the data reuse is identified.Themain reasons for the unsatisfactory
utilization of GPU for RNN are synchronization overhead and data reuse. In TPU,
the global memory accesses and overhead that occur in synchronization are less
than GPU. The main objective of this work is to identify the gaps and find solutions
for them; analysis is conducted to answer the questions identified regarding the
acceleration of RNN in GPU and TPU and to overcome the pitfalls that occur during
the parallelizing of RNN in GPU. For implementing the LSTM, we have chosen
the hate speech detection application because it is an application that needs to be
parallelized for the timely detection of hate speech. This system works as a closed
loop, and the attackers are aware of the detection process, so they try all possible
ways to evade detection, so timely detection is needed to avoid the problem. The
pitfalls and solutions in parallelizing LSTM on GPU are identified.
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1 Introduction

Speech and text processing is an important application area in deep learning, which
is overgrowing. In the normal DNN, the inputs and outputs are independent of
each other, which is ineffective in processing sequential data applications like the
followingword prediction. In applications likemovie script writing, the prediction of
the nextword, thememory of the previouswork, and events used are needed [1, 2]. For
sequential data processing applications, a specialized class of deep learning model
called recurrent neural networks (RNN) is used [3]. In RNN, the output depends on
the previous computation and is developed based on the human learning capability.
RNN is widely used in fields like machine translation speech processing, reading
comprehension, and natural languagemodels [4]. In RNN, there are two steps: model
weight training and predict the following new result. The initial training phase of
RNN is a throughput-oriented task that needs high computation and massive paral-
lelism to improve it. Usage of GPU and TPU helps improve the RNN network’s
throughput using parallelism. In applications that require faster results like a predic-
tion for the requests made online, hate speech prediction, to impose the goals and
overcome social challenges. In such applications, the output needs to be delivered
fastly. Otherwise, it affects customer satisfaction and the economy. Many applica-
tions in RNN cannot be effectively processed due to the high latency and cost. The
study on RNN applications raised many questions like the workload, RNN structure,
and use of effective hardware. RNN is a field that has a high scope for research.

In RNN, the computations are dominant from the first iteration, and they have
a GEMM structure that must be parallelized for data reuse with low cost and less
data movement. The data movement from the L3 cache to the L2 store in GPU is
a bottleneck done for minimum data reuse. The parallelizing capability of GEMM
is not exploited fully in RNN. In RNN, the computation increases as the sequence
length increases and more steps are required for the sequential data processing. It is
difficult to parallelize sequential data due to the dependencies across the grades. The
GPU is better for RNN than the CPU for large batch sizes but small batch sizes; the
GPU is not suitable due to the ideal nature of the many cores. This study discusses
the limitations of RNN in the CPU, GPU, and TPU and optimized platform for
RNN execution for data reuse. The performance and training time in all the forum
are analyzed in this work, and it helps to understand the limitation of LSTM/RNN
in GPU compared to TPU. A novel method is required to make effective use of the
hardware to accelerate RNN. The evaluation should be done on a standard benchmark
real-world application to see if the technique has low latency and high throughput
while effectively utilizing the hardware for acceleration. In the modern data center
workloads, RNN plays a vital part, and the workload is executed in the TPU of
Google.

Social networking is medium for connecting to a group of people and spreading
data. The data available in this medium is vast, and many researchers are done on it
like sentiment analysis. Sentiment analysis uses data from socialmedia platforms like
Twitter [5]. The other fields of research in social media data are detecting negative
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comments on social media and product recommendations based on customer interest
[6]. Social media is now a platform for sharing celebrities’ political and religious
views, which often leads to many issues if the opinion does not match with others
and leads to the spread of hate speeches and abusive content on the sites. The reports
have shown that it can even lead to riots in many cities, leading to the need for timely
detection of hate speech on social media. The verbal or nonverbal data shared among
individuals and groupswith aggression is hate speech [7]. Hate speech can be abusive
language in terms of political views, race, sexual content, etc., and this negatively
impacts people and society [8]. In this paper, the hate speech is identified using an
RNN network, and this acceleration is done using GPU and TPU for timely detection
of it. The open-source dataset available is taken for this study, and an LSTM network
is used for the prediction. The CNN-based analysis on GPU and TPUwas performed
earlier [9, 10].

LSTM network is superior to the RNN because of the constant back propaga-
tion logic for error correction compared to the RNN. The increased learning of the
LSTM enables the user to train models utilizing sequences with hundreds of time
steps, which the RNN struggles to perform. Something that wasn’t addressed while
discussing the gates is that it is their responsibility to determine the relevance of
information that is kept in the cell and concealed states so that, when back propa-
gating from cell to cell, the passed error is as near to 1 as feasible. This assures that
there is no disappearance or explosion of gradients. For sequential modeling appli-
cations such as language modeling and time series forecasting, LSTMs are the most
used approach. Such activities often exhibit both long-term and short-term patterns;
hence, it is essential to understand both practices for accurate forecasts and esti-
mates. There is an increase in transformers-based approaches that simulate long-term
dependencies much better than LSTMs; yet, transformers cannot be employed for all
applications because of their data-intensive training and deployment requirements.

The paper is structured as the related study given in Sect. 2. Section 3 is the
proposed method with details of RNN, LSTM, implementation in GPU, and TPU.
In Sect. 4, the implementation and result details are discussed. In Sect. 5, the future
scope is identified, and the paper is concluded.

2 Related Study

Recurrent neural networks are widely used in many sequential data applications, and
the training time is a crucial factor that affects the performance of RNN. Facebook
used GPU for the training of RNN to have better training time than CPU. An RNN
library named DeepCPU was designed to implement RNN effectively and fastly in
CPU compared to two GPU implementations. But the GPU implementations need
to be considered and developed because most of the datacenters are equipped with
GPU [11]. The basic GPU structure is very effective for the GEMM operations in
RNN. GPU-based implementations of the RNN network are mainly executed using
TensorRT, TensorFlow, and cuDNN [12]. The latency is very high in TensorFlow’s
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GPU compared to CPU for the exact model sizes. This is mainly due to the repeated
loading ofmodel weights in GPU from global memory, which caused low throughput
and high latency. The same problem exists in TensorRT, but in CuDNN, the latency
is reduced. In cuDNN, the efficiency is reduced, and the GPU parallelism is not
effectively utilized.

Research in hate speech detection gained significance in recent years [13] due to
the spread of harmful content on social media, causing massive damage to society.
Since 2012, there has been a growth in representation learning, the handcrafted
feature representation and vocabulary approach is neglected, and the dense repre-
sentations are used by specialized techniques like paragraph2vec, node2vec, and
word2vec. Hate speech detection is handled by researchers in different ways, like
natural language processing models using the unsupervised method or traditional
machine learning supervised models. In the NLP approach, the data is split as hate
or not hate speech. The NLP models are sometimes slower when compared to the
ML and DNN models. It is not widely used. In ML and DNN models, the labeled
dataset is used, and here, the dataset collected from social media is labeled before
the algorithms are applied. Waseem and Hovy [14] analyzed many tweets and the
best features that give good performance for hate speech identification and also
explained the significance of annotators’ knowledge of the hate speech model. The
main classification was into binary class, either hate speech or not, but multi-class
sort can also be done with a degree of hatred. Mishra et al. [6] use social graph
information with graph-based CNN for hate speech detection. Hate speech detection
was done for different languages. LSTM networks are also used for speech recog-
nition applications, and sequence labeling is used for the training process in speech
recognition. Graves et al. [15] used connectionist temporal classification logic for
sequence labeling in RNN, and this method avoids the need for pre-segmentation
in the training dataset and output post-processing. He also used LSTM for speech
recognition.

2.1 GPU Versus TPU

GPU is efficient for irregular computations, easy to program, and highly flexible
for nonMatMul and small-batch computations. GPU is better for medium and small
batch sizes. The cost of TPU is high compared to a GPU but the training expenses
are highly reduced in TPU and compensate for the programming expenditure. TPU
is mainly used for matrix computations due to the systolic array structure and is
effective for large batch sizes and complex networks. TPU is better for processing
the complex neural network models associated with NLP and image processing
applications. The speed of execution and ease of use favor TPU compared to GPU
for machine learning applications.
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2.2 Scope Identified

From the literature study done, the following gaps were identified, and in this work,
the analysis is conducted to find an answer to the questions identified.

• Is GPU suitable for accelerating RNN?
• Is TPU better than GPU for accelerating RNN?
• Identify the pitfalls in parallelizing RNN in GPU
• Suggestions to improve the performance by accelerating RNN

3 Proposed System

From the literature, it was clear the existing research questions were low latency, high
throughput, and practical resource utilization implementation possible for RNN in
GPU. Can acceleration be achieved in RNN through TPU? Effective data parallelism
is potential for RNN in GPU and TPU. For small and large batch sizes. Keeping
these questions as the motivation, the RNN network (LSTM) was implemented for a
standard hate speech application, and its working and parallelism in GPU and TPU
were analyzed.

3.1 RNN

The deep neural networks, which are feed-forward networks, are unidirectional in
which the output of the current layer is fed into the next layer in the forward direction.
In feed-forward networks, the past information is not stored, but in applications like
speech processing, there is a need for previous information and temporal dependen-
cies. RNN is a bidirectional network with loops in the hidden layer, which helps store
the last information layer and helps in the future predictions. In RNN, the short-term
dependencies are only handled due to the exploding and vanishing gradient problem.
RNN is widely used for sequential data and applications like speech processing,
machine translation, image captioning, etc. The major drawback faced in RNN is
the need for a pre-segmented training dataset and the output to be post-processed
to labeled sequences. The connectionist temporal classification method was applied
to RNN to overcome this. In RNN, the long-term dependencies were challenging to
handle, so the long short-term memory network (LSTM) was introduced. In LSTM,
there are memory cells to identify the long-term dependencies. The recursive cells in
RNNmaintain the previous layer information in the hidden layers [15]. In each step,
the input is an element from the sequence given, and the secret state value during the
last layer updates the hidden state and finally produces the output. The number of
iterations of a cell is determined based on the length of the input. LSTM has special
memory cells that store data for the long term. The model was designed for both the
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Fig. 1 RNN model for binary classification

Fig. 2 RNN model for multi-classification

multi-class, as shown in Fig. 1, and binary class classification, as shown in Fig. 2,
with embedding, LSTM, pooling, and dense layer.

3.2 RNN in GPU

In GPU hardware, there are many streaming multi-processors (SMs), GPU global
memory, L2 cache (helps in data reuse), and the network for interconnection which
aids in acceleration of the neural network processing. Kernels are the function
currently running in GPU, and the thread blocks launched by the GPU driver
execute the same kernels. The main bottleneck faced in GPU is the inter-thread
communication which depends on the thread hierarchy. Threads that lie in different
blocks communicate through the global memory, leading to the large number of
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global memory access in GPU, which in turn increases the latency and reduces the
throughput ofGPU,whereas for threads in the sameblock, communication is possible
through shared memory and in the same wrap through registers. In GPU, thousands
of arithmetic processing units are there, which help speed up the summation and
multiplication in the RNN. In GPU, massive pipelining and parallelism are possible
bymerging themultiple data access request. Themain drawback of GPU architecture
is the von Neumann bottleneck, which occurs due to register access. Direct commu-
nication between ALU is not possible. It happens through main memory, which
causes high memory and energy and reduces throughput. In the latest architectures
ofNVIDIAVolta, the sharedmemory is available in SM,L1, andL2 cache, four parti-
tions, for scheduling which can independently execute many threads. The network
designed for RNN was implemented in GPU, and the steps are clearly explained
in the figure below. The word embedding, LSTM, pooling, and dense layers are
executed in GPU, but there is a delay caused due to the global memory access, and
finally, the results are updated to CPU, as shown in Fig. 3.

Fig. 3 LSTM execution in GPU acceleration
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3.3 RNN in TPU

The TPU is a custom-made ASIC with a matrix processor created specifically for the
neural network. TPU efficiently performs multiplication and summation operations
in neural networks at a high-speed rate while using little power. Each multipli-
cation is completed and communicated to the next multiplier, while simultaneous
addition is conducted. With TPU, memory access is not required for parallel calcu-
lations, enabling high computational throughput and a reduction in neural net power
consumption. The TPU aids in the acceleration of generic multiplications of floating-
point data—GEMM—which is the primary component of CNN [6]. Systolic array in
TPU facilitates data reuse, which improves the speed and energy efficiency of LSTM
execution. With fewer memory accesses, the systolic arrays aid in accelerating the
process. TPU, unlike CPU andGPU, eliminates characteristics not used by the neural
network, hence conserving energy. In TPU, embeddings, LSTM, pooling, and dense
layers are processed, making the execution quicker than GPU, as seen in Fig. 4. In
TPU, the parallel memory access is done in the local memory to threads, and the
global memory access is limited.

Fig. 4 LSTM execution in TPU acceleration
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4 Implementation Details

The hate speech dataset used 21,000 sentences, of which 13,400 sentences were
used for training, 6600 for validation, and 1000 for testing. This hate speech dataset
contains three classes: hate speech, offensive language, and none. We combined
hate speech and offensive speech as one class and second class as non-hate speech.
The number of people using the Internet is getting more every day. There are many
applicationswhere people can share their opinions andviews, and this next generation
is getting huge.One side of these comments can bemotivating, educative, and helpful,
and the other side is spreading hate among people. The Internet should be the one
that helps people motivate and grow. But there are many cases where people get
bullied and trolled about their culture, gender, race, or disability which causes hate
and anger. It is difficult to inspect all the comments, whether they are toxic. The
proposed model uses the word embeddings, the long short-term memory network
(LSTM) used to improve classification efficiency, followed by the max-pooling layer
and two dense layers.

Implementation in the CPU platform is done in CPU in Google Colab Intel®
Xeon®, 2.30 GHz CPU frequency, 2 CPU core, 12 GB RAM, and 25 GB disk space.
The parameters are loaded from storage into matrix adders and matrix multipliers
inside the TPU. While multiplication is being performed, the product of each multi-
plier is sent to the subsequentmultiplier. The outcomewould be the total of all param-
eters multiplied by values. Because memory access is not needed during this massive
computations and data transmission process, TPUs may achieve outstanding compu-
tational throughput on neural networks. Because the Colab TPU has eight cores, the
training data is dispersed over all eight cores, which improves the performance.

5 Result Analysis

The testing accuracy for each application was compared for both GPU and TPU for
batch sizes 16, 32, 64, and 128. The analysis was done for both the binary and multi-
class classification of the hate speech application. The layer-wise timing analysis
uses the just-in-time (JIT) compiler. Just-in-time compilation helps to improve the
performance of the integrated programs. In the execution phase, the program is
compiled as native code for performance improvement and is known as dynamic
compilation. The timeit function in python measures the time of the code snippets
and each layer in the model.
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Fig. 5 Acceleration of binary class model in CPU and GPU

Fig. 6 Acceleration of multi-class model in CPU and GPU

5.1 Is GPU Suitable for Accelerating RNN?

Yes, GPU is suitable for the acceleration of RNN compared to CPU in terms of
execution time and parallelism. The analysis was done for the multi-class and binary
class models in GPU and CPU. From Figs. 5, 6, 7, 8, 9 and 10, it is obvious that GPU
performs well for RNN compared to CPU.

5.2 Is TPU Better Than GPU for Accelerating RNN?

Yes, TPU is better compared to GPU for accelerating RNN. The TPU gives better
accuracy and faster execution time.
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Fig. 7 Accuracy of the binary class model in TPU and GPU

Fig. 8 Accuracy of multi-class model in TPU and GPU

Fig. 9 Acceleration of multi-class model in TPU and GPU
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Fig. 10 Acceleration of the binary class model in TPU and GPU

5.3 Identify the Pitfalls in Parallelizing RNN in GPU

The main pitfall identified in the parallelizing of RNN in GPU is the global memory
access in the GPU. The global memory access causes a bottleneck in the execution
of RNN in GPU. The other pitfall identified is the global max pooling applied in the
model for the reduction of the size is creating a delay in the execution process in TPU.
Themax-pooling layerwas avoided inTPUexecution, giving better performance, and
the execution time is at par with themax-pooling layer. So, for TPU, themax-pooling
layer can be avoided to obtain better accuracy and remove the bottleneck. But inGPU,
the removal of max-pooling layers leads to a decrease in the performance, and the
execution time increases, which shows down sampling is necessary for GPU. The
max-pooling can be replaced with the multiple local kernels in GPU, and the kernels
communicate with each other to update the global result. The impact max-pooling
layer in the model was analyzed for the CPU, GPU, and TPU.

5.4 Suggestions to Improve the Performance by Accelerating
RNN Through GPU

Suggestion 1: Optimized memory movement—unified memory access, one of the
latest technologies, can be utilized, and thememorymovement can be reduced among
the dataset.

Suggestion 2: Streaming process—using the latest streaming options within the
kernel operations and memory movement. The data movement and the process can
be executed in parallel.

Suggestion 3: Utilization of dynamic parallelism—using GPUwith the kernel-to-
kernel call can be executed without going to the CPU. It was using more vectorized
functions in the execution in GPU. The task-based analysis was done for each layer,
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Table 1 Task timings

Layer details Task ratio Time ratio Number of
tasks

Time per layer Time per task in
the layer

Layer
3—LSTM

0.610451 0.165133172 257 34.1 0.132684825

Layer 4—max
pooling

0.07601 0.169491525 32 35 1.09375

Layer 5—dense 0.306413 0.167070218 129 34.5 0.26744186

Layer 6—dense 0.007126 0.165617433 3 34.2 11.4

and the time for each layer was analyzed with its impact on each layer. The tasks for
each layer were identified.

• For neural network layer, the tasks are identified using the basic y = summation
(wixi+ b) equation, so it has multilocation and addition tasks at each node. Each
node in the neural network layer has two tasks and, finally, an overall summation
task, which can be generalized as the number of tasks = m * 2 + 1, where m is
the number of nodes in the neural network layer.

• LSTM layer of the network has 128 nodes, so tasks= (128 * 2)+ 1= 257 tasks.
• Max-pooling layer, the number of nodes is 128, and the kernel size is 2 * 2, tasks

= 128/4= 32 tasks. It can be generalized as the number of tasks= m/n, where m
is the number of neurons and n is the kernel size.

• The layer 5: dense layer with 64 neurons, the number of tasks = 64 * 2 + 1 =
129 tasks.

• The layer 6: dense layer with 1 neuron, the number of tasks= 1 * 2+ 1= 3 tasks.

The time for each layer based on the task was analyzed for the existing system
and shows the task ratio, time ratio, time per layer, and time per task in the layer.

Table 1 shows the task timings. From the analysis, it was clear that any layer with
the least number of tasks does not benefit from the conventional existing sequential
execution, and the penalty caused to the memory is more. This can be effectively
solved using dynamic parallelism. The impact of dynamic parallelism is explained
theoretically using Amdahl’s law. This law is used to give the theoretical speedup in
latency of the task executed for a workload concerning improved resources. The total
time taken for each taskwithout parallelism is 137.8 ns. The total time calculatedwith
dynamic parallelism is calculated theoretically and is 55.86031128 ns. The overall
speedup can be calculated using Amdahl’s law is 2.5 times.

6 Conclusion

In this paper, the recurrent neural networks were implemented in GPU and TPU, and
the reasons for the poor performance in GPU were explained. The low data reuse
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and the bottleneck in GPU were defined. The main reasons for the unsatisfactory
utilization of GPU for RNN are synchronization overhead and data reuse. In TPU, the
globalmemory accesses and overhead occurred in synchronization are less thanGPU.
The bidirectional long short-termmemory RNNwas studied in this and implemented
in the hate speech application. The acceleration of LSTM is achieved using the TPU.
From the analysis, it is clear that TPU has faster execution compared to GPU for both
binary and multi-class classification. The pitfalls in RNN for GPU are identified, and
suggestions are given. The common pitfalls are identified, and the solutions for the
same are given with detailed analysis.
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Supply Chain Management
in Blockchain Using Hyperledger
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Pravesh Singh, and Vikas Goel

Abstract A track of the products is kept from producer to consumer as a test of
combining the digital and physical worlds. The final consumer has access to a com-
prehensive record of information and can be confident that the information is correct
and precise. Because it employs a distributed public book of account, one of the
emerging technologies, blockchain could be a useful approach in handling supply
chain management. As a result, building supply chain on blockchain helps improve
overall supply chain management as it eliminates counterfeit products, improves
visibility and transparency as well in the supply chain. The following qualities of
blockchain technology make it useful in the supply chain sector: it lowers errors,
avoids product delays, eliminates fraudulent activities, improves management, pro-
motes consumer/supplier confidence, and so on. As a result, we use blockchain
to deploy supply chains to improve overall supply chain management. Blockchain
records information on a wide range of products and/or service transactions, which
are tracked in real time to address a lack of transparency.
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1 Introduction

Whenever someone refers to supply chains, they are basically bearing on a network
of different parties through which a merchandise or product goes through, in order
to reach the consumer from the site of its manufacturing. Most of the supply chains
are developed to scale back the cost, time and also remain competitive in the market.
These supply chains may be for any reasonable level. You might be working with
car manufacturers where the mechanical system is functioning as a supply chain. It
could even be related to a quick food joint where something likeMcDonald’s may be
working as a supply chain. It could even be associated with grocery markets where
the products are being transported from warehouses to retail houses. Some of the
major industries which use supply chain are the car manufacturers, the food joints
like the Walmart, Reliance; the pharmaceutical industry, the automobile industry,
jewelery, brick and cement manufacturers, and so on.

Now, the present supply chain process that provides the solution from the manu-
facturer’s end to the consumer’s end has a lot of problems. One of themajor problems
you will be able to learn through an example is what Walmart faced back in 2018.
They came across some disease in a number of batches of spinach but they could
not determine their origin. They wanted to track back only that batch which had the
disease but they did not have a soundproof system. The only way was to recall all the
spinach back from their retail houses. Tracking and recalling spinach spread across
the country was going to cost them a lot.

Now, such kind of problems can easily be avoided if you are using blockchain.
Walmart concluded the samewhen they conducted a proof of concept and theyfigured
that by using blockchain they could have reduced the tracking time from 21d to 2.1 s.
Some other problems with the present supply chains are counterfeit products. This
is a very serious problem in the drugs [9] and automobile industries [31]. There are
a lot of counterfeit products in the market, and present supply chains are not able to
track them. Then, there also exist problems like less visibility and less transparency
which means people are not able to see what is happening within the system, how the
whole communication is carried out, etc. This creates a huge backlog because now
one cannot trust the system as there is no credibility maintained. Also, the traditional
process of supply chain involves a lot of paperwork and administrative costs which
again hampers the purpose of it all. Now, let us have a look at what blockchain
powered supply chain brings to the table.

One of the primary benefits of using blockchain would be increased traceability
[4, 16]. It would be very easy to track the entire course of an item from source to
destination because audit trails are maintained within blockchain itself. Blockchain
dictates the whole history of transactions so it becomes very easy to travel back
and cross-check the whole transaction. One is also able to remove the counterfeit
trading because now if everything is put in blockchain then nothing can be edited
or updated. The products supplied by the participants of the supply chain will be
the sole products available in the market. Nobody can add in their products, nobody
can remove the products from the supply chain. This also improves the visibil-



Supply Chain Management in Blockchain Using Hyperledger 129

ity as well as the credibility to the system [8]. Blockchain provides immutabil-
ity to the data stored on supply chain. It also reduces paperwork and adminis-
trative costs because most of the things are now available on computers. Finally,
this helps to engage stakeholders because providing an emerging technology like
blockchain as a solution for your supply chain would be a very good standing in
the market and state to your customers that you are on par with emerging technolo-
gies.

The rest of the paper is divided accordingly. Section2 talks about the related work
done by others in this field. Section3 describes the preliminary steps that need to be
taken before one starts building the supply chain management system, and also the
objectives of this study. Section4 contains the proposed solution—howwe are going
to implement the project and its various other aspects. Section5 discusses the end
result—the working application, and finally, Sect. 6 concludes this study.

2 Related Work

Public blockchain, private blockchain, and permissioned blockchain are the three
types of blockchain available [23]. While public blockchains are decentralized peer-
to-peer networks, private blockchains have a centralized authority that controls the
ledger: the main distinction is the level of access that users have. Permissioned
blockchains, on the other hand, run a blockchain among a set of identified and
known participants. In almost all the cases, it is the private blockchain that is used to
implement supply chain management systems. This is because in order for members
of a supply chain to be able to determine the source and quality of their merchandise,
each unit must be tightly coupled with the identity of its specific owner at every step
along the way.

Research done on the application of blockchain to supply chain management and
traceability intended to showcase the benefits that this technology could provide. The
authors introduced a blockchain-based framework in [18], which uses an unclonable
ID created from an SRAM-based PUF to ensure the validity of electronics. Using
blockchain to improve and secure the integrity of electronic supply chains, Xu et al.
[32] gave a complete solution and summary. These two systems, nevertheless, do not
provide detailed device tracing and ownership data. Feng [29] introduced a supply
chain traceability system in 2016 that integrated blockchain and RFID technologies
to identify, track, and monitor the whole supply chain on a transparent and traceable
platform accessible to all system members.

Quite a lot of efforts have been made to modernize the pharmaceutical supply
chains using blockchain-based solutions. Stafford and Treiblmaier [28] have stressed
the importance of securely storing patients’ medical and health records by suggesting
a blockchain-based network to do so. The use of the G-Coin blockchain network
for drug supply chains has been proposed by Tseng et al. [30]. This is a digital
gold currency based on blockchain technology that is resistant to “double-spend”
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attacks in particular. The paper “Blockchain ready manufacturing supply chain using
distributed ledger” [1] describes how blockchain can be used to build a worldwide
supply network.

We will be using hyperledger technology in order to implement blockchain-
based supply chain management systems. Hyperledger Fabric, an open-source [3]
blockchain platform, is one of Hyperledger’s [10] initiatives under the umbrella of
Linux Foundation. You can record transactions in the hyperledger, but they cannot be
altered or erased without the approval of each peer [26]. As a result, the supply chain
benefits fromamore secure and reliable service, aswell as greater data efficiency [15].

3 Prerequisites and Objectives

Hyperledger composer is an application development framework which simplifies
and expedites the creation of smart contracts and Hyperledger fabric blockchain
applications. It allows you to model your business network and integrate existing
systems and datawith your blockchain applications.ByusingHyperledger composer,
you do not require as much experience in development as in other platforms. It offers
its own set of file structures and languages, which are much easier to learn and
grasp compared others. It allows you to create your business model and integrate
with the existing systems present on top of your blockchain. Composer does not
allow you to create a blockchain by itself, it is not a standalone tool. It is more
like a predefined blockchain where you will be creating business applications as per
your use cases. Also, it makes sure that you do not require extensive programming
language experience in Node.js or Java as it has its own structures and templates
that you can directly use to create business networks and smart contracts on top of
Hyperledger Fabric blockchain.

Now that we have gone through the introduction of Hyperledger, we are going
to list out the steps which we have to perform to complete our blockchain network
with Hyperledger Composer. So to start off with, we create a business network
structure using the Command Line Interface (CLI) on a Linux-based system. This
business network structure will include all the different files which we are supposed
to create. This will include model file, transaction processor file, permission files,
and query file. After that we are going to define the business network. This definition
is regarding the modeling language which we are going to provide, the business logic
which we are going to execute, and the permissions which we are going to provide
with permission files.

Once the business network is defined, we are going to generate the business
network archive file using the Composer CLI. This business network archive file will
have the syntax of BNA which can be deployed on top of the run time environment.
Then, we are going to deploy the business network over the run time environment.
Here, we are going to use Hyperledger Fabric and you are going to learn how we
are going to deploy a business network archive file on top of Hyperledger fabric.
Once we have deployed that we are going to test out our network and run a Rest
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server for business network to generate the APIs. These APIs can be utilized with
our front-end application. Finally, we are going to generate a front-end application
from the Composer CLI and there we can execute different transactions and test out
our business network.

The objective of this study is to develop and deploy a working model of supply
chain management in blockchain. Anyone would be able to access the model via its
public URL from a browser and add themselves as a participant. They could then
track their product in the simulated supply chain in real time. Besides enhanced
traceability, other objectives this model fulfills are lowering losses that result from
counterfeit trading, improving visibility over manufacturing of products, reducing
paperwork and administrative costs. It also improves credibility and trust in the
system thanks to its decentralized nature.

4 Proposed Solution

Figure1 shows the detailed structure of our model. The participants and assets are
defined separately to build a business network over hyperledger composer. Hyper-
ledger Composer includes an object oriented language which is used to define the
domain model for a business network (similar to a database model) where different
participants, assets, and transactions will be defined. This language provides a pri-
mary key in order to identify each participant and asset independently. This network
is then run on hyperledger fabric to create a rest server and a front-end application
which can easily be used by laymen. Let us now have a closer look at the various
aspects of the algorithm used for defining this model.

4.1 Defining Participants

For any standard supply chain network, we are going to have the following partici-
pants:

(a) supplier
(b) manufacturer
(c) distributor
(d) retailer
(e) customer.

Each of these participants is going to have a company name and an address. Using
the concept of inheritance, we can create an abstract participant named “Trader” for
example and define all the attributes related to it, like company name and address.
The participants supplier, manufacturer, distributor, retailer, and customer will then
extend this abstract participant “Trader” and inherit all its properties. Each participant
will further have a primary key in order to uniquely identify it.
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Fig. 1 Proposed model

4.2 Defining Assets

Assets are the commodities which are going to be traded by these participants. As
we are dealing with a supply chain, we will have only two assets:

(a) commodity which is going to be traded
(b) purchase order which the participant needs to raise for trading commodities.

Each asset will also have a separate primary key. A commodity can have attributes
like name, description, quantity, price, etc. Every commodity is going to be linked
with a purchase order on top of which the commodity will be traded. We also need
to state who is the current owner as well as the issuer of a given commodity. A single
purchase order can be made for a variety of commodities, i.e., there is no need to
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make separate purchase orders for every commodity. We can define the order status
of an asset as:

(a) initiated
(b) confirmed
(c) delivering
(d) delivered.

Another functionality that can be added here is that of tracking the assets, so we
know the timestamp and location of different commodities at different intervals.

4.3 Defining Transactions

Transactions will be executed by the participants in regard to the assets. A transaction
can be used to initiate a purchase order, transfer a commodity, etc., by a participant.
These transactions help us to manage our blockchain network. Now, we will go on
and define the two transactions mentioned above.

4.4 Defining Initiate Purchase Transaction

Wewill create a function insidewhich the initiate purchase orderwill be defined. This
transaction is supposed to create a new asset that is going to be a purchase order. New
resources will be created using factory API. The vendor in this transaction will be
the participant who is calling this function(that is he is the one creating this purchase
order) and the orderer will be the participant on whom this function is called upon.
Once this new asset is created, we need to store it in our asset registry.

4.5 Defining Transfer Commodity Transaction

Now, we will create another function inside which the transfer of commodity trans-
action will be defined. Its purpose is to track the trade of a commodity from one
participant to another. Consider the following scenario: the supplier provides raw
materials to the manufacturer who then manufactures finished products and sells
them to the distributor. The distributor in turn hands these products to many retailers
from where the end-user can eventually buy them. Every participant in this scenario
maintains a record (or receipt) of what was bought sold and by whom. The raw
materials and finished products are the commodities here whereas the receipts are
the purchase orders. The business logic behind this will be to receive a commodity
inside this transaction and assign a new owner to it. The participant performing the
transfer of commodity will be the one to call this transaction function. We have to
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make sure that only the participant who is issuer of the commodity is able to perform
the transaction. The tracking and ownership details of the commodity will have to
be updated as per the current status. All the changes will then be saved in the asset
registry.

4.6 Defining Access Control for Participants

Here, we define the rules and regulations for transaction assets and admin inside
the business network in a permissions file made available to us by the hyperledger
modeling language. A participant will have reading access to commodities owned
by him. Vendors and orderers should also have reading rights for their respective
purchase orders. All participants can access the transfer commodity transaction. A
participant can transfer only those commodities which he owns. Furthermore, he will
have reading access to only his transactions. Participants will be allowed to create
their own commodities (if they are owners) as well as their own purchase orders (if
they are orderers). Vendors and orderers can read their respective transaction records.

4.7 System Access Control Definition

Now that we have defined what the access control rules for the admin will be like,
here we define what kind of feature sets or access control rules other participants
will have in the network. We will create a system access control rule which grants
all permissions and access to each and every participant, so that they can log into the
business network and perform transactions. Restrictions to these rules are already
defined in access control rules for participants in the subsection above, based on the
type of participant.

4.8 Defining Queries for Participants and Assets

Nowherewill define the queries for our business network in order to retrieve informa-
tion about participants and assets. A typical query inside the query file in hyperledger
composer follows JSON format. Every query will have two attributes: description
and statement. Description attribute elaborates what the query is doing, whereas
the statement attribute defines the rules of the query and can have many operators
associated with it (quite similar to SQL).
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5 Result

After deploying the business network, it is time to go into generating a Rest server.
Hyperledger Composer offers you a Rest API which can be generated for your busi-
ness network. When you paste the URL in a browser you will see the Hyperledger
Composer reservoir will start and generate the API as shown in Fig. 2. You can
browse the API and use the get, post, head, put, delete, etc., methods. So in this way,
you will be able to interact with the business network. You will be able to create new
commodity, customers, and distributor. You can also call in the transactions using
the API. You can initiate a purchase order and pass in the information to generate a

Fig. 2 Rest API

Fig. 3 Example data
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Fig. 4 Front-end application

transfer commodity. All these different operations have been listed and are available
as APIs to use. These APIs can be utilized with the front-end application to exe-
cute different functionalities with the business network. All the different operations
related to different types of assets and participants are listed.Moreover, if you expand
operations you will see a query field available for all the APIs. You can try these
APIs out at your end, try to submit a new value, and create a new community or
distributor or a participant. To do that you can use example data as shown in Fig. 3,
modify the different contents and finally click on “try it out” to try out the API’s.
Make sure you have the correct JSON response while you are trying out the API’s.
The final front-end application will look like Fig. 4.

6 Conclusion

The primary goal this study achieves is increasing traceability in supply chains.
Blockchain validates data sharing without the need to change the systems that each
entity has and thus enabling greater traceability of products across multiple partners,
locations, and facilities. Each stakeholder is able to view the same data on a product’s
life cycle. Since every product is traceable and the system transparent, duplicate
products do not enter the supply chain which significantly reduces the losses incurred
due to them. Moreover, one-up/one-down visibility can limit supply chain networks.
Blockchain-based supply chain solutions offer authorized players with improved
visibility across all supply chain activities thanks to distributed ledger technology
that gives a shared, single version of the truth. There is no central authority or any
other third party involved in this supply chain; hence, no unnecessary paperwork nor
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any extra cost is involved. Ultimately, this model aids participants in keeping track of
price, date, location, quality, certification, and other pertinent data in order to better
manage the supply chain.

The proposed model has several merits and virtues over other models. It pro-
vides immutability as the data is stored on blockchain. You will be able to track the
commodities because the model maintains audit trails within the blockchain itself. It
maintains the identities of participants within the supply chain. Finally, it provides
built-in security throughout the system as a characteristic feature of Hyperledger.
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Jyoti: An Intelligent App for Women
Security

Pooja Pathak and Parul Choudhary

Abstract In today’s world of rapid urbanization, a new research chapter in social
relations and women’s safety has begun. With this wave of urban transformation
comes a growing sense of loneliness and helplessness among certain social groups.
Women’s safety is a major issue in this situation, not only for the poor but also for
civilized women. Weaknesses in the situation women’s safety plans, practices, and
guidelines exist to reduce violence againstwomen and their fear of crime.While alone
walking or traveling,women should be aware of their surroundings. The advancement
of technology may also contribute to women’s safety. Our proposed application is
“Jyoti” for women’s safety. This application helps to prevent female homicide.When
a female is in a bad situation, the application will send a message to trusted people
and the police will go to current location. This application has unique feature that
it sends messages to trusted people at regular intervals while shaking the phone. It
also calls for the first trusted contact to assist in an emergency. It will help to reduce
female crime.

Keywords Audio · Global positioning system (GPS) · Video recorder · Security
app · Switch

1 Introduction

Women are not safe today. Whenever she travels alone at night, if something goes
wrong, she always needs a help and wanted family members nearby to protect her,
which is impossible. The smart phone is one mode of communication, but she can’t
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always call or ask for help. If her phone has a security application that allows her to
connect with her family, it may help women overcome insecurities.

According to various sources, 93 young ladies are assaulted daily in India.

• The number of assaults in 2013 was 1636, double that of 2012.
• 15,556 assault victims were aged between 18 and 30 in 2013.
• 16.5% of all crimes against women were committed while traveling in 2014.
• From 2010 to 2014, 15.95% (212,880) of all cases (1,333,973) involved young

ladies being accused of wrongdoing.

This app is for women’s safety. Unlike other similar apps, this app’s location and
background sounds are updated frequently.

Authors developed an android model that sends an email with the message [1].
Saranya andKarthik [2] features “Alarming neighbors by loud noise,” “Auto dealing,”
and “Finding location of nearby police station and hospitals.” Authors designed an
app that sends the location of a place via GPSwith a single click [3]. This application
sends messages to trusted contacts every five minutes until the “stop” button is
clicked. This work [4] gives an overview of Android’s architecture and component
models. It analyzes an Android app’s anatomy. Murphy [5] explains the concept
of Surekha, a woman in trouble receives a message from the app. Bhardwaj and
Aggarwal [6] and Hagen [7] explores how a queer security analysis reveals how
heteronormativity and CIS privilege sustain the current gendered violence analysis
gap. When using an Android application, the device and the phone are synchronized
via Bluetooth. It also records audio for further investigation.

2 System Design

2.1 Existing System

An existing application are discussed below.

1. Safetipin: The app has threemain features: crisis contact numbers, GPS tracking,
and safe area bearings. This app also saves the safe zones and their well-being
scores for quick access [8, 9].

2. Women security: This application will send an SMS to a specific phone number
and then take three pictures with the back and front cameras, which are stored in
the database.

Himmat: To use the app, the user must first register with the Delhi Police. On
completion of the application process, an OTP is sent and checked. As soon as the
client sends an SOS alert from the application,GPSdata and video/sound information
are sent to the police control room, and then the police respond.
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3 Proposed System

The framework is designed to integrate multiple options such as GPS. However, it
also includes all the features of the most popular applications. Registration with a
login id and a secure password is required. As a result, users should regularly update
their emergency contact numbers. Google Map location with volume button will be
enabled once the user travels. Once GPS is activated, the application will track the
user and send an alert message to the crisis contacts. The client can use the protected
telephone application to call the free helpline numbers. If the client wants to change
the profile picture, they can do. The framework is modified to meet the needs of the
anticipated application.

3.1 Features

Sign up and Maintenance

1. First, the usermust registerwith their full name, phone number, and email address
in the sign-up page.

2. An one-time password (OTP) is sent to the user’s email. Then enters the OTP
(verification code) to complete the registration. The user is then sent a message
to complete the registration.

3. Users can manage their emergency contacts.

3.2 In an Emergency

• Sending user location.
• A phone shake alerts your recipient.
• Addition of audio recording.

It can capture video footage of the crime scene. Then it’s sent to the contacts.

3.3 Workflow Chart (WFD)

The proposed application has four modules that are shown in Fig. 1: the login, sign
up, alert message, and danger location. The sign-up module accepts name, phone,
email, and password. The user is informed that “registration was successful”. Then
re-login to the home page to save up to five trusted contacts. In case of an emergency,
the contact persons will be notified. The user can update these five contacts at any
time with proper authentication.
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Fig.1 Workflow diagram

3.4 Data Flow (DFD)

An information development framework is depicted and investigated using data
flow diagram (DFD). It shows the data stream and the changes as it moves from
contribution to yield.

3.4.1 DFD 0

Figure 2 shows the system model description.

3.4.2 DFD 1

Figure 3 depicts the separation of all modules and the application system. This
module contains DFD sign-up module with four options. After registering, you can
send messages, save contacts, and manage contacts.
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Fig.3 Network architecture of Jyoti

3.4.3 DFD 2

Figure 4 is differentiating the modules between front end and back end. In this
module, the details are fetched from the database.

4 Technology Used

4.1 Firebase

The database is live. Firebase is a cloud-based client database validation framework
that stores a confirm client’s details. No SQL database is in Firebase because it uses
node; its administration is faster than other web administrations.
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Figure 5 shows how the application network connects to Firebase. It stores data
in a database. This will upload the data to the cloud. We can also see how data is
saved into our database and who updates the data.

4.2 Conditions for Optimal Function Application

• Location updates are preferred on phones with long battery life and high Internet
speed.

• Every smartphone must have GPS.
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Table 1 Comparative study between existing women security app and Jyoti

App features Safetipin Jyoti Himmat Women Proposed application

SOS � � � � �
Shortcuts � �
Police alert � �
Audio � � �
Camera � � �
Real-time database � � �
GPS tracking � � �

4.3 Comparison Table of Existing Applications

Such application has all the details but what are the features are broken? Therefore,
all features in our application work safely. We can add more options like calling,
tracing, etc., in the future. So, our application is very flexible and easy to use. Table
1 lists the app’s features.

5 GUI of Jyoti Application

5.1 Login Page

Figure 6 is the login page. Our application requires an email and password to login.
Then email verification is required [9], and an OTP is sent to that email.

5.2 Sign up

In Fig. 7, the sign-up page is 7, and its registration requires name, email, password,
and mobile number. User gets alert after successful registration (Registration is done
successfully).

5.3 Contact Page

See Fig. 8 for details on how to contact your parents and other trusted people in case
of any emergency. We can also save the cops. Currently, we can save five numbers,
but in the future, we can save many more. Following that we notify the numbers.
Anyone can change the numbers by selecting edit contacts on the danger location
page of proposed application [10].
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Fig. 6 Login page

Fig. 7 Sign-up page
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Fig. 8 Contact page

5.4 Location Page

Figure 9 shows the user’s location in a dangerous situation. On the location page,
you can see your coordinates. This coordinate will help locate the user or the area
where they are currently located. Each contact in our database receives an offline
message [11, 12].

Figure 9b shows a red danger button. Pressing that button sends a text message
to the trusted contact numbers that store the coordinates and the message as shown
in Fig. 9a.

Fig. 9 a, b Location page of Jyoti
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6 Conclusions

This is the “Android application” for women’s safety. Women can use this app at
anytime and anywhere when they feel unsafe, such as alone in a taxi at night. So, they
can easily share their location with their loved ones. When they click the button, it
updates all authorized contacts with the location. This application ensures women’s
safety.
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Performance Analysis of Machine
Learning Algorithms in the Systematic
Prediction of Chronic Kidney Disease
on an Imbalanced Dataset

M. Revathi, G. Raghuraman, and J. Visumathi

Abstract The applications of artificial intelligence in the field of medicine is
growing rapidly. Huge volume of patient related data is available and if this data
is properly utilized, it will be helpful in the diagnosis as well as treatment of many
diseases. Chronic kidney disease (CKD) is a progressive reduction in the function of
kidney which is not reversible. During the progress in disease development, patients
may suffer from other health issues like diabetes, high blood pressure, anaemia etc.
At the end stage, dialysis will be a temporary solution and kidney transplantation is
the permanent solution. The progress of the disease towards end stagemay stop, if we
identify the disease at the earlier stage and accurate treatment is given. Nowadays,
machine learning as well as deep learning algorithms helps the medical experts in
the prediction of many diseases. In this work, various algorithms have been used in
the prediction of CKD and a comparison of results have been done. It is found that
artificial neural network (ANN) is able to predict the disease with higher accuracy
than the other algorithms being used.

Keywords Machine learning · Chronic kidney disease · Classification · Artificial
neural network

1 Introduction

In general, food is taken by a human being and it is converted into energy [1]. The
needed energy will be absorbed and sent into the blood and unwanted waste will
be sent out. Our body organs will release chemicals into blood which needs to be
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filtered out. Kidney is an important organ in our body which is useful for filtering the
wastages fromour blood.Thewastes are sent alongwith thewater in the formof urine.
Blood cells [2] are produced in bone marrow and its lifetime will be approximately
120 days. After that the blood cells will be destroyed and new cells must be created
for the successful body function. Erythropoietin is a hormone produced by kidney
and it helps in the generation of blood from the human body. In case of kidney failure,
erythropoietin will not be produced, new blood cells will not be created and thus the
person will be anaemic.

Kidney is the organ that helps in the production of Vitamin D which is needed
to absorb calcium from the food taken. Calcium is an important vitamin which is
important for the growth of bones and teeth in a healthierway. IfKidney fails, Vitamin
D will not be produced. Without Vitamin D, calcium will not be absorbed and all the
calcium in our food will be sent out as waste. Potassium is the most dangerous waste
formed in the blood and its level should not go above 7. Normal value of potassium
should be 3.6–5.2 mmol per litre (mmol/L). In case of kidney failure, the level of
Potassium in blood will increase. If it goes above 7, the function of heart will be
stopped, brain enters into coma and muscles will not work.

Hydrogen (H+) Ion is the next dangerous chemical formed from blood. If Kidney
function fails, the amount of H+ ions will increase. When H+ ion increases, the level
of PH decreases and acidic level of our body gets increased and thus the body organs
will be damaged. Ammonia is another dangerous chemical formed from blood and
its normal value should be 60. Increased level of ammonia will make the person to
enter into unconscious stage. Ammonia is insoluble in water and cannot be converted
into urine. Ammonia will be converted into urea and sent out as urine with the help
of kidney and liver. In case of kidney failure, the amount of Ammonia in blood will
also increase.

There are many causes for kidney disease [3] which includes age, hypertension,
diabetes, increased body mass index (BMI), smoking habit, food habits, hereditary
kidney diseases and infections due to bacteria, virus, and parasites etc. Hypertension
causes blood to flow forcefully into kidney and thus kidneywill be affected. Diabetics
increases osmolality and can cause kidney damage.

Due to increased osmolality, more amount of urine will be generated. Most of
the blood vessels in kidney will be damaged and thus the needed oxygen will not be
supplied to kidney. The chemicals in the pain killer tablets that we take also affects
the nephrons in kidney. The change in food habits can also affect the kidney. If
BMI (obesity) is increased, the work of kidney will be increased and thus it will be
affected. If enough water is not taken by a person, stones will be formed in kidney
and thus affects kidney function. Thus, kidney acts as a filter [4], retains the needed
energy from blood and unwanted materials will be sent out. If kidney is damaged,
needed energy will be sent out and unwanted materials will be retained. One of the
wanted material is albumin, and it will be sent out when kidney is damaged. Since
needed materials are sent out, our immunity will be reduced and there is an increased
chance of diseases.

Chronic kidney disease (CKD) [5] is defined as a progressive reduction in the
function of kidney which is irreversible. There are two methods [6] to identify the
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Table 1 Categories of CKD

Different stages Filtration value Explanation

I Greater than or equal to 90 Slight damage without loss in the function of
kidney

II Sixty to eighty nine Damage with mild loss in the function of kidney

III Thirty to fifty nine In range of low to severe loss in the function of
kidney

IV Fifteen to twenty nine Heavy loss in the function of kidney

V Less than fifteen Failure of kidney

prevalence of CKD: reduced glomerular filtration rate (GFR) and increased urea
content in albuminuria test. Using urinalysis, biopsy and imaging, the structural as
well as the functional abnormalities in kidneys could be identified. The estimation
of GFR is done based on the concentration of creatinine in serum along with features
such as age, sex, and origin using Modification of Diet in Renal Disease (MDRD)
equation. Based on the value of GFR, the CKD can be categorized as stages of five
as illustrated in Table 1.

When GFR value is less than 15 [5], the kidneys will be fully damaged and the
ability of filtering the blood cannot be done in the usual way and this stage is known
as end stage renal disease. When this end stage is reached, two options are available
for the patient to survive: Hemo-dialysis and kidney transplantation. Hemo-dialysis
is a technique of filtering the blood which is done for a duration of 4 h and it should
be done three times per week. Kidney transplantation provides a better solution than
Hemo-dialysis to patients. With kidney transplantation, the patient will be able to
lead a normal life with improved renal function.

The amount of medical data grows exponentially on day-to-day basis and this in
turn increases the need to analyse those data [7]. If medical data is properly analysed,
it can be used to cure many diseases at earlier stages. Artificial Intelligence (AI) is a
technique in which Intelligent machines that mimic human are created. Nowadays,
AI is an important technique that helps doctors to accurately predict the disease and
also to analyse and suggest patient specific treatment. In AI, machines will perform
the operations for which it is programmed.

There is a sub-area of AI called machine learning (ML) [8] which helps in
producingmachines that can automatically learn from examples and does not require
to be programmed explicitly. Supervised machine learning, unsupervised machine
learning and reinforcement machine learning are three broad classification of ML
techniques. The supervised learning algorithms takes the datasets with pre-defined
labels as input and learns from it. The two main categories of supervised learning are
classification and regression. The unsupervised learning algorithms takes unlabelled
datasets as input and they try to extract the pattern and features from those input
datasets. The main example of unsupervised learning includes clustering. Reinforce-
ment learning works on basis of trial and error and it uses the concept of reward and
punishment.
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Deep learning [9] is a subset of ML which imitates human brain in processing the
records. DL is preferred over ML for the following reasons: (i) the performance of
DL is directly proportional to input data size. Since huge volume of medical data is
available, DL performs better thanML. (ii)Medical data can be of any type including
images, Genetic expressions, text, or signals. DL can process all input types more
efficiently than ML. (iii) In ML, fundamental information about the dataset must be
processed manually while in DL it is obtained automatically.

In this paper,MLmethods are applied to theCKDdataset. Amongst thosemethods
taken for analysis, it is found that ANN performs better than other algorithms. A
feature selection method based on dispersion measure is chosen in order to retain
the attributes that are highly relevant to the classification task. Also the attributes
that occurs repeatedly (redundant) and irrelevant to the classification task needs to
be eliminated from the dataset considered as input. Then the new CKD dataset is
given as input to ANN which shows improved results than dataset with original set
of features.

2 Related Works

In [10], Zhang et al. usesANN for predicting the survival of patients with CKD. Since
multiple inter-related health factors such as high blood pressure, cardio-vascular
disease can also influence the patients survival, authors have used ANN to establish
a mapping from inter-related health factors to the survival of patients.

In [11], Yildirim investigates how the performance of the neural network algo-
rithms are affected by using imbalanced datasets. Sampling techniques were applied
on the dataset to overcome the problem of imbalanced distribution of dataset. A
comparative study of using different under sampling and over sampling techniques
was done. Back propagation neural networks was used to find the patterns in the
dataset for predicting CKD. The learning rate of neural networks is varied and the
corresponding results were compared.

In [12], Islam andRipon have evaluated the effective execution of various boosting
classifiers, Ant-Miner procedures, and J48 decision tree in predicting CKD. The also
demonstrates the relationship between attributes that are used to predict CKD. In
[13], Bhaskar and Manikandan devised an algorithm known as correlational neural
network (CorrNN) and it is combined with SVM to enhance the precision of the
devised algorithm. In this work, authors found that the overall computational time is
reduced by 9.85%.

In [14], Pradeepa and Jeyakumar suggested that the earlier detection and stage
categorization of CKD is important. But due to the redundant and high dimensional
data, earlier detection, and categorization is difficult. In this work, authors introduced
a self-tuning spectral clustering algorithm to overcome the effects of high dimen-
sionality and redundancy. The resulting new data dataset is given as input to various
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algorithms like deep neural network (DNN, random forest (RF)), ANN, support
vector machine (SVM), and K-Nearest Neighbour (KNN). The authors found that
SVM and KNN shows better results.

In [15], Ma et al. devised heterogeneous modified artificial neural network
(HMANN) for the identification and classification of kidney damage in the earlier
stages. The concept of SVM andMulti-Layer Perceptron (MLP) is also used. In [16],
Almansour et al. uses mean of attributes to all the values that are found to be missing
in the dataset. The SVM and ANN algorithms were used to predict the prevalence
of CKD and it is found that ANN performs better than SVM.

In [17],Akter et al. used various feature selectionmethods likeWrapperMethod—
CFS (Correlation Based Feature), Recursive Feature Elimination (RFE) and LASSO
regression are used to find the most relevant features from the CKD dataset. The
resultant dataset is given as input to various algorithms like ANN, Long Short-Term
Memory (LSTM), Gated Recurrent Unit (GRU), Bi-Directional LSTM and MLP.
Experiments shows that ANN andMLP has produced higher accuracy of prediction.
In [18], Elkholy et al. modified Deep Belief Network with different activation func-
tion and loss function. The activation function used is softmax and the loss function
used is cross-entropy. The experiments shows that the prediction accuracy is 98.5%.

In [19], Alloghani et al. applied various algorithms like logistic regression, neural
networks, RF and decision trees for the prediction of CKD. Multiple factors along
with Estimated GFR (eGFR) are considered for the prediction of CKD and the results
shows better performance. In [20], Revathi et al. analyses the performance of various
algorithms in the prediction ofCKDand found thatGradientBoosting performsbetter
than other algorithms.

3 Methodology

Artificial neural network (ANN),NaiveBaye’s, logistic regression,K-NearestNeigh-
bour (KNN), decision tree, and support vector machine (SVM) are the classification
techniques used in this paper. Each of these techniques has been briefed. Figure 1
shows the steps generally followed by a supervised machine learning algorithm.

Fig. 1 Working steps of supervised ML algorithms
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3.1 Artificial Neural Network

Human brain is made up of billions of neurons and interconnection amongst all
neurons makes brain as a complex systemwhich is capable of many new discoveries.
Axons, body cell, and dendrites are the three important components in a neuron. The
use of dendrites is the reception of incoming data that arrives from other neurons and
axons are used to transmit information to other neurons. Artificial neural network
(ANN) [21] is a technique for implementing the working of brain in machines. ANN
imitates the structure as well as function of the neurons in human brain [22].

ANN is made up of many neurons (basic processing unit) [21] and these neurons
are organized into layers which is categorized into three types: input layer, hidden
layer and output layer. Each of the layer is an aggregate of group of nodes referred as
neurons. Figure 2 shows a simple model of ANN which has only one hidden layer.

(i) Input Layer: There should be only one input layer. Data in the form of patterns,
images, signals are sent as input to this layer. The data are sent in the form
of values in vectors. Some form of pre-processing of data is done for getting
better results.

(ii) Hidden Layer: There can be one or more hidden layer. The inputs are sent
along the weighted edges to the hidden layer. First the hidden layer computes
the sum of product of each of the input values and its corresponding weights,
and the result is summed with the bias value given by Eq. 1.

Fig. 2 ANN with 1 hidden layer
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f (X) =
n∑

i=0

(xi ∗wi ) + bias (1)

The value of f (X) is then given to activation function which has some
threshold value. There are many activation functions like Binary, Sigmoid,
ReLu etc., and these activations determine whether the neurons can be fired or
not. The neurons that can be fired will send its value along with the weighted
edges to the next layer. This process continues for several layers of hidden
layers and finally the values will be passed as input to the last layer i.e. the
output layer.

(iii) Output Layer: There can be only one output layer. This is the last layer and it
is responsible to determine the results. The results are calculated based on the
values received from the previous hidden layer.

Activation function [23] has amain important role in theworking of ANN. It helps
the ANN to make use of relevant features while concealing the effect of irrelevant
features in the input dataset. Activation function introduces the property of non-
linearity to the network that ANN builds. The following are some of the commonly
used activation functions:

(i) Binary Step Function: Here, a value will be chosen as threshold and the input
value will be compared against the threshold value. The neuron will fire, i.e.
it sends its computed value to neuron of next layer only if the exceeds the
threshold as given in Eq. 2.

f (x) =
{
0 for x < threshold
1 for x ≥ threshold

(2)

(ii) Sigmoid Function: This is commonly used when the value of output is decided
based on probability. The function defined is differentiable and this derivative
value will be used by the neural network learning algorithm. The input to the
sigmoid function will be any real value and the value of output is from 0 to 1
and the function is given by the Eq. 3.

f (x) = 1

1 + e−x
(3)

(iii) TanH Function: This function is similar to the above defined sigmoid function
but the difference is that the value which is real in nature is given as input to
the tanH function and the value of output is from −1 to 1 and the function is
given by the Eq. 4.

f (x) =
(
ex − e−x

)

(ex + e−x )
(4)
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When compared to sigmoid function, the use of tanH activation function is
more. This is because of the efficiency of the tanH activation function in the
artificial neural network.

(iv) SoftmaxFunction:This function is developed to overcome the drawbacks found
in sigmoid function. Softmax function uses the concept of relative probability.
The binary class categorization problem makes use of sigmoid function while
for classification problemwith numerous classes Softmax function is used. The
function is given by the Eq. 5.

softmax (xi ) = exp(xi )∑
j exp(xi )

(5)

(v) ReLU Function: This function produces better performance when compared to
any activation functions. It uses the concepts of linear transformation function
and it also uses the concept of threshold. Here, if the input value is less than 0,
the output will be zero else the output will be same as input value as given in
the following Eq. 6.

f (x) = max(0, x) =
{
xi if xi ≥ 0
0 if xi < 0

(6)

3.2 K-Nearest Neighbour (KNN) Classification

One of the popular supervised learning algorithm is KNN [24] in which labelled
datasets are used. It is used for the applications of classification as well as regression.
KNN relies on the observation that the instances that are similar in characteristics
will appear nearer to each other. Distance is an important measure in determining
how similar the objects are. If distance is smaller, the objects are closer to each other
and if the distance is higher, the objects are dissimilar.

KNN is called as Lazy Learner, since the algorithm will not do training in prior
[25]. The working of the algorithm starts only after the test data set is received. The
value of K should be initialized in prior. Once the test data is received, the distance
between the new unknown data points and all of the data points in training data
should be calculated. The distance should be sorted in ascending order and the top K
training data points should be considered as neighbours of the test data. The majority
class amongst the neighbours should be assigned to the test data.

There is no predefined method for selecting the value of k [26] and it is selected
based on trial and error method. The most frequently used measure to calculate the
distance between instances is Euclidean distance which is given by Eq. 7 in which
the instances are (x1, y1) and (x2, y2),

d =
√

(x2 − x1)
2 + (y2 − y1)

2 (7)
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Fig. 3 Step-by-step execution concept of KNN

Figure 3 shows the Step-by-Step Execution Concept of K-Nearest Neighbour
classification. The value of k is assumed to be 3. At first, the data with class labels
(circle and triangle) will be placed in its appropriate position. Next when a new data
point arrives, distance between the new incoming unknown data point and all of the
existing data points needs to be estimated. Since k is 3, the first three data points that
is at smallest distance from new object is considered (two circle and one triangle).
Since the major class amongst three neighbours is circle, the new object is assigned
to the class circle.

3.3 Naive Baye’s Classification

Another popular supervised learning algorithm is Naïve Baye’s [27], and it depends
on the concepts of Baye’s Theorem (Probabilistic theorem) which is given by Eq. 8.

P(A|B) = P(B|A) ∗ P(A)

P(B)
(8)

In which A and B are events and P(B) �= 0. P(A) is termed to be Prior probability
[28] and it represents the chance in which event A will happen and P(B) represents
the chance in which event B will happen. P(A|B) is known as Posterior probability
and it demonstrates the chance in which A occurs only when event B occurs. The
equation is developed by assuming that there will independence amongst the features
used in the input dataset. It uses the concept of probability to find the class of the
new data objects. There are three types of Naïve Baye’s Classification [29].

(i) Multinomial Naïve Baye’s: It is used in classification problem where the test
datamaybelong to different types of classes.When the input dataset has discrete
set of features (such as word counts), Multinomial Naïve Baye’s approach is
used.

(ii) Bernoulli Naïve Baye’s: It is similar to Multinomial type but the classification
will be boolean (yes or no).
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(iii) Gaussian Naïve Baye’s: It is applied in a situation where the predictor variables
are continuous data. Gaussian distribution is used to sample these values. A
curve which is bell shaped is formed using the data points and with the average
value of the attributes the curve will be symmetric.

3.4 Logistic Regression

One of the famous supervised learning algorithm is logistic regression [30], and
it acquires its name from the fact that it uses logistic function. The logistic
function/sigmoid function is given by Eq. 9.

sig(z) = 1

1 + e−z
(9)

This function resembles a curve in the shapeofS and itwillmap the input into value
between 0 and 1, i.e. the logistic function tries tomap the input values to probabilities.
This methods is used find the relationship between the dependent feature and one
or more predictor feature. It is well suited for binary class classification [31]. Since
logistic function is used, it is difficult to understand the predicted output as a linear
combination of inputs. The output feature in logistic regression will be of categorical
type. So, the output will be either true (0) or false (1) similar to the prediction of cells
as cancer affected or not. The input feature can be in the form of either discrete or
continuous. Logistic regression can effectively find the features in the input dataset
that are helpful in the accurate classification.

The idea behind both the linear regression and logistic regression are almost same
[31]. The difference is that for regression problems, linear regression is used and for
classification type of problem, logistic regression is used. In linear regression, we
will try to position the new unknown data point in the constructed regression line.
But in Logistic regression, we will try to position the new unknown data point in a
‘S’ shaped curve with the help of the logistic function.

The logistic regression model relies on the use of threshold value. Initially, a
suitable threshold value is chosen. The output of the logistic function is matched
against the threshold value. If the value of the output exceeds the threshold, then it
will be placed in class true (1). If the value of the output lies below threshold, then
it will be placed in class false (0). Figure 4 represents the logic behind the working
of logistic regression.

3.5 Decision Tree

One of the most commonly used supervised learning algorithm is decision tree [32]
and it constructs a tree based structure for classification. The leaf node in the tree
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Fig. 4 ‘S’ curve of logistic regression

represent class labels and every node that is internal (not leaf node) will indicate a test
that applies to the attributes. The major issue in building the tree is the identification
of attribute nodes at each level which is referred to as the selection of attributes.
Techniques such as information gain as well as Gini Index are the two popular
methods employed for attribute selection.

Two kinds of nodes are identified in decision tree, namely decision node and leaf
node [33]. The decision node represents the attributes whose value is to be compared
and based on the test on attribute the nodes will follow downwards towards the
leaf node. The leaf node represents the class of the new input data. There will be
links/branches from decision node but the leaf node act as terminal node of the tree.
Decision tree is preferred due to the fact that the tree structure will give easy and
better understanding. The working flow of the decision tree which starts from top
root node towards the leaf node.

The algorithm works as follows [34]: Initially, all the data points will be kept
in single node called root node. Next, we will use attribute selection techniques to
find the best attribute to classify the objects. The best attribute will be made as the
decision node. Relying upon the value of that best identified attribute, the original set
of whole objects is divided into two subsets. The above steps needs to be replicated
for the obtained subtrees. This procedure continues until we reach a stage in which
the dataset cannot be further classified.

Information gain and Gini index are widely used methods for selecting best
attribute. Information is a mechanism that calculates the amount of data/information
that each attribute contains about the class. The attribute with the value of higher
information gain will be chosen as first decision node. The process will continue until
the information gain of all child node reaches 0. Equation gives the calculation of
Information gain where ‘S’ indicates the ‘set of all objects’, ‘A’ indicates ‘attributes’,
‘Sv’ indicates the ‘objects in S with v as value for attribute A’ and ‘values (A)’ indi-
cates ‘the set of all possible values for the attribute A’. Equations 10 and 11 shows
the calculation of entropy which is used the calculate the level of impurity.

Gain(S, A) = Entropy(S) −
∑

v∈ values(A)

|Sv|
|S| Entropy(Sv) (10)

Entropy(S) =
c∑

i=1

−Pi log2Pi (11)
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Gini Index is another attribute selection measure that calculates how often the
incoming new data is classified incorrectly. The attribute with lower value of Gini
index is first chosen and the process continues. Equation 12 shows the calculation of
Gini Index.

Gini − Index = 1 −
∑

j

P2
j (12)

3.6 Support Vector Machine (SVM)

Themost well-known technique for classification problem is support vector machine
which is a supervised machine learning approach. SVM can also be used for regres-
sion type of problems. A graph with n-dimensions is constructed where ‘n’ repre-
sents the value of total number of attributes found in the dataset considered as input.
Initially, all the data objects will be placed as points in the graph of n-dimension.
Many lines can be drawn in the graph between objects. The goal of this SVM is
to find the suitable line that will be used to distinguish the group of one of objects
from another group of objects. This kind of identified suitable line is referred to as
hyperplane. Figure 5 shows an example of hyperplane in SVM.

Hyperplanes can be many dimensions and the number of dimensions depends on
the number of features in input dataset. If two features are present in input dataset,
then hyper-plane will be the kind of straight line. If three features are present, then
hyper-plane will be a plane with two dimension and so on. The objects that appears
closer to the hyperplane and influence the location of hyperplane is referred as support
vectors. SVM generally belong to two categories:

(i) Linear SVM: In linear SVM classifier, it is possible to find a single straight line
to distinguish the group of one class of objects from the group of another class
of objects.

Fig. 5 SVM in 2D



Performance Analysis of Machine Learning Algorithms … 161

Fig. 6 Selection of best boundary line

(ii) Non-Linear SVM: In non-linear SVM classifier, it is not possible to find a single
straight line to distinguish the group of one class of objects from the group of
another class of objects.

Figure 6 shows two possible lines that can be drawn to separate the class of one
object from another class of object. The line in right hand side is preferred since it
has maximum marginal distance (distance form hyperplane to margin). SVM uses
a special type of function called kernel to convert the objects in non-linear form to
linear form. The kernel function will take the data objects as input and transform
them in the needed form.

The following are some types of frequently used kernel functions:

(i) Linear Kernel: When there are lot of attributes in input dataset, this kernel
function is preferred and it is computed using the Eq. 13 where x1 and x2
represents data samples.

K (x1, x2) =
∑

(x1 · x2) (13)

(ii) Polynomial Kernel: This is considered to be the generalised view of linear
kernel and it has its applications in image processing and is calculated using
the Eq. 14.

K (x1, x2) = ((x1 · x2) + 1)d (14)

(iii) Gaussian Radial Basis Function Kernel: This is considered to be the preferred
kernel function in SVMclassifier. It does not demand for any information about
the data in prior and gives better classification results and is found by the Eq. 15.

K (x1, x2) = exp
(−γ ‖x1 − x2‖2

)
(15)

The variable gamma can take any values between 0 and 1 and the most
frequently used gamma value is 0.1.
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(iv) Sigmoid Kernel: The sigmoid kernel is very much preferred in the area of
neural networks and is given by the Eq. 16.

K (x1, x2) = tanH
(
αxT1 x2 + c

)
(16)

4 Results and Discussion

4.1 Dataset Description

Figure 7 shows the distribution of disease amongst the persons considered. From 400
persons taken into consideration, 250 has CKD and 150 doesn’t have CKD. Analysis
of different attributes of the input dataset has been done to find the importance of
attributes in prediction of CKD. Proper preprocessing and normalization techniques
have been applied to remove missing values and to keep the value of attributes within
specified range. This is done because the presence of missing values and large range
of values may affect the prediction of output and thus the prediction accuracy may
not be obtained as expected.

The input dataset for the prediction of chronic kidney disease dataset is retrieved
fromUCImachine learning repository [22]. There are a total of twenty five attributes
and four hundred objects in the UCI dataset. Out of 400 total instances, 250 instances
are of class ‘CKD’ and 150 instances are of class ‘Not CKD’. Out of the 25 attributes

Fig. 7 CKD class distribution
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available, 11 attributes belongs to the category of numerical type and 14 attributes
belongs to the category of nominal type.

Figure 8 shows the correlation amongst various attributes in the input dataset.
Correlation analysis is a technique to discover the relationship/Patterns amongst the
attributes in the input dataset. Correlation can be either positive values or negative
values. Positive correlation values demonstrates the fact that when the value of one
correlated attribute gets shoot up, the value of another attribute also gets increased
(directly proportional). Negative correlation values demonstrates the fact that when
the value of one correlated attribute gets declined, the value of another attribute also
gets decreased (inversely proportional). If value of correlation is 0, we can infer that
there is no relationship between the two attributes.

Table 2 shows the analysis of the impact of red blood cells in the cause of chronic
kidney disease. Totally there are 77 persons with abnormal red blood cell. Out of 77
persons, 76 has CKD and 1 is non-CKD. So if red blood cells are abnormal, there are
high chances of occurrence of chronic kidney disease. There are totally 323 persons
with normal red blood cells. Out of 323 persons, 174 has normal red blood cells and
149 has abnormal red blood cells. It has been observed that in persons with normal

Fig. 8 Correlation amongst attributes
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Table 2 Analysis of the impact of RBC

Red blood cells Class Count Mean Min Max

Abnormal CKD 76 4.38 2.5 6.5

notCKD 1 4.9 4.9 4.9

Normal CKD 174 4.27 2.1 8.0

notCKD 149 5.35 3.7 6.5

0.0
0.1
0.2
0.3
0.4
0.5
0.6

0 1 2 3 4 5 6 7 8 9 10
red blood cell count

Fig. 9 Impact of RBC

red blood cells if minimum value is 2.1 and maximum value is 8, there are chances of
chronic kidney disease. Figure 9 shows the graphical representation of the analysis.

Figure 10 represents the density of people in each age group who were considered
to collect the chronic kidney disease dataset. From the graph, it can be understood
that the persons considered are mostly in the age group of 35–75. Since the age group
of 35–75 has high chances of chronic kidney disease, data has been collected from
such group of peoples. Also, some persons from other age group is also considered
for collection of data.

Fig. 10 Collection of data amongst different age groups
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Fig. 11 Analysing the accuracy of various algorithms

4.2 Accuracy

For getting good results, it is necessary to determine howwell the classifier performs.
Accuracy is a commonly used parameter to access the performance. Accuracy is
calculated by dividing the ‘total predictions which are correctly done’ by the ‘total
possible number of data objects considered for prediction’ as given in Eq. 17.

Accuracy = Number of Correct Prediction

Total Number of Input Samples
(17)

Figure 11 depicts the analysis of accuracy of ANN, K-NN, Naïve Baye’s, logistic
regression, decision tree, and support vector machine. From the implementations and
results obtained, it is found that ANN performs well than the other classifiers.

Precision, Recall and F1-Score

Precision is given by the value of correctly predicted positive instances divided by
the total predicted positive instances as shown in Eq. 18.

Precision = True Positive

True Positive + False Positive
(18)

Recall is given by the value of correctly predicted positive instances divided by
the total instances in class-yes as shown in Eq. 19.

recall = True Positive

True Positive + False Negative
(19)

F1-Score is found by using the values of both precision and recall and is calculated
as shown in Eq. 20.

F1 − Score = 2 ∗ Precision * Recall

Precision + Recall
(20)
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Fig. 12 Comparison of F1-score, precision, recall
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Fig. 13 Comparison of various algorithms

Figures 12 and 13 shows the comparison ofAverageF1-Score, Average Precision,
and Average Recall of various algorithms. From experimental results, it can be found
that ANN performs better than other classification algorithms.

5 Conclusion

Kidney takes part in the significant role of filtering the wastes that are accumulated in
the blood and its one of the most essential organ of our body. Predicting the reduction
in the kidney function at earlier stages is important as it prevents the risk of kidney
transplantation. Nowadays, there is an increased use of machine learning and deep
learning algorithms in the field of assisting medical experts. In this paper, various
classification algorithms such as ANN, K-NN, naïve Baiye’s, logistic regression,
decision tree, and support vector machine have been used for the forecast diagnosis
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of the disease. The dataset for prediction has been taken from UCI machine learning
repository. The results obtained from all the above algorithms have been compared. It
is perceived that ANN accomplish prediction in a better way than other classification
algorithms. This is due to the fact that ANN processes data in the same way as our
human brain does. Also, the performance of ANN has been analysed by differing the
parameters like number of hidden layers and learning rate which has a considerable
impact on the performance of ANN.
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Robotic Process Automation Powered
Admission Management System

Abhishek Gupta, Pranav Soneji, and Nikhita Mangaonkar

Abstract Automation is considered among the most popular solutions to improve
efficiency and growth in almost every sector. Admission management is one of
the most time-consuming and repetitive tasks that all educational institutes have
to carry out every year. The admission process includes a variety of processes
that include pen and paper which can lead to some errors. These functions can
be carried out using Robotic Process Automation (RPA). Bots can carry out all this
work and reduce human errors and increase throughput thus saving money. RPA can
check students’ entered data and verify it from the uploaded supporting documents,
accept students’ admission requests, send verification emails, detect discrepancies,
and brief the students regarding the same via email. Robotic Process Automation
Powered Admission Management System (R.P.A.A.M.S) can carry out the specified
operations competently.

Keywords Robotic process automation (RPA) · Admission · Facilitation · Bots ·
Pdf text extraction · Automate

1 Introduction

Robotic Process Automation can be defined as a support system which automates
human work that involves routine tasks [1]. In recent times, many processes and
activities have been taking the help of digitalization and are carried out online. The
admission process in various professional courses is nowadays done online as well.
However, some tasks are still carried out manually such as the details and document
verification at the facilitation center [2–7]. The students fill in the application form
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and upload supporting documents. The member of the facilitation center must verify
each document with the uploaded documents and the details filled in the form. This
process is time-consuming and tedious as there is an enormous number of students
seeking admission every year [8–12]. The method often leads to errors due to the
frequent human interaction involved. A larger part of the members at the facilitation
center often finds it challenging for the above reasons. The process of verification
can be taken over by automation. With the help of Robotic Process Automation
(RPA), thus this paper aims at assisting the facilitation center members to automate
the verification task on hand [13–17].

2 Objective

(1) Automate the document and details verification process.
(2) Check the accuracy of the details and supporting documents.
(3) Increase speed and productivity.

To achieve the aims and objectives of this paper, the emphasis is on identifying
the main features that are involved in the system. For automating the process, we will
use RPAweb scraping, OCRwhere the user can check the accuracy of the documents
and details with minimum effort. The scope covers the objective of reducing human
errors and increasing throughput.

R.P.A.A.M.S will use automation anywhere for supporting the automation
process. IQ bots and task bots will scrape data from the forms and supporting docu-
ments. After comparing the data based on the results, the students will get verification
emails or emails containing the errors that need to be updated.

3 Methodology

Admission verification process automation is done because of the following reasons:

(1) Manually screening documents and verifying them is a time-consuming and
tedious process.

(2) To speed up the process, improve the accuracy, efficiency, and correctness in
the process, and successfully perform verification.

3.1 Traditional Method

The process of admission to a professional course has several steps and one of the
most important steps is to verify the information submitted by the students against
their submitted documents as shown in Fig. 1. The general practice is that the students
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fill out the forms online and upload the required proofs/documents. After the initial
process, students are required to visit a facilitation center along with the original and
duplicate copies of the submitted forms and supporting documents. The member of
the facilitation center will check the forms and documents for any data discrepancies.
If there are no discrepancies, then the student can progress to the next step. In a
scenario where there is any inconsistency between the submitted documents and the
corresponding data, the student is required to re-submit the information again, and
the same steps are needed to be followed.

Fig. 1 Flowchart—traditional method
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3.2 RPA Method

3.2.1 RPA Architecture

The architecture is shown in Fig. 2.

(i) Robotic Process Automation (RPA): In layman’s terms, RPA is the process
by which a software bot uses a combination of automation, computer vision,
and machine learning to automate repetitive and high-volume tasks that are
rule-based and trigger-driven [2].

(ii) Automation Anywhere: A tool that enables you to design automation processes
visually through diagrams.

(iii) Automation anywhere provides us with a digital workforce of bots. The bot
mimics rule-based task after recording each step of the process. A workflow is
created for the process and different bots work together to execute it multiple
times as required. Thus, providing automation.

(iv) IQ Bot: Bots that leverage AI and machine learning from human behavior
and bring structure to unstructured data. IQ Bots (Fig. 5) are the brains of the
automation anywhere RPA platform. An IQ Bot relies on supervised learning,
meaning that every human interaction makes an IQ bot smarter.

(v) Task Bot: The task bots (Fig. 4) are the core of automation that executes repet-
itive rule-based tasks. Task bots execute the multistep processes with higher
accuracy.

(vi) Text Extraction using OCR: It is a technology used to extract text from images
and documents via electronic means

a. Preprocessing: The paper documents or image files are scanned into the
software for digitizing. The software works to smooth the edges of letters,
remove imperfections, and extract plain text. The remaining text is then
turned to black and white only, with all gray shades replaced. This makes
text recognition easier, increasing accuracy.

Fig. 2 RPAAMS architecture
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b. Text Recognition: OCR uses various levels of text and pattern recognition,
feature detection, and feature extraction, such as the curves and corner
patterns unique to each letter, to figure out what the page says.

c. Postprocessing:Depending on howbasic theOCRengine is, it will compare
the text to internal dictionaries to cross-reference for context and higher
accuracy.The result is a fully searchable and fully editable digital document.

3.2.2 Steps

(1) Student fills up the form and uploads the required documents. For example,
students will have to fill in a name as per the Aadhar card, enter its Aadhar
number, enter marks as per the HSC mark sheet, and percentage as per the HSC
mark sheet.

(2) A PDF form is generated with all the filled data, which is used for comparing
with the uploaded documents.

(3) IQ bot will perform data extraction using the OCR recognition method on the
form documents. The next process is to select important regions of document
images toOCR themwith adjusted parameters for these particular tasks [3].Once
the bot is providedwith the file, the OCR engine performs text extraction. For IQ
bot to extract the necessary data during training, it has a few sample documents
where IQ bot is specified where and which data is to be extracted also, we can
provide the logic to extract data in specific patterns only. Results are downloaded
from the server and stored in an excel format file.

(4) The task bot starts its process and checks if the data submitted matches the proof
submitted. Here the task boot will read each field from the application form,
which was extracted before, and it will match with the extracted field of the
supporting document.

(5) Auto-generated email is also sent to applicants stating the status of the verifi-
cation process either success or failure (Fig. 7). The reason for rejection is also
mentioned in the email automatically. Figure 3 shows the flowchart on RPA
method.

Fig. 3 Flowchart—RPA method
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Fig. 4 Flow of task bots

Fig. 5 Different IQ bots

4 Results

The following survey as in Table 1 was conducted among members of the facilitation
center to understand the parameters of the traditional document verification process.

5 Comparison

Robotic Process Automation is a modern approach to automating rule-based tasks.
Herewewill look at the comparison between the traditional approach and themodern
approach of document verification during the student admission process. In the tradi-
tional approach, students must visit the facilitation center for verification of details
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Table 1 Survey result

Parameter Result Conclusion

In the process, do you have to manually verify fields 0.9166 91.66% of participants agree

It takes more than 5 min to process a complete candidate
form using the current facilitation system

0.8277 82.77% of participants agree

Do you think this manual verification process is tedious 0.9944 99.44% of participants agree

As this process requires manual intervention, would you
like to have a system that automates complete processes
with minimal human interaction

0.7611 76.11% of participants agree

Do you think the manual verification processes lead to
errors

0.6611 66.11% of participants agree

No more than 30 candidates from processing can be
done in 1 h

0.8444 84.44% of participants agree

Do you find it challenging to verify the contents of
documents

0.8 80.00% of participants agree

provided by them and amember of the facilitation center will have tomanually verify
the details. Using RPA, this system will do verification using bots with better accu-
racy and speed. The survey shows that the current traditional method does not have
any automation. With RPA, these processes will be automated. From the results, it’s
clear, that more than 76% of participants want an automated system. It is safe to say
that the time taken for verification of a single student is more than two minutes as
the survey indicates that not more than 30 students’ verification can be done within
an hour. However, in the RPA-supported system, the average time per student is
about 1 min. As most participants, almost 100% feel that the traditional method is
tedious our RPA-based system can help in the process using bots and OCR tech-
niques. RPA IQ bots use machine learning to improve the efficiency and accuracy
of the process since the traditional method is prone to errors the proposed system
can help reduce them. In the sample data used to train and test the system, negligible
errors were found. About 80% of the participants in the survey agreed that, they
found the manual verification process challenging. In contrast, RPA aims to make
processes like these seamless. In the proposed system, the member of the facilitation
center only needs to start the process, and the rest will be taken care of automatically.
The results on bots are shown in Figs. 4, 5, 6, 7 and 8.

6 Conclusion

Automation is the future.Most of themonotonous tasks are completed using automa-
tion nowadays. The presence of numerous RPA products on the market, many of
which are market leaders, indicates that this technology will continue to emerge
in the future years [4]. Through process automation, RPA bots can carry out the
processes to help ensure that the systems run efficiently on a 24/7 basis. Robotic
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Fig. 6 Different task bots

Fig. 7 Email notification after the process is complete

Process Automation or RPA gives you the ability to save time and money by having
your digital workforce. Student Data Verification is a manual and paper-heavy and
monotonous process that is required to be completed by universities, schools, and
colleges. Students need to fill out the form and upload the required documents, and
this system can take care of the verification process using IQ bots, task bots, andOCR
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Fig. 8 Different task notification

technique. Along with this, it will also send emails to the students to inform them if
their form was submitted or if any changes are required. The system can be extended
to cater more validation of various types of documents with respect to the inputs
given by the user. Features like advanced pattern matching for removing unwanted
characters around the real data, comparing graphical data to obtain information from
documents, and finding the similarity between data.
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Implementation of Advanced High
Performance Bus to Advanced Peripheral
Bus Bridge

Chinta Sai Manasa, Navya Mohan, and J. P. Anita

Abstract The Advanced Microcontroller Bus Architecture (AMBA) is a standard
interconnect protocol that allows all the components in system on chip (SOC) designs
to be connected and managed. The SOC has Advanced High Performance Bus
(AHB) which is for high performance system modules and Advanced Peripheral
Bus (APB) which is for low performance system modules. In order to develop the
internal communication between high performance peripherals and low performance
peripherals, AHB to APB bridge has been implemented for converting AHB trans-
actions into APB transactions. The AHB to APB bridge is made up of four modules:
an AHB master, an AHB slave interface, an APB controller, and an APB interface.
Thesemoduleswerewritten inVerilogHardwareDescriptionLanguage (VHDL) and
tested on a Questa Sim-64 10.7c and also code coverage report has been generated.

Keywords Advanced microcontroller bus architecture · System on chip ·
Advanced high performance bus · Advanced peripheral bus · Code coverage

1 Introduction

AMBA is a bus architecture used on chip buses that is commonly used in SOC archi-
tectures. For creating high level embeddedmicrocontrollers, theAMBAspecification
standard is employed. The primary goal of AMBA is to guarantee technological inde-
pendence and promote modular system architecture. It also creates reusable devices
while reducing silicon.

AMBA is an open standard that defines a technique for managing the compo-
nents that build the SOC architecture. To increase the device performance, the high
speed bus uses multiple masters. During down time, AMBA requirements can make
advantage of system bus bandwidth.

AHB is a new version of AMBA that is optimized for high speed designs. It has
large bandwidth and the ability to support many bus masters. APB is a bus that is part
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of theAMBA. It is designed to consume less power and have a simpler interface. APB
has the advantages of achieving high frequency, obtaining simplified static timing
analysis using single clock edge, and automatic test insertion is easily integrated with
cycle-based simulators.

The SOC is composed of many different components, some are high speed and
some are low speed. The AHB is a high speed bus that can communicate with
the high speed components. The APB bus, which is a low speed bus, is used to
communicate with the low speed components. If high performance components need
to communicate with low performance components, they require one data converter
that is to convert AHB data to APB data so that high performance components and
low performance components can communicate. As a result, an AHB to APB bridge
is developed in the SOC for internal communication, converting AHB transactions
to APB transactions. The design is primarily made up of four blocks: AHB master,
which initiates read and write operation; AHB slave interface, which responds to
read and write operation; APB controller, which converts AHB transactions into
APB transactions; APB interface produces APB transactions as output.

Further sections in the paper are organized as follows: Section 2 consists of liter-
ature survey, followed by proposed work is in Sect. 3, then simulation results in
Sect. 4, and followed by conclusion in Sect. 5.

2 Literature Survey

The AMBA is a system on chip interconnection standard for high and low perfor-
mance peripherals. If peripherals on the AHB side want to communicate with periph-
erals on the APB side, a bridge is essential between them. A bridge has been imple-
mented to provide communication betweenAHBandAPB inVLSIDesign ofAMBA
Based AHB2APB Bridge [1]. The bridge is designed by using handshaking signals
for reducing data loss. In [2], timer concept has been added to overcome the data
loss during the transfer in implementation of AMBA based AHB2APB bridge. To
achieve the high performance in the design, FSM-based pipelined APB to APB
bridge is developed in [3]. In [4], a verification code is written in Universal Veri-
fication Language (UVM) and using various test cases, all functions of the Bridge
protocol are verified. The code coverage and functional coverage are also analyzed.
Clock is a major concern in the design of any digital sequential system. Hence in
[5], a bridge with clock skew minimization technique is developed by using a ripple
counter. A design technique for testing the SOC is developed by an on and off
chip bus bridge in [6]. A flexbus is implemented to adjust the logical connectivity
of communication architectures and its components in [7]. AHB to APB has been
implemented on FPGA in [8]. For establishing communication between APB and
I2C, a bridge is developed in [9]. An interface is implemented between AXI and
APB in [10]. In [7], different bus topologies are defined for on chip communication.
The on chip communication architecture is a key factor of the overall performance
in complex SOC designs. The IIC protocol is verified using UVM and IIC controller
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design is written in Verilog [11]. Different functional blocks in the 80,186 processor
are designed using Verilog and its functionality is verified using UVM in [12]. Bus
bridge is implemented using Open Core Protocol (OCP) and I2C protocol in [13]. A
testbench is built for APB-based AHB interconnect, using uvm_config_db in [14–
16]. For the bus-based Vehicular ad hoc Network (VANET), a street-centric routing
algorithm is employed to minimize relay bus and route selection problems [17].

3 Proposed Work

In the SOC, for internal communication, the proposed bridge is used. The SOC
contain high and low performance devices. High performance components include
the ARM Processor, On Chip RAM, Direct Memory Access, and Memory Interface,
which are all connected by the AHB. Timer, UART, PIO, and keypad are low perfor-
mance devices that are connected by APB. AHB to APB bridge is required when
high performance devices need to communicate with low performance devices. The
bridge converts AHB transactions into APB transactions using pipelining concept,
where extra address register and data registers where added, through which address
and data pass from AHB to APB. Figure 1 shows the typical AHB to APB bridge.

3.1 AHB to APB Bridge Architecture

The architecturemainly constitutes of fourmodules, they areAHBmaster,AHBslave
interface, APB controller, and APB interface. The AHB master will communicate
with one slave at a time out of three slaves based on address. Figure 2 represents the
AHB to APB bridge architecture.

AHB Master: This module will initiate the read and write transfers by giving
address and control information.
AHB Slave interface: Within a particular address range, this module will respond
to a read or write operation.

Fig. 1 Typical AHB to APB bridge [2]
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Fig. 2 AHB to APB bridge architecture

APB Controller: In this module, AHB transactions or signals are converted to
APB transactions or signals. Refer Fig. 3 for finite state machine of AHB to APB
interface.
APB Interface: The APB interface receives APB transactions from the APB
controller and provides them as output.

Fig. 3 FSM for AHB to APB interface [2]
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Table 1 Size encoding HSIZE (3-bit) Type

000 BYTE

001 HALF_WORD

010 WORD

Table 2 Transfer type
encoding

HTRANS
(2-bit)

Type Description

00 IDLE No data transfer

01 BUSY Master is continuing with transfer

10 NONSEQ For single transfer or first transfer

11 SEQ For multiple transfer

3.2 AHB Signal Description

HCLK: It’s a clock signal; this clock keeps track of all bus transfers.
HRESETn: This signal reset the system.
HWDATA: This is a 32-bit signal used to transfer data frommaster to slave during
write operation.
HADDR: It holds the 32-bit of address value.
HREADY_IN: It denotes that the transfer has been activated.
HREADY_OUT: It indicates that the transfer is finished.
HRESP: The OKAY response is always generated by the transfer response, which
offers further information about the status of a transfer.
HSIZE: It specifies the size of the data to be transferred. Refer Table 1 for size
encoding.
HRDATA: This is a 32-bit signal that transfer read data from slave to master
during read operation.
HWRITE: It represents write and read transfers; when high, write transfer occur;
when low, read transfer occur.
HTRANS: Specifies current transfer’s type. Refer Table 2 for transfer type
encoding.

3.3 APB Signal Description

PENABLE: This enable signal is used to time all peripheral bus accesses.
PWRITE: It represents write and read transfers; when high, it represents write
transfer; when low, it represents read transfer.
PWDATA: It stores 32-bit write data.
PADDR: This signal stores 32-bit address value.
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Table 3 Slave selection

PSEL
(3-bit)

Address Slave

001 Haddr ≥ 32’h80000000 to Haddr < 32’h84000000 Slave1

010 Haddr ≥ 32’h84000000 to Haddr < 32’h88000000 Slave2

100 Haddr ≥ 32’h88000000 to Haddr < 32’h8c000000 Slave3

Fig. 4 AHB to APB bridge RTL schematic

PRDATA: This signal stores 32-bit read data.
PSEL: Based on the address, slave get selected. Refer Table 3 for slave selection.

4 Simulation Results

4.1 RTL Schematic of AHB to APB Bridge Design

The Register Transfer Language (RTL) diagram depicts the logic implementation
and data flows in and out of a circuit. Figure 4 represents the RTL schematic of AHB
to APB bridge design.

4.2 Single Write Transfer

During write operation, the data is transferred frommaster to slave. A data bus width
of 32 bits is recommended as a minimum. On the other side, this may easily be
expanded to accommodate larger bandwidth. Refer Fig. 5 to check the waveform of
single write transfer.
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Fig. 5 Waveform of single write transfer

Fig. 6 Waveform of single read transfer

4.3 Single Read Transfer

During read operation, the data is transferred from slave to master. Width recom-
mended is 32 bits. For higher bandwidth operation, datawidth can be easily extended.
Refer Fig. 6 to check the waveform of single read transfer.

4.4 Burst Write Transfer

In burst transfer, HTRANS indicate NONSEQ for first transfer, it indicate SEQ, in
SEQ type, the address depends on previous address and control information is similar
to previous transfer. Here, multiple write data is transferred from master to slave.
Refer Fig. 7 to check the waveform of burst write transfer.
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Fig. 7 Waveform of burst write transfer

Fig. 8 Waveform of burst read transfer

4.5 Burst Read Transfer

For initial transfer, HTRANS represents NONSEQ and for remaining transfers, it
represents SEQ, where address depends on previous address and the control infor-
mation is similar to previous transfer. Here multiple read data is transferred from
slave to master. Refer Fig. 8 to check the waveform of burst read transfer.

4.6 Write-Read Transfer

Write–read transfer is nothing but a back to back transfer where one write transfer
and one read transfer occur alternatively. The write data is transferred frommaster to
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Fig. 9 Waveform of write–read transfer

slave, when hwrite is high. Read data is transferred from slave tomaster in the design,
when hwrite is low. Refer Fig. 9 to check the waveform of write–read transfer, where
one write transfer and one read transfer is shown.

4.7 Code Coverage Report

Code coverage is a measure of design code that is how many lines of code is getting
executed successfully. Refer Fig. 10 for code coverage report of AHB to APB bridge
design.

Fig. 10 Total code coverage of AHB to APB bridge design
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5 Conclusion

A system on chip integrates a variety of components, such as high and low perfor-
mance components. A bridge is required to provide communication between high
and low performance components. Hence, AHB to APB bridge is designed, where
AHB transactions are converted to APB transactions. The AHB to APB bridge is
designed for all types of transfers using Verilog. The bridge design is verified in
Questa Sim and code coverage of the AHB to APB bridge design is generated, that is
to know howmuch percentage of code is getting executed successfully. İn the future,
this design is verified using System Verilog or UVM for getting accurate results.
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The Influence of Digital Financial
Literacy on Interest in Investing
in the Capital Market of Millennial
Generation Students

Ford Lumban Gaol, Christopher, Gerry Dermawan,
Muhammad Resnandya Rafif, Rully Rubianto, and Tokuro Matsuo

Abstract In today’s environment, financial knowledge is vital and should be
possessed by everyone. Numerous people are financially disadvantaged as a result of
the COVID-19 pandemic. This serves as a reminder of the critical nature of financial
investment in the future. However, many Indonesians, particularly students, are still
unfamiliar with capital market investing. In reality, investing in the stock market can
provide a variety of benefits, including financial security, capital appreciation, and
passive income. Financial literacy concerns can result in a lack of financial aware-
ness among pupils. Indeed, financial literacy is widely available online and can be
accessed at any time and from any location. We employed a quantitative method
with a non-experimental research design for this study. A questionnaire survey is
used to obtain data. The goal of this study is to determine whether there is a correla-
tion between student interest in capital market investment and their digital financial
literacy. As a result, extensive action is required to increase student interest in the
capital market, which is precisely what this study wants to do. According to our
findings, students who have access to digital financial and investment information
have increased their financial literacy and developed a greater interest in investing
in the capital market. Individuals are also encouraged by social media trends to try
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their hand at investing in the stock market. Additionally, students prefer to invest in
stocks and mutual funds over other investing options.

Keywords Digital financial literacy · Capital market investment · Investing ·
Interest

1 Introduction

All information is easily accessible in the present era, whether online or offline. We
can now obtain information from all around the world in a matter of seconds thanks
to the Internet. Digital technology development is accelerating in several countries.
In Indonesia, the digital era is defined by the growing use of the Internet by society
[1]. Apart from the Internet, there are numerous sources of information available
through a variety of educational programs, social networking platforms, and online
streaming applications such as YouTube. Social media is one of the primary sources
of knowledge for the younger generation, particularly during this COVID-19 time,
with many of these sources being social media influencers talking “investment.” [2]
Investments are currently being discussed on social media platforms such as Insta-
gram, YouTube, and TikTok [3] ranging from traditional capital market investments
such as stocks, mutual funds, and bonds to alternative investments such as cryp-
tocurrency or even those that are gaining popularity on social media, such as NFT.
Several of these influencers educate their followers on safe investments, particu-
larly in the capital market, and provide an excellent introduction to capital market
investing, piquing the desire of a large number of other social media users to invest
[2]. However, some influencers provide inaccurate information about investing, such
as providing only information about returns and predictions of which stocks will
increase in value without conducting an analysis first and failing to inform them
about the risks associated with investing and how to determine which stocks are
worth investing in. It results in the loss of a large number of people.

There is a wealth of information available on the Internet about investing, particu-
larly in the capital market. This information ranges from an introduction to investing
in the capital market, such as what is a stock, to how to choose good stocks and
perform stock analysis using expert-developed formulas and ratios [4]. It is docu-
mented in a journal that a small amount of capital has a significant impact on students’
investment interests. As a result, as the required capital for investing decreases, the
more interested investors get [5]. Thus, we will investigate if the presence of this
digital literacy can drive students to invest, particularly in the capital market, through
this research.

There are several research questions as to the problem definition that we will find
out the answer.

1. Does the influence of their increased financial literacy make them interested in
investing in the capital market?
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2. What are the most widely used investment instruments for millennial generation
students in investing in the capital market?

1.1 Survey on Financial Literacy and Investment Activities
in Indonesia

Public financial literacy has grown by 8.33% in the last three years, according to
OJK’s third national financial literacy research released in 2019. In 2019, Indonesia’s
financial literacy index was at 38.03%. Meanwhile, in 2016, the financial literacy
score increased to 29.7%. Additionally, Indonesia’s capital market sector had a
growth of 232,596 capital market investors in 2019. There were 1,084,836 investors
in Indonesia’s stock exchanges. This is a significant increase from the 852,240 capital
market investors in Indonesia in 2018 [6]. According to the poll, financial literacy
and investing activity have increased significantly among Indonesians. This suggests
that Indonesians are developing a greater sense of financial responsibility. A yearly
rise would benefit the Indonesian people’s economy and could contribute in the
development of economic progress.

1.2 Financial Technology

Financial technology, or FinTech, has been known to trend on social media and the
Internet [7]. Global investment in FinTech startups reached a record high of 24.1
billion dollars in 2016 [8]. FinTech can be defined as a cross-disciplinary issue that
integrates technology usage management, finance, and innovation management in
order to optimize financial service operations through the use of technological solu-
tions adapted to the unique demands of each firm. FinTech, as defined by Dahlberg
in Razzaque and Hamdan [9], is a term that refers to a combination of finance
and technology that is given automatically and effectively while also demonstrating
cost effectiveness. Additionally, such financial services leverage contemporary tech-
nology, particularly FinTech via mobile, which enables entrepreneurs and end users
to manage their financial services through the use of pre-developed algorithms saved
in the cloud.

1.3 Digital Financial Literacy

Financial literacy refers to the capacity to grasp, analyze, manage, and explain
personal financial matters. It is a collection of skills and knowledge that enables
an individual to make sound and efficient financial decisions. Additionally, it relates
to the capacity to make sound financial choices and manage money prudently [10].
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Financial literacy affects everyone; people who lack financial literacy will be unable
to plan for retirement and will have a reduced ability to invest in equities [11]. Chen
and Volpe [12] conducted a survey of 924 college students to assess their personal
financial literacy in making financial decisions. The research found that people accu-
rately scored 53% of the time on average. According to research, individuals under
the age of 30, those with limited work experience, those with non-business degrees,
and women have a lower level of financial literacy. Individuals with a lesser level
of financial literacy and investment acumen are more likely to make poor invest-
ment decisions. Digital Financial Literacy includes all of these facets. Morgan et al.
[13] define digital financial literacy as the understanding of digital financial products
and services, awareness of digital financial risks, knowledge of digital financial risk
management, and knowledge of consumer rights, and redress procedures. The first
dimension is familiarity with digital financial products and services; this dimension
incorporates a fundamental understanding of these products and services. Individ-
uals should be cautious of novel financial services and products offered via digital
channels such as the Internet and mobile phones. The second part of digital finan-
cial literacy is an awareness of digital financial threats. Individuals and companies
must be aware of these possible risks when employing Digital Financial Services
which may be more diverse than traditional financial products yet are becoming
increasingly difficult to detect. The third component of digital financial literacy is
digital financial risk management, which refers to customers’ awareness of how
to safeguard themselves against any dangers associated with it. They should be
able to prevent spamming, scamming, and other forms of fraud through the use
of computer software and phone applications. They should probably learn how to
preserve their personal identification number (PIN) and other sensitive information
when employing digital banking services. When DFS customers become victims
of the aforementioned dangers, the final aspect to consider is consumer rights and
redress procedures understanding. DFS users who become victims of cybercrime or
other losses must be aware of their rights, as well as where to go and how to seek
restitution. Additionally, they should be aware of their rights regarding personal
information and how to seek redress if it is misused. Financial knowledge is crucial,
even more so in the digital age. These four criteria must be completed in order for
an individual to possess a high level of digital financial literacy.

1.4 Capital Market Investment

A capital market is an exchange where individuals and institutions can buy and sell
financial assets such as bonds, shares, and mutual funds. Stock is a sort of financial
instrument that denotes ownership in the issuing company. A corporation sells shares
to raise capital for the purpose of expanding or operating their business. The owner
of the stock receives the corporation’s assets and profits in proportion to the number
of shares they own [14].
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Mutual funds are a type of financial instrument in which investment managers
collect funds from the public and invest them in a variety of other investment products
in order to generate capital gains or other benefits for the public as investors, with
profits distributed to investment managers as well [15].

Bonds are a type of financial instrument in which investors (both public and
private) lend money to a business or government for a certain term in exchange for
monthly interest payments. When the bond matures, the investor receives a reim-
bursement from the bond issuer. Bonds are categorized as fixed income investments
since they make regular payments over the course of the bond’s existence [16].

The capital market connects investors, businesses, and government agencies
through the trade of long-term products such as bonds, equities, and other securities.
Banks, firms, and issuers are examples of suppliers, while businesses, government,
and individuals are examples of purchasers. There are numerous advantages for
investors and issuers alike. Our research is geared toward investors, as they stand to
gain benefits such as increased investment value as a result of economic expansion.
This was reflected in growing stock prices, which resulted in capital gains and divi-
dend payments to stockholders, as well as floating interest payments to bondholders
[4].

2 Research Technique

Because the subject of the research is students, particularly in Bina Nusantara, and
the majority of these students are still engaged in online learning, we believe that
an online survey is the most appropriate tool to utilize. The questionnaire will be
distributed to multiple students at Bina Nusantara in order to ensure that the ques-
tionnaire results are relevant to the subject of the research. The questionnaire will be
delivered via social media and a Bina Nusantara line group. The questionnaire was
prepared using a Google form, which requires students to have a Google account in
order to complete it.

Flowchart of research technique (Fig. 1).

3 Research Method

The purpose of this study is to ascertain the influence of digital financial literacy on
student interest in capital market investments. The research’s objective is exploratory
in nature. The researchers conducted quantitative research using a non-experimental
design. According to Creswell [17], the quantitative method is a type of study that
collects data in the form of numerical data, which is then processed statistically
and used as raw material for analysis. The research approach is to collect data on
past and current correlations between beliefs, views, behavioral traits, and variables,
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Fig. 1 Research technique flowchart

as well as to test various hypotheses about sociological and psychological vari-
ables using a sample of specified population groups. The researchers utilized a non-
probability sampling technique combined with judgment sampling, which entails
selecting samples from populations that meet specific criteria [18].

Students were used as the population, with a sample drawn from the BINUS class
of 2024 majoring in information systems. The researchers will analyze a total of
96 samples. This is consistent with the standard rule of thumb for the number of
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research-worthy samples, which is between 20 and 500 [19]. This idea is further
supported by Frankel and Wallen’s statement in Amiyani [20], who believe that the
minimum sample size for descriptive research is 100, for correlational research is 50,
for causal-comparative research is 30/group, and for experimental research is 30/15
per group. Additionally, the researchers employed the Slovin approach to establish
the population’s minimal sample size. Ryan [21] states that the Slovin approach
follows the following formula:

n = N

1+ N .e2

where

n is the minimum number of samples

N is the number of populations

e is the sampling error margin [21].
Based on the sample Slovin formula above, it can be calculated if the population of

the BINUS class 2024 information systems department is 373 students. By sampling,
the margin of error is set at 10%. The calculation will be as follows:

n = 373/(1 + (373 × 0.12))

n = 373/(1 + (373 × 0.01))

n = 373/(1 + 3.73)

n = 373/4.73

n = 78.858/79.
According to the preceding estimate, the minimal number of samples that can

be taken with a 10% margin of error is 79. As a result, 96 samples is a reasonable
sample size for this study.

The data collecting approach will be a questionnaire survey, and survey results are
frequently generalized. Questionnaires will be issued to BINUS information systems
majors in the class of 2024. We utilize this strategy because we believe it is more
effective to study financial behavior using researchmethods that collect data from the
past to the present. The researchers will first evaluate and process the questionnaire’s
data in order to determine its reliability and validity. If there is any invalid data, a
word rearrangement will occur. If the questionnaire respondents reach the aim, there
could be as many as 96 samples. As a result, data will be examined and gathered for
subsequent analysis.

Research flow (Flowchart) (Fig. 2).
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Fig. 2 Research method
flowchart

4 Research Result

Profile questions

1. Question 1 (Fig. 3).
2. Question 2 (Fig. 4).
3. Question 3 (Fig. 5).
4. Question 4 (Fig. 6).
5. Question 5 (Fig. 7).
6. Question 6 (Fig. 8).
7. Question 7 (Fig. 9).
8. Question 8 (Fig. 10).
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Fig. 3 Age responses

Fig. 4 Binusian responses

Fig. 5 Major responses
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Fig. 6 Question 4 responses

Fig. 7 Question 5 responses

Fig. 8 Question 6 responses
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Fig. 9 Question 7 responses

Fig. 10 Comparison of interest between financial assets and real assets responses

9. Question 9 (Fig. 11).
10. Question 10 (Fig. 12).

Notes: range 0–100 means the number of the person that chooses the answer of the
options.

11. Question11 (Fig. 13).
12. Question 12 (Fig. 14).
13. Question 13 (Fig. 15).
14. Question 14 (Fig. 16).
15. Question 15 (Fig. 17).
16. Question 16 (Fig. 18).

According to the results of a survey administered to students enrolled in the
information systems class B24 at Bina Nusantara University, the majority of students
are interested in capital market investment. This is demonstrated by the fact that up
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Fig. 11 Question 9 responses

Fig. 12 Learning media use to invest in the capital market responses

Fig. 13 Question 11 responses
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Fig. 14 Question 12 responses

Fig. 15 Question 13 responses

Fig. 16 Frequency of people reading financial topics digitally responses
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Fig. 17 Question 15 responses

Fig. 18 Question 16 responses

to 92.7% of respondents responded affirmatively to the fourth question. Then, 66.7%
of students invest in stocks, 62.5% in mutual funds, and 78.1% in bonds/debts. This
demonstrates that students prefer debt securities/bonds above stocks, while mutual
funds are the least desired. The majority of students favor financial assets (bonds,
mutual funds, and stocks) above tangible goods (houses, land, and gold). This is
demonstrated by respondents who responded “strongly agree” (with a value of 5) in
a proportion of up to 54.2% and respondents who responded “very agree” (with a
value of 4) in a proportion of up to 40.6%.Meanwhile, 3.1%of respondents responded
“strongly disagree” (with a value of 1), while 2.1% responded “disagreed” (with a
score of 2). Then, a sizable proportion of students expresses an intense interest in
participating in the stock market. This is demonstrated by 47.9% of respondents
who indicated they were intrigued (with a score of 3) and 45.8% who indicated
they were extremely interested (with a score of 4). Meanwhile, respondents who
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responded indifferent (with a score of 1) and slightly interested (with a score of
2) were both only 3.1%. The majority of students’ learning media for investment,
specifically in the capital market, is digital (articles, applications, finance, social
media). This is demonstrated by the fact that 93.8% of respondents selected digital
media.Meanwhile, 41.7% responded via traditionalmedia and 14.6%via parents and
friends. The majority of students believe that learning about digital finance piques
their interest in investing, particularly in the capital market. This is demonstrated by
the fact that 54.2% of respondents agreed “strongly” (with a value of 4) and 42.7%
agreed (with a value of 3) on the statement “Information about digital finance piques
my interest in investing in the capital market.” Meanwhile, 2.1% said “strongly
disagree” (with a score of 1), while 1% responded “disagree” (with a score of 2).
Then, the majority of students believe that simple access to financial information
contributes to their increased financial literacy and their interest in engaging in the
capital market. This is demonstrated by the fact that respondents who agreed (with
a score of 3) agreed with 60.4% and those who strongly agreed (with a score of 4)
agreed with 36.5% on the statement “Ease of accessing financial information is one
of the reasonsmy financial literacy continues to grow, and I am interested in investing
in the capital market.” Meanwhile, those who responded “strongly disagree” (with
a score of 1) accounted for only 2.1% of respondents, while those who responded
“disagree” (with a score of 2) accounted for only 1%.

According to several students, the practice of investing in social media has piqued
their interest in capital market investing. This is demonstrated by the fact that 29.2%
of respondents agreed (with a score of 3) and 28.1% strongly agreed (with a score of
4) with the statement “The trend of investing on social media has piqued my interest
in the capital market.” Meanwhile, 21.9% said “strongly disagree” (with a score of
1), while 20.8% responded “disagree” (with a score of 2). Each score displays a
statistical percentage that is not significantly different. Then, every 2–3 weeks, the
majority of pupils read about financial matters digitally. This is demonstrated by the
fact that 32.3%of respondents vote every 2–3weeks on the question “How frequently
do you read financial matters digitally.” Following that, up to 30.2% of respondents
responded once a month. Then, 17.7% of respondents responded once a week, while
13.5% responded once every 2–3 days. And only a few respondents indicated that
they never or daily. Additionally, the majority of students think that traditional finan-
cial material (books, periodicals, and newspapers) does not inspire them to invest,
particularly in the capital market. This is seen by 44.8% of respondents agreeing
(with a score of 3) and up to 28.1% strongly agreeing (with a score of 4) on the
statement “Traditional financial material (books, periodicals, newspapers) does not
pique my interest in investing in the capital market.” Meanwhile, respondents who
responded “disagree” (with a score of 2) accounted for only 18.8% of respondents,
while those who responded “strongly disagree” (with a score of 1) accounted for just
8.3%. Additionally, the majority of students say that receiving financial knowledge
via the media (books, periodicals, and newspapers) makes them tired with learning
about investing in the capital market and diminishes their interest in it. This is demon-
strated by the fact that up to 39.6% of respondents responded “agree” (with a score
of 3) and up to 28.1% responded “strongly agree” to the statement in question 16.
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Meanwhile, respondents who responded “disagree” (with a score of 2) accounted for
just 19.8% of respondents, while those who responded “strongly disagree” (with a
score of 1) accounted for just 12.5%. To summarize, many people are interested in
and enthusiastic about investing in the financial market. This can be accomplished
through the frequent practice of financial literacy.

5 Discussion

The previous survey conducted by OJK in 2019, public financial literacy increased
8.33% in the last three years. Indonesia’s financial literacy index reached 38.03% in
2019. Meanwhile, the financial literacy score rose to 29.7% in 2016. So, what about
the results of the survey given to the current millennial generation? Do they just
follow trends or do they really understand literacy related to financial investment?

From the results of the questionnaire survey that has been filled out by various
millennial generation respondents today, we discuss whether the results obtained are
in accordance with what is the problem formulation. The results of our discussion
of each result obtained from the answers of respondents who filled out the ques-
tionnaire are, our respondents know that in the current era, digital financial literacy
may be sufficient because of current technology that is already capable and also with
education and various kinds knowledge of financial literacy which have been spread
on the Internet, enabling students to understand what digital financial literacy is. Of
the many respondents, 90% of the 96 respondents are 17 years old and 92% of them
know a lot about various literacy from digital investment from various media on the
Internet. With these results, it can be said that the average ratio of students who do
not recognize digital investments well is just under 8%.

Another thing is also proven by the results of a survey that we conducted, with the
ease of the current millennial generation in accessing financial information, which
is the reason why my literacy continues to increase and is interested in investing in
the capital market. Meanwhile, respondents who answered strongly disagree (with
a score of 1) were only 2.1%, and those who answered disagreed (with a score of
2) were only 1%. Some students agreed that the trend of investing in social media
made them interested in investing in the capital market. This is evidenced by as many
as 29.2% of respondents answered agree (with a score of 3) and as many as 28.1%
answered strongly agree (with a score of 4) on the statement “The trend of investing
in social media makes me interested in investing in the capital market.”

6 Conclusion

Investing in the capital market is nothing new. However, lately investing in the capital
market has become a trend on social media in Indonesia because of the large number
of influencers who educate the public and the increasing number of applications
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or information media about finance and investment that provide ways to invest in
the capital market. Based on the findings of our research, it turns out that digital
information about finance and investment makes students improve their financial
literacy and makes them interested in investing in the capital market because of easy
access. However, trends in social media also encourage them to try to invest in the
capital market. In addition, investment instruments in the form of stocks and mutual
funds are the most preferred choice by the current millennial generation to invest.

Another conclusion that we can see is that the survey conducted by OJK in 2019
experienced a significant level compared to previous years. This matter related to
financial literacy is also reinforcedby a surveyweconducted for the currentmillennial
generation, that is 96.9%.Then,most students think that the ease of access to financial
information is the reason for increasing their financial literacy. So, that is what makes
them interested in investing in the capital market.

On average, 66.7% of students use stocks as an instrument to invest in the capital
market, 62.5% of students use mutual funds as an instrument to invest in the capital
market, and 78.1% of students usemutual funds bonds/debt as an instrument to invest
in the capital market. This shows that debt securities/bonds are the most preferred
investment instrument by the millennial generation, followed by stocks and mutual
funds which are the least preferred.

We hope that in the future, there will be further research on this subject with
sufficient time and resources to find out further whether this increase in financial
literacy continues to increase steadily or just because of the pandemic or trends and
research results can also be explained better.
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Security Enhancement in IoT
with an Application of Water Monitoring

Jui Sanjay Berde and Shirish S. Kulkarni

Abstract In recent years, numerous innovations have been observed in IOT-based
process management systems. There are smart management technologies and archi-
tecture available that enable the user to fetch real-time data from remote areas and
display/log them accordingly. The controller, cloud, and database usually used in this
architecture is of original equipment manufacturer (OEM) IOT system or a third-
party service provider. Thus, it will expose your data to unauthorized entities. In this
project, we will explain security measures that can be taken to create a secure IOT
architecture that will ensure the safety of user data and give assurity to the user that
the data is not accessed without their consent. As a proof of concept, we will develop
an Internet-based water flow monitoring system that will avoid water theft and will
enable users to access data and create statistical inferences.

Keywords Raspberry Pi 4 · Security level ·Water management ·Water flow
monitoring · Internet of things

1 Introduction

Internet of Things (IoT) encompasses a wide range of technologies and applications
that bring both commercial benefits and threats. It is redefining and transforming
the security industry’s dynamics. It enables data to be smoothly transported from
physical devices to the Internet. The proliferation of intelligent gadgets will generate
a data-rich network that will enable supply chains to assemble and interact in novel
ways. Gartner projects that by 2030, the installed base of Internet of Things (IoT)
devices would have grown from 1.6 to 3.2 billion worldwide [1–3]. “Because of a
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lack of rules and standards, high data privacy, and security issues, all of the system’s
advantages are eclipsed”.

We’ve demonstrated the secured IoT model with the features mentioned below

1. IoT device: Capable of receiving analog signal, discreet signal, digital signal,
device-level protocols, having a unique identity, and storing historic data.
Encrypting and decrypting stored data and received data using public and private
key philosophy, traceability, secure communication, and device protection.

2. Cloud: As a supervisory controller and data acquisition unit, Data visualization,
Database, Multiple level access.

2 Literature Review

Security has always been an important paradigm in the very sector, due to the rapid
increase of technology in the past years and still the rise is exponentially growing
and due to this only the information security has always been a priority. Security,
like everything else, has a history that dates back to the 1960s, when businesses first
began using passwords to safeguard their computers. Because the Internet idea was
not formed in the 1960s, security was primarily focused on a physical level, such as
ensuring that no unknown individual had access to the computer [4].

The phrase “Internet of Things” was invented for the first time by a Briton,
Kevin Ashton, three decades ago. Ashton, a British technologist who worked at
the Procter & Gamble Company and was working on manufacturing process opti-
mization, discovered during a presentation that if people collect data, it will take a
long time. As a result, the usage of RFID will accelerate the process of data transfer
directly between devices, and data will be gathered, processed, stored, and commu-
nicated without the need for human intervention [5–8]. He dubbed it as the “Internet
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of Things” from then on, and by the twenty-first century, IoT had spread like wildfire
and evolved significantly.When it comes to data transport, collecting, and processing
through the Internet, it opens the door to undesired users who have the capacity to
tamper with that data and abuse sensitive data of a certain corporation or organization
[9–11].

According to Gartner Hype, the IoT industry will reach 5.8 billion endpoints
in 2020, a 21% growth over 2019. Everything that can be linked will be linked,
resulting in a fully digital system in which all gadgets communicate with people and
each other [12]. Even with all of this progress in the IoT area, security remains a
blind spot. Despite the numerous efforts made to safeguard IoT privacy and laws, as
well as improve protective mechanisms for greater inter-connectivity, data security
and privacy issues will never be completely eliminated. Cyber criminals will utilize
increasingly advanced technology to exploit flaws in connected devices, giving them
access to the user’s personal information. As a result, consumers and businesses are
increasingly concerned about IoT security, which they regard as the most significant
hurdle to mainstream IoT adoption.

To overcome such types of problems different researchers have proposed journal
papers. Shipley [13] and Jing et al. [14] provide a list of security needs that should
be evaluated phase-wise to avoid such events. Following are the prerequisites for
security enhancement.

• Secured routing algorithms—When communicating via a wireless channel, the
routing protocol must assure the validity of the routing information and eaves-
dropping must be avoided. Routing protocols should be protected to avoid Dos,
Wormhole, black hole, and selective forwarding attacks.

• Secure operating system—It should have limited access permissions. Operating
system should be developed with components, packages, and libraries needed to
run an IoT device. Update must be given throughout the duration of the deployed
device’s life. Non-used ports, protocols, and services must be deactivated. Sepa-
rate access permissions to files and directories must be granted to users and
administrators.

• Encryption—It should be cost-effective, strongest and most updated an IoT
network and to be chosen in accordance with the sensitivity of the data to be
safeguarded. A device’s private key should never be shared. The encryption keys
should be replaceable remotely.

• Network connection—The number of interfaces throughwhich device connects to
the external network should be kept to aminimum.Gadgetmust only be accessible
to a few ports, interfaces, and services. To safeguard connections, secure protocols
shall be used.

• Secured event logging—Logs shall be reviewed on a regular basis to uncover any
flaws, and quick action must be done. The log files must be placed on distinct file
system partitions. The log file’s access privileges are to be limited. Logs must not
contain any critical credentials, such as passwords [15–19].
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3 Security Issues in IoT

• Identification: Identification of every device, whether original or malicious. A
manufacturer’s reference is necessary to be accessible.

• Authentication: Because of the large number of devices, one of the most serious
difficulties in IoT is authentication. Authenticating each and every gadget is a
difficult task. Many security procedures have been proposed as a result of the
properties of quick processing and energy efficiency, which are based on private
key cryptography primitives.

• Data Management The identification and addressing of billions of devices is a
major challenge in the Internet of Things. According to predictions, more than 50
billion smart and network devices will exist by 2020. Even with IPv6, controlling
the devices and addresses will be difficult. There are various methods for identi-
fying things in the Internet of Things. Few examples include bar code recognition,
vision-based object recognition, and others.

4 Software Languages

4.1 Operating System

Raspbian: It is an operating system based on Debian. This operating system is used
on the transmitter side. Will be in charge of collecting data and uploading it to the
cloud.

Server: Apache, CPU: 19.2 Ghz (8 cores), RAM: 8 Gb, SSD: 160 Gb, Bandwidth:
8000 Gb.

4.2 Programming Language at Transmitter Side

Python: It will act as a medium to interpret the data received fromADC and IO ports.
Store it and post it to the cloud. For this, we have used the following modules:

• Import board and import busio: To access IO ports of raspberry pi
• Import requests: To make HTTP requests to cloud
• Import Adafruit_ads1× 15.ads1115: Acquire analog data it interfaces with raspi

using I2C protocol
• Import AnalogIn: Acquire analog voltage from pin in terms of percentage
• Pymodbus: To make transmitter compatible with Industrial protocol.
• Csv: To store data in csv file.
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4.3 Database at Cloud Side

Securing data on the cloud (using AWS platform): To upload and safeguard data
created throughout the process, we’ve used the Amazon S3 (simple storage service)
cloud platform. We’ve made sure that the Amazon S3 bucket follows the proper
restrictions and is not accessible to the general public. Similarly, we’ve established
Amazon S3 bucket access control lists (ACLs) that grant chosen or authenticated
users read, write, or full access. The following aspects were taken into consideration
while selecting the Amazon cloud service to safely upload the data:

• Discrepancy in who has read and write access to our data
• Multi-factor authentication before deleting an object or data from the server.

It is the additional layer of security used to delete or update the data on ASW. It
prevents accidental deletions from the bucket by requiring the following two forms
of authentication:

1. Security credentials
2. Concatenation of a valid serial number, a space and the six-digit code displayed

on an approved authentication device.

5 Hardware Components

5.1 Raspberry Pi 4B

The Raspberry Pi Foundation designed an ARM-based credit card-sized single board
computer (SBC) as in Fig. 1. It consists of Wi-Fi and Bluetooth module. With the
help of these, we can send data to cloud-based storage through Internet.

Features

1. Vast peripheral Support
2. Multiple Sensors
3. Supports all types of Codes
4. Faster Processor
5. Can be used as a portable computer
6. Maximum power consumption: 6.0 Watts.

5.2 LTE Module

Long-term evolution (LTE) is a relatively new cellular network paradigm established
by the3GPPas part of the fourth generation (4G) standardizationprocess.A3GPPhas
created standards for LTE networks that deliver high peak data speeds and effective
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Fig. 1 Raspberry Pi model 4B

radio resource management starting with Release 8. High-speed cellular modules
allow users to connect to 4G/LTE networks. They also integrate multiple-input
multiple-output (MIMO) technology, which is required in current wireless commu-
nication systems like LTE to fulfill data throughput and connection dependability
standards as in Fig. 2.

Fig. 2 Long-term evolution module
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Fig. 3 4–20 mA signal
generator

5.3 4–20 mA Signal Generator

To simulate analog signals. It takes 12 v or 24 V as input. Users can adjust the current
from 4 to 20 mA. Adjust the actual fineness of up to 0.01 mA, and operate freely.
Output load impedance range between 0 and 350 � (DC 24 V 0) Total Power: < 1W
as in Fig. 3.

5.4 ADS1115 4-Channel 4–20 mA 16-Bit Current Receiver

It offers 16-bit precision at 860 samples per second through I2C. The chip is set with
four single-ended or two differential input channels. It also includes a programmable
gain amplifier with a gain range of up to× 16 to help boost smaller single/differential
signals to the full range. It can operate from 2 to 5 V power/logic, and measures a
wide variety of signals shown in Fig. 4.

1. Resolution: 16 Bit
2. Programmable Sample Rate: 8–860 Samples/Second
3. Low Current Consumption: ContinuousMode: Only 150µA Single-Shot Mode:

Auto Shut-Down
4. Internal Low Drift Voltage Reference
5. Internal Oscillator, Internal PGA: up to × 16
6. I2C Interface: 4-Pin-Selectable Addresses
7. Four Single-Ended or two Differential Inputs.

6 Design and Implementation

In this proposed system for security of IoT with the help of water management as an
application to explain security and privacy needs, we have divided it into two parts,
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Fig. 4 ADS1115
4—channel 4–20 mA 16 bit
current receiver

i.e., transmitter side code architecture and server-side code architecture. In transmitter
side code architecture, I have explained theRaspberry Pi 4 overall internal connection
and explained the terms in detail. In the server-side code part, it will acquire data
from the transmitter and encode it and understand it with the programming part is
explained in detail. Raspberry Pi 2 writing diagram is shown in Fig. 5.

Raspberry Pi empowered with Raspbian is used for data acquisition, processing,
and communication shown in Fig. 5. The controller collects all the data from the

Fig. 5 Raspberry Pi 4 wiring diagram
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respective instruments process it, encrypt it, and post it to the server. As you can see
in the above diagram, there two USB ports one is connected to Long-Term Evolution
(LTE) and another is connected to SD Card. There is one more power input port
5 V/3A, where we can connect a power supply. The Raspberry Pi 4 is connected to
ADS 1115 which is connected to the sensor of the transmitter.

7 Security Enhancement in IoT

7.1 Public and Private Key

Secure Shell is a network protocol that allows users to remotely administer their
servers, with communication between the twomachines fully encrypted and shielded
from eavesdropping. SSH provides a safe alternative to an unprotected network
connection to the earlier technique of remotely controlling servers that were using
network protocols such as telnet and rlogin (like the Internet).

SSH public key authentication and their functioning: A user connects to their
server through puTTY/Terminal/Bash and initiates an SSH connection by signing in,
followed by entering the password when required. SSH key authentication requires a
private key and a public key. Unlike symmetric encryption, which uses the same key
to encrypt and decode, SSH key authentication utilizes an asymmetric encryption
technique, which uses distinct keys for encryption and decryption. A user (or an
authorized person) must produce a private key as well as a public key. Secret key
must be kept safe, confidential, and should not be shared with anyone else.

Secured login through Putty with the use of public and private key and VNC for
UI is shown in Fig. 6.

7.2 Securing PORT

TCP ports make use of the transmission control protocol. It allows hosts to connect
and exchange data. An IP address is a logical address that is used to identify a
network device. For identification, each device connected to the internet is allocated
a unique IP address. This identifying information allows devices to connect with one
another via the internet. Port numbers are part of the addressing information that
helps identify information senders and receivers, as well as a specific application on
the devices. Port numbers are made up of 16-bit numbers.

We’ve changed the port number from the default value of 22 to a different number;
as a result, if someone tries to log into the system using the default assigned port
number of 22, the connection will fail since the port number does not match the
allocated value. It will aid in the security of IoT devices (Raspberry Pi) and data
transfer.
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Fig. 6 Secured login through Putty with the use of public and private key and VNC for UI

Fig. 7 Secured login (through defined port-3456)

The results on securing port are shown in Figs. 7, 8 and 9.

7.3 Fail2ban

There are several firewall options for Linux to offer packet filtering, most use the
underlying iptables project. The command used to setup the firewall is: apt install
fail2ban.

Fail2Ban is an intrusion preventive software framework that protects computer
servers from brute force attack. Commands to verify the Fail2ban Framework as in
Fig. 10 with the help of following commands:

sudo su - & iptables -L
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Fig. 8 Unsecured login (through default port-22)

Fig. 9 Login through the correct key and Login through the wrong key

Fig. 10 Failban command execution
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7.4 Experimental Setup

The above photograph describes the arrangement of an integrated flow totalizer
in a remote location with the transfer of data using mobile network components
constitutes as below:

1. Operating system for user interface
2. Raspberry pi (Details mentioned in Sect. 5, hardware components)
3. Integrated Flow Totalizer
4. Internet
5. Power Adaptor
6. Exhaust Fan (Exhaust fan provision is provided to maintain efficient cooling

across the system)
7. TBs (for termination of all components internally).

Working:Once all of the connections have beenvalidated andRaspberryPi activated,
log in to the system using the verified authentication process. After establishing a
secure connection, the integrated flow transmitter receives sensor input and sends
the value through the internet. The data results are consolidated in a CSV format file,
which contains detailed flow values (flow per minute).

Electronic water flow meters are widely employed in all residential, commercial,
and industries to manage, control, and regularize overall water requirements, and are
typically positioned in isolated areas where it is simple to cut the power supply and
steal water. The server will keep a record of transmitter data loss and power outages
and generate a report appropriately. This may be viewed in combination with steady
flow data as opposed to sudden changes in measurements, and discrepancies can be
easily seen. It is a cost-effective monitoring solution for the field-installed remote
electronic flow meter. The experiment setup and experiment results are shown in
Figs. 11 and 12.

8 Conclusion

With regard to a water management system, we illustrated how supervisory data
collecting and control architecture may be done safely in an IoT framework. This
paradigm may also be applied to other contemporary processes that are low in criti-
cality but high in relevance. It can be observed that by utilizing software languages,
we can create our own IoT analytic, which has significantly aided us in safeguarding
our data over other existing processes. Technology moves quickly, and data secu-
rity has always been a concern, with the support of several research articles and the
development of a secure IoT framework, we have attempted to put this idea into
practice; which in turn will help not only to secure the data but collectively it’ll help
to analyze and improve the system in totality.
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Fig. 11 Experimental setup of the project

Fig. 12 Experimental result in tabular and graphical form

9 Future Scope

Replace the present hardwired control system with a cloud-based full-fledged
SCADA that is just as safe. As a result, it will provide developers greater freedom by
removing monopolies, allowing them to achieve a high level of flexibility in terms
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of instrument and control systems, and integrate Big Data, Artificial Intelligence,
and Machine Learning in a safe environment. In essence, IoT devices are integrated
with these features to provide optimal automation. As a result, the Internet of Things
(IoT) has broadened its range of applications in a variety of industries, and it is still
being used by many multinational corporations for data management.
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Decision Support System for Weeding
Out Drug Seeking Behavior
from Emergency Clinics

Rugved V. Deolekar, Sunil Wankhade, and Mayur Wanve

Abstract The U.S. Food and Drug Administration has authorized many narcotic
(i.e., opioid) painkillers for the treatment of mild to moderately severe acute or
chronic pain in humans. In recent years, there has been a sharp increase in the number
of individuals who fake symptoms in order to get prescriptions for these opiates for
recreational use. The purpose of this study is to develop a multi-branched system
that would aid physicians in identifying and eliminating such deceptive patients. The
first branch attempts to determine whether patients are faking their symptoms, while
the second branch utilizes the EHR to predict how much of the prescription opioid
the patient requires. This will eventually prevent patients from becoming dependent
on these medications and preserve these pharmaceuticals for their intended use.

Keywords Drug seeking behavior · Electronic health record · Electronic medical
record · Opioid abuse · Decision support system · Deep learning

1 Introduction

Health care is one of the fastest-growing open industries in the world. This growth
in the economic turnover of the medical industry has often resulted in patients
having to shell out large sums of money. Technologies like machine learning and
artificial intelligence can be used to aid doctors to make more accurate decisions
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through the development of expert decision support systems. The use of such tech-
nologies can tackle several problems like the low doctor to patient ratio, the high
prices of basic health care, the average time spent by a general physician tending
to a patient. Machine learning has many applications in health care ranging from
the basic machine learning functionalities such as classification and prediction to
more advanced functionalities like generating images from a sparse set of training
data using Auto-encoders and Variational Auto-encoders to augment a training set.
Furthermore, within the umbrella of machine learning, the concept of deep learning
has great application in the medical industry. This concept of deep learning is the
basis of a system thatwewill propose to notify physicians that the patient that they are
tending to might have drug-seeking behavior. Deep learning has been used widely in
processing radiological scans like CT scans, MR images to identify various anoma-
lies, and monitor traumatic head injuries. With the advent of cloud computing and
increase in digitization of records, hospitals and medical institutions have taken on
the Electronic Health Records (EHR) or Electronic Medical Records (EMR) era.
These health records can be used for a variety of predictive applications. One of
these applications is proactive treatment, which deals with the handling of diseases
before they have been contracted. This involves an involved problem which is the
prediction of diseases.

2 Purpose

Across America, there has been a great increase in the war against drugs on their own
land, i.e., the war against opioids or other strong drugs that are prescribed over the
counter. These drugs are legally available on the advocacy of your need by a doctor;
however, they can be used for recreational purposes by deceitful patients. Often
patients may come into emergency clinics complaining about a set of symptoms
that have been carefully crafted or selected by them so that the doctor prescribes
a certain drug to them. We are proposing a system that can be used in medical
clinics that prescribe strong pain relief pills to avoid enabling addicts. The system
can be visualized as a module in any existing decision support system. The goal of
the system, as stated earlier, is not to take the final decision but to aid in the form
of a red flag, while the doctor is diagnosing the patient for such drugs. Every life
is interconnected with many other lives and addiction ruins not only the lives of
those who are addicted but also of the people that are associated with that life. It is
impossible to expect every doctor to be able to identify such fraud with probability
equaling unity, which means that there is a probability that a doctor may prescribe
drugs to a patient and inadvertently enable him [1–5]. Our system tries to tackle
this social evil, i.e., addiction head-on, by applying a multi-branched system that
integrates deep learning and behavioral modeling using machine learning.
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3 Literature Survey

Meyer et al. have highlighted the research studies based on the social and economic
burden in their paper [5]. The latest economic and clinical evaluation associated with
the prescription-based opioid abuse is also being reviewed. The opioid abuse resulted
in an increased number of deaths from 5528 to 14,800 in a decade of 2002–2012. It
was observed that the usage of medical services like outpatient visits to physicians,
emergency clinics, and inpatient hospital stays were relativelymore in opioid abusers
as compared to non-opioid abusers. The years 1999–2007 have seen rapid increase
in the growth rate of opioid overdose. The cost to society due to prescription opioid
abuse was quite significant. Most individuals with a mean age of 40 were most likely
the opioid abusers losing their life potential of several years.

The case study was conducted using the set of people with private insurance. Days
of Supply (DoS) was used as a unit of measuring opioid use. It used to represent the
number of days for which the therapy was given. These patients under study were
categorized in 3 distinct groups as non-opioid group, acute opioid group, and chronic
opioid group. The analysis showed that the number of emergency department (ED)
visits was significantly more for the patients belonging to the chronic opioid group.
Opioid addiction or dependency is significantly linked to ED usage. The Centers
for Medicare and Medicaid Services (CMS) created the Overutilization Monitoring
System (OMS) to track opioid consumption and potentially reduce opioid usage.
OMS employ outlier measures to identify individuals with overutilization concerns,
including opioid outliers. Pharmacies are also introducing procedures such as the
“Good Faith Dispensing” policy, which compels pharmacists to call the prescribing
physician and check that the diagnosis, billing code, prior drugs tried and failed, and
projected period of therapy are accurate [6–10].

Che et al. [11] talk about classifying patients on opioid use. It also talks about
the increasing amount of opioid misuse and abuse. The success of deep learning and
availability of abundant data in the form of Electronic Health Records has resulted
in proposing a deep and recurrent neural network model for the classification of
opioid users. In this study, deep learning algorithms were used to a large-scale real-
world EHR dataset to predict opioid usage groups. Deep learning models outper-
formed traditional classification methods and identified important feature indicators
for opioid-dependent and long-term users. The research demonstrated how revolu-
tionary deep learning models may be used to achieve cutting-edge performance in
actual clinical investigations.

According to Compton et al. [12], prescription drug overdoses resulted in 70,237
deaths during2017, and47,600 (67.8%)of them involvedopioids, according toScholl
L3. Between 2005 and 2014, OD-related hospitalizations and emergency room visits
increased 64 and 99%, respectively. Hudgins et al. [13] highlighted that prescription
opioid usage is widespread among teenagers and young adults, and it is frequently
accompanied with other substance addiction, emphasizing the significance of drug
and alcohol screening programmers in this demographic. 55.7% of those misusing
opioids received it via friends or family, 25.4% from the healthcare system, and
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18.9% from other sources. Cicero [14] did a systematic assessment of the literature,
concentrating on peer-reviewed studies that used a qualitative approach to examining
the development of an opioid use disorder from the initial exposure point. First of
all, in the 1990s and early 2000s, medical circles placed a high premium on pain
management, propelled in large part by a major “educational” effort launched by a
pharmaceutical corporation to promote a new, extremely popular extended-release
painkiller (see below). The JCAHO investigation stated that effective narcotic anal-
gesicswere accessible butwere hardly utilized, and that physicianswere disregarding
pain care due to an illogical fear of addiction.

Oxycodone [14], an extended-release drug, was the second main factor
contributing to the increase in prescription opioid abuse. Oxycodone is an opioid
agonist with a high affinity for the opioid receptor, making it not only an efficient
painkiller but also a powerful euphoriant. Due to the formulation’s slow release char-
acteristics, the FDA enabled the sponsoring company to state in the package insert
that abuse was anticipated to be minimal. Addicts quickly discovered, however, that
they could avoid the slow release mechanism by crushing or dissolving the pills,
so releasing considerable amounts of oxycodone in a form suitable for snorting or
intravenous injection.

Using claims data and Electronic Health Record data from patients, Dong et al.
[15] created various prediction models for assessing the probability of opioid
poisoning in the future. They analyzed large-scale datasets to identify characteristics
typically linked with opioid toxicity, as well as a patient’s medical records for predic-
tion, diagnosis, test results, prescriptions, and associated clinical events. Among the
different prediction models tested on the SPARCS and Health Facts datasets, such as
Random Forests, Decision Trees, Logistic Regression, and deep learning, Random
Forest performed the best on these datasets, with anAUCof 94.94% for SPARCS and
95.41% for Health Facts. It illustrates that an AI-based approach, when implemented
at the clinical level, may achieve high-accuracy automated prediction and opens the
door for AI-assisted prediction to support healthcare practitioners in combating the
opioid problem.

In his study, Vunikili [16] classified patients with opioid prescriptions into eight
age groups by subtracting the patient’s date of birth from the day the prescription was
written. In addition, to identify individuals with side effects, he used ICD 9 codes to
examine the diagnosis of every patient suppliedwith opioids for symptoms associated
with overdose and/or dependency. Principal Component Analysis was used in order
to obtain a more refined subset of characteristics [16]. The patients of interest were
divided into two groups based on their proclivity to opioid abuse using two models:
Logistic Regression with L2 regularization (baseline model) and Extreme Gradient
Boosting (enhancedmodel). The baselinemodel has an F1 score of 76.64% (accuracy
77.16%), but the upgraded model has an F1 score of 94.45% (accuracy 94.45%)
(accuracy 94.35%). Electronic Health Records (EHRs) facilitate the enhancement of
patient care, the incorporation of performance measures into clinical practice, and
the identification and recruitment of qualified patients and healthcare providers for
clinical research [17]. EHRsmay help determine, on amacroeconomic scale,whether
novel medicines or advances in healthcare delivery result in improved outcomes or
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cost savings. EHRsmay be utilized to establish the feasibility of a study, to streamline
patient recruitment, to expedite data collection, or to conduct completely EHR-based
observational, embedded pragmatic, post-marketing randomized registry studies, or
comparative effectiveness studies.

4 Design

4.1 Proposed System

A. Branch 1: Patient Symptom Faking

• We predict a set of plausible symptoms by processing Electronic Health
Records using deep learning, generating normal space for likely symptoms,
and performing novelty detection to estimate the possibility of patient faking
symptoms [18].

• While extensive research is being conducted on Electronic Health Records
modeled using deep learning for disease prediction, it is exceedingly difficult
to understand the variation of health notes or facts recorded in EHRs and their
mapping to disease prediction due to a current open research problem called
“explainability of neural networks”. While predicting symptoms with a deep
learning network (which is effectively a neural network with more than one
hidden layer) is computationally expensive due to the scalability difficulty
with neural networks, there is considerable interest and capability in disease
prediction. As a result, we established a simple work around with a fact that
each sickness has a prescribed set of symptoms in medical research.

• As shown in Fig. 1, we extrapolate predicted diseases to produce symptoms,
which may be thought of as a pair of (key, value) values. Each disease has
a value, which is comprised of a collection of symptoms. This set can be
further reduced to provide a more concentrated set of symptoms through
rule-based elimination of symptoms, such as those induced by age, gender,
family history, or environmental factors.

• This set of symptoms can be understood as the normal space for patient
symptoms (P2). The patient may complain about a set of symptoms which
will be compiled as P1. The set difference may be thought of as the number
of symptoms that the patient complains about (P1) that are not present in the
expected set of symptoms created by the trained deep learning network using
the EHR’s longitudinal data (P2). The set difference can then be transferred to
a function analyzer that produces an analytical result based on the symptoms.

For example, if the symptoms are trivial and common (such as a common cold),
they can be assigned a low value; yet, if a symptom is unusual and serious (such
as sleeplessness), it will be allocated a higher value. Furthermore, a sum of all the
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Fig. 1 State transition diagram for Branch 1

values corresponding to the symptoms will be returned by the function. This value
is normalized to get the value of Op1 in the range of 0–1.

B. Branch 2: Patients Suffering from Substance Abuse (In this Case, Opioid
Abuse)

• Using the EHRs of patients as input, it is feasible to predict whether a patient
is abusing substances.

• This strategy aims to identify features in the EHR that can be considered as
the strongest predictors of substance abuse.

• This branch is largely concerned with the patient’s profile information, such
as living arrangements, age, gender, education, employment status etc. to
arrive at a suitable conclusion.

• As seen in Fig. 2, our Machine Learning Model takes the patient’s EHR as
input and produces a likelihood that the patient needs the requested treatment.

C. Aggregation of Results of Branches: The Decision Function

Op1 signifies the chance that the patient is lying, expressed as a number between 0
and 1. A greater value indicates a greater likelihood of lying.

Similarly, Op2 shows the likelihood that the patient needs the specified treatment,
given the profiling data from the EHR.

Our final decision is determined by the intermediate outputs, Op1 and Op2. We
can try to learn the relevance of Op1 and Op2 in creating the final choice by using a
machine learning model to make our system more resilient.
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Fig. 2 State transition diagram for Branch 2

Our final output, the Alert Flag, may be parametrized as a linear correlation
between Op1 and Op2 and can be represented as the following:

Alert Flag = W0 + W1 ∗ OP1 + W2 ∗ OP2 (1)

Essentially, during the initial stages of the development of this model, we may
have to consider the choice made by the doctor utilizing this system to be the truth
value. As a result, we would have Alert Flag as a doctor output along with OP1 and
OP2 created by the system. This is now a supervised learning problem, using OP1
and OP2 as the input data and Alert Flag as the correct output data. The mapping
function can thus be learnt by finding optimal values for the hyper-parameters (W0,
W1 and W2).

• Nonlinear Parameterization Approach

– As shown above, the parameterization has been linearly modeled but this
parameterization may also be represented using nonlinearly forms [19].

Alert Flag Rep = W0 + W1 ∗ Op1 + W2 ∗ Op2 + W1Op1 ∗ Op2 (2)

• Modeling the Parameterization Approach

– The parameterization approach opens doors to modeling this relationship.
– This is essentially a classification in which we will classify a patient as a drug-

seeking patient or not. Hence, this is a Binary Class Problem we can think
about modeling this approach using.

– Linear Regression with a threshold and output can be used for classification.
– Logistic Regression with sigmoid as nonlinearity with

Alert Flag = IF(Sigmoid (Alert Flag Rep) ≥ 0.5) (3)
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4.2 Proposed Algorithm

The proposed design is shown in Fig. 3.

I/P: EHR of the patient.

O/P: Probability that the patient is a drug seeker.

Step 1: Take the patient’s EHR as input and feed it to multiple deep learning models,
each of which extracts information from the EHR and outputs a likelihood that the
patient is suffering from that disease. So, at the end of this process, we’ll have a list
of diseases that the patient has had in the past or may have in the future based on the
symptoms identified by the models. D = D1 … Di;

Step 2: Every disease can be thought of like a dictionary of symptoms that are
common to that disease. S1 = {s1, s2, …, sn}; So, for ‘i’ diseases that got recognized,

Fig. 3 Proposed decision support system
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we have ‘i’ dictionaries available and a set S can be formed by taking a union of all
these S = S1 U S2 U … Sn;

Step 3: Now that we have S, there may be certain symptoms that the patient has that
are present in S′ (based on EHR). To narrow our search space, we build S′ a collection
of reduced symptoms’ space. S′ = EHR Reduction Function (S);

Step 4: So now we have a more limited range of symptoms that the patient may have
had previously to cross-check whether the patient is faking his symptoms or not. Let
P represents the patient’s list of symptoms.

OP1 = Comparison_function
(
S′, P

)
(4)

OP1 attempts to map the degree of similarity between S′ and P in this case. If
the degree of similarity exceeds a Suspension Threshold, a numerical output V1 is
produced. Suspension Threshold is a hyper-parameter that may be improved later in
the development process.

V1 = Calculate_Relativity(OP1,Suspension_Threshold) (5)

Step 5: We have a behavioral model that takes the EHR profiling information (P) as
input and outputs the probability that the patient needs the requested treatment.

OP2 = Treatment Predictor_model(P)

Step 6: Based on the results of Ops 1 and 2, an Alert Flag is raised, assisting doctors
in detecting and weeding out individuals who are faking symptoms.

5 Conclusion and Future Scope

We have proposed a theoretical pipeline that integrates the use of deep learning tech-
niques to learn and extract information from EHRs and machine learning techniques
to efficiently and accurately provide insights based on patient profiling information.
The relatively new breakthrough in learning from longitudinal, time-sequential data
enables the holistic interpretation of data and the inclusion of insights not only from
the dimensions of the dataset but also from their continuity across time, allowing
for the inclusion of the dimension of time. This idea of using some recurrent neural
network architectures like Gated Recurrent Units and Long Short-Term Memory
Units in the decision support system should be able to provide value to the medical
professional by instantly delivering a birds-eye perspective analysis of the patient’s
history. The implementation of this proposed system can be considered as a future
scope.
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Analysis of Machine Learning Algorithm
to Predict Symptoms
of Diabetes—A Review

M. Sivaraman and J. Sumitha

Abstract Diabetes is themajor disease increasing ratios formanypeoples.This issue
causes loss of sight, kidney failure, amputations, heart problems, lower and stroke
limb amputation. Diabetes can be caused by various reasons such as an unhealthy
lifestyle, lack of exercise, poor dietary habits, genetics, obesity, etc. Our body turns
foodstuff into sugars or glucose. It is a set of disorders characterized by elevated
blood glucose levels. For diabetes, the pancreas is not supposed to release insulin.
Different ML technologies can be used to diagnose and forecast diabetic individuals.
This paper discusses current enhancements in ML techniques that have significantly
impacted the prediction of diabetes.

Keywords Diabetic prediction · Data mining · DBN · HRPFNN ·Machine
learning · SVM

1 Introduction

Machine Learning: Machine Learning techniques are work of excerpting enor-
mous datasets to invent models and create relationships to determine the problems.
It is defined as hauling out fascinating and nifty details against a populated dataset.
Machine Learning techniques are used different fields such scientists, governments,
airline passenger records, census data, and businesses. Data mining is intermittently
studied as knowledge discovery in databases-(KDD). Data mining is also a knowl-
edge discovery process. In recent days, data mining techniques have been used the
healthcare field to discover useful information from the healthcare dataset.
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Diabetes: In 2022, almost 400 million people will have diabetes mellitus. These
numbers are predicted values to increase to 700million by 2045.Diabetes is a chronic
metabolic disease defined by abnormal blood sugar levels caused by either ineffective
use or inadequate production of insulin [1]. Diabetesmellitus is commonly referred to
as diabetes. Sugar levels may increase in the food which has especially carbohydrate
foods. Those foods contain carbohydrates, which give everyone a primary energy
source, including diabetes. Blood sugar levels rise in diabetes when human pancreas
does not make needed insulin or the human body cannot utilize it. Diabetes means
that the bloodstream and urine contain high sugar levels [2, 3]. Diabetes is classified
as:

Type-1, also known as Insulin Dependent Diabetes Mellitus, requires the patient to
be injected with insulin because the human body cannot produce enough insulin.

Type-2, also known as Non-Insulin Dependent Diabetes Mellitus, arises when cells
in the body cannot use insulin efficiently.

Type-3 diabetes, commonly known as Gestational Diabetes, is characterized by
increased blood insulin levels in pregnant women who have not been diagnosed
with diabetes early in their pregnancy.

Symptoms of Diabetes: Frequent urination, dehydration, hungry, malaise, drowsi-
ness, weight loss, unclear vision, confusion, poor concentration, increased infections,
and low level of healing [3].

Diet for Diabetes Person: Diabetes patients need to follow some habits in real life,
such lose extra weight, stopping smoking, doing regular physical activity, drinking
more water, eating healthy plant foods, and stopping taking sugar products. This
paper is split into some main parts. Section 2 [4, 5] covers details about the flow
diagram and measurement parameters. Section 3 shows the related work of this
research work. Section 4 shows the details of data mining techniques. In Sect. 5, the
comparative analysis research work. Finally, Sect. 6 concludes this research work.

2 Flow Diagram and Measurement Parameters

Figure 1 explains the diabetes prediction process. The data samples are collected first.
The second process is preprocessing. Then implement some proposed algorithms.
Finally, will get results and output.

The results are calculated using parameters like accuracy, precision, recall, etc.
The parameters formulae have displayed in Fig. 2. The Confusion matrix the table
layout and demonstrates the overall performance of the algorithms. It is split into
four parts. TP is considered a true positive, TN is a true negative, FP means false
positive, and FN means false negative.
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Fig. 1 Model flowchart for diabetes prediction

Fig. 2 Measurements calculated formulae

3 Background Study

Diabetes prediction systems based on various algorithms and styles have already
been researched and built by research.
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Roxana et al. [6] present an Ensemble Perceptron Algorithm (EPA) and Boosting
Algorithm (BA). PA is a simple algorithm compared to BA, executed many times
on the training dataset. The EPA has proposed to improve the PA classification of
hidden data by combining it with the BA. The average AUC is obtained at 0.75 by
EPA compared with 0.72 by PA.

SVMMachine Learning model was proposed by Mohan and Jain [7] for diabetes
prediction. SVM is trained with four different kernels, and its prediction accuracy
is calculated through the test set. The SVM is tested with four kernels: linear, poly-
nomial, sigmoid, and RBF. The accuracy level of RBF is obtained at 0.82, which is
higher than other SVM Kernels.

Vijayakumar et al. [8] present a random forest algorithm used of diabetes predic-
tion. The projected model provides the most satisfactory result for diabetes predic-
tion, showing that the forecast system can effectively and efficiently predict diabetes.
This paper uses a different algorithm. Naive Bayes showed an accuracy of 80.37%,
while the REP tree recorded up to 78.5%. Logistic regression showed 77% accu-
racy. The random forest algorithm analysis results were 83%, so the implemented
methodology works relatively well.

Prabhu et al. [9] proposes Deep Belief Networks (DBN) for identifying diabetes.
DBN forecast model is created in three phases; first, the preprocess is done for the
noise removal. They were second, preprocessing Deep Belief Networks followed
by fine-tuning back propagation. Finally, supervised classification provides result to
identify diabetes.

Choubey et al. [10] proposed diabetic diagnosis is made in two stages. In the
beginning, to find features from diabetes data, a genetic algorithm is used. Second,
a multi-layer feed-forward neural network is used to predict diabetes. The tentative
results are capable of providing a better result when compared with other models.

Syed et al. [11] explore the Tree Partitioning Adaptation Support Vector Machine
method presented in the proposed model, which utilizes the tree approach. Find the
right classified partitioning for big data. An adaptive SVM that follows the rules
generated by partitioned data is also designed to handle the final classification.

Jayalakshmi et al. [12] proposed the Levenberg–Marquardt method for back prop-
agation for the finding of diabetes. The primary approach adopted in this paper was to
compare the results of various forms of lost value analysis [12]. This paper shows that
higher accuracy is obtained with a minor training point. This paper demonstrates to
use a “combination of missing values and preprocessing techniques” [12] to achieve
improved results.

Messan et al. [13] compare various algorithms for the detection of diabetes. In this
paper, the Artificial Neural Network (ANN) provides 89% of the highest accuracy
comparedwith theGaussianmixturemodel (GMM) is a probabilisticmodel, Extreme
Learning Machine (ELM), logistic regression, and SVM.

Erdem et al. [14] proposed Genetic Programming and Majority Voting to predict
diabetes. In contrast to SVM, ENN ANN, and other algorithms, which rely heavily
on computational resources, GP Symbolic Regression’s simple equation classifiers
have sufficient accuracy and minimal computational requirements for prediction. It
may be an alternative for predicting diabetes.
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4 Diabetes Prediction

Diabetes is an incurable disorder caused by deficiency or loss of insulin in body.
Human cells take up glucose from people’s food and can get the required energy.
If left unchecked, diabetes is fatal and can cause other illnesses, either explicitly
or indirectly, such as heart attack and stroke. Thus, the diagnosis of diabetes and
assessment of severity are essential to avoid further problems and take preventive
measures and the timely onset of the disease. Healthcare companies collect vast
amounts of data, such as electronic databases, photos, weak data, and text, but gaining
insight into information and data remains a significant challenge. Various papers
suggest efficient Machine Learning approaches for predicting diabetes and assessing
its severity.

4.1 Unsupervised Machine Learning

Unsupervised Machine Learning does not use labeled records. Unsupervised
Machine Learning requires analyzing accurate data to discover the relationships,
models, and correlations in data, investigate and learn the relationships in the data.
Unsupervised machine learning is helpful for data with low-level knowledge. For
example, answering a question such as “What are the gene expression patterns in a
disease?” Two everyday unsupervised Machine Learning tasks are data clustering
and data dimensionality reduction.

Clustering is the process of finding the relationship between data in unlabeled
data to group similar data elements into a group. Several types of clustering tech-
niques exist, and each method uses a different concept or set of rules for defining
the similarity between data points. Figure 3 shows various clustering techniques.
The most common use of disease prediction is clustering data into expression data.
Expression levels of many variables can usually be measured with several samples
of microarrays and the clustering to cluster data with similar levels of expression in
all instances.

4.2 Supervised Learning

Supervised learning (SL) is a classification of data process for learning functions
that map inputs to outputs based on exemplary input/output data. It derives a method
from labeled training data containing a series of training models. Each example is
a pair of inputs and desired outputs. Any supervised learning algorithms examine
the trained data and generate a derived function that can map new models. The best
scenario allows the algorithm to find the class label for hidden instances properly.
This requires the training algorithm to be “reasonably” generalized to situations
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Fig. 3 Clustering techniques

that are invisible from the training data. Various supervised learning algorithms can
perform multiple methods for separating test data by comparing it with the trained
or labeled data.

5 Comparative Study of Survey

The comparative analysis of the survey explores the different author’s views and the
methodologies used for detecting diabetes. Table 1 displays comparative study of
survey. The first column is the author’s names, the second column is using previous
algorithms, and the third column is the limitations of that works.

6 Results and Discussion

In this section, the classification algorithms for predicting diabetes are evaluated with
various algorithms.

The comparison with different methods was assessed using multiple accuracy
procedures such are Recall (Rec), Precision (Pree), F1-score, support, etc. Figure 4
represents the comparison between some of the algorithms, and their proposed
level of accuracy is displayed. This figure shows various classification algorithms
and proposed DBM methods such as, radial basis feed-forward neural network-
(RBFNN), Naive Bayes, decision tree (DT), SVM, logistic regression (LR), random
forest (RF), etc. From Fig. 4, DBN gives better results. So, DBN is the best algorithm
for diabetic prediction from this review. Naïve Bayes provides the second level of
good accuracy. HRPFNN delivers the next level of good accuracy.
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Table 1 Various authors view diabetes prediction

Author’s name Methodology Limitations Paper number

Roxana et al. The Ensemble Perceptron
Algorithm (EPA) has been
projected to enhance the PA
classification of hidden data
by combining it with the BA

Both algorithms are, EPAs
require more execution
time than Pas

4

Narendra et al. SVM machine learning
algorithm is used for
diabetes prediction. The
novelty of this task is to
suggest the performance of
the SVM kernel for diabetic
datasets for disease
prediction

It is not compared to SVD
evaluation indicators such
as prediction, recall, and F
measurements

5

Vijiya Kumar et al. For finding the diabetes,
random forest algorithm is
used. The subset trees are
formed by iterating the data
many times

Application classification
problem can be used to
avoid over conference
shortcomings and
distinguish the essential
options from the coaching
dataset

6

Prabhu et al. DBN algorithm is designed
in three stages. The first is
preprocessing and second is
pre-training, and the last is
DBN. After that, fine-tuning
back propagation for
supervised classification

Precision result of the
DBN does not provide
better results compared
with other supervised
learning algorithms

7

Fig. 4 Comparison of different algorithms for diabetes prediction
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7 Conclusion

Non-insulin-independent diabetes presents inevitable and prominent problems to the
public dung periods of inadequate effectiveness, timeliness, and non-invasive price
for the poor quality of life. Today, the risk factor for diabetes is increasing day
by day. This review presented a complete study of current methods of predicting
diabetes. The Deep Belief Predictive Model has been successfully validated with
the Performance Benchmark using the diabetes dataset. The resulting comparison
illustrates that the deep belief new model is more effective in accuracy, memory
usage, and the WA measure.
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Sound Mind: Detecting Depression
and Anxiety in Humans

S. Revathi, K. Keerthanaa, A. R. Ranjitha, and Priyanka Balli

Abstract Depressive disorder commonly known as depression is an illness or
disease that makes the individual to feel constant sadness, emptiness and a lack
of interest in day-to-day activities. Around 3.8% of the global population is affected
by depressive disorder, wherein 5% are adults and 5.7% are older than 60 years.
Globally, around 280 million people suffer from depression. This research work
attempts to detect the level of depression and anxiety in humans with the help of
speech recognition technology by utilizing the audio recording of the participants,
which is usually composed of both depressed and healthy audio notes. The proposed
study analyses the implementation of Naive Bayes (NB) algorithm to detect the level
of depression. It uses certain repeated words as parameters in the given audio clip
to determine the depression level of a person. In near future, this research study will
be further extended to incorporate real-time recording in order to detect the level of
depression in a person.

Keywords Depression · Speech recognition · Humans · Acoustic features ·
Anxiety · Emotions ·Machine learning · Naive Bayes algorithm

1 Introduction

Depression is by far the most serious global challenge. Though it is said that the
earlier detection of depression increases likelihood of people returning to traditional
life and performance, developing and utilizing effective and possible strategies for
depression detection remain difficult to achieve [1]. Speech-based technologies have
shown enormous potential and possess the additional benefits of being non-invasive
and widely accessible. Combining these discoveries with the potential of speech
analysis has revealed numerous new openings for implementing an effective effica-
cious depression and anxiety detection technique based on real-life exploitation time
period information. On the other hand, smartphone sound-based apps must cross
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few hurdles, such as loud areas in the surrounding and wide range of characteristics.
The fluctuation of voice quality in unattended environment poses big challenges for
standard acoustic options such as spectral, glottal, and conveyance outlines [2].

Hence, when compared to the research centre grade clean discourse data, acoustic
preferences may perform skill-degraded execution due to their susceptibility towards
natural calamities and mobile inconstancy. Recently, the discourse milestones,
which are referred as the occasions associated with discourse explanation, have
demonstrated the viability for analyst available in a practical context [2, 3].

The significant component of the emotion detection framework is the selection
of appropriate preferences to categorize different emotions. The completely covered
boundaries, such as the energy of pitch, signal, timer and MFCC, are more popular
than words. As these boundaries shift indefinitely over time, the sound gets sepa-
rated into appropriate-sized covers. It is also expected that the boundaries mentioned
above will not change significantly over the course of a casing [4]. Depending on the
severity of disease in several humans with various issues, they can be divided into
three categories, namely mild, moderate and severe. It is the most vastly used cate-
gories for the categorization of depression and anxiety. Mild depression is actually
having a low interest in the surroundings around the affected individual, but it doesn’t
affect the normal life and social exchanges. Moderate depression includes emotional
fluctuations, but the state of mind is typically depressed, where the thought process
and actions have a slower response, which negatively impacts the work life. The
extreme form of a major depressive disorder is suicide [1]. Normally, mild depres-
sion can be cured by beingmindful, considerate, patient and surrounding oneself with
positive people and engaging in activities that improve the emotion and by practicing
mindfulness. Moderate and severe depression conditions should be taken more seri-
ously and seek professional treatment in time. As per reports of cases, this disorder
gets split into one episode depression type and recurrent episodes of depression. One
episode depression type happens rarely for the diseased individual, and it doesn’t
resurface upon finishing the prescribed treatment, but this is not clinically typical.
Recurring depressive disorder refers to the recurrence of symptoms even after giving
treatment, and the issue hasn’t been eradicated [5].

2 Related Works

Little kids and teenswith emotional disorders and anxiety, adult depression and senile
depression are the various age groups of individuals suffering from this disorder [1].
The age span of it is large. This however can’t be said that young people do not suffer
from it. Therefore, the categorization of this view is made according to the different
age groups of this subject [6].Depression patients have tell-tale speech characteristics
in speech signals, and the further study on recognizing this illness is based on speech
signals which have a solid theoretical basis; hence, the depression recognition based
on speech signals is considered as the best method. In contrast to the complex data
collection process of physiological signals and behavioural signs, currently, there are
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Table 1 Table to identify the depression severity

Measurement score Analysis of measurement results Depression treatment
recommendations

0–4 No depression None

5–9 Mild depression Wait for observation

0–14 Moderate depression Counseling or mild medical
treatment

15–19 Moderate to severe depression Active medication and
psychotherapy

20–47 Major depression Recommended for professional
treatment immediately

more number of open source and authoritarian depression speech datasets. Rosenthal
and Ambady’s study on a human’s behaviour has revealed that a brief observation of
human’s behaviour can predict their actual behaviour with a higher probability than
random predictions. There lies several more studies available on speech slice in the
domain of speech recognition. The effect of relative slices of time is considered as
best algorithm for performing speech-based emotion recognition. It was discovered
experimentally that when reading out loud by using the starting of the speech has
produced a better depression recognition effect than using the entire speech. Research
of Moore on glottic features shows that when using glottic features for depression
recognition, only, 10–20 s of speech portions is utilized to achieve a recognition
effect comparable to 2–3 min of speech portions [7]. Table 1 shows the scale of
scores for the various levels of depression.

2.1 Machine Learning Model for Recognition

Currently, the most vastly used depression recognition models based on machine
learning are GBDT, KNN, SVM, NBM, RF, etc. The flowchart for depression
recognition by using machine learning technique is given in Fig. 1.

2.2 Deep Learning Model for Recognition

As our information becomes very diverse, the data processing becomes more promi-
nent and vital. DNNs are powerful in processing the data and are considered as the
powerful tool for processing complicated data. Pitts puts forth the human brain oper-
ation to process and store complicated information. It processes data in a parallel
manner and obtainsmore useful info from it. CNN is one of the vastly used depression
recognition models. The flowchart for depression recognition using deep learning is
given in Fig. 2 [8].
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Fig. 1 Machine learning model

2.3 Recognition of Traditional Depression

Typical tools of diagnosis are interview assessments, Hamilton depression rating
scale or HAM-D and depression scale. These assessments and the severity of
behavioural symptoms will provide a depression score to the patients. The diag-
nosis is then performed by this method which is very complex as it relies mainly
on the human’s ability, their patience, willingness, honesty and seriousness whilst
communicating. However, since their thinking andmotives are impacted and affected
by depression, collecting the diagnostic information consumes more time. In addi-
tion, human training, practices, and validations are required to achieve results. At
the primary treatment stage, this method of diagnosing depression is extremely diffi-
cult. Depression diagnosis can also be very broad. Furthermore, the results of such
classification are much generalized and can only inform patients whether they have
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Fig. 2 Deep learning model

high or low levels of depression, which can easily lead to misdiagnosis and waste of
treatment time. Simultaneously, due to the obscured nature of depression’s physical
symptoms, it cannot always be detected accurately. These are referred as the notable
drawbacks [9].

2.4 Deep Neural Network

The features that are primarily used to define and display the content are investigated
in pattern recognition. These features are then extracted from the data by using
this algorithm have an impactful effect on the model’s performance. Typical feature
methods of extraction are to primarily select features depending on various data
designs and tasks, such as Gabor features, SIFT, local binary patterns and so on.
However, designing a decent feature isn’t easy, specifically when dealing with a large
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dataset; it requires a significant amount of time and effort. DNNs refer to a subclass
of deep learning in terms of DL multi-layer nonlinear function relationships [10].
A DNN is a neural network that maps a learned function to a highly complicated
function by using a nonlinear combination. DNN is referred to as a neural network
withmultiple obscured layers. Deep neural network (DNN) utilizesminimal quantity
of neurons to achieve better capabilities at generalization [11].

2.5 Depression Severity Scales

Many scales are utilized for describing how severe the depression in a human is.
This study has made use of a couple of the most vastly used scales, namely Beck
Depression Index (BDI) and Hamilton Depression Rating Scale (HAM-D). Both of
these scales are often used by clinical practitioners, but they have clear differences.
The BDI is a self-assessed questionnaire that centres around on the human’s nega-
tive self-esteem symptoms, where the HAM-D score can only be determined by a
psychiatrist. As a result, the HAM-D score is regarded as the more objective in both
the methods. Determining the HAM-D score is hard, but it is not because it needs
to be done by a medical professional„ but also because the questionnaire can be
completed in a short period of around five minutes, whilst the HAM-D score can be
detected in around a half hour. It is crucial to observe that the both these scales are
used to measure the severity of depression in various ranges [12].

3 Literature Survey

Ding et al. [1] discuss about detecting the different depression levels of college
students, and a novel method has been proposed to detect the student’s depression
by using the Sina Weibo data (DISVM) to make the model more stable and improve
the accuracy. NLP has also been used, and the drawback is that the accuracy can
be improved. Kiss and Jenei [2] have investigated the different ways in which the
depression severity can be accurately detected by processing the speech signals.
The developed model can comprehend the depression qualities and the impact on
speech. This acoustic model has also predicted the depression severity with a lower
error rate than the BDI questionnaire (the classic way to identify depression). The
drawback is that the size of dataset is limited and can be further expanded. An et al.
[3] have explored the mental health detection method by making use of CNNs for
processing the speech signals. It highlights certain advantages which CNNs offer
for the detection of mental health. Huang et al. [4] propose a method to ensure the
accurate diagnosis of emotion disorder. The methods used here possess bottleneck
features and HMM-based verification, which provides a decent accuracy. Kiss and
Vicsi [5] have proposed a cross-lingual investigation to check the possibilities of
depression prediction. Here, the acoustic elements are selected as the info vector,
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and numerous mono and cross-lingual examinations were performed. Huang et al.
[6] proposed a novel framework to analyse the discourse as a series of acoustic occa-
sions followed by an investigation on the applications used for detecting depression.
Song et al. [7] have discussed about a proposal from one viewpoint, which recog-
nizes the human conduct automatically. Two different methods have been used to
achieve a good improvement when compared to previous estimations. Long et al.
[8] have introduced a novel classifier framework to perceive depression, which was
then evolved and combined different speech types and emotions. Yang et al. [9]
have proposed new written, sound and video highlights which hybridizes the deep
and shallow models to gauge depression and arrange from sound, video and written
descriptors. Alghifari et al. [10] investigated the optimum speech segment length to
provide a fast and accurate detection of depression. The proposed ANN system uses
a single speech feature to detect depression. Govindaswamy and Palanichamy [11]
detected the depression of different users, which has been shared on social media.
Han and Wang [12] have developed a new emotion recognition technique based on
DL and kernel nonlinear PSVM. Shih et al. [13] introduced weights to train exam-
ples and successfully modify the traversal of trajectory in parameter space whilst
executing the learning process. Suganya and Charles [14] proposed that the model’s
performance should be analysed on USC-IEMOCAP and EmoDB datasets. This
CNNmodel consists of 9 layers of weight. Harar et al. [15] utilized the voice activity
detection (VAD) algorithm to get rid of silent segments and detect the depression
state of the user. Pinto et al. [16] presented an emotion detection model based on
CNNs, by considering the data from an existing dataset and classifying emotions into
different groups. Gong and Poellabauer [17] discussed about displaying a system for
recognizing the second-level states of human emotions by using voice recordings.
Thismakes use of SVM.Harati et al. [18] have developed a predictivemodel based on
emotion-related features by utilizing the connection amongst present moment, long-
term emotions and state of depression to detect the current level of depression. Sefara
and Mokgonyane [19] have discussed about using the machine and deep learning
algorithms to analyse frequency, time and spectral features of emotions in order to
detect any existing depression. Swamy et al. [20] have discussed about developing
a new platform to detect the presence of depression without requiring any physical
presence of a professional.

4 Methodology

Naïve Bayes computation is a directed learning estimation by considering Bayes
speculation. This is used for handling the data collection challenges. This classifier
is considered as one of the essential and best classification computations which
assist in building advanced AI models, which can make quick conjectures. It is a
probabilistic classifier, which means it makes predictions based on the likelihood.
As a result, this type of computation is used to identify the problem of depression
in individuals. The Naive Bayes computation is made up of two words: Naive and
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Bayes, which can be written as Naive: it anticipates that the event of a specific
component will be liberated from the event of other components. As a result, each
component independently continues to add in order to recognize that it is a specific
thing without relying on others. It considers each feature as distinct from the others.
Bayes: depends on the rule of Bayes speculation. The proposed study utilizes a
training and testing model. First, the discourse sound clips will be considered in the
preparation model, which will then use specific words as boundaries to distinguish
whether a specific recording contains some degree of sadness. If the boundary word
has rehashed a certain number of times, it belongs to one class of wretchedness; if it
does not rehash, it belongs to another class of misery, and so on. The testing model
is then initiated by entering any of the recordings, and the downtime forecast gets
started. This calculation is probably the best option for predicting despondency with
reasonable accuracy. As a result, the proposed study employs this specific Naive
Bayes calculation.

5 Architecture

The depression detection and analysis takes place in a series of steps, out of which the
first and foremost one is to collect the data samples for performing observation and
training. Once the data collection is performed, it is followed by the data cleaning
and normalization process, which typically results in removing the unnecessary noise
and audio bits. After completing these steps, the feature extraction process has been
performed. Here, the required words were selected as parameters for classifying the
audio sample into different categories, and if present, the frequency of the word is
calculated and noted. This is followed by the category classification of whether a
person is depressed, not depressed or borderline. These observations are then fed
as training data to the model, which then performs the analysis and produces the
outcome of the detection. Figure 3 shows the architecture diagram which is shown
below.

5.1 Data Flow Diagram

The DFD, called the bubble chart, is a fairly simple graphical format used to repre-
sent the system according to the data input to the system, the numerous processes
performed on this dataset and the result data generated by this model system. This
DFD is an important modelling tool for simulating the system. The process of this
system, the data this process uses, as well as an external entity that interacts with
this system and the information which flows in this system are all considered as
components.

DFD displays how this info is moved along in the system and how it gets modified
by a series of transformation. It is a graphical technique used to depict the information
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Fig. 3 Overall architecture of detecting depression in humans

flow, and the transformations are then applied as the data, which moves from input
to the output. A DFD can be used to represent any level of abstraction in a given
system. This can also be portioned into different levels, which represent increasing
information flow and functional detail. Figure 4 illustrates the same.

5.2 UML Diagram

UML is an abbreviation for unifiedmodelling language (UML). In the field of object-
oriented software engineering, UML is a standardized general-purpose modelling
language. The object management group has managed and created the standard.

The main goal of UML is to become a standard language for modelling object-
oriented computer software. UML is currently made up of a couple of major compo-
nents which are a notation and a meta-model. In future, a process can be added to
UML.TheUML is a standard language used for specifying, visualizing, constructing,
and documenting software system artefacts and also the modelling of business and
other non-software systems. It represents a collection of best engineering practices,
which has been to be successful in the modelling the complex and huge systems. The
UML plays a very important role in developing the software that is object-oriented
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Fig. 4 Data flow diagram architecture

and the development process of this software. It also uses notations of graph to
express the software projects design.

The main goals in the design of the UML are as follows:

1. Give users a ready-to-use, expressive visual modelling language which they can
utilize to exchange and build meaningful models.

2. Offer extendibility apart from specialization mechanisms so that they can extend
it for the core concepts.

3. To become independent of certain programming languages and processes of
development.

4. To understand the modelling language, offer a formal basis.
5. OO tools in the market need to be encouraged.
6. High-level concepts like framework, patterns, collaborations and components

have to be supported.
7. Best practices must be integrated.



Sound Mind: Detecting Depression and Anxiety in Humans 253

User signup

Enter message & get prediction

Choose file & transcript

NewClass

Speech input give & get speech

Fig. 5 Use case diagram architecture

5.3 Use Case Diagram

This diagram in the UML is a behavioural diagram type that is defined by and created
from a use case analysis. The main motive is to give an overview in the form of a
graph about the functionality given by the system which is actors and their goals,
as well as any dependencies amongst the use cases. The main cause of this diagram
is to display the functions performed of the system and by which actor it has been
done. The actors’ roles in the system can also be depicted. Figure 5 depicts the same.

5.4 Class Diagram

This Fig. 6 is used for refining the use case diagram to define an elaborate design
of the system. This diagram takes the actors from the use case and sets them into
classes that are inter-related. The association between the classes can be an “is-a”
or “has-a” relationship. Every class in the diagram is capable of providing certain
functionalities. These functionalities provided by the class are termed “methods” of
the class. Apart from this, each class might have certain “attributes” that uniquely
identify the class.
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Fig. 6 Class diagram architecture

5.5 Activity Diagram

This diagram Fig. 7 captures the flow of process happening in the system. It is
quite similar to the state diagram as it also has actions, activities, transitions and the
initial-final states as well as the guard conditions.

5.6 Collaboration Diagram

This Fig. 8 groups the interactions between various objects. These interactions are
numbered, which is used to trace the interaction sequence. The diagram helps to
determine all the potential interactions that each object could have with other objects.

5.7 Sequence Diagram

This Fig. 9 showcases the interaction between different objects present in the system.
The crucial part of this is the fact that it is time oriented, which means that there is a
step-by-step representation of the sequence interaction amongst the objects.Message
passing mechanism is used to interact with the objects.
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Fig. 7 Activity diagram architecture

User

System/Ap
plication

1: User signup

2: User login successfully

3: Enter message for prediction

4: Speech predicted

5: Upload file & transcript

6: Speech recognised

7: Input speech

8: Result for speech dispalyed

Fig. 8 Collaboration diagram architecture
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User System/Applic
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User signup
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Enter message for prediction

Speech predicted

Upload file & transcript

Speech recognised

Input speech

Result for speech dispalyed

Fig. 9 Sequence diagram architecture

5.8 Component Diagram

This Fig. 10 showcases the high-level parts that build up the system. This diagram
displays what are the components that form parts of the system and their connec-
tions. A component diagram shows the components compiled after the system has
undergone the construction phase.

6 Studies of Algorithms

Acknowledgment precisions of four correlation calculations on the preparation set are
given below.We have seen the various architectures andmethods used for performing
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Predict 
speech

Enter 
mesaage

Upload file

Input 
speech

Fig. 10 Component diagram architecture

Table 2 Studies of different algorithms

Algorithm Normal users
identified as
depression users

Depressed users
identified as normal
users

Users classified
correctly

Precision

RBF-NN 73 19 471 0.8366

SVM 76 21 466 0.8277

KNN 81 23 459 0.8152

DISVM 56 11 496 0.8810

the same analysis. Now, we will do a comparison study of the different algorithms
used for detecting depression [13]. Table 2 and Fig. 11 show the studies of numerous
algorithms, their precision percentages.

6.1 Analysis and Comparison

The request eventual outcomes of a couple of assessment computations on the
arrangement set are shown in Table 2 and Figs. 11 and 12. In this planning set,
there are 563 clients, 78 of whom have a pity propensity and 485 of whom are ordi-
nary. Table 3 and Fig. 12 demonstrate the accuracy of recognition on the test set [14,
15]. The test group consisted of 130 persons, 30 of whom were gloomy and 100
of whom were normal. Each classifier’s introduction on the planning set is usually
superior to the test set [16, 17]. This DISVM computation put forth by this paper can
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Fig. 11 Precision
percentage
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give lowweight to models of poor quality, thereby increasing themodel confirmation
rate. The table’s results show that the proposed model has a good affirmation sway in
both the readiness and test sets. Distinguishing proof exactness of the four correlation
calculations are available on the test set [18]. Table 3 shows the comparison amongst
numerous algorithms, and Fig. 12 compares their performances. Table 4 provides
the analysis of the research.

Naive Bayes: This is an authentic collection based on the Bayes theorem, in which
each component in the class is treated as independent of various attributes. A Naive
Bayes classifier expects one item in a class to have a certain effect released from a
different area of the body. Unknowingly, Bayes engages in a probabilistic strategy for
predicting the test class data and a rule for predicting different classes. Regardless,
Naive Bayes has a flaw in admitting the traits. The first condition depicts the state-
of-the-object and is considered as one of the elements that are unlikely to have an
impact in the authenticated version.

The Naive Bayes model is considered. Let us take note of C.xn is the component
inputs and is a class imprint.

P(x |c) = P(x |c) = P(x |c) = P(x |c) = P(x |c P(c)/P(x)

• P(c|x) = the class’s back probability where C is the goal and x is the marker
characteristics.

• P(c) = the previous probability of the class
• P(x|c) = Percentage of markers in each class.

The probability class is a subset of the probability class.
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Fig. 12 Performance
comparison
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Table 3 Comparison of different algorithms

Algorithm Normal users
identified as
depression users

Depressed users
identified as normal
users

Users classified
correctly

Precision

RBF-NN 17 6 107 0.8231

SVM 19 7 104 0.8000

KNN 20 7 103 0.7923

DISVM 13 5 112 0.8615

• P(x) = prior probability of the pointer

The probability is processed using this classifier following a few key develop-
ments:

Stage 1: Determine the prior from the given class names probability.

Stage 2: Calculate the probability of each class. Every trademark in the dataset has
a chance.

Stage 3: Add consideration to the probability calculation in the Bayesian formula.

Stage 4: The class with the highest probability based on the data has a place with the
higher likelihood class on given data.

From the analysis and comparison of the above papers, we can see that a number
of methods and algorithms are used to detect the presence of depression in humans.
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Table 4 Research analysis

Research paper Calculation approach Discoveries Restriction

• Choice tree
• Straight SVM
• Guileless bayes
• Calculated regression

Innocent Bayes gives
high accuracy

• Use of the old dataset
• Zero in on client
admission

• SVM
• Gullible bayes

Credulous
Bayes gives high
exactness

• The dataset is in
Arabic

• Choice tree
• K-nearest neighbour
• SVM

The choice tree gives the
best results

• The information centre
on the remarks

• NB-SVM hybrid
model

The accuracy of the
model is 85%

• Sets aside effort to
compare the long-short
scraps

• SVM
• Choice tree
• Innocent bayes

SVM gives high
precision

• Use of the distinctive
bit in SVM

• Can’t keep away from
overfit information

We can come the conclusion that overall the performance of Naïve Bayes algorithm
has a better accuracy compared to the other procedures. Hence, in this paper, we
will further investigate the utilization of Naïve Bayes and work on improving the
accuracy to successfully detect depression in people through speech recordings.

The reason for choosing Naïve Bayes algorithm is due to its speed and the ease
of its operation compared to other algorithms in this domain whilst simultaneously
giving an accurate prediction [19, 20]. This algorithm performs well in real-world
situations such as our depression detection in humans and also works best with
categorical input which is the input type used in this project. The dataset required is
also considerably less hence simplifying thewhole procedure whilst still maintaining
the quality and high-level classification [21]. Figure 13 shows the frequencies of the
expressions, and Fig. 14 gives the formula used by Naïve Bayes algorithm. Table 5
shows the survey of various papers to review their algorithms and methodologies.

The equation utilized in this order calculation is as per the following:

7 Implementation

This paper reviews the Naive Bayes algorithm after comparing the reference papers
as we can see from Table 5, which is referred as a classification algorithm to detect
the level of depression in the person. It uses certain repeated words as parameters in
the given audio clip to determine if someone has depression. The parameter words
represent negative emotions such as anger, hurt and sadness, and these emotions
can be conveyed through a wide variety of words out of which we have selected the
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Fig. 13 Frequency of expression

Fig. 14 Naïve Bayes
formula

most commonly used words and phrases. The implementation has two phases, which
will be observed in detail. The proposed dataset consists of various audio recordings
collected from the common people, which will be given as input data to the training
phase.

7.1 Dataset

This project uses a wide variety of dataset in the form of text messages in the system;
pre-recorded audio files can also be uploaded into the system along with a provision
for live recording and transcribing simultaneously. The Naive Bayes algorithm anal-
yses the input data and detects the category of speech into one of the three categories
“Depressed,” “Not Depressed” or “Borderline.” This dataset broadens the scope of
detection by supporting both speech-based and transcribe-based input.
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7.2 Training Phase

This is the phase where the proposed model is trained by feeding it with the input
data so that the model can process it and understand what it needs to analyse. It
uses all the audio files to train itself by referring to the parameter words and then
detects whether the person in the recording suffers from depression or may be on the
verge of falling into depression. The parameters referred here are certain words and
phrases that display emotions associated with depression such as extremist words
like “always, never, everything, nothing,” negative emotion words like “lost, stuck,
helpless, stupid, worthless, meaningless” and so. Specific phrases like “what’s the
point?”, “I give up,” “I feel better” are also considered to decide whether a person
could suffer from possible depression.

7.3 Testing Phase

This is a phase where one particular audio file is entered, uploaded or recorded
live for the system to analyse and detect the outcome of recording. This model
has three categories and places each audio file into the respective category after
analysing the input data. The categories are namely “Depressed,” “Not Depressed”
and “Borderline.” The testing is done by comparing the parameters against their
frequency. If a certain parameter word is repeated n number of times, then that audio
file is declared as belonging to the depressed category. If those words are repeated
for less than n number of times, then it belongs to the borderline category, and if the
repetitions are negligible or non-existent, then the audio is labelled as not depressed.
By using the Naive Bayes algorithm and its training and testing phase, we can detect
the level of depression in humans with a decent accuracy whilst maintaining a more
simplified approach requiring less time and effort compared to other algorithms of
machine learning domain.

7.4 Results

Finally, in the final results as we can see from Figs. 15, 16, 17, 18, 19, 20, 21, 22 and
23, the given input is processed, analysed and then assigned to the most appropriate
category. People can use this to learn about their mental health from the privacy and
comfort of their ownhomes.As a result, it is considered as a non-intrusivemethod and
a user-friendly platform to assist people in identifying any problems that they may
have by taking appropriate action. The results of this study have been implemented
by using machine learning algorithm, and it paves way for future innovations in the
speech recognition technology by striving to improve the accuracy to its maximum
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Fig. 15 Homepage part 1

Fig. 16 Homepage part 2

capacity, expand the dataset to improve efficiency of learning to detect depression
and to make the whole process more fast and user-friendly.

8 Conclusion

The proposed study has successfully presented a method for detecting depression
in humans and categorizing the severity of the depression into three main labels:
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Fig. 17 Homepage part 3

Fig. 18 Login page

“Depressed,” “Not Depressed” and “Borderline.” This research work has demon-
strated that it is able to predict the severity of depression based on speech processing
and recognition with precision by comparing different algorithms, and that the Naive
Bayes algorithm is considered as the best option to detect the disorder of depression
because it is simpler to implement than other algorithms whilst being nearly equal
in terms of efficiency. The future work will be to look for more appropriate and
sustainable techniques to improve on the current precision of this model, as well
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Fig. 19 Signup page

Fig. 20 Text box input

as to incorporate the concept of real-time recording and simultaneous detection of
depression, as opposed to the current method of feeding speech files to the training
model and then testing it to give the result. Finally, this research study intends to
collect additional data on this disease in order to broaden the dataset and improve
accuracy to make the interface more interactive with the user. This project’s future
scope could include incorporating real-time recordings and instant depression anal-
ysis done concurrently and provided to the user. The proposed system can also be
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Fig. 21 Audio file input

Fig. 22 Live recording input

improved to detect the depression directly by using the modulation of voice instead
of using words as parameters. The scope for improvement and expansion is very vast
for this project, and it can be implemented in various different ways.
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Fig. 23 Output

References

1. Ding Y, Chen X, Fu Q, Zhong S (2020) A depression recognition method for college students
utilizing deep integrated support vector algorithm. IEEE Access 8:75616–75629. https://doi.
org/10.1109/ACCESS.2020.2987523

2. Kiss G, Jenei AZ (2020) Investigation of the accuracy of depression prediction based on speech
processing, 2020 43rd international conference on telecommunications and signal processing
(TSP), pp 129–132. https://doi.org/10.1109/TSP49548.2020.9163495

3. Jenei AZ, Kiss G (2020) Possibilities of recognizing depression with convolutional networks
applied in correlation structure. In: 2020 43rd international conference on telecommunications
and signal processing (TSP), pp 101–104. https://doi.org/10.1109/TSP49548.2020.9163547

4. An H, Lu X, Shi D, Yuan J, Li R, Pan T (2019) Mental health detection from speech signal: a
convolution neural networks approach. In: 2019 international joint conference on information,
media and engineering (IJCIME), pp 436–439. https://doi.org/10.1109/IJCIME49369.2019.
00094

5. Huang K, Wu C, Su M, Chou C (2017) Mood disorder identification using deep bottleneck
features of elicited speech. In: 2017 Asia-Pacific signal and information processing association
annual summit and conference (APSIPAASC), pp 1648–1652. https://doi.org/10.1109/APS
IPA.2017.8282296

6. Huang Z, Epps J, JoachimD, SethuV (2020) Natural language processingmethods for acoustic
and landmark event-based features in speech-based depression detection. IEEE J Select Top
Signal Proces 14(2):435–448. https://doi.org/10.1109/JSTSP.2019.2949419

7. Song S, Shen L, ValstarM (2018) Human behaviour-based automatic depression analysis using
hand-crafted statistics and deep learned spectral features. In: 2018 13th IEEE international
conference on automatic face & gesture recognition (FG 2018), pp 158–165. https://doi.org/
10.1109/FG.2018.00032

8. Kiss G, Vicsi K (2017) Mono-and multi-lingual depression prediction based on speech
processing. Int J Speech Technol 4:919–935

9. Han Z,Wang J (2019) Speech emotion recognition based on deep learning and kernel nonlinear
PSVM. Chin Control Decis Conf (CCDC) 2019:1426–1430. https://doi.org/10.1109/CCDC.
2019.8832414

https://doi.org/10.1109/ACCESS.2020.2987523
https://doi.org/10.1109/TSP49548.2020.9163495
https://doi.org/10.1109/TSP49548.2020.9163547
https://doi.org/10.1109/IJCIME49369.2019.00094
https://doi.org/10.1109/APSIPA.2017.8282296
https://doi.org/10.1109/JSTSP.2019.2949419
https://doi.org/10.1109/FG.2018.00032
https://doi.org/10.1109/CCDC.2019.8832414


Sound Mind: Detecting Depression and Anxiety in Humans 271

10. Shih P, Chen C,WangH (2017) Speech emotion recognition with skew-robust neural networks.
In: 2017 IEEE international conference on acoustics, speech and signal processing (ICASSP),
pp 2751–2755. https://doi.org/10.1109/ICASSP.2017.7952657

11. Suganya S, Charles EYA (2019) Speech emotion recognition using deep learning on audio
recordings. In: 19th international conference on advances in ICT for emerging regions (ICTer),
pp 1–6. https://doi.org/10.1109/ICTer48817.2019.9023737

12. Jaya R, Thirukkumaran R, Saravanan S, Sivabalan N. Applying machine learning techniques
to predict the maintainability. J Phys Conf Ser Art Scopus

13. AnidaM, PremalathaK (2017)An application of FuzzyNormalization inmiRNAdata for novel
feature selection in cancer classification. Biomed Res 28(9):4187–4195 (Impact Factor:0.226,
SJR:0.16)

14. Yang L, JiangD, Xia X, Pei E et al.Multimodal measurement of depression using deep learning
15. Govindasamy KA, Palanichamy N (2021) Depression detection using machine learning tech-

niques on twitter data. In: 2021 5th international conference on intelligent computing and
control systems (ICICCS). https://doi.org/10.1109/iciccs51141.2021.943

16. Alghifari MF, Gunawan TS, Nordin MAW, Kartiwi M, Borhan L (2019) On the optimum
speech segment length for depression detection. In: 2019 IEEE international conference on
smart instrumentation, measurement and application (ICSIMA), pp 1–5. https://doi.org/10.
1109/ICSIMA47653.2019.9057319

17. Dibeklioglu H, Hammal Z, Cohn JF (2017) Dynamic multimodal measurement of depression
severity using deep autoencoding. IEEE J Biomed Health Inform

18. Abdel-Hamid O, Mohamed A-R, Jiang H, Deng L, Penn G, Yu D (2014) Convolutional neural
networks for speech recognition. IEEE/ACM Trans Audio Speech Lang Proces 22(10):1533–
1545

19. Lahaie O, Lefebvre R, Gournay P (2017) Influence of audio bandwidth on speech emotion
recognitionbyhuman subjects. IEEEGlobConfSignal InformProces (GlobalSIP) 2017:61–65.
https://doi.org/10.1109/GlobalSIP.2017.8308604

20. Lee KH, Kyun Choi H, Jang BT, Kim DH (2019) A study on speech emotion recognition using
a deep neural network. In: 2019 international conference on information and communication
technology convergence (ICTC), pp 1162–1165. https://doi.org/10.1109/ICTC46691.2019.893
9830

21. Cummins N, Epps J, Ambikairajah E (2013) Spectro-temporal analysis of speech affected by
depression and psychomotor retardation. In: 2013 IEEE international conference on acoustics,
speech and signal processing, pp 7542–7546

https://doi.org/10.1109/ICASSP.2017.7952657
https://doi.org/10.1109/ICTer48817.2019.9023737
https://doi.org/10.1109/iciccs51141.2021.943
https://doi.org/10.1109/ICSIMA47653.2019.9057319
https://doi.org/10.1109/GlobalSIP.2017.8308604
https://doi.org/10.1109/ICTC46691.2019.8939830


A Survey of Different Identification
and Classification Methods for Medicinal
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Abstract Pharmaceutical firms are increasingly resorting to therapeutic plants since
they are less costly and have fewer negative effects than existing medications. Based
on these findings, some people are concerned about automatedmedicinal plant recog-
nition. There are several techniques to creating a reliable classification system that
can categorize medicinal plants in real time. The study includes the usefulness and
reliability ofmany image processing algorithms,machine learning, and deep learning
algorithms for plant classification based on the leaf images used in the recent years
with their benefits and drawbacks. The effectiveness of these algorithms in recog-
nizing leaf images based on plant characteristics like shape, grain, texture, and combi-
nation of many aspects is evaluated. Our paper looks at both publicly available and
self-captured leaf datasets for automated plant identification, and it concludes with
a summary of current research and areas for improvement.
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1 Introduction

Plants are necessary for all life on Earth because they supply food, oxygen, and
medicines. To aid in the identification of new medicinal plant species in order to
help the pharmaceutical business, the environment, and agricultural production and
sustainability, a complete understanding of medical plants is essential. According to
the Botanical Survey of India, India possesses 8000 medicinal plant species. India
is the main supplier of medicinal herbs, with a global herbal trade of $120 billion.
Medicinal plants are considered to be fairly safe to usewith fewor no side effects. The
fact that these treatments are in harmony with nature is a great advantage. Medic-
inal plants provide a rich source of chemicals that can be used in the production
of pharmacopoeia, non-pharmacy, and synthetic drugs. Changes in leaf character-
istics, for example, are used by botanists and agronomists in their plant study as a
comparison tool. This is because leaf traits in deciduous, annual plants, and ever-
green perennials may be observed and analyzed throughout the year. Despite several
attempts (including powerful computer vision algorithms), medicinal plant identi-
fication remains a challenging and unsolved problem in computer vision. India is
a biologically diverse country. Several articles have suggested potential solutions
to the problem. Medicinal plant identification has been advocated for medication
development, drug research, and the preservation of rare medicinal plant species.
The first component of this survey investigation looks at the current methods used by
agronomists to identify medicinal plants. In Sects. 2 and 3, we classified some of the
papers related to medicinal plant recognition by the type of data utilized to identify
the medicinal plants, namely structured and unstructured data. For identifying the
medicinal plants using structured data approaches such as SVM, extreme learning
machine, artificial neural networks, K-nearest neighbors, and random forests [1–6]
have been experimented for recognizing the medicinal leaves. Convolutional neural
networks with various different architecture such as MobileNet, AlexNet, VGG-16
[7–9], andmany other approaches have been tried for identifying themedicinal plants
using unstructured data such as images. In this paper, we look at all the prior strate-
gies and see how effective they were in overcoming this obstacle. The survey article’s
last section summarizes what we gained from reading all of that research, as well as
how the methodologies have evolved over time.

2 Different Approaches Based on Data Type Format

2.1 Structured Data

Kan et al. [1] propose an automatic identification method using images of leaves of
medicinal plant. The leaf is shot in color at first (Fig. 1).

The images are sharpened and denoised after the petiole is removed. After
grayscale conversion, images are binarized. Edges, texture properties, and shape
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Fig. 1 Experiment flowchart (source classification of medicinal plant leaf image based on multi-
feature extraction, p. 2)

features are all gathered. Threshold segmentation is used to separate the leaves from
the background and get the contours of the leaves. Pixels with values greater than
the threshold Q (Q = 0.7) are white, and the rest are black. From medicinal plant
leaf images, the approach derives three form features (SF) as well as five texture
characteristics (TF). Some of the form features are eccentricity, rectangleness, and
circularity. Haralick et al. introducedGLCMas awell-known second-order statistical
method for characterizing texture qualities of images. The main concept behind this
approach is to create a matrix based on the probability that two pixels will meet a
particular displacement relationship and the gray value of the image. The distance and
angle between the two pixels define it. GLCM can be used to characterize the texture
features of images of medicinal plant leaves. The five texture qualities are contrast,
entropy, correlation, energy, and inverse difference moment. Invariant moments help
to highlight an image’s geographical differences. Moment invariant is a valuable
indicator for defining picture aspects since it has traits like translation, rotation, and
scale invariance. In this experiment, seven invariant moments are used to charac-
terize the leaf shape characteristics of medicinal plants. The researchers utilized 240
leaf photographs from 12 different medicinal plants. After that, split each medic-
inal plant’s 20 leaf photographs into two groups: 10 training and the rest 10 testing
samples. Finally, SVM model was trained using 120 training examples before being
utilized to categorize the 120 samples. Repeat the second and third steps several
times to get the average recognition rate and classification result. BP network clas-
sifiers, PNN, and KNN classifiers were also used in the comparative experiments.
The average recognition rate of all the four classifiers exceeds 70% when using only
10 SF functions, and the recognition rate of PNN is the highest at 78.3%. For all
classifiers, the average identification rate surpasses 50% when just 5 texture charac-
teristics (TF) are utilized, with the SVM classifier with the highest detection rate of
58.3%. When both texture and shape data (TF + SF) are used, the average detec-
tion rate of the four classifiers has improved significantly, and the SVM classifier
has achieved a detection rate of 93.3%. This is a higher value than the other three
classifiers. The findings show medicinal plants may be automatically categorized by
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combining multi-feature analysis of images of the leaves with SVM. This publica-
tion gives a valuable conceptual framework for the research and the development of
classification models of medicinal plants.

The Flavia leaf dataset (which comprises 1907 photos of leaf belongs to 32 distinct
plants) is utilized inMuammer Turkoglu andDavutHanbay’s research article [2], and
the authors offer a method for extracting attributes using segmentation rather than
collecting data from the full leaf. The overall image’s features are then established
by merging the information obtained from each piece. Examples include vein-based
features, GLCM, color, and Fourier descriptors. Thesemethods help to determine the
characteristics of each leaf. The ELM approach was used to classify and test these
feature parameters. Leaf pictures were preprocessed by removing the backdrop and
converting RGB photographs to gray scale. To segment leaf pictures, a trial-and-
error method of identifying suitable thresholding settings was applied. Erosion and
filling processes were also used to decrease potential pixel blockages. The image
data are normalized once the characteristics have been retrieved. ELM hidden layer
input weights and biases start randomly and, unlike traditional networks, are stable
throughout the process. The determination of output weights is done by least squares
method. Seven leaf photographs were created from a 1907 leaf sample after being
randomly selected prior to each intersection using a ten-fold cross-validation model.
With this strategy, an average success rate of 98.36% was reached. A comparison
between ANN and LS-SVMwas done. The suggested approach minimized the influ-
ence of deformations on the identification and classification performance of certain
plant leaves. Unlike earlier studies, the presented strategy solves problems and can
be improved by adding more feature extraction methods.

In the experiment done by Yigit et al. [3], ANN, NB algorithm, random forest
algorithm, KNN, and SVMwere used for autonomous identification of leaves. They
applied 637 leaves from 32 distinct plants were applied in this investigation. Image
processing methods are used to extract the visual features of every leaf. Texture,
pattern, dimension, and color are the four groupings of 22 VF. To explore the impact
of these clusters on the classification recital, 15 alternative combinations of four
groups were created. After that, the models are trained using data from 510 plant
leaves, and their accurateness is calculated using data from 127 leaves. SVM model
is the most accurate identifier for all-category combinations, according to the testing,
with an accuracy of 92.91%.With an accurateness of 87.40%, a combination of D#6,
C#6, and P#5 groups comes in second. Because employing the fewest number of VF
is the most significant component of the classification process, the CFS method
is utilized for selection of the 16 most effective VF for identification. The SVM
model also delivers the greatest results for these 16 VF, with an accuracy of 94.49%.
The efficiency of the proposed method is then put to the test in order to identify
sick and defective leaves. As a result, 637 healthy leaves have been combined with
33 damaged or infected leaves. The SVM model recognized 536 randomly selected
leaves for training and 134 leaves for testing with an accuracy of 92.53%, accounting
for 80% of all leaves. The P# is the 5-feature group is demonstrated to be the most
effective feature group quantitatively in this investigation. Furthermore, the edge
Fourier transform feature has been shown to be the effective attribute in P#5 groups.
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The findings imply that, if AIT replicas were built and skilled appropriately, they
may reliably identify plants even when samples are ill or damaged.

In their paper, Azadnia and Kheiralipour [4] offer an ANN for categorizing
medicinal plants. Forty sites were chosen for the investigation, with four plant
specimens obtained from each. Six collections of medicinal plants were collected
and numbered and characterized from A1 to A6. The photos were preprocessed
before the features were extracted. Preprocessing includes picture segmentation,
which divides the sample photos into various segments and treats just the desir-
able portions of the images. Certain texture, shape, and color information were
recovered following the classification of significant attributes. Before extracting the
features, the established image processing approach created different color spaces for
the photographs, such as I1I2I3, HIS, CrCgCb, and NRNGNB. To discover crucial
color-based features, the skewness, kurtosis, mean, variance, and standard deviation
metrics were extracted from the investigated medicinal plant photographs. Homo-
geneity, entropy, energy, and correlation are all texture-related metrics that have
been quantified. After acquiring the GLCM of the pictures, the texture properties
were assessed. Following feature extraction, the best features were picked for clas-
sification. The medicinal plants under investigation were identified using effective
qualities gleaned from sample images. ANN is utilized for the categorization of the
many types of medicinal plant samples. To analyze the ANN models, the obtained
characteristics were classified into three parts: training, testing, and validation sets,
each including 60, 20, and 20% of the dataset. The ANNmodels were assessed using
some statistical metrics, such as the correlation coefficient of test data (r), CCR, and
MSE. The results showed that the algorithm can properly categorize different types
of medicinal plants. In agricultural commodities, texture, shape, and color extraction
algorithms have been widely and successfully used for several applications, such as
classification, identification, and so on. The design and implementation of robust-
ness algorithms for color, texture, and shape extraction was a major contribution of
the study. As a result, the integration of the suggested machine vision system has a
lot of potential for categorizing and identifying various agricultural goods based on
valuable texture, form, and color features.

In their paper, Pacifico et al. [5] report a mechanized characterization of restora-
tive plant species in view of variety and surface elements. The first step was to
collect images of a variety of medicinal plant species, which were subsequently
processed. The first step in preprocessing was to eliminate the backdrop. Once the
backdrop is removed, the RGB shots are converted to grayscale images. After that,
the grayscale photographs are converted to binary images. After the image has been
preprocessed, many color properties are extracted/calculated, including mean, stan-
dard deviation, skewness, and kurtosis. The gray-level co-occurrence matrix is used
to compute textural properties for each leaf image segment (GLCM). The GLCM
counts how many times certain gray-level combinations appear in a photograph.
Weighted K-nearest neighbors (WKNNs), random forest (RFC), and a multilayer
perceptron trained with backpropagation technique were used to classify medicinal
plant species (MLP-BP). The trials employed a ten-fold cross-validation method.
The scientists discovered that, in contrast to the other literature-based classifiers,
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RFC and MLP-BP can get the highest scores in all four-classification metrics, with
MLP-BP doing marginally well than RFC. Furthermore, all KNN andWKNN slants
were surpassed by the DT classifier. The authors also observed that when the k value
increases, both KNN and WKNN perform worse. Both RFC and MLP-BP get the
best results in all four stated classification metrics when compared to the other care-
fully chosen classifiers from the prose, withMLP-BP somewhat outperforming RFC.
Furthermore, all KNN and WKNN slants were surpassed by the DT classifier. The
authors observed that, when the k value increased, the performance of both KNN
and WKNN dropped. Subsequent to leading a general assessment that considered
both grouping measurements and normal execution time, the creators inferred that
the arbitrary timberland classifier would be the most ideal decision among the chose
classifiers formaking a programmed order framework for the proposed informational
collection.

Sharma et al. [6] study’s major goal was to use image processing techniques
to identify the leaves. The writers acquired the photographs first, then utilized the
equation to convert them to grayscale images.

Cgray = 0.2989 ∗ Cred + 0.8570 ∗ Cgreen + 0.1140 ∗ Cblue (1)

where C is the channel, red, green, and blue address the different variety channels
of the picture.

The distinctive properties of leaves help to identify them. The histogram of
oriented gradients (HOGs) approach was used for this. The essential thought behind
hoard is that the light power of privately circulated slopes is the most effective
way to depict an article’s shape and structure. The picture might be separated into
cells that show parcels that are equally compared and isolated. These areas can be
separated into wedges, which are then normalized to preserve consistency in the
face of illumination or photometric changes. It is calculated to normalize extracted
properties across blocks. The 900 criteria calculated include length, width, aspect
ratio, perimeter, form factor, circularity, and compactness. K-nearest neighbors and
artificial neural network backward propagation algorithms are the two supervised
learning methodologies categorized in the final stage. K-nearest neighbors have a
92.3% accuracy rate. When the two methodologies were compared, artificial neural
networks were found to be the better option, with a 97% accuracy.

2.2 Unstructured Data

In the article proposed by Varghese et al. [10], the system was created to detect
the plants using transfer learning. The six medicinal plant groupings considered in
the study were Coleus Aromaticus, Annona Muricata, Hemigraphis Colorata, Aloe
BarbadensisMiller (Aloe vera), andAzadirachta Indica (neem). Each class had about
500 photographs. Once the features have been obtained, the model is trained using
the MobileNet architecture. The component extraction method is done utilizing the
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convolutional brain organization, or CNN. Extra convolutions, for example, pooling
layers, completely associated layers, and normalizing layers, which are alluded to as
covered up layers since their feedback and result sources are hidden by the actuation
work and the last convolution, are often trailed by a ReLU layer. Back engendering
is as often as possible used in the last convolution in this method, bringing about a
rising amount of exact weight. The input image is processed over several kernels in
the convolution layer, apiece with its unique function. Color identification is handled
by a few filters, while edge separation is handled by others. Likewise, each filter
has a certain role. Lines, corners, and other essential parts will be discovered in
early stages, and a full edge, for example, will be discovered in the final layers. The
item’s shape and other features will be revealed in the final layers. More features
will be obtained as the number of convolutional layers increases, and these data will
be arranged into feature maps. After each convolutional layer, the pooling stage is
performed. For instance, a 2 * 2-pixel channel will slide multiple pixels in a steady
progression, with the greatest impetus coming from those four pixels being saved
in one pixel of the accompanying layer. This allows for the reduction of dimensions
and a more complete examination of key traits. A totally associated layer has each
neuron connected to each and every other neuron, and the result is gotten from the
last layer. The preparation model is then changed over completely to TensorFlow
light viable organization using a TensorFlow light converter. The plant name was the
output of the label with the highest probability. The model was trained in two stages,
each with 12 epochs each. The research work completed by these individuals was
95% accurate, which is comparable to human performance on the dataset.

Pechebovicz et al. [7] suggest a smartphone app to help universities, students who
have never encountered the species, and healthcare professionals recognize Brazilian
medicinal plants. They looked at a collection of 10,162 downloadable photographs
that encompassed different stages of plant life, visual backdrops, and ecosystems.
The Google Photos dataset was created using a download service that allows users
to download photographs based on keywords or key phrases. They describe how
the database was created using the Brazilian Service of Wellbeing’s rundown of
therapeutic and normal, unsafe plants. Data augmentation methods such as rota-
tion, cropping, mirroring, random zooms, random distributions, and skewing were
developed using Python’s augmentor module. After the augmentation, the absolute
number of photographs was augmented to 151,128 through 5230 in the hazardous
group and a characteristic of 2000 in the other classes. In this work, the authors
employed the Mobilenetv2 architecture, using beginning weights learnt from the
ImageNet dataset with values between 1 and 224. The model has an aggregate of
2,629,032 params, with 371,048 teachable and 2,257,984 non-teachable. Simply by
preparing the top layers of the Mobilenetv2 with the new classifier, the model was
tweaked to increment execution. After the layers 101 through 155 were relaxed and
the model was reinstructed, the model was retrained. This stage has 2,233,640 teach-
able and 395,392 non-teachable params. Several epoch sizes (5, 10, 20, 30) were
used in both the training and fine-tuning phases, and a comparison was made. After
20 epochs of training, the final output is fine-tuned. The absolute approval exactness
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was 0.4254, though the main 5 precision was 0.685. In the implanted model in a cell
phone, the loads from the last preparation and adjusting step are utilized.

Using deep features to characterize the original plant leaf image, Prasad and
Singh [8] constructed a data interchanged from thing identification to plant heredi-
tary research. The authors suggested utilizing VGG-16 to construct features, which
were then condensed using PCA to appropriately display medicinal plant leaves
for categorization (Fig. 2). During preprocessing, the leaf is photographed against a
dark background using the recommended unique approach for obtaining leaf samples
quickly and clearly. To create classification feature maps, the image was transformed
to l color space and voted for through fully allied convolutional layers. The book
also goes into how to capture good photographs. The photo capture requires a basic
transparent triangular glass structure set aside over a black backdropwithLED illumi-
nations to prevent the dispersion consequence. The camera head is situated opposite
to the boardwith L distance to best catch the leafwedged between the straightforward
sheets. The distance between the camera and the leaf is L, and the point between the
camera and the item plan is. To make it reliable, this paper utilizes = 90° and L =
1 m.

Fig. 2 Proposed leaf capture setup block diagram (source medicinal plant leaf information
extraction using deep features, p. 2)
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The image is in the RGB color space. This is a device-dependent color space that
needs to be converted to a device-independent CIE-1 color space using equations.

I
xyz−→ Ixyz

1αβ−→ I1αβ (2)

where I is the caught picture,

l is the gentility coefficient going from 0 (compares to unadulterated dark) to 100.
For any deliberate shade of power li, the directions (α, β) on a rectangular-

coordinate framework opposite to the l hub at li find the variety credits (tint and
immersion).

Since there is no immediate change among RGB and lαβ and we initially change
RGB to XYZ variety space utilizing the condition:

x
y
z

=
R × 0.4124 + G × 0.3576 + B × 0.1805
R × 0.2126 + G × 0.7152 + B × 0.0722
R × 0.0183 + G × 0.1192 + B × 0.9505

(3)

where R, G, B are various channels of the picture.

l
α

β

=
116 ∗ Y ′ − 16
500 ∗ X ′ − Y ′

200 ∗ Y ′ − Z ′
(4)

The gentility coefficient, l, goes from 0 (complete dark) to 100 (complete white)
(analyzes to pure white). The variety qualities for each assessed shade of solidarity li
are found utilizing the directions of focuses on a rectangular direction network that
are opposite to the l hub at area li (shade and immersion). At the grid origin (= 0,
0), the color is achromatic, meaning that it does not show any color. The grayscale
image has a range of colors, fromblack (the darkest color) towhite (the lightest color),
with positive suggesting reddish-purple hue, negative representing bluish-green hue,
positive indicating yellow, and negative indicating blue.Wemust first convert RGB to
XYZ color space because there is no direct conversion fromRGB to l. After the picture
has been transformed to a device-independent lab color space, the VGG-16 feature
mapwas developed. This elementmap is re-projected to PCAsubspace towork on the
adequacy of species recognizable proof. To illustrate the sturdiness, the researchers
used two sorts of plant leaf collections. The tests employed two distinct kinds of
leaf datasets. The first is the straightforwardly open ICL leaf benchmark dataset.
The learning rate is 0.0015. The results are derived from their articles and contrasted
with our techniques. The authors’ accuracy percentage was 94.1%. The researchers
devised two methods for recognizing plant leaves: l-VGG-16 and l-VGG-16+PCA,
both of which were 94% accurate. This paper presents a better profound organization
design formechanized plant leaf species acknowledgment. AVGG-16 design in PCA
space performs better using l variety space as an information. This study presents a
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novel 2+ layered catching instrument that takes into consideration the exact recording
of shape and surface data with negligible leaf folds. Leaf data are separated using a
multi-scaled profound organization, bringing about a rich component vector. At long
last, the vector is decreased using PCA to lessen the grouping cost.

Naresh and Nagendraswamy [11] exhibited a representative way for perceiving
plant leaves. Modified local binary patterns (MLBPs) have been proposed for
retrieving textural information from plant leaves. Plant leaves of comparable species
can have an assortment of surfaces concurring on their age, obtaining, and environ-
ment. Thus, the bunching idea is utilized to pick countless class delegates, and intra-
group changes are recorded using the stretch esteemed type emblematic qualities.
The mean and standard deviation of a 3×3 framework of pixels inside the picture are
utilized as neighborhood limit boundaries. After that the whole picture is handled to
make a changed LBP histogram,which is then used as a surface descriptor to describe
the picture. The chi-square distance is used to compare unknown leaf samples of a
species with the reference leaf provided in the knowledge base. The plant leaves’
textural qualities are retrieved first, following by emblematic portrayal. From that
point onward, the matching strategy is utilized to sort the submitted test. To make
categorization easier, a basic nearest neighbor classifier is utilized.

LBPP,R =
p∑

i=1

S ∗ 2i−1 (5)

where S =
{
1 if (Gi − Gc) ≥ 0
0 otherwise

P is the similarly divided pixels with sweep R from the middle pixel and where Gc
and Gi are the dim upsides of the middle pixel and neighborhood pixel separately.

The essential LBP depends on a hard limit laid out by the dim worth distinction
between the middle and adjoining pixels. Rather than using a hard threshold, the
authors developed a strategy that takes into consideration the closeness of adjoining
pixels to the mean () and standard deviation () of the whole area. The dark upsides
of pixels in the quick area influence the upsides of the image, which is versatile in
nature and addresses the underlying connection between the dim upsides of pixels
in the prompt area. Let Gi be the dim worth of the encompassing pixels around the
middle pixel Gc in a geography of a circle with range R and P number neighbors.
The mean and the standard deviation of the dim upsides of the relative multitude of
pixels are figured as follows:

μ =
∑P

i=1 Gi + Gc

(P + 1)
(6)

σ =
√∑p

i=1(Gi − μ)2 + (Gc − μ)2

(P + 1)
(7)
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where μ is the mean and σ is the standard deviation of the entire area.
The creators use progressive bunching to pick various class agents for each class

by gathering comparable leaf tests in view of textural designs. The similarity score is
calculated by comparing the test leaf sample to all of the knowledge base reference
leaf samples. The chi-square distance was utilized to work out the disparity between
reference leaf tests communicated as span esteemed type emblematic component
vectors and a test leaf test with fresh element vectors. The researchers utilized a
standard 1-closest neighbor arrangement technique to classify the given test leaf
test as one of the known plant species. A range of datasets, including the UoM
medical plant dataset, Flavia dataset, Foliage dataset, and Swedish leaf dataset, were
used to evaluate the given approach. Overall exactitude for the suggested method
was 98%. When compared to traditional crisp representation tactics, the nominated
emblematic delegacy approach has been demonstrated to be effective in terms of
decreasing the quantity of reference leaf tests expected to prepare the framework
while holding grouping exactness. Other well-known classification approaches have
been surpassed by the proposed classification system. Furthermore, the proposed
method provides equal computational and storage efficiency when compared to the
current systems.

Tan et al. [9] proposed D-Leaf, another CNN-based approach. To pre-process the
leaf pictures and concentrate the characteristics, three unique convolutional brain
organization (CNN) calculations were utilized: pre-prepared AlexNet, calibrated
AlexNet, and D-Leaf. The support vector machine (SVM), artificial neural networks
(ANNs), k-nearest neighbor (k-NN), Naive Bayes (NB), and CNN were the five AI
techniques utilized to distinguish these properties. The leaf tests for this examination
come from three unique areas at the College of Malaya in Kuala Lumpur, Malaysia.
A total of 43 tropical tree species were collected, with each piece containing 30
samples. The leaf pictures were reproduced into square aspects, which our CNN
models required as inputs. All of the pictures were first converted to gray scale from
RGB. Sobel was used to isolate the area of interest from the photos. After divi-
sion, the pictures were present handled and skeletonized to acquire a reasonable
vascular engineering. CNN was used to retrieve the leaf’s properties. The authors
produced a model termed D-Leaf, which was compared to pre-trained AlexNet,
fine-tuned AlexNet, and D-Leaf. The recommended model was built to extract char-
acteristics from photographs rather than fine-tuning the AlexNet model (Fig. 3). This
model contains three levels that are all connected. The 1290 neurons of the primary
completely associated layer (FC4) and the second completely associated layer (FC2)
accepted C3’s result (FC5). The third completely associated layer (FC6), which had
43 neurons, mirrored the quantity of classes in the dataset. The D-Leaf model was
prepared utilizing the stochastic inclination drop with energy approach with a clump
size of 100. A preparation subset called mini-batch changes the weights and eval-
uates the loss function gradient, number of finishing focuses, number of branches,
number of areoles, and different factors. The leaf region was utilized to process
the thickness of veins, fanning destinations, end focuses, and areoles. The D-FC5
Leaf’s layer qualities were then arranged utilizing five (5) distinct classifiers: SVM,
ANN, k-NN, NB, and CNN. The D-Leaf with SVM had a precision of 82.75%, ANN



284 S. M. Kadiwal et al.

Fig. 3 Architecture of AlexNet (source deep learning for plant species classification using leaf
vein morphometric, p. 6)

94.88%, KNN 82.44%, NB 81.86%, and CNN 79.03%. Cross-approval (CV) was
used to forestall overfitting troubles on the grounds that the suggested dataset just
included 30 examples for every species. The cross-endorsement process produces
numerous miniature train-test parts utilizing the underlying preparation information.
The information is divided into k subsets, known as folds, in regular k-overlap cross-
endorsement. The technique is then prepared over and over on k-1 folds with the
excess crease filling in as a test set. With cross-approval, the model is calibrated with
various hyperparameters utilizing just your unique preparation information. This
decreases overfitting by keeping your test set as a totally obscure dataset for picking
your last model. The 5-overlay and 10-overlap CV were investigated utilizing the
D-Leaf strategy. The accuracy of fivefold cross-validation was 93.15%, and tenfold
cross-validation was 93.31%, respectively. Aside from the dataset, D-Leaf was eval-
uated on the Malaya Kew, Flavia, and Swedish datasets, with accuracy of 90.38,
94.63, and 98.09%, respectively. The scientists found that consolidating CNN with
ANN which included feed forward brain network with a solitary secret layer which
comprised of 80 neurons that utilized the default scaled conjugate gradient work and
the accomplishment of a base inclination as the halting models produced the best
outcomes.

In the Western Ghats of India, Sabu et al. [12] nominated a PC vision technique
for comprehending ayurvedic restorative plant species. Picture catch, picture pre-
handling, highlight extraction, and order are the four stages of the proposed frame-
work. A 14.1 megapixel camera was used to take leaf photos. The picture maximum
area boundary is then examined for preprocessing, which may correlate to the leaf
area. This region is clipped off in step two of the preprocessing and captured as
leaf pictures, which are then transformed to binary and morphological procedures
are conducted. After that, all of the cropped photos were resized to the same height
of 1200 pixels. The authors evaluated two techniques for feature extraction: accel-
erate vigorous element and histogram of arranged slopes. An assortment of interest
focuses is first found from the picture utilizing the SURF highlight descriptor, then
the strongest 20 are chosen, resulting in a SURF feature vector of 20 * 64 dimensions.
The dimensionality of HoG features varies with picture resolution since every point
in an image has an oriented gradient. The authors limited the HoG feature vector to a
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maximum of 100,000 values. The element vectors are then joined to make a solitary
101,280-pixel standardized highlight vector. SURF qualities are extricated using the
indispensable picture idea, which is resolved using the accompanying condition.

S(x,y) =
x∑

i=0

y∑

j=0

I (x, y) (8)

where S addresses the SURF highlights x, y addresses the directions of the picture
and I addresses the picture.

In computer vision and picture handling, the histogram of arranged inclinations is
a component descriptor for object location. This approach counts how often an incli-
nation direction shows up in a specific segment of a photo. To increment precision,
hoard is figured across a thick matrix of consistently separated cells using a covering
neighborhood contrast standardization procedure. The dataset was then parted fifty,
with one half used to prepare and the other half used to test the KNN classifier. The
melded highlight vectors and relating class names were processed using the KNN
classifier, and the results appear to be sufficient for constructing real-world apps. The
presentation of the proposed framework was assessed using measurable techniques,
including the computation of the metrics precision, recall, F-measure, and accuracy.
When tested with a KNN classifier, the proposed technique achieves near-perfect
accuracy by combining SURF and HOG features.

Dileep and Pournami [13] worked effectively of distinguishing therapeutic plants
in light of leaf elements like shape, size, variety, and surface. The proposed dataset
incorporates leaf tests from40 therapeutic plants. Ayurleaf, the proposed owndataset,
has 2400 pictures of in excess of 30 leaves from 40 different plant species. A compar-
ative naming show is utilized to check each picture: plant species name followed by
an interesting grouping number. Because specimen guarantees that the dataset is
varied in terms of plant species, the algorithm may produce more accurate classi-
fication results. Using the GIMP image editor, just the leaf region is selected and
cropped, and each image is saved in the jpg (Joint Photographic Experts Group)
format, with the naming method used to label the images. They used RGB pictures,
and if the photos weren’t in the 227 × 227 × 3 format, they padded the image to
make it N × N dimensions, then scaled the padded image to the 227 × 227 ×
3 dimension. The Ayurleaf CNN framework is created and constructed using the
AlexNet. The underlying layer, the information layer, decides the size of the info
pictures. In the second layer of the convolution layer, 90 (7 × 7) channels with a
step size of 2 were utilized. A ReLU layer limits the result, which is then trailed by a
maximum pooling layer with a 2 × 2 channel size. This layer lessens the result size
to around 50% of its unique size. After the maximum pooling layer, a subsequent
convolution layer chips away at 512 pieces with a size of 5 × 5 and a step of 2.
From that point forward, there is a ReLU layer at that point, a maximum pooling
layer with a 3 × 3 channel size and step 1. The following two layers are consecutive
convolution layers with the accompanying arrangements. The first and second use 3
× 3 portions with a step of 2, with 480 and 512 bits, separately. A ReLU layer and
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a maximum pooling layer with channel size 2 × 2 and step 2 are added after these
layers. The result from the last max-pooling layer is gotten by the main completely
associated layer, which involves 6144 neurons. The second altogether coupled layer
comprised of 6144 neurons. The third completely associated layer has 40 neurons,
which compares to the quantity of restorative plant groupings to be characterized.
Lastly, the production of the third fully connected layer, which generates classifica-
tion probabilities for each species, is sent to the SoftMax classification layer. The
recommended CNN model performs four tasks: picture obtaining, picture prepro-
cessing, include extraction, and arrangement. Picture capture using a flatbed scanner
requires sampling the photos and guaranteeing image quality. For feature extraction,
variable CNN models with varied numbers of layers, filters, and training parameters
were created. The Ayurleaf dataset was used to compare the results of AlexNet, fine-
tuned AlexNet, and the D-Leaf CNNmodel. On a training graph, they presented their
final findings. The accuracy and loss functions have evolved through time, as seen
in the graph. According to the study, the recommended technique AyurLeaf based
on AlexNet has an average accuracy of 96% on the validation set.

In this review, Shah et al. [14] utilize a double-way profound convolutional
brain organization (CNN) to learn shape-subordinate highlights and surface qual-
ities. These paths eventually join to form a multilayer perceptron, which integrates
balancing info on silhouette and quality to categorize leaf images more effectively.
The leaf picture and the surface fix are made by the creators and contribution to the
CNN model’s two ways. The texture-patch input is made by increasing the original
leaf photo by 2×, sharpening, and cutting the core section of the sprig to produce
a 144,192-pixel reinforcement that substantially captures elements relevant to leaf
consistency and venation. The CNN’s element extraction part is comprised of convo-
lutional and max-pooling layers. Each convolutional layer is trailed by a group stan-
dardization (BN) layer. With the exception of the last layer, the corrected straight
unit is the enactment utilized in all stages (ReLU). On the way to create the leaf’s
joint shape–texture representation, the components gathered from both pathways are
integrated. This composite representation is sent into amultilayer perceptron for clas-
sification. The imageswere improved to increase accuracywhile avoiding overfitting.
On datasets including Flavia, Leafsnap, and ImageClef, the model performed well,
with accuracy of 99.28, 95.61, and 96.42%, respectively. They have also introduced
the reduced shape context, a clever shape include that is computationally proficient
and outperforms standard hand-crafted features, making it superior to most tradi-
tional approaches. As leaf classification techniques, they looked at dual-path CNN,
uni-path CNN, texture-patch CNN, marginalized shape context with an SVM clas-
sifier, curvature histogram, and multiscale distance matrix. The proposed technique
outperforms all others with an average accuracy of 97%.

Samuel Manoharan [15] recommends a two-stage framework for recognizing the
restorative plants or spices. The initial step of the stage one includes edge-based
natural plant recognition and order-based restorative plant discovery in the subse-
quent advance (Fig. 4). The creators have utilized different edge location strategies
like Prewitt, Canny, Laplace, and Sobel edge detection activity for distinguishing the
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edge in the primary stage which thus helps in the quicker ID. Then, an information-
based regulator has been picked the edge discovery administrator in view of the esti-
mation, which canwork on the exactness of the identification cycle. In the subsequent
stage, input crude pictures are handled at first to further develop the picture lucidity.
When the picture is preprocessed, the variety, shape, length, and width of the photos
are utilized to separate the highlights. The chose highlights are removed utilizing
chi-square strategy to work on the order. The CNN classifiers are then utilized for
arrangement of information extricated pictures by leaf. The shape data are gone
through the visual cortex by the form of the picture, and afterward different elements
like shape, color, and measurement of passes on shipped off tertiary visual cortex.
Later, CNN is utilized with numerous convolution channels to handle elements to
acquire suitable component vectors for wonderful characterization. The factoriza-
tion takes different boundaries to work on the viability of the model. The inception
structure in the pooling layers is utilized to recognize the home grown plant leaf. The
consequences of the Phase 1 and Phase 2 are contrasted and XOR door activity. The
total distinguishing proof is reported once the indistinguishable outcome is gotten in
both phase of ID, i.e., which follows the XOR door activity. In this review, 250 leaf
tests with the front and back of the picture were utilized with 80% of the information
being preparing information and 20% of the information being utilized as the test
information. The different gatherings of the highlights of natural plant leaf structures
are contrasted and given input plant leaves. The recommended approach considered
by the creators doesn’t represent the way that all leaves have a similar perspective
proportion, centroid, and roundness. The writers additionally look at the different
edge location procedures and recommend that Sobel operator is more exact when
the length of the article (leaf) is thought of while canny edge operator performed
well when broadness of the item (leaf) was thought of. The above concentrate on
brought about precision of 92% outpassing the single classifiers, for example, CNN,
canny edge detector, and image segmentation technique subsequently performing
better compared to other proposed approaches.

Comparison of different models for classification of medicinal plants is shown in
Table 1.

3 Conclusion

Identifyingmedicinal plants has awide scope ofmoves that actually should be tended
to. In this paper, we have distinguished a thorough rundown of improvements that
can be made in recognizing the medicinal plants using deep learning methodologies.
We have also discussed some popular methods implemented in overcoming these
challenges in part or as a whole. The impact of identifying medicinal plants using
technologies like deep learning will be big for agronomists, farmers, doctors, and
the pharmaceutical industry. The applications once developed for identifying the
medicinal plants are going to give the agronomists, pharma industry, and ayurvedic
practitioners a fabulous chance to revolutionize the way the medicine industry works
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Fig. 4 Phases 1 and 2 architecture (source flawless detection of herbal plant leaf by machine
learning classifier through two stage authentication procedure, p. 131)

currently. Every one of the papers examined above have tracked down their own
interesting approach to moving toward the issue, utilizing various kinds of informa-
tion or learning models. As an outline, these techniques demonstrate that there are
new potential ways of fostering a mechanized framework to distinguish therapeutic
plants. These elements add to our objective recorded as a hard copy this review
study, which is to reveal new responses and a hole on the lookout for per users to
load up with their inventive and unique answers for this overall issue. According to
our viewpoint of examining the exploration hole, we can obviously see that each of
the previously mentioned approaches have drawbacks; however, the longing to find
the better strategies is consistently the main impetus for us, and this study paper is
doubtlessly a supportive device.
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Table 1 Comparison of different models for classification of medicinal plants

Reference
No.

Model Advantage Disadvantage Performance metrics

[1] Support vector
machine, BP
neural net, PNN,
KNN

Uses both shape and
texture features

It cannot achieve
a reasonably good
recognition rate
in light of just leaf
shape or surface
elements only

Accuracy—93.3%

[10] Convolutional
neural network

Predicted with a
low-level
computational
requirements

– Accuracy—95%

[7] Convolutional
Neural Network
(Mobilenet v2)

Can easily run-on
edge devices

Requires more
dataset variety

Accuracy—94%

[8] Convolutional
neural network
(VGG-16)

Proposes a method
to capture leaf
images in an
efficient manner for
data collection

– Accuracy—94.1%

[11] Local binary
patterns

Better
computational
efficiency

There are more
intra-class
variations than
between-class
variations

Accuracy—95%
(average, precision,
recall)

[9] SVM, ANN,
KNN, NB, CNN

Comparative study
of different
algorithms

Not useful for
compound leaves

Accuracy—94.8%

[12] KNN Lighter in
computation and can
be used in edge
devices

Training time is
high

Precision, recall,
F-measure and
accuracy—99.6

[13] Convolutional
neural network

Higher accuracy,
computationally
efficient

– Accuracy—96.76%

[2] Extreme learning
machine

Implementation is
easier with faster
training

Performance is
not up to the mark

Accuracy—99.10

[14] Convolutional
neural network

A better approach to
gain higher accuracy
with less
computational
requirements

– Accuracy—97.10
(average)

[4] Artificial neural
networks

Novel, simple,
robust, low cost

– Accuracy—100%

(continued)
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Table 1 (continued)

Reference
No.

Model Advantage Disadvantage Performance metrics

[15] Edge detection
algorithms +
CNN

The edge-based
detection provides
better accuracy than
other existing
methods

The computation
time is very large,
and also, the
pixel-based
process consumes
more storage
space in the array
of the algorithm
used for pixel

Accuracy—92%
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SARS-CoV-2 Mortality Risk Prediction
Using Machine Learning Algorithms
to Aid Medical Decision-Making

Manish Sewariya and Sanjay Patidar

Abstract The coronavirus has affected the world in every possible aspect such as
loss of economy, infrastructure, and moreover human life. In the era of growing tech-
nology, artificial intelligence and machine learning can help find a way in reducing
mortality so, we have developed a model which predict the mortality risk in patients
infected by COVID-19. We used the dataset of 146 countries which consists of labo-
ratory samples of COVID-19 cases. This study presents a model which will assist
hospitals in determining who must be given priority for treatment when the system
is overburdened. As a result, the accuracy of the mortality rate prediction demon-
strated is 91.26%. We evaluated machine learning algorithms namely decision tree,
support vector machine, random forest, logistic regression, and K-nearest neighbor
for prediction. In this study, the most relevant features and alarming symptoms were
identified. To evaluate the results, different performance measures were used on the
model.

Keywords SARS-CoV-2 ·Mortality rate · Logistic regression · Random forest ·
Support vector machine · Decision tree ·Machine learning

1 Introduction

Severe acute respiratory syndrome coronavirus-2 (SARS-CoV-2), a novel version
of coronavirus, began spreading in the Chinese province of Hubei in late 2019
and took many human lives [1]. The World Health Organization (WHO) classi-
fied the emerging coronavirus epidemic as a Public Health Emergency of Inter-
national Concern (PHEIC) in January 2020 [2]. The infectious disease caused by
the new coronavirus was given the formal name COVID-19 (Coronavirus Disease
2019) by WHO in February 2020, and a COVID-19 pandemic was announced in
March 2020 [3].
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As a result of the rise in positive cases, when a hospital’s capacity is exceeded,
the death rate rises [4]. To address the existing challenges in effective mortality risk
predictions, timely clinical decision-making, and prevention of further fatality rates,
machine learning is a tool that could be of great aid.

As a subfield of artificial intelligence (AI), machine learning (ML) allows for the
extraction of high-quality predictionmodels frommassive raw information [5]. It is a
useful technique that’s increasingly being used inmedical research to enhance predic-
tive modeling and uncover novel elements that influence a certain goal outcome [5,
6]. By providing evidence-based medication for risk evaluation, screening, predic-
tion, and treatment planning, machine learning algorithms can minimize uncertainty
and ambiguity. They promote trustworthy clinical decision-making and expect to
enhance patient outcomes and quality of care [7, 8]. In this regime, scientists have
been actively involved in publishing useful reports by utilizing ML algorithms for
exampleXiao et al. [9] reported that older people had agreatermortality risk, Sowmya
Sundari and colleagues stated in 2021 that predictions made are able to construct
a more accurate clinical decision diagnostic assistance system which avoids costly
medical tests and checks, the patient saves money and time, and the patient may
plan for appropriate treatment at the earliest stages of the condition as a preventative
step [10]. Furthermore, in 2021, Sayed and team proposed that to help healthcare
professionals anticipate the seriousness and fatality risk of a patient, efficient and
accurate intelligent systems tools are required and developed a prediction model to
forecast different degrees of severity risks for the COVID-19 patient based on X-ray
scans [11, 12].

The goal of the present work is to create a COVID-19 mortality risk prediction
model based on machine learning algorithms that used patients’ regular clinical data.
We are seeking answers to the following questions: (1) What are the most important
determinants of COVID-19 in-hospital patient mortality? What is the most effective
machine learning algorithm for creating amortality predictionmodel?So,weused the
dataset of 146 countries which consists of laboratory samples of around 2,670,000
confirmed COVID-19 cases for our study. We evaluated a few classified machine
learning algorithms, and the respective accuracies were found on the above dataset
namely decision tree (DT) (accuracy—89.10%), support vector machine (SVM)
(accuracy—89.87%), random forest (RF) (accuracy—91.26%%), logistic regression
(LR) (accuracy—89.24%), and K-nearest neighbor (K-NN) (accuracy—89.98% %)
for predicting the mortality risk in patients infected with SARS-CoV-2 virus.

This research article discusses the development of aCOVID-19 patient’smortality
risk prediction model utilizing various machine learning approaches. Section 2
traverses through the research methods employed in the study. Sections 3 and 4
present the debate and findings on the viewpoints and importance of the selected
features for prediction, while Sect. 5 brings the research to a close and provides a
clear picture of future advances in the subject.
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2 Research Methodology

This section describes the dataset and machine learning techniques used to make the
predictions. Figure 1 depicts the linkages and information flow between the tasks
that we employed to obtain the prediction outcomes. Data preprocessing is done,
then features are extracted, and various techniques are applied.

2.1 Dataset

In this research, we used/employed the patients dataset of 146 countries from all over
the globe [13] which consists of laboratory samples or we can say patients medical
data samples of around 2,670,000 confirmed COVID-19 cases, where 307,382
labeled samples encompassing both female and male patients with 44.75 years of
average age [13].

The presence of viral nucleic acid confirms the illness. Each patient had 32 data
items in the original dataset, comprising demographic and physiological informa-
tion which is represented in Table 1. While performing the data preprocessing steps,
we deleted irrelevant and redundant data items. The unlabeled data samples have
also been deleted. To manage missing values, data imputation methods include
mean/mode/median replacement is used, and after that normalization is performed.
We balanced our dataset in order to obtain an accurate and impartial model and then
for training and testing themodel we split the data into 70% training and 30% testing.

To train and evaluate our model, we constructed a balanced dataset with an
adequate ratio of recovered and dead patients. The training dataset’s data samples
(patients) were chosen at random and are fully independent of the testing data. Table
1: initial features in the dataset.

2.2 Feature Extraction

The patient’s health state is explained by numerous values on the outcome label.
Patients who were done with treatment from the hospital or who were in a good state
with no further symptoms were classified in the recovered category. At the moment

Fig. 1 System architecture
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of admittance to the hospital, healthcare personnel documented the symptoms. For
better results in the prediction, we applied one-hot encoding to the dataset as this
technique transforms categorical variables into a format that can be fed into machine
learning algorithms to improve prediction accuracy.

After applying a one-hot encoding, a total of 1261 features were created and,
on those features, we applied the feature extraction using PCA. As PCA follows
dimensionality reduction where important and relevant features are extracted that
captures most maximum variables. We retrieved features that include symptoms,
physicians’ medical reports, demographics, and physiological parameters from the
original dataset after extracting.

2.2.1 PCA

PCA which is principal component analysis is a dimensionality-reduction approach
that reduces the dimensionality of large datasets by converting a large set of variables
into a smaller group that preserves the majority of the content in the bigger set. It
is an uncontrolled learning approach for reducing size in machine learning. It is a
mathematical procedure that converts the visibility of a connected element into a set of
irrelevant feature lines via orthogonal conversion. Newly changed characteristics are
key components. PCA seeks a low-dimensional environment inwhich to handle high-
resolution data. Because the top characteristic reveals the appropriate differences
across classes, and PCA minimizes the size by assessing the variability of each
feature. It keeps key variables while rejecting less relevant ones since it is a way of
extracting a feature. The key components used for PCA in our model are listed in 25
different values as: [2, 5, 50, 100, 150, 200, 250, 300, 350, 400, 450, 500, 550, 600,
650, 700, 750, 800, 850, 900, 950, 1000, 1050, 1100, and 1150]. Every algorithm is
being cross-validated on these set of features.

2.3 Predictive Analytics Algorithm

Webuilt a predictionmodel usingmultiplemachine learningmethods after the feature
extraction process. Support vector machine, random forest, decision tree, logistic
regression, and K-nearest neighbor were among the techniques utilized in this study.

2.3.1 SVM

Support vector machine (SVM) is a machine learning approach that is typically used
for regression and classification, although it is also used for pattern recognition and
data analysis [14]. The SVM approach is used to determine the border with the
maximum width. The model generated here is a classification model that is repre-
sented as a boundary where data of diverse attributes are allocated in one area. The
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input data must be seen as a high-dimensional feature space in nonlinear classifi-
cation, which may be done efficiently using kernel approaches [15]. In this study,
kernel used is “rbf” and the training and testing accuracy was found to be 90.49 and
89.87%, respectively, at 350 features.

2.3.2 DT

Decision tree is a supervisedmachine learning approach for classification and regres-
sion problems. Decision tree being a supervised machine learning technique the
dataset must be labeled. The categorization is done using a set of criteria using the
indecision tree approach. In a decision tree, a node represents a characteristic, a
branch represents a procedure, and a leaf node represents the conclusion. It can be
expressed as a tree-like structure, which provides more accuracy and stability. In the
first stage, a tree will be built with input features as its nodes. It will then select a
feature for the next stage from the input features. It will then select a feature from
the input features to predict the output, resulting in the greatest growth in knowl-
edge apply the procedures outlined above to the subtrees are created by utilizing
characteristics that are available and were never used before [16]. In this study, the
training and testing accuracy was found to be 93.49% and 89.10%, respectively, at
100 features.

2.3.3 LR

In statistics, the generalized linear regression model which is logistic regression used
for the prediction with the target class having 2-level events likely alive or dead, true
or false, and lose or win [17]. To put it another way, chances are the proportion of
the likelihood of an event occurring divided by the likelihood of it not occurring. If p
stands for probability, then the equation p

1−p stands for odds. The natural logarithm
of the chances is used as a predictive factor in the logistic regression model, and the
Eq. (1) expressed mathematically is [9].

l = logb
p

1− p
(1)

In this study, the training and testing accuracy was found to be 89.70 and 89.24%,
respectively, at 450 features.

2.3.4 RF

A machine learning ensemble model called a random forest. Which helps in solving
both regression and classification problems. It is an ensemble model, which means
it combines many machine learning techniques to outperform others. By randomly
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picking a subset of the training dataset, random forest builds different decision trees.
Using decision trees, it will predict the class of test class objects [18]. In this study,
the training and testing accuracy was found to be 91.50 and 91.26%, respectively, at
800 features.

2.3.5 K-NN

For both classification and regression tasks, the simplest supervised learning
approach, K-nearest neighbor, is used. It is a supervised learning method, which
means the data must contain both input and output parameters for the model to be
trained. For a given value of k, the K-NNmethod will locate the k closest data points.
The class of the data point will then be determined based on the class of the biggest
collection of data points with the same class. It employs the Euclidean distance to
get the K-closest neighbor. The Euclidean distance Eq. (2):

d(x, y) =
k∑

j=1

√(
x j − y j

)2
(2)

The methodology is the same for regression problems, except instead of neighbor
classes, target values are used. Choosing an appropriate k is one of the most difficult
tasks in KNN. The choice border will be more irregular if k is less, while a greater
value of k will result in a smoother decision boundary [19]. In this study, value of
k = 5 and the training and testing accuracy were found to be 92.16 and 89.98%,
respectively, at 150 features.

2.4 Model Evaluation

After performing normalization on all models, they were trained and tested by cross-
validating the number of features in a range. The ROC curve and the below confusion
matrix are shown in Figs. 3 and 4.

The models were cross-validated on 2, 5, 50, 100, 150, 200, 250, 300, 350, 400,
450, 500, 550, 600, 650, 700, 750, 800, 850, 900, 950, 1000, 1050, 1100, and 1150
features which can be seen in Table 2. After this, the optimal value of the number of
features was found. The accuracy versus the number of features graph obtained for
all models is shown in Fig. 2.
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(a-I)  (a-II)   (a-III)

(a-IV) (a-V)

Fig. 2 a Accuracy versus number of feature graphs of all the ML techniques. a-I Graph of SVM
algorithm performed on different number of features. Initially, we observed that model underfits,
probably due to low amount of features that have low variance, but that is solved as we increase
the number of features; a-II Graph of LR algorithm performed on different number of features.
Initially, we observed that model underfits, probably due to low amount of features that have low
variance, but that is solved as we increase the number of features. a-III Graph of KNN algorithm
performed on different number of features. Initially, we observed that model underfits, probably due
to low amount of features that have low variance, but that is solved as we increase the number of
features; a-VI Graph displays cross validation of DT model on different number of features. Also,
it can be observed that model is overfitting a bit. a-V Graph displays cross validation of RF model
on different number of features. Also, it can be observed that model resolves the overfitting of the
DT model

3 Results

In this research, the coronavirus infection rate was compared to the five models’
predictions. Decision tree (DT), support vector machine (SVM), random forest (RF),
logistic regression (LR), and K-nearest neighbor were used to assess the created
model, which included accuracy, precision, recall, F1-score, ROC, AUC, and confu-
sion matrix. Table 3 summarizes all of the findings, demonstrating the accuracy
of several machine learning algorithms in predicting death in COVID-19 patients.
Random forest was found to be the most effective and has the highest accuracy rating
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Fig. 3 ROC curve for all the algorithms

Fig. 4 Confusion matrix of RF
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Table 3 Results of all the techniques used using different performance metrics

S. no. Algorithm/measures Accuracy
(%)

Precision
(%)

Recall
(%)

F1-score
(%)

ROC
(%)

1 Support vector
machine (SVM)

89.87 90.44 89.87 89.82 92

2 Logistic regression
(LR)

89.24 89.24 89.58 89.20 95

3 K-nearest neighbor
(KNN)

89.98 90.34 89.98 89.95 94

4 Decision tree (DT) 89.10 89.33 89.10 89.07 93

5 Random forest (RF) 91.26 91.86 91.26 91.22 96

of 91.26%. Eachmachine learningmethod’s ROC curves and AUC are displayed and
compared in this study (Fig. 3). Random forest method classifier’s performance is
described and shown using a confusion matrix (Fig. 4), which also provides insight
into what the model misclassifies.

4 Discussion

In this work, to estimate the death rate for COVID-19 patients, we enveloped cutting-
edge machine learning methods using a huge dataset of positive cases gathered from
all across the globe. The approach for finding the relevant and important features
we developed a model using feature extraction which cross validate the different set
of number of features on different algorithms to obtain good results. Several perfor-
mance indicators were used to assess the created algorithms. The assessment findings
show that the generated models are very accurate and effective. Other research has
demonstrated that from clinical data and blood test results, it is possible to estimate
the death rate inCOVID-19 patients [20]. However, we focused on demographic data,
physiological information, pre-existing conditions, and patient symptoms. Using the
random forest model, we were able to achieve an exceptional accuracy of 91.26%.
Furthermore, past research hasmostly focused on data gathered in China [20, 21].We
combined hospital data from across the world to construct a more complete model
that is relevant to the whole world’s population, rather than training on data from a
single location.

5 Conclusion and Future Work

The goal of this study was to develop a predictive model that would aid hospitals and
medical institutions in improving survival rates by providing a precise and accurate
tool to aid in medical decisions and better prioritization. Patients with COVID-19
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during the pandemic, our approach can accurately assess themortality risk inCOVID-
19 patients based on their physiological states, symptoms, pre-existing scenarios,
and demographic data. This strategy or method can assist hospitals, health organi-
zations, and caregivers in determining who should be handled foremost before other
patients, prioritizing patients when the system is saturated, and reducing wait times
for needed care. This study might be expanded to cover other diseases, empowering
the healthcare system to react faster in the case of an epidemic or pandemic.
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Abstract One of the most crucial global issues today is environmental pollution.
Environmental pollution is caused by various human activities. It is destructive to
all living organisms. Pollution is an essential environmental catastrophe. It causes
diseases and is formidable to overcome. Due to the increase in pollution, it is
now possible to monitor and predict the pollution data, mainly in urban areas. The
main types of pollution are air, water, land pollution, noise, etc. Feature selection
approaches have evolved. This tool helps to reduce the load of data that is trans-
mitted to the model being used. It uses only the required data and eliminates the
noise in the dataset. This paper summarizes the work of various researchers in the
analysis of pollution data. It also reviews the different algorithms used by authors to
study pollution data and compares the performance metrics of the algorithms. The
algorithms are grouped based on the real-world applications of pollution analysis.
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1 Introduction

Pollution is caused because of the entry of contaminants into the environment. The
contaminants can be natural or manmade but is majorly manmade. The pollution
has increased due to the rapid increase in urbanization and industrialization [1]. The
major types of pollution are air, water, land, noise pollution, etc.

Air pollution is caused due to the release of toxic chemicals into the atmosphere.
Some primary pollutants produced by human activities consists of particulate matter
(PM), nitrogen dioxide (NO2), ozone, carbonmonoxide, etc. [2, 3]. Particulatematter
is a combination of liquids and solids, covering sulfates, nitrates, carbon and compli-
cated organic chemicals, water, and mineral dirt suspended in the air. PM differs in
size. But smaller pieces are the most damaging ones, which are known as PM10 and
PM2.5. Nitrogen dioxide is a gas, and it is a vital element of urban air pollution. Top
levels of NO2 can inflame and irritate the edge of our airways, creating a flare-up
of asthma or COPD and also there are symptoms such as difficulty in breathing and
coughing. When the O3 is at a high level, it can cause discomfort when you breathe,
and it reduces your lung capacity and also triggers asthma symptoms. Air pollution
can cause respiratory, cardiovascular diseases, difficulty in breathing, etc.

Water pollution is caused by the spilling of industrial waste and wastewater to
surface water bodies. Research on water pollution has highlighted the chance of
surface oil and other contaminants [4]. The three major measures of water pollu-
tion are biochemical oxygen demand (BOD), concentration of ammonium ions, and
concentration of phosphate ions [5]. In broad cities, when the level of phosphate
and ammonium is high, it can normally be detected in agricultural areas and could
indicate sewage contamination. Some primary pollutants include Ph, alkalinity, and
total phosphorus. Pollution can change a water’s pH, which can harm plants and
animals living in the water areas. In surface waters, if the alkalinity is higher, it will
cushion acid rain and also other wastes of acid and can prevent pH changes that can
damage the aquatic life. In excess amounts, problems related to quality of water can
be led by phosphorus such as eutrophication and harmful algal growth.

A human ear can normally detect sounds from 0.02 to 20 dB. But the levels can
increase to 45–55 dB. There are higher levels of sound produced. The frequency of
this range is not good for the ear. This high range sound is called noise. Noise means
the sound that is unpleasant to the ear. In the long run, noise may cause damage to
the ears. Noise pollution can be caused in many ways like industry, automobiles,
crackers, construction, etc. The lives of millions of people can be adversely affected
by noise pollution. The noise pollution’s potential health effects are countless, and
it includes illnesses related to stress, high blood pressure, speech intervention sleep
disruption, hearing loss, and loss of productivity [6].

In this paper, in Section one, we have discussed about pollution and its effects on
human life. Because of the rapid increase in pollution in recent times, we need to
determine pollution levels at an early stage to control pollution. For early detection,
we can use various machine learning algorithms and deep learning techniques. In
Section two, we have discussed the various machine learning algorithms that can be
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used to analyze and predict the time series pollution data. Some of the algorithms
used are convolutional neural network (CNN), long short-term memory (LSTM),
autoregressive integrated moving average (ARIMA), seasonal ARIMA (SARIMA),
logistic regression, autoregression, and others, and finally, we conclude the paper.

2 Models Utilized for Classification

2.1 Models Utilized for Analysis and Prediction of Air
Pollution

2.1.1 Gated Recurrent Units (GRU)

This paper [7] tests the forecasting approach using the database that consist of the
PM2.5 concentration data of Beijing’s US Embassy. It also takes data from Beijing
Capital International Airport. The dataset considered here covers data on an hourly
basis for a span of 4 years from 2010 to 2014. It contains seven features like concen-
trations of pollutants, especially PM2.5, humidity, temperature, pressure, direction
of wind, and speed of wind and rain. It is very important to recognize the connec-
tion between the numerous factors that influence in increase of pollution and the
concentration of PM2.5 to enlarge an efficient model that is used to make predic-
tions. The author has tried to remove the irrelevant factors which are a burden for
the model. In this paper, the CB-GRU model is used for forecasting future values
of PM2.5 concentration. Firstly, concentration of PM2.5 data is passed as a model
input. The future values of PM2.5 concentration is the output. It is used to carry out a
multi-step prediction. This model has three parts as shown in Fig. 1. In the first step,
a 1D convolutional neural network is used to execute local feature extraction and
dimensionality reduction on the input variables. Low-dimensional feature sequences
are created from original data by the process of convolution and pooling. In the
second part, the feature sequences into the bidirectional GRU neural networks. The
third part of the model has a fully coupled layer stacked to it. The output (last) layer
of the model has only one neuron. This layer does not have any function for acti-
vation. It generates the PM2.5 concentration of the value predicted. Convents have
certain properties such as convolution operation, data efficiency, feature extraction,
etc. These properties of convents make it useful for computer vision and sequence
processing. The bi-GRU is used for time series forecasting. For clarifying sequence
data, recurrent neural network (RNN) is a special form of neural network used but it
has some drawbacks like exploding gradient and vanishing gradient. Modification of
RNN structure lea LSTM and GRU. LSTM can track long-term information through
its three gates. The gates are input gate, forget gate, and output gate. GRU is basi-
cally an improvised version of LSTM. It has only two gates. They are the update gate
and the reset gate. Having two gates gives GRU a simpler architecture. Therefore, it
requires less computations. Hence, it can be trained faster.



310 R. D. Aishwarya et al.

Fig. 1 Working of Bi-GRU on PM2.5 concentration levels [7]

2.1.2 ARIMA and SARIMA

ARIMA stands for autoregressive integrated moving average. ARIMA is a statis-
tical analysis model. This model is primarily used for data that involves time series
analysis.

In this model, autoregression is applied on the variables of interest. Integration
refers to the differencing of the data to make it stationary. Moving average implies
that this model uses errors of the previous predicted data, rather than the values.

SARIMA stands for seasonal ARIMA. It is an extension of ARIMA which
supports time series data that has a seasonal component. ARIMA has only three
parameters P, Q, and D for non-seasonal data. SARIMA has four parameters. The
last parameter indicates the seasonality. They are

1. P: Autoregression order of the seasonal trend
2. Q: Difference order of the seasonal trend
3. D: Moving average order of the seasonal trend
4. m: The duration of a single seasonal period

There are two types of ARIMA models based on the difficulty of extracting
seasonal trends from the dataset [1]. They are

1. Simple seasonal model: here, P = D = 0
2. Product seasonal model: Denoted as ARIMA (P, Q, and D). This model is used

to define the autocorrelation between many time-dependent random variables. It
includes least squares, maximum likelihood, and moment estimation [1].

ARIMA avoids the problem of multivariate analysis, but it is computationally
expensive compared to other models.

During the analysis, it was observed that PM2.5, PM10, O3, SO2, and CO are
the main pollutants that cause air pollution. Especially, PM2.5 affects the human
health and the climate of the earth adversely. The study also uses concepts from
other domains such as environmental science, atmospheric chemistry, meteorology,
and geochemistry to predict pollutant levels. The prediction and verification can be
done on a daily/weekly/monthly/yearly basis.

Akaike’s information criteria (AIC) and Bayesian information criteria (BIC) are
parameters that are used for model selection. The author has measured these criteria
for the ARIMA model. The AIC is approximately 856, and the BIC is 858 [1].
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2.1.3 Logistic Regression and Autoregression

This work [8] describes a system that focuses on ml methods to predict and detect
PM2.5 values using a data collection which includes conditions of the atmosphere in
a particular area. The dataset taken to train the algorithm for air quality detection was
collected from the University of California, Irvine repository. The suggested system
performs two functions: (i) based on supplied atmospheric variables, detects PM2.5
levels and (ii) predicts PM2.5 levels for a specific date.

To evaluate if the user defined input is contaminated or unpolluted, logistic regres-
sion is used. When the dependent variable is dichotomous, logistic regression is the
most appropriate to use. For instance, in this case, the dataset is divided into two
categories: contaminated and unpolluted. This technique categorizes the training
data into two, as either 1 (contaminated) or 0 (unpolluted) using the logit function
and tests its correctness using the test data. The user input also yields a 0/1 outcome.
In order to determine the readings of the future, an autoregressive model uses data
from the past as input. When a relationship exists between the values in a time series
and the values that come after and before them, autoregression is used to forecast.
Logistic regression works best with standard deviation accuracy of 0.000612 and
mean accuracy to be 0.998859. The mean squared error (MSE) for autoregression
was 27.00.

2.1.4 Convolutional Neural Network

In this article [9], deep learning models for forecasting the quality of air focusing
primarily on particulate matter (PM2.5) were proposed. The modules that lay
the foundation to the model comprise two deep neural networks. They are one-
dimensional convolutional neural networks (1D-CNNs) and bidirectional long short-
term memory networks (Bi-LSTM). It was reported that this was the first study to
incorporate various one-dimensional CNNs and bidirectional LSTM. Bidirectional
LSTM through two independent hidden layers processes the time series data in two
indications, and these data are chained and taken forward to the output layer. The
dataset used to perform forecasting was collected from Beijing air quality from
UCI every hour. An alongside framework for deep air quality forecasting (DAQFF)
was proposed which by using hybrid deep learning model conveys the dynamic,
spatial–temporal, and nonlinear features ofmultivariate time series data of air quality.

The model can identify the trend pattern of local using one-dimensional CNNs
and extract the characteristics and lengthy spatial–temporal reliance of multivariate
time series data related air quality using bidirectional LSTM from both previous and
future context by applying time series data in both further aswell as reverse directives,
for instance, PM2.5, temperature, and wind speed. The extracted countless features
of one-dimensional CNNs are chained and fed into given bidirectional LSTMs. From
the experiment conducted using the datasets of real-world, the reported conclusions
showed that the model is efficient in handling PM2.5 forecasting of air pollution.
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2.1.5 KNN and Naïve Bayes Theorem

The data from the sensors is transferred to the webpage and ThinkSpeak (IoT). To
check accuracy, the author has compared this data against the trained data. In this
paper, they merge IoT and machine learning algorithms for monitoring the pollu-
tion level. The machine learning algorithms, KNN, and Naïve Bayes used here,
fall under supervised learning, specifically under classification. KNN considers K-
nearest neighbors (Datapoints) to predict the class or continuous value for the new
Datapoint. Naïve Bayes algorithm is a group of algorithms which follow the same
principle. The principle is, when the features are classified into pairs, they are inde-
pendent of each other. Also the other assumption is that all the features make equal
contribution to the outcome. The author has used various components such as temper-
ature and humidity sensor, carbon monoxide gas sensor, analog to digital converter,
and global system formobile communication (GSM).All these components are inter-
faced with raspberry pi microcontroller using series cable. These various sensors are
used to sense the presence of harmful gas, humidity, temperature, sound level, and
continuously this data is transmitted to raspberry pie. Then, the microcontroller
processes this data and sends it to server over IoT. KNN and Naïve Bayes are used
for data mining in the webpage. Lastly, models are compared to see which of them
have made more accurate predictions [10].

2.2 Models Utilized1 for Analysis and Prediction of Water
Pollution

2.2.1 LS-SVM

To prognosticate water quality, the LS-SVM is used to build a nonlinear time series
forecasting model [11]. Figure 2 represents the implementation framework to predict
the water quality. To decrease modeling errors, first perform processing on raw data
followed by zero-mean normalization, then get a matrix from 1D time series by
conversion using Takens’ theory to acquire the link between data relations, and
thus gaining access to as much information as viable. Least squares support vector
machine technique implements RB function instead of RBF kernel function, and
LSSVMLab Matlab toolbox framework was used as the basic package, parameter
Gam = 10, sig2 = 0.5, and Type = ‘function estimation’ [11]. To train the LS.

Fig. 2 Implementation framework to predict the water quality [11]
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SVM technique, the train LS-SVM function is used. To predict total phosphorus,
this algorithm is tested on monitoring data of river water. The result obtained were
contrasted with the RBF and BP networks. The calculated relative error of the
proposed model LS-SVM was 0.064% when compared to the RBF and BP network,
which was 0.529 and 0.552%, respectively. The MRE and RMSE of the LS-SVM
method are substantially fewer than those of the BP and RBF network technique,
demonstrating that the LS-SVM has high accuracy in terms of prediction. The LS-
SVM technique outperforms the RBF and BP (multi-layer) neural networks in the
small sample condition with noise.

2.2.2 STL Model

Wan and Li [12] analyzes the parameters of water quality trend applying seasonal
trend decomposition and LOESS (STL) of the canals in south Florida. They also
predict the total value of nitrogen and phosphorous and turbidity of four canals using
exponential polishing and additive Holt-winters method from 2016 to 2020 using
the dataset downloaded from South Florida Water Management District (SFWMD)
from January 1979 to April 2014.

Using decomposition model, the time series has been forecasted, the future values
for each component are calculated, and it is added back together to obtain a prediction.
Here, the challenge would simply be finding the best model for each component and
it does not handle trading day or calendar variation automatically, and it provides
facilities only for additive decompositions.

The STL method uses locally fitted regression models to break down into three
components: (1) trend, (2) season, and (3) residual. Locally estimated scatterplot
smoothing (LOESS) is used by STL to extract smooths estimates of three compo-
nents. LOESS is weighed as effortless and a nonparametric statistical method. The
trend component is considered as moving propensity with least frequency. The
components of seasonal is viewed as alteration with stable seasonal disturbance with
high frequency. The residuals component which has random disturbance is consid-
ered as uneven variation. STL method which implements LOESS of three times
and it is a recursive process and changing average process in each recursion. It was
found that a suitable method for time series with consistent seasonal variations was
Holt-winters method and additive Holt-winters method. This model has been used
in forecasting the variation of total nitrogen, total phosphorous, and turbidity in the
5 years of 2016–2020. As a result, the total nitrogen concentration was found to be
decreasing trend and total phosphorous concentration was developing trend.
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2.3 Models Utilized for Analysis and Prediction of Noise
Pollution

2.3.1 LSTM

The LSTM (two-layer) network was developed for environmental noise prediction in
the presence of enormous data volumes, and four sets of IoT systemwere deployed in
a Shaoxing administrative district, China to collect environmental noise data in this
study [13]. Identifying essential hyperparameters is crucial, so a streamlineddataset is
used to improve the rate of parameter adjustment. To optimize the learning rate,Adam
algorithmwas used. Stationary test of time serieswas conducted using the augmented
Dickey–Fuller technique. The LSTM system used has one input, two hidden, and
one output layers. A three-dimensional tensor is fed an input which includes batch
size-number of input sample count, window size-time series length, and number
referring to dimension of output. On the test datasets with 10-min intervals, the
MAE readings are 0.31–0.69 dB and RMSE readings are 0.48–0.93 dB [13]. Three
conventional prediction models were utilized in this study to examine the LSTM
model’s prediction accuracy: SVM, RW, and SAE are their names. The RMSE and
MAE values of LSTM were found to be lowest when compared to RW, SVM, and
SAE, hence proving that noise forecasting results are obvious.

2.3.2 TRANEX

This study [12] develops its own models and methods for evaluating traffic noise
exposure (TRANEX) to estimate exposures of noise for the resident London popu-
lation from 2003 to 2010. They have used a method called calculation of road traffic
noise (CoRTN) to calculate traffic noise estimates. This method was enlarged in
open-source GIS and also using geographic information system (GIS) preprocessing
of special evidence was attempted. TRANEX evaluates by estimates of noise which
were correlatedwith themeasurements of noise built in Leicester andNorwichwhich
are the cities in British. TRANEX evaluates by estimates of noise by making use of
noise measurements data which were as a part of earlier accomplishment gathered
and attempted by the authors in the fifth framework of EU funded Program called
HEAVEN in 2002 and HEARTS in 2005. To evaluate models, a sequence of working
statistics was used such as the coefficient of determination, Spearman’s rank corre-
lation coefficient, root mean square error (RMSE), and the difference of computed
and modeled levels of noise. The datasets for the implementation of noise models in
Londonwere collected fromLondon’s king’s college and downloaded from digimap.

This model has predicted a minimum night time noise level that exceed one hour
of 38 dB for an individual small road. It is been found that the least possible value
modeled of nigh time that exceeds one hour in London was 42.4 dB. TRANEX
in Leicester and Norwich has been evaluated from the information obtained from
local traffic models and land use datasets. In TRANEX, traffic information is used
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to assigned traffic origin points. From each of these points to receptors, a contin-
uous path is produced. Exposures of the native London population was modeled by
applying the postcode’s locations which has the population of 8.61 million and the
conclusions was presented for the year 2008. The end results obtained suggest that
to daytime road traffic noise levels 12% people are revealed greater than or equal to
65 dB and to nigh time road traffic noise levels 19% people are revealed greater than
or equal to 55 dB.

2.3.3 CNOSSOS-EU

Noise pollution has various effects on health and affects the individual differently.
Noise pollution can be controlled by estimating an individual’s exposure to noise
from various sources within a considered area [14]. To estimate this exposure, the
author has consideredvarious factors such as trafficflow, land cover, and roadnetwork
layouts based on their residential address. Formodels to produce efficient results data
availability, precision and affordability matters. By considering a broader geograph-
ical scale for estimation, the input is standardized but may not be precise. Hence,
the estimation is mostly done on a smaller scale restricted to a city or a municipality
area. In this paper, they consider common noise assessment methods (CNOSSOS-
EU) noise modeling framework for Europe. This model makes it easier to directly
compare results from different countries. This modeling framework is standardized
as it can take varying inputs from different data sources over a broad geographical
area. CNOSSOS-EU is an efficient tool used for noise mapping all over Europe. The
algorithms of this model were executed in PostGIS. GIS stands for geographical
information system. PostGIS is a freely available framework. It is an extension of
PostgreSQL database. The working of model is as follows: for each receptor, GIS
finds all roads within a 500 m radius and divides them into source points at 20 m
intervals. This division is done in series for each segment of road. Then, rays are
projected from receptor to source point in a direct path. For each such ray path, noise
level is calculated at each source using the data available about flow of traffic and
the empirical relationships defined by CNOSSOS-EU. After this, noise levels are
calculated at the receptor as per CNOSSOS-EU sound propagation algorithms. At
last, all the noise level estimates from each path of the projection of the receptor are
summed together logarithmically to provide a single patterned noise exposure value
at each receptor point. For this model, two assumptions were made. Firstly, they had
assumed an initial noise level, which corresponded to a few hundred vehicles at a
10 m distance from each receptor point per day. Second, the calculations included
the corrections to regulate the noise level at the source according to geometrical
divergence, barriers, and relative heights of barriers and receptor points. For model
evaluation, this paper compares predicted noise levels with the measured noise levels
(Table 1).
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Table 1 Summary of various algorithms used in time series forecast

No. Model Application Advantage Disadvantage Performance
metrics

1 GRU [7] Air Controls the flow
of information. It
is computationally
more efficient

Slow convergence
Low learning
efficiency

1. Root mean
square error
2. Symmetric
mean absolute
percentage
error

2 SARIMA [1] Air This model can be
used for large
amounts time
series analysis of
data
It also avoids the
problem of
multivariate
models

It is
computationally
expensive

1. Mean
absolute
percentage
error

3 Logistic
regression and
autoregressive
model [8]

Air Autoregressive
model predicts the
value of PM2.5 a
week prior to the
present date

Logistic regression
can only be used to
perform analysis if
the dependent
Variable is
dichotomous
The independent
variable should not
have
multicollinearity

1. Mean
squared error

4 CNN [9] Air CNN recognizes
the extensive
features without
any human
supervision and
has the highest
accuracy

CNN needs a huge
dataset to process
and train the neural
network, and it is
significantly slower
due to certain
operations

1. Mean
absolute error
2. Root mean
square error

5 LS-SVM
model [11]

Water The prediction
accuracy of
LS-SVM method
is high, and it
works
satisfactorily for
real-time small
quantities of data
samples

1. Mean
relative error
2. Root mean
square error

(continued)
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Table 1 (continued)

No. Model Application Advantage Disadvantage Performance
metrics

6 STL [15] Water STL will handle
any type of
seasonality, it is
not like it handles
only monthly data
and quarterly data.
The change of rate
can be measured
by the user and the
allowance of
seasonal
component to
switch over time

In particular, STL
does not hold
trading day or
calendar deviations
automatically, it
supplies facilities
only for additive
decompositions

1. Mean
absolute error
2. Mean square
error

7 LSTM [13] Noise The result of this
model has high
precision
prediction, avoids
long-term
dependency, and
outperforms three
existing classic
models (SAE, RW,
and SVM)

As the model was
not sufficiently
trained and along
with few datasets,
this led to poor
performance in the
thirty minutes
interval dataset

1. Mean
absolute error
2. Root mean
square error

8 TRANEX [12] Noise TRANEX is built
in such a way that
with adequate
detailed resources
on traffic flows,
speeds, and
composition, it is
ready to be
transferable to
many other
different cities and
areas in the UK

TRANEX is not
dynamic with
respect to
representing the
fluctuating/shifting
automobile speeds
along road links

Road traffic
noise
calculation
(CoRTN)

3 Conclusion

In recent years, the global environmental pollution has increased rapidly and is a
global concern that needs to be addressed urgently. If pollution keeps increasing like
this, it would be difficult to sustain health of various living organisms. Hence, early
detection of pollution levels is required, which will be helpful in the control and
reduction of pollution levels and it also helps in waste minimization.

Each model as discussed above presents machine learning algorithms that deal
with various time series datasets involving different types of pollution like air, water,



318 R. D. Aishwarya et al.

and noise. The algorithms are also used to make predictions of future values. Every
model gives a different forecast of the pollution levels. Some of them deal with small
amount of data and some others deal with large amount of data. A model’s efficiency
can be measured using performance metrics associated with it. The comparison of
performance metrics helps to find out the optimal one.
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Utilization of Waste Banks System
in the COVID-19 Pandemic

Riyan Pradanang, Bima Aditya, Adhitya Rayhan, Michael Adrian Winarlie,
Ford Lumban Gaol, and Tokuro Matsuo

Abstract People’s perspectives and behaviors altered in a variety of ways during
the pandemic period, most notably in areas related to health, environment, and most
notably waste management. Many people still prefer to work from home and this in
turn leads to a large accumulation of garbage without having any proper means of
disposal. As a result, the garbage area will serve as a breeding ground for illness.
Garbage is usually composed of a residual waste generated from a product or object
that has outlived its useful life, but can still be recycled into a valuable item. On
this basis, the solution is to use a waste bank; it is a collection point for sorted
garbage. It is claimed that using a waste bank can help in preventing the garbage
accumulation. The main purpose of this study is to determine the contribution of
the waste bank to end garbage accumulation. The information gathered through a
review of the literature and direct interviews with multiple informants. According to
the findings of the literature review, waste banks can provide a variety of benefits to
users, aswell as the community and surrounding environment. The proposed research
study’s findings show that the changes in community activity patterns contribute to
an increase in garbage, and that the community plays an important role in waste
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control. From the performed research study, it is evident that m any individuals are
interested about garbage banks and their benefits based on this presumption.

Keywords Waste bank · Recycling · Reuse

1 Introduction

In recent times, people continue to coexist with COVID-19, which referred to as
new normal. According to the Indonesian government, new normal entails the estab-
lishment of a new system in order to comply with COVID-19 [1, 2]. According to
official data, the total number of COVID-19 cases in Indonesia is 4,272,421 out of
which 8775 positive cases are still active. Furthermore, the government announced
recently that on an average 598 patients rehabilitated every day. As a result, the total
number of COVID-19 cases found is 4,119,472 [3]. As evidenced by this data, we
are continuing to collaborate with current COVID-19 epidemic, known as the new
normal (LBM Eijkman). To combat the current epidemic situation, people should
incorporate three new habits in their lifestyle, these habits are generally termed as
3 M (wearing masks, maintaining social distance, and meticulously washing hands),
and they should maintain environmental hygiene during the new normal period. Ten
trials with two viruses (SARS-Co-2 and SARS-CoV-1) conducted in five different
conditions (aerosol, stainless steel, plastic, copper, and cardboard) [4–7].

SARS-CoV-2 remained in an aerosol state throughout the experiment (3 h). These
are similar to the circumstances encountered with SARS-CoV-1 [8–10]. According
to the findings of this study, the coronavirus has the chance of transmission through
solid media such as waste and air. Garbage management in the community is now
difficult due to a public concern on controlling the waste, and this could become a
source of coronavirus transmission [7, 11–13]. People are no longer collecting and
depositing dry garbage, rather preferring to dispose it in temporary trashcans due to
coronavirus [14]. The results of data obtained from BPS regarding the classification
of waste sources in DKI Jakarta is as shown in Fig. 1.

Figure 1 shows that the majority of waste in Jakarta comes from households,
which has recorded 37.33% proportion as the highest compared to other sources
during past year.

Manywaste banks actively used inDKI Jakarta in this newnormal era are scattered
in several areas as follows:

According to Fig. 2, five colors used: blue for North Jakarta, green for Central
Jakarta, purple for West Jakarta, yellow for South Jakarta, and orange for South
Jakarta (East Jakarta).

The primary goal of establishing awaste bank is to assist in garbage processing; the
secondary objective is to promote public awareness on the importance ofmaintaining
a healthy, orderly, and clean environment. Furthermore, waste banks are established
to convert garbage into something more useful to society, such as handicrafts and
monetary-valued fertilizers. Garbage cans benefit both humans and environment
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Fig. 1 Source Central Bureau of Statistics (BPS) [15]

Fig. 2 Source Jakarta Provincial Environmental Service [16]
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in different ways, including cleaner environments, increased hygiene awareness,
and waste conversion into economically valuable items. A waste bank benefits the
community by increasing people’s income because when they trade their junk, they
receive a reward in the form of money in their bank account. When individuals have
a sizable sum of money in their savings, they have the option of withdrawing it at
any time. Other than money, some of the incentives provided to savers are in the
form of staples such as sugar, soap, oil, and rice. Garbage banks are also beneficial
for financially challenged people; some schools have included waste payment as a
manner of paying school fees.

The main purposes of this research is to establish a waste bank to raise the level
of the Indonesian economy, especially for the lower middle class by means of which
people can sell the waste they have collected for money. In addition, the surrounding
environment becomes cleaner and well maintained.

Research question:

1. What is the impact of changes in community behavior that affect waste in this
new normal era?

2. What type of garbage accumulates the most?
3. Are people familiar with the waste bank?
4. Do people know what the benefits of a waste bank are?
5. How can a waste bank affect people’s lifestyle in managing waste?

Waste bank is a banking system concept in which the saving is not money but
waste that has already been collected and sorted. Customers, also known as savers,
are given a bankbook in which they can borrow money, which is then returned with
waste. The customer’s waste is then weighed and valued; the waste will then be sold
to manufacturers or recycling agencies or it can be sent to local recycling and reuse
agents for processing [17].

2 Research Technique and Method

The proposed study has conducted a qualitative research to investigate the signifi-
cance of waste banks in Indonesia. By conducting direct interviews with informants
involved in the distribution of waste bank in Indonesia, it is highly anticipated that a
direct investigation of the fieldwill highly assist in obtaining the required information
in an accurate and useful manner.

The researchmethodology implemented here is by directly interviewing the infor-
mants with questions marked on paper or phones, and then all activities between the
interviewer and informant are recorded by using a video recorder on the phone,
particularly during the interview. We will select participants between the ages of 17
and 50 who live in Jakarta. After gathering all of the necessary information, the final
step in our research is to analyze all the available data.
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The interview questions asked to the participants:

1. Do you know what a waste bank is?
2. Do you know what the benefit of a waste bank is?
3. What is the type of waste that your household throw the most?
4. Do you believe that a pandemic situation that changes community behavior has

an impact on waste?
5. Do you think that the waste bank can help people manage their waste?
6. Do you think the community needs awaste bank, especially during the pandemic?

3 Research Result

According to Fig. 3, we can learn about the interview results: 78% or 36 people from
total population knows about the waste bank, while 22% or 10 people do not.

Based from the interview result as in Fig. 4, from 46 participant 54% or 25 people
know about the benefit of a waste bank and 46% or 21 people does not know about
the benefit of a waste bank.

3. What is the type of waste that your household throw the most?

Based from the interview result, from 46 participant, the waste that they throw the
most are 25 people answered plastic, 2 people answered organic, 16 people answered
paper, 2 people answered glass, and 1 people answered metal. The detail of types of
household throw the most was presented on Fig. 5.

Fig. 3 About waste bank
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Fig. 4 Proportions about the benefit of a waste bank?

Fig. 5 Types of household throw the most

4. Do you believe that a pandemic situation that changes community behavior has
an impact on waste?

Based on the interview result, from a total of 46 participants 87% or 40 people think
that the waste is affected by pandemic situation that change community behavior
and 13% or 6 people think that the waste is not affected by pandemic situation that
change community behavior. The detail of distribution of result of the impact of
changes community behavior has an impact on waste was shown on Fig. 6.
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Fig. 6 Impact of changes community behavior has an impact on waste

5. Do you think that waste bank can help people manage their waste?

According to the interview results that shown on Fig. 7, 43% or 20 of the 46 partici-
pants believe that the waste bank can help people manage their waste, while 57% or
26 believe that the waste bank cannot help people manage their waste.

6. Do you think the community needs awaste bank, especially during the pandemic?

According to the interview results as presented on Fig. 8, 72% or 33 of the 46
participants believe that a waste bank is required in the community, particularly
during the pandemic, while 28% or 13 believe that a waste bank is not required in
the community, particularly during the pandemic.

4 Discussion

This research study discusses about the importance of waste bank in a pandemic
situation based on the survey and research results. Based on the results of the inter-
view, 78% of people are already aware of the waste bank. However, 22% of them are
still unaware of the waste bank. The results also show that 46% of people are still
unaware of the benefits of a waste bank, despite the fact that the number of people
who are aware of the waste bank is still quite large.
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Fig. 7 Result whether the waste bank can help people manage their waste

Fig. 8 Response whether the community needs a waste bank, especially during the pandemic

5 Conclusion

Waste bank is a banking system concept in which the saving is waste that has already
been collected and sorted rather than money. Customers, also known as savers, are
given a bankbook with which they can borrow money, which is then returned as
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waste. The weighed and valued customers’ waste will be sent to manufacturers or
recycling agencies for processing, or it can be sent to local recycling and reuse agents
[17]. Waste banks can help the community by exchanging waste for money. Based
on the findings, it is possible to conclude:

1. What is the impact of changes in community behavior that affect waste in this
new normal era?

The impact is people will be more diligent in collecting garbage and reducing
littering.

2. What type of garbage accumulates the most?
According to the interview results, out of 46 participants, 25 people answered

plastic, 2 people answered organic, 16 people answered paper, 2 people answered
glass, and 1 person answered metal. As a result, plastic waste considered as the
most accumulated waste.

3. Are people familiar with the waste bank?
Based on the interview result, out of 46 participants, 78% or 36 people know

about waste bank and 22% or 10 people does not know about waste bank.
4. Do people know what the benefits of a waste bank are?

According to the interview results, from 46 participants 54% or 25 people
know about the benefit of a waste bank and 46% or 21 people does not know
about the benefit of a waste bank.

5. How can a waste bank affect people’s lifestyles in managing waste?
According to the interview results, 43%or 20 of the 46 participants believe that

the waste bank can help people manage their waste, while 57% or 26 participants
believe that the waste bank cannot help people manage their waste. The waste
bank itself provides a benefit where people can exchange their waste for money.
As a result, the community will become more meticulous in collecting the waste
and reducing littering.
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None Shall Pass: A Blockchain-Based
Federated Identity Management System

Shlok Gilda , Tanvi Jain, and Aashish Dhalla

Abstract Authentication and authorization of a user’s identity are generally done by
the service providers or identity providers. However, these centralized systems limit
the user’s control of their own identity and are prone tomassive data leaks due to their
centralized nature. We propose a blockchain-based identity management system to
authenticate and authorize users using attribute-based access control policies and
privacy-preserving algorithms and finally returning the control of a user’s identity to
the user. Our proposed systemwould use a private blockchain, which would store the
re-certification events and data access and authorization requests for users’ identities
in a secure, verifiable manner, thus ensuring the integrity of the data. This paper
suggests a mechanism to digitize documents such as passports, driving licenses,
and electricity bills, issued by any government authority or other authority in an
immutable and secure manner. The data owners are responsible for authenticating
and propagating the users’ identities as and when needed using the OpenID Connect
protocol to enable single sign-on. We use advanced cryptographic algorithms to
provide pseudonyms to the users, thus ensuring their privacy. These algorithms also
ensure the auditability of transactions as and when required. Our proposed system
helps in mitigating some of the issues in the recent privacy debates. The project
finds its applications in citizen transfers, inter-country service providence, banks,
ownership transfer, etc. The generic framework can also be extended to a consortium
of banks, hospitals, etc.
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1 Introduction

Identity providers or service providers act as third-party operators that authenti-
cate and authorize the user’s identity in an identity management system, and tradi-
tional systems are neither secure nor reliable. Password manager and single-sign-on
provider, OneLogin was hacked, and all customers served by its US data center were
affected.1 Equifax, one of the most significant credit bureaus in the USA, was the
victim of a data breach. Private records of approximately 148 million Americans
were compromised in the breach, making it one of the largest cybercrimes related to
identity theft [7]. Even though these digital identities are portable, they are not secure.
Several industries suffer from the problems of current identity management systems.
The lack of interoperability between government departments and government levels
takes a toll in the form of excessive bureaucracy. This, in turn, increases processes
times and costs. In the field of education, there is a massive problem of fake aca-
demic certificates.2 During the registration phase, user identity information is stored
in a central database (CD). As CD is compromised, user identity information can be
leaked. Also, user identity and passwords are stored on CD for the authentication
process, which could be compromised. Considering the flaw in such cases, we aim
to utilize decentralized blockchain technology to authenticate and authorize users
using privacy-preserving attributes and return control of a user’s identity to the user.

Because of its decentralized structure, visibility, traceability, individual control
of data in blockchain [33, 47], it has been introduced in a variety of applications,
including supply chain [16, 38], health care [14, 45], and Industrial Internet of Things
(IIoT) [10, 43, 46].Miners pack the transaction into a package in a blockchain system,
and a consensus algorithm is used to verify the block construction in a network. After
verifying a transaction, a legitimate block is added at the end of the longest chain
of verified blocks—each node on the blockchain stores a copy of the distributed
ledger. Using the blockchain in the identity management system solves traditional
schemes that rely on trusted third party [18, 31]. In a standard blockchain system,
data are stored as plain text on the network in some schemes [2, 11, 23], violating the
privacy-preserving requirement. Our proposed architecture supports attribute-based
access control. The blockchain holds re-certification events of the users’ identities
and the data access and authorization request instead of storing the complete user
identity information. These requests stored on the blockchain provide auditability
and traceability of the transactions.

In the traditional identity management systems, users give away too much infor-
mation as the complete identity is shared with the service providers. We want to
allow the users to gain control over their identity by choosing what attributes of their
identities they want to share to access the services; this can be achieved by attribute-
based access control (ABAC) system [26]. ABAC is globally recognized and allows
or denies user requests based on any user and object’s properties and environmen-

1 https://www.zdnet.com/article/onelogin-hit-by-data-breached-exposing-sensitive-customer-
data/.
2 https://www.fox46.com/news/easy-to-get-fake-degrees-creating-real-problems/.

https://www.zdnet.com/article/onelogin-hit-by-data-breached-exposing-sensitive-customer-data/
https://www.zdnet.com/article/onelogin-hit-by-data-breached-exposing-sensitive-customer-data/
https://www.fox46.com/news/easy-to-get-fake-degrees-creating-real-problems/
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tal factors that may be more relevant to the rule in question. Our proposed solution
allows us to segregate different personas of a user’s identity and allow them to decide
what attributes and which identities they want to use. Attribute-based access control
with OpenIDConnect [39] ensures that we can utilize existing technologies to ensure
fine-grained access control.

We have designed a private blockchain-based system for identity management.
Our system suggests a mechanism that would digitize documents such as pass-
ports, driving licenses, and electricity bills, issued by any government authority or
other authority in an immutable and secure manner. Since these authorities already
have access to slivers of our identity, we will not be storing these identities on the
blockchain. Data owners will still be the custodians of user identity, but users will
control how they want to use their identity attributes. Putting personal information on
the ledger jeopardizes users’ privacy and violates current privacy laws (GDPR, right
to be forgotten, etc.) A user’s identification traits are also dynamic. Thus, we would
associate users’ identities on the blockchain with the help of pseudo-anonymous
identifiers. The data owners are responsible for authenticating and propagating the
users’ identities as and when needed. An identity provider could communicate with
the consortium of authorities to validate the users’ claims regarding their identity.

Our contributions can be summarized as follows:

1. We propose a blockchain-based identity management system that enables
easy data authentication and data authorization using multiple data sources.
Our proposed system emulates real-world conditions where the data owner
owns identities. The problem of multiple authentications required by differ-
ent service providers can be effectively reduced due to our design’s federated
identity management aspect.

2. A private blockchain ensures the integrity of data. Even though we do not
store the actual identities on the blockchain, we store data access requests
and identity attribute re-certification events; this improves the transparency
and traceability of the system.

3. Our proposed system allows users to access different personas of their iden-
tity for availing online services based on specific use-cases. We propose an
attribute-based identity management scheme that allows fine-grained access
control to identity with a trust score associated with the identity.

4. To ensure user security and confidentiality, we use an identity-based con-
ditional proxy re-encryption scheme that allows transmission of encrypted
identities across our system. We also use hierarchical deterministic keys to
improve user privacy and increase the traceability and auditability of trans-
actions.

The proposed system finds its applications in citizen transfers, inter-country ser-
vice providence, banks, ownership transfer, etc. The generic framework can also be
extended to a consortium of banks, hospitals, etc.

The paper is organized as follows. Section2 summarizes related work. Section3
gives the overview of the proposed architecture and the various components utilized
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in organizing and defining the end-to-end process proposed in this paper. In Sect. 4,
wehave described the tools andprotocols used to draft the systemarchitecture that has
been used to ensure the anonymity of users and auditability of transactions. In Sect. 5,
we have defined the communication pattern between user identity providers, service
providers, and data owners residing on the blockchain and hence giving the complete
system architecture information. The impacts of using this system architecture have
been discussed in Sect. 6. Section7 concludes our work, presenting our limitations
and proposing future work.

2 Related Work

Earlier, all the user’s data were handled by organizations, as the conventional iden-
tity management systems mostly depended on third parties. As third parties handle
the user’s data, there are chances of data being compromised or lost if third parties
crumble. Moreover, the organizations can share the data themselves for money or
other reasons. The main challenge in centralized systems is transferring users’ con-
fidential data from one application to another, as the centralized system is a closed
system. There are various proposals given to rectify this problem of centralization.
One of the solutions proposed is to use federated identity management [4, 6, 34,
41]. In federated identity management, a user with a single identity can access many
applications with a single registration identity. The problem with these schemes is
that the user’s data are stored in plain text and controlled by a single organization.
Hence, more focus is put on the privacy protection of users’ data.

The user-centric identity management [5, 29] emphasizes more on the user-
oriented paradigm, which allows users to select the data they want to share and,
during the authentication process, can present the correct credentials. Laborade et al.
[28] provide a decentralized and user-centric identity management scheme; in this
case, the usability is increased as it eliminates user passwords and, with regards to
privacy and sovereignty, makes the identity more trustworthy. Singh et al. [42] try to
create a privacy-aware personal data storage (P-PDS) that can take security mindful
choices on third parties to get to demand following user inclinations. Nevertheless,
the user-centric approach is a weak model. We can take the example of Facebook
Connect; here, Facebook is the sole identity provider. Some blockchain identityman-
agement schemes are proposed for a decentralized system. In other fields like the
financial field, to not reveal the identity of the parties involved in the transactions,
decentralized coin-mixing-based methods are suggested [36, 37, 40].

Similar work in this field has been developed by Hardjono and Shrier [24] where
the researchers present the argument that the use of MIT OPAL /Enigma for privacy-
preserving data sharing offers a better foundation for future Internet identities based
on information about a user. In a similar technical report by Hardonjo et al. [25],
the authors address the issue of retaining user anonymity within a permissioned
blockchain. The paper presents the ChainAnchor architecture that adds identity and a
privacy-preserving layer above the private or the public blockchain. Goyal et al. [20]
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discuss the development of a new cryptosystem called key-policy attribute-based
encryption (KP-ABE), where ciphertexts are labeled with sets of attributes and pri-
vate keys are associated with access structures that control which ciphertexts a user
can decrypt. Bethencourt et al. [8] extended thiswork in their paper,which describes a
systemwherein attributes are used to describe a user’s credentials. A party encrypting
data determine a policy for who can decrypt, unlike previous attribute-based encryp-
tion systems that used attributes to describe the encrypted data and built policies into
users’ keys.

Earlywork byDunphy et al. [13] provides an early glimpse of the current strengths
and limitations of applying distributed ledger technology (DLT) to identity manage-
ment (IDM) using Cameron’s evaluative framework. Xu et al. [44] produced the idea
of blockchain-based identity management and authentication methods for mobile
networks in which users create their SSI identity, and each user will have private and
public keys, and the user has control over their identity. Gao et al. [17] came up with
a blockchain-based privacy protection and identity authentication scheme by using
different algorithms like ECDSA encryption and RSA encryption algorithms. We
can reduce the storage as well by using these algorithms. This proposal gives access
to users to hash their identity and decide whether to store the identity information on
a blockchain or not. Faber et al. [15] gave a high-level architecture and conceptual
design for blockchain-based identity management. This proposal emphasizes giving
more control to users of their data. Rathor and Agarwal [1] used blockchain in a
different area where they created three different modules to give the information to
the people looking for a job with the data like experience and education, which helps
the organization to verify its employees’ records. References [1, 15, 17, 44] can
rectify issues like the privacy of user’s data and giving the control of user’s identity
back to a user. However, there is a problemwith IP traceability for the IP applications
as they need to trace the IP in case of any disputes. Chuxin et al. [48] proposed a
blockchain-based privacy-preserving and traceability intellectual property (IP) iden-
tity management scheme, in which the user’s real identity information is processed
into multiple shares using improved-Shamir secret sharing that can reduce storage
overhead and achieve privacy protection. Here, user information is stored on the
blockchain, thus increasing storage and scalability overheads.

Most of the proposed solutions presented here either store the user’s encrypted
data on the blockchain or do not account for the auditability of transactions. Also,
manyof the proposed systemarchitectures assumedirect communication between the
blockchain and the user. However, this would not be possible in real-world scenarios,
leading to remarkably high API response times. Our proposed system builds on the
existing federated authentication and authorization systems. This paper proposes
an architecture where original data owners are still the custodian of the identity.
The user can choose what identities can be used to avail of online services. Our
proposed architecture supports attribute-based access control. The blockchain holds
re-certification events of the users’ identities and the data access and authorization
request instead of storing the complete user identity information. These requests
stored on the blockchain provide auditability and traceability of the transactions.
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This would lead to lower resistance to adopting the system than in prior work. The
attribute-based identity management system leads to a crucial criterion to minimize
identity theft risk.

3 Preliminaries

The identity of an individual is composed of many facets. Every service provider
does not necessarily need to know every detail about a user’s identity. However, when
we use federated identity providers, we give away so much unnecessary information
about ourselves; this leads to massive privacy violations, as discussed before.

The system architecture proposed in this paper has four main components:

1. Consortium of authorities on a private blockchain: This could be a consortium
of government authorities, credit bureaus, etc. It will also have a querying API
server (Communication server) that will be very tightly coupled to the consor-
tium, allowing an identity provider to query and verify the identity attributes. The
communication server is also a node on the blockchain, with some additional
responsibilities, including communicating with the outside world.

2. Identity provider (IDP): This module deals with user authentication and autho-
rization. It would use OpenID Connect Protocol (OIDC) to implement single-
sign-on functionality. It will essentially act as an OIDC provider.

3. Service provider (SP): This is essentially any third-part service that a user would
use. They act as OIDC relying parties.

4. User: Users can have different privacy-preserving personas, and in our proposed
system, users have the liberty to control the persona that they want to use to
interact with IDP and hence giving control back to the user to decide the facet
they want to use.

The consortium of authorities and the individual would be data owners, whereas
the service providers would be data consumers. Our proposed system allows indi-
viduals to gain back control of their digital identities. Our system uses decentralized
public identifiers and associated descriptor objects to associate user identities on the
blockchain. This would ensure that we do not store any personally identifiable infor-
mation (PII) on the blockchain and always refer to them using pseudo-identifiers.
This is critical because a distributed ledger is immutable, meaning anything added
to the ledger cannot be changed or removed. As a result, no personal information
should ever be recorded in the ledger. The identity providers would communicate
with a server associated with the consortium to get details about the credentials as
provided by the user. The identity provider would get user consent to transfer/verify
specific attributes of the users’ identity to the service provider. We recommend using
OpenID Connect since it is the industry standard in federated authentication.

Figure1 gives an overview of the proposed architecture. Netflix, Bank of Timbuc-
too, etc., are examples of service providers. “Identity Management” is the identity
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Fig. 1 Architecture overview

provider in charge of communicating with the consortiums. Our proposed system
could have multiple consortiums of identity sources. This would allow the user to
control which identity consortium to use depending on the specific use case. For
example, a service provider like Netflix might not necessarily need a high trust-
worthy source of information, so the user could use their social media networks to
provide details about specific identity attributes. However, the Bank of Timbuctoo
would need very high attestation that the users’ identity attributes are correct. In this
scenario, the user could verify their identity by the government authorities consor-
tium. This segregation of identity into various slivers gives users more control over
their own identity. Additionally, users can decide the privacy-preserving persona
they want to use to interact with the identity provider. The blockchain layer stores
the re-certification events of the identities and data access and authorization requests,
providing auditability and traceability of the transactions.

4 Tools and Protocols

This section discusses the different tools and protocols to design our identity man-
agement system.We suggest using hyperledger fabric, a permissioned blockchain for
storing user transactions. A permissioned blockchain is not publicly accessible and
can be accessed only by users with permissions; this provides an additional level of
security over permissionless blockchain systems such as Bitcoin or Ethereum, as they
require an access control layer. Next, we talk about OpenID Connect, an open and
trusted authentication protocol that adds an identity layer to OAuth 2.0. Clients can
utilize OIDC to verify an end-user’s identity utilizing authorization server authenti-
cation. We look into the various cryptographic protocols that our design would use
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to ensure confidentiality of data, transparency of transactions, and guarantee privacy,
integrity, and non-repudiation. Lastly, we will look at a mechanism for generating
attribute trust scores. An identity provider computes a time-varying confidence score
for an asserted attribute and includes it in a security assertion returned to a service
provider.

4.1 Hyperledger Fabric

Hyperledger fabric [3] is a distributed ledger platform that is open, tested, and enter-
prise ready. It is a permissioned ledger with advanced privacy restrictions, which
means that only the data you want to be shared is shared among the “permissioned”
(known) network participants. Fabric allows establishing decentralized trust in a net-
work of known participants rather than an open network of anonymous participants.
The transactions are confidential and only shared with parties that have permission
to read those transactions. The transactions are kept private and are only shared with
parties who have been granted permission to read them. A ledger resides within the
scope of a channel; it can be shared across the entire network (assuming all partic-
ipants are using the same shared channel), or it can be privatized to only include a
limited number of participants. As a result, fabric is an ideal option for a decentralized
but trusted ledger that protects user privacy.

Hyperledger fabric’s modular architecture divides the transaction processing
workflow into three stages: smart contracts, also known as chaincode, consisting
of the systems’ distributed logic processing and agreement, transaction sequencing,
and transaction validation and commitment. This separation has many advantages:

– A reduced number of trust levels and verification that keeps the network and
processing clutter-free.

– Improved network scalability.
– Better overall performance.

We suggest using hyperledger fabric to build a consortium of blockchains; this
would allow similar entities to be a part of the same consortium. For example, a con-
sortium of federal government entities (Passport authority, DMV, etc.) could be sep-
arate from a consortium of credit bureaus (Experian, Equifax, etc.). Having separate
consortiums of similar entities would allow these entities to open private channels
among them as and when needed, thus allowing more accessible communication
between them while allowing the user to be wary of these communications.

4.2 Cryptographic Protocols

This section will discuss the various cryptographic protocols and primitives that our
proposed system would use. These protocols ensure data privacy and integrity while
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also guaranteeing non-repudiation of transactions. Our proposed system uses hierar-
chical deterministic wallet to generate user keys and identity-based conditional proxy
re-encryption to securely store and transmit users’ personal information throughout
the system.

Hierarchical Deterministic Wallet Bitcoin and its derivatives use a feature known
as hierarchical deterministic wallets (HDWallets) that cause your receiving address
to change after being used; this is done by creating a “master” key known as the
extended private key and extended public key. This feature enhances the privacy as
well as security of the users. The extended private key is the base from which all of
your addresses’ private keys are derived. Alternatively, in other words: The extended
private key is the master key to all the private keys belonging to an account. Bitcoin
improvement protocol 32 (BIP-32)3 describes the specification intended to set a
standard for deterministic wallets. BIP-32 uses elliptic curve cryptography using the
field and curve parameters defined by secp256k1.4

Figure 2 showcases how BIP-32 generates keys hierarchically. In our proposed
system architecture, the user would hold the master key. The user would then dis-
tribute the derived keys as and when needed to relevant authorities/entities in the
system. The user would generate two master keys in this entire process: One of them
would be associated with all communications between the data owners. In contrast,
the other would be associated with authentication with the identity provider. We
describe the entire key generation and key distribution process in Sect. 4.5.

Since the user would have access to the master key, they would be able to monitor
all transactions (in this case, data access authorization approvals). In contrast, the
authorities would only be able to monitor transactions from the keys they have been
given access. The changing keys have two significant advantages: increased privacy
and increased security. By having multiple keys, the user would be able to segregate
their identities on the different consortiums of blockchains, enhancing user privacy.
Also, since the user has different keys across different data owners, an adversary
would need to get multiple private keys to access all the different identities of the
user.

Identity-Based Conditional Proxy Re-encryption Identity-based conditional proxy
re-encryption (IBCPRE) is an extension of proxy re-encryption. It provides condi-
tional proxy encryption and extends the proxy re-encryption concept to the identity-
based public-key cryptography setup. By using conditional proxy re-encryption, a
proxy can re-encrypt a ciphertext using an IBCPRE scheme. However, if a condition
is given to the ciphertext and the re-encryption is satisfied, the ciphertext will be
well-formed for decryption; this permits fine-grained proxy re-encryption and can
be helpful for applications such as safe sharing via encrypted storage.

IBCPRE allows users to choose recipients of a message even after encrypting
their messages and uploading them to the server. IBCPRE supports end-to-end as
well as one-to-many encryption. The IBCPRE’s conditional “tag” allowsfine-grained

3 https://github.com/bitcoin/bips/blob/master/bip-0032.mediawiki.
4 http://www.secg.org/sec2-v2.pdf.

https://github.com/bitcoin/bips/blob/master/bip-0032.mediawiki
http://www.secg.org/sec2-v2.pdf
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Fig. 2 Key generation scheme [27]

access to encrypted messages. The data owner can control the exact set of encrypted
communications they want to share with any particular system entity by assigning
different tag values to distinct encrypted messages.

Liang et al. [30] was the first to propose a single-hop identity-based conditional
proxy re-encryption that was proved secure against adaptive conditions and adaptive
identity chosen-ciphertext attacks in the standard model. We adopt this scheme for
our proposed system and explain it further in Sect. 4.5.

4.3 Trust Score

Gokhale et al. [19] suggested the use of a time-varying trust score for an asserted
attribute value. The identity providerwould compute a time-varying confidence score
for an asserted identity attribute and include it in a security assertion returned to a
service provider. The confidence score typically “deteriorates” (i.e., decreases over
time). One or more qualifying attribute verification events, on the other hand, may
affect the degree to which the score deteriorates.

In our proposed system,we aim to use the identity attribute scoring framework [19]
to assign trust scores to different attributes. The identity provider would get the
verified attribute(s) from the data owner(s). Based on the type of data owners and
attributes, the identity provider would generate a trust score and return the said trust
score in a security assertion to the service provider. If multiple data owners verify
the identity attribute, the trust score could be higher. The identity provider could also
profile the service providers and determine the threshold values for an attributes’
trust score that the service provider deems acceptable. Based on this profiling, the
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identity provider could recommend data sources that might be useful for achieving
the threshold for a specific attribute. The trust score generation methodology could
be proprietary to an identity provider, thus incentivizing multiple identity providers
to be a part of the system.

We explain the necessity of a trust score with a few specific identity attributes:

– Name: Governmental data sources would be a more reliable source of information
for truthful data about the attribute “Name” rather than a social media platform
or a delivery service platform. However, suppose the service provider does not
need a high trust score for this attribute. In that case, the user could choose social
media platforms as a source of data information to satisfy the lower threshold of
the service provider.

– Address: A delivery service provider might have more recent addresses as com-
pared to a government document. Thus, sourcing “address” from a delivery service
providermight result in a higher trust score than a governmental data agency. How-
ever, a recent re-certification of this attribute with a governmental agency might
result in a better trust score. Thus, it is up to the user to choose relevant data owners
to verify their identities based on the specific requirements of the service provider.

Our proposed system allows service providers to be more legally compliant. For
example, Facebook requires that its users be at least 13years of age to be able to use
their platform;5 however, they currently have no way of verifying this. Our system
would let themverify the veracity of the “minimumage” claimwithout compromising
the user’s identity.

4.4 OpenID Connect Protocol

OpenID Connect (OIDC) is an open authentication protocol that adds an identity
layer to OAuth 2.0 by profiling and extending it [39]. Clients can utilize OIDC to
verify an end-user’s identity utilizing authorization server authentication. By layering
OIDC on top of OAuth 2.0, a single framework is created that promises to protect
APIs, mobile native apps, and browser apps in a single, unified design.

Our system would use OpenID Connect for user authentication and identity
attribute authorization. OIDC allows service providers to verify the end-user’s iden-
tity based on the authentication performed by an identity provider and obtain basic
profile information about the end user in an interoperable and REST-like manner.
The identity provider obtains the user’s basic profile information from the data own-
ers. After obtaining this information, it calculates the trust scores for the requested
identity attributes and returns those values with the identity assertions.

5 https://about.fb.com/news/2021/07/age-verification/.

https://about.fb.com/news/2021/07/age-verification/
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4.5 Key Generation

This section describes the various keys and secrets being used throughout our system.
Wewill look into the key generation, ownership, and distribution process.We assume
that the communication channels between all the entities are secure. We also assume
that the user knows the public keys required for IBCPRE of the identity provider and
data owners.

Hierarchical Deterministic Keys The user uses the general idea mentioned in BIP-
32 to generate two private keys: “Data Access Key” and “Data Authorization Key.”
The data access key is associated with the data owners, and the data authorization
key is associated with the identity provider. Having two separate master keys, data
access key and data authorization key, allow us to keep the data owners’ information
separate from the identity providers. The user generates these two keys and keeps
them private and safe; leaking a private key would mean a loss of privacy. A “Child
Key Derivation Function” computes a child key given a parent key and an index i .
Modifying i , we can get new child keys.6

The user could generate child private keys for individual data sources from the
data access key. These are referred to as “Data Owner Keys.” These data owner keys
are then registered with every data owner, either during the creation of the identity
or later. The data owners have access to the keys they have and any subsequent keys
that the data owners derive from their keys. The data owners can derive further keys,
which can then be used to associate transactions about a user on the blockchain. That
ensures some level of anonymity on the blockchain. Since these data owner keys are
derived from the data access key, the user would have access to all subsequent keys
that the data owner derives further. Figure 3 explains the key generation process of
the data access key.

Our systemallows formultiple identity providers.Wecanderivemultiple “Identity
Owner Keys” from the data authorization key. These identity owner keys can be used
to signup with identity providers and be later used for authentication with the identity
provider. Figure 4 depicts the key generation and ownership process. Section 5.4
explains the key distribution process.

There are a few shortcomings in the original BIP-32 protocol. Given the master
public key and any child private key, an attacker can easily extract the master private
key. To tackle this, Gutoski and Stebila [22] came up with a better version of HD
wallets that is not vulnerable. Their proposed system can handle the leakage of up to
m private keyswith amaster public-key size of O(m). In order to improve the security
of BIP-32, Das et al. [12] came up with a minor modification in the key derivation
process of ECDSA. They suggested switching re-randomization in BIP-32 from
additive to multiplicative to achieve tighter security without additional costs. They
observed that BIP-32 gives roughly 92 bits of security based on their theorems and
a conservative choice of parameters; however, the multiplicative version of ECDSA

6 See footnote 3.
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Fig. 3 Key generation process for data access key
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(Owned by User) 

Identity Provider Key 1
(Owned by Identity Provider 1) 
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Login Key 2

Login Key 1 

Fig. 4 Key generation process for data authorization key

gives 114 bits of security with a similarly efficient scheme. Thus, we recommend
using the multiplicative version instead of the additive version for our system.
Identity-Based Conditional Proxy Re-encryption We propose to use Liang et
al. [30] identity-based proxy re-encryption scheme. Their proposed scheme is col-
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lusion resistant, secure against chosen-ciphertext attacks, and supports conditional
re-encryption. By associating a condition with the encryption key, a sender can
enforce fine-grained re-encryption over their initial ciphertexts. Only, the cipher-
texts that meet the specified condition can be re-encrypted by the proxy holding the
corresponding encryption key.

The user would generate a public key and master private key initially. The user
would use the public key of the identity provider and the identity provider’s identity
to encrypt any data that they would want to store/transmit via the identity provider.
Whenever the user wants to share their identities with the data owners for data veri-
fication, they would generate a re-encryption key based on the public key of the data
owner and the user’s identity. This ensures that the identity provider cannot access
the identities when transmitting data via the identity provider. The data owners can
decrypt the identities using their private keys. Liang et al. [30] explain the process of
key generation and provide a security analysis for their proposed scheme. Section5.3
explains the usage of IBCPRE, while the user tries to log in to the service provider.

5 System Architecture

This section explains the communication patterns between the user, identity provider,
service provider, and the data owners residing on the blockchain. Our system uses
single-sign-on facilities to gain access to online services. We explain the proposed
scheme in four phases:

1. User registration with data owners.
2. User interaction with identity provider(s).

(a) User registration with identity provider.
(b) User login with identity provider.

3. User login with service provider.
4. User identity registration with identity provider.

We assume that the user’s client application has already generated the “Data
Access Key” and “Data Authorization Key” before proceeding further.

5.1 User Registration with Data Owners

This is the first stage of the process. In this step, the user registers their identity
keys with the data owner(s) offline. The user uses their “Data Access Key” to derive
individual data owner keys, as can be seen from Fig. 3. The user’s client application
keeps these details safe. These data owner keys are then registered with respective
data owner(s), either during the identity creation or later. These data owner keys will
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User Identity Provider
Username, Password, IDP Key 1

Fig. 5 User registration with IDP

serve as the pseudo-identifier for the individual on the blockchain. Thiswould prevent
other consortium members on the blockchain from co-relating these identifiers with
the user since every data owner will have their separate data owner key.

5.2 User Interaction with Identity Provider(s)

This section describes user interaction with the identity provider. We explain the user
registration and sign-in process.

User registration with identity provider We propose a multi-factor authentication
system for our system design. Figure 5 details the user signup processwith an identity
provider. The user generates an identity provider key from the “Data Authorization
Key,” as shown in Fig. 4. The user chooses a username, password, and the recently
generated identity provider key as signup parameters with the identity provider. The
user also signs up with a TOTP-based [32] 2FA (Two-factor authentication) authen-
ticator app for added security.

We recommend using multi-factor authentication methods over TOTP-based
authentication methods since there have been multiple incidents where the latter has
proved to be not secure enough.7,8 We also recommend following NIST’s password
policy guidelines [9].

User login with identity provider This section describes the user login process
with the identity provider(s). Figure 6 can be used as a reference to understand this
process. There are multiple steps in this phase:

1. The user enters the username and password. If verified, it moves on to the TOTP-
based 2FA screen. If this fails, the user is asked to re-enter the details.

2. Once username and password are verified, the user verifies the 2FA code. If
approved, we move to the next step; else, we redirect the user to the failed login
state.

3. Once the 2FA code is verified, the user generates a login key from the identity
provider key of the current identity provider key that the user holds. The user gen-
erates a login key by modifying the index i in the hierarchical deterministic key
generation process. The user sends the login key with the index i to the identity
provider.

7 https://www.theverge.com/2019/8/14/20805194/suprema-biostar-2-security-system-hack-
breach-biometric-info-personal-data.
8 https://www.varonis.com/blog/box-mfa-bypass-totp.

https://www.theverge.com/2019/8/14/20805194/suprema-biostar-2-security-system-hack-breach-biometric-info-personal-data
https://www.theverge.com/2019/8/14/20805194/suprema-biostar-2-security-system-hack-breach-biometric-info-personal-data
https://www.varonis.com/blog/box-mfa-bypass-totp
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Fig. 6 User login with IDP

4. The identity provider has the identity provider key of the user. It fetches that and
uses the input index i received by the user. If the generated key matches the login
key that the identity provider got as input from the user, we can safely say that
the user authentication was successful.

This multi-step authentication process adds friction to the sign-in process but ensures
security.

5.3 User Login with Service Provider

Our system uses OpenID Connect for federated authentication and authorization.
All communication between the identity provider and the consortium of data owners
is through the communication server of the consortium. Figure 7 can be used as a
reference.

1. A user can select the identity provider when they try to log in to a service provider.
A user attempting to log in to a service using some IDP is redirected to that IDP
with the required claims whenever they wish to use it.

2. The user logs in to the IDP. The user can select specific data owners that they want
to use to certify certain attributes of their identity. The user can choose relevant
data owners based on the service they are trying to access and the required attribute
claims. If, for example, a user needs their date of birth for their social security
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number, they can use their passport as the identity source since it is a better source
of truth for the said attribute. However, if a service like an email provider needs
a user’s name, users can use their social media identities to get those attribute
claims. Choosing the data owners depends on the kinds of service the user is
trying to avail.

3. The user uses their secret IBCPRE key to encrypt the data identity and the data
owner key. Next, they send these encrypted documents to the identity provider.
We need to note that even the identity provider will not be able to access these
documents at this stage since they are encrypted.

4. The user uses the data owner’s public key to generate a re-encryption key to re-
encrypt the data owner key and identity. These encrypted objects are sent to the
data owners, where they decrypt these objects using their secret IBCPRE keys
and the list of required attributes.

5. The data owner decrypts the objects, fetches the identities stored on their systems
against the received data owner key and verifies information on their system
with the input identity document from the user. If these documents match, the
data owner sends a green signal to the identity provider about the veracity of the
attributes. It also sends information about the latest re-certification event for the
said attribute from the blockchain.

6. The data owner adds a new transaction on the blockchain detailing the data
access request. The blockchain transaction holds timing information about the
data access request, identity provider details, service provider details, and the
requested attribute details. The data owner generates a new blockchain transac-
tion key for the user using the data owner key of the user for the above transaction.

7. Once the identity provider receives the green signal from the data owners, the user
generates a re-encryption key for the identity provider. The identity provider can
decrypt the already stored documents. Since we are only generating re-encryption
keys (IBCPRE) for the data owner and the identity provider, the documents sent
to the data owner are the same as being used by the identity provider.

8. Based on the decrypted documents, the identity provider can calculate a trust score
for the required attributes. The identity provider sends over the asserted attribute
values and the trust score for the said attribute back to the service provider.

9. If the trust score is greater than the threshold set by the service provider for a
threshold, the user is granted access to the service. Else, they will have to choose
a different data owner.

5.4 User Identity Registration with Identity Provider

When the user tries to log in to the service provider via the identity provider, the
user has to furnish their data documents every single time. That becomes a hassle
and adds friction to the entire process. This section proposes a secure way to store
encrypted documents with the identity provider. However, we do not recommend
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using this method since we have to trust the identity provider to some extent here.
Despite the apparent security concerns, this method reduces the time required to
verify the identity of a user and reduces the communication overhead with the data
owners consortium.

1. A majority of the steps remain the same as mentioned in Sect. 5.3. The user logs
in to the IDP, selects data sources, and tries to verify their identities with the
respective data owners.

2. If the user’s identity document is verified, the data owner sends a green signal
to the identity provider. However, no information about re-certification events is
sent since this was not requested.

3. Now, the identity provider stores the verified but encrypted document in their
systems. The user can use this every time they want to use these identities to avail
of online services.

4. Whenever a user would try to use their identities stored at the identity provider,
the user would generate a re-encryption key using the identity provider’s IBCPRE
public key. The identity provider would decrypt the stored document and verify
the identity attribute claims being requested by the service provider.

One apparent disadvantage to this method is that the trust score of an attribute
might be slightly lower since the identity provider has no information about the re-
certification events. Also, the usermight not be able to track their data access requests
as they could using the blockchain.Nevertheless, this does provide a possible business
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opportunity for the identity providers to lure users into using their services since they
might provide additional features such as tracking data access requests. Essentially,
it is up to the user to decide what identity provider they want to use.

6 Discussion

In this section, we analyze the security of our proposed scheme and discuss our
contributions with respect to the existing systems.

6.1 Identity Security

Firstly, the users generated the data access key and data authorization key and stored
them locally. Thus, no adversary can obtain themwithout physical access to the user’s
device. Secondly, the user needs to provide their identity to the identity provider only
when trying to access online services. The identities are encrypted using IBCPRE,
and the user maintains the encryption keys. Thus, not even the identity provider has
access to the documents unless the user generates the re-encryption keys for the
identity provider. The data access key is also encrypted using the IBCPRE scheme
when in transit, thus disallowing the identity provider from ever gaining access to
it. Lastly, data access key and data authorization key are separate and are used for
different use-cases altogether, thus, providing the much-needed barrier between data
authentication and data authorization.

6.2 Data Confidentiality and Privacy

Our proposed system uses state-of-the-art cryptographic algorithms to ensure the
confidentiality of data. Our IBCPRE scheme uses AES-512 to encrypt the docu-
ments/information in transit. Also, a user creates a different data owner key for every
data owner, ensuring the segregation of information between the data owners. Our
hierarchical deterministic key generation scheme allows users to have a separate
transaction key on the blockchain every time a new transaction is committed, thus
reducing the chances of data correlation if an adversary gains unauthorized access to
the blockchain. The blockchain does not store any private information about a user,
just metadata about data access requests and re-certification events.
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6.3 Data Transparency

The blockchain stores only the identity attributes’ data access requests and re-
certification events. Since the transaction keys used for these transactions are derived
from a single parent key, the data owner can trace all the transactions belonging to
the same user. This assures traceability and auditability of transactions as and when
needed. Also, the user can trace back their data access requests since they hold the
master data access key; the user can trace transactions on the blockchain for all data
owners.

6.4 Transaction Integrity and Non-repudiation

Firstly, using a trusted, permissioned blockchain ensures that all consortiummembers
of a private blockchain trust each other. Since these transactions on the blockchain
are immutable and permanent, they cannot be modified or deleted, thus ensuring
the system’s integrity. Secondly, only, the user holds the data access key and can
thus initiate and finalize a data access request. This ensures non-repudiation of the
identity.

6.5 Authentication and Authorization

In our proposed scheme, we follow amulti-factor authentication strategy. Section 5.2
explains how we maintain security during the login phase. The identity provider has
no idea about the user’s identity but only serves as a trusted proxy between the user
and the service provider. It relies on the data owner to verify the identity of the users.
Our proposed system suggests using attribute-based access control policies to limit
data leakage to the service provider. The service provider could request as many
attributes as they want; however, it is up to the user to authorize/unauthorize what
attribute information needs to be propagated to the service provider. The service
provider can make specific attribute requirements mandatory and limit access to
complete service functionality based on the approved attributes it receives from the
user. For example, suppose the user does not wish to disclose their age to a media
streaming platform.Themedia streaming platformcould disallowusers fromviewing
adult content on their platform. Our platform establishes that even though the user
has control over their identity, they would still have to face the consequences of not
allowing access to the required attributes; however, at least, the user has a choice.
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6.6 Scalability and Availability

Our proposed scheme stores only re-certification events and data access requests
on the blockchain and not the complete identity [48]. Hence, this allows us not to
overload the blockchain, thus improving the system’s scalability. In the real world,
data owners are regarded as data custodians. For example, the passport of a citizen
is still the property of that country’s government and not the user. Thus, we extend
this same philosophy over the Internet and do not focus on self-sovereign identities
like a few previous studies [21, 35]. The system can support large-scale user identity
management and authentication by supporting multiple consortiums of data owners.

One limiting factor in the proposed scheme is the availability of data sources
when needed. If the data sources are offline, the user might be blocked. We can
overcome this by letting users upload their identities on the identity provider (though
not recommended). The system could also be modified to allow the identity provider
to generate a lower trust score if a data source is unavailable if they have the user’s
consent.

7 Conclusion and Future Work

This paper proposes a blockchain-based, privacy-preserving user identity manage-
ment system. In our proposed identitymanagement protocol, users can use their exist-
ing identities to access services using hierarchical deterministic keys to ensure access
to their data and a proxy re-encryption scheme to store and transmit data securely.
Our system uses existing single-sign-on facilities with attribute-based access con-
trol for efficient, fine-grained user authentication and authorization. Furthermore,
the user can also trace their authentication and data access requests as and when
needed using a secure, permissioned blockchain. Using multiple data owners allows
users to maintain and control different slivers of their identity. An identity provider
assigns a trust score for every asserted attribute based on the data sources and various
attribute re-certification events. This trust score allows service providers to control
or limit access to a particular service aspect based on their internal thresholds for
attributes. Our proposed identity management scheme gives users control over their
data, allowing them to access online services securely.

To that end, there is room for improvement. This study is one of the initial stages
toward the implementation of a fully functional privacy-first federated identity man-
agement system. In order to understand and utilize the system, the interface will
need to abstract away most of the blockchain and identity provider interactions. As a
result, more fieldwork in usability testing will be required. We also need to do some
performance testing to see if this system architecture is feasible in the real world.
While there are cryptographic guarantees for the privacy of the transaction when it is
stored, there is always the risk of some data leakage (e.g., by usage, frequent updates,
etc.) that might worry policymakers. As a result, further security testing would be
required. In the future, we want to resolve these concerns.
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Efficient Big Data Clustering Using
Adhoc Fuzzy C Means and Auto-Encoder
CNN

Shreehari Harthi Sreedhara, Vineet Kumar, and Subia Salma

Abstract Clustering, a well-known unsupervised machine learning technique is
effective in handling massive amount of data for a variety of applications. Clustering
is the process of grouping identical data into clusters that belong to a specific category.
Big data consists of massive amounts of data generated every second; hence, clus-
tering this data is quite challenging. Deep learning techniques are used to analyze
large amounts of data, which necessitates the use of a large number of samples for
training, resulting in a time-consuming and inefficient process. The adhoc fuzzy C
meansmethod can be used to overcome this limitation. In this research study, a fusion
approach known as fusion clustering is built by combining auto-encoder featureswith
adhoc fuzzy C means (AFCM) technique to improve the fusion approach. The auto-
encoder, in combination with the CNN approach, is used for feature engineering to
improve the performance, resulting in increased computational speed. The efficiency
of the proposed model is improved by evaluating each performance metrics in detail
by using three different data types: MNIST, Fashion-MNIST dataset, and USPS. The
comparison of each dataset demonstrates that the proposed adhoc fuzzy C means
(AFCM) model outperforms other state-of-the-art techniques.

Keywords Adhoc fuzzy C means clustering · Fashion-MNIST dataset · USPS ·
Auto-encoder · Adhoc fuzzy C means (AFCM)

1 Introduction

Recently, a huge amount of data is generated from various domains such as health
care, social media websites, bank transactions, and so on. The data [1] generated
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consists of confidential data as well as other information related to business intel-
ligence, weather forecasting, and research data collected through various methods.
As digitization influences every aspect of human lives, massive amounts of data are
generated and stored. Exploring the petabytes of data [2] generated by Walmart and
Facebook is a time-consuming task. Big data refers to the enormous amount of useful
data generated; exploration and analysis of this big data are highly required to extract
the necessary information for business intelligence and related research.

As a vast amount of data is present on the Internet and multiplies exponentially,
big data is distinguished into three types, [3] they are structured, semi-structured,
and unstructured data. The major chunk of data generated is unstructured data, and
this data requires newmethods to be handled. Big data possess 3Vs, they are volume,
velocity, and variety. The volume features the growth of data exponentially as the
technology is improvising each day, it results in generating an enormous amount
of data. According to the research, the generated data has doubled over 4 years.
Velocity refers to how fast the data could be generated to flow from one direction
to another, and hence, data progresses very quickly. Variety stands for the collection
of structured as well as unstructured data, which is extracted from various sources.
The data is then generated [4] in a real-time scenario. This defines the difficulties
of utilizing the data generated from different firms with the traditionally generated
data.

The data generated by various means; like health care, scientific research, and
other fields are grouped for analysis, this process is termed as clustering. Consider an
example [5],when aperson is suffering fromcancerwith certain symptoms is grouped
into one cluster and further, the other person showing tuberculosis symptoms cannot
be grouped into the same cluster. An unsupervised technique [6] for classifying and
analyzing the data generated bymachine learning algorithms are termed as clustering.
Clustering technique segments the data into different groups in a specific way will
result in the clustering of similar data. The clustering mechanism is stated by using
Eq. 1; considering CS as a cluster segment, CS1 and CS2 are different clusters, which
is considered as a machine learning approach (Fig. 1).

CS1ξCS2ξCS3 . . . ξCSn = � (1)

Generally, the clustering mechanism is divided based on two features known
as single machine clustering and multiple machine clustering; recently, multiple
machine clustering is widely used in different applications. In a single machine
clustering algorithm, the data mining technique aims at combining the data in rele-
vance according to their generic constraints. However, this clustering mechanism
is focused on segmentation process, which segments the dataset in a single parti-
tion via its distance for clustering based on their similarities. The limitation of this
segmentation approach is that it needs a constraint that is already defined and non-
deterministic. Single machine clustering is termed as a bottom-up approach, whereas
hierarchical clustering is termed as a top-down approach. Hierarchical clustering
is divided into two types, known as divisive and agglomerative; agglomerative is
said to be a bottom-up approach that groups the clusters into a single object and



Efficient Big Data Clustering Using Adhoc Fuzzy C Means … 355

Fig. 1 Different clustering mechanisms

then combine into the atomic cluster and further on synchronizes into a larger one,
however, in hierarchical clustering, where each clustering mechanism is segmented
into different clusters until termination is considered. The segmentation approach of
clustering goes in the opposite sense of hierarchical clustering. Data is allocated to a
particular clusterwithout subsequent structure by considering theEuclidean distance.
Euclidean distance calculates the minimum distance, which is experiential amid the
cluster and points allocated. This clustering mechanism deals with several pros and
cons; such as the clustering approach has benefits of implementation, whereas its
drawback results in dealing with huge amounts of data. Further, the dimensionality
reduction approach provides dataset reduction and reduction of cost but failed in
generating the effective solutions in the scenario of a dimensional dataset and has
several limitations. Further, parallelly classifying this technique helps to minimize
the execution time and delivers usability. To address several complexities from this
mechanism like that of the MapReduce is designed for offering a highly scalable
nature which in turn gives an appropriate response, which does not necessarily gener-
alize the functionalities, and implementing each task is quite tedious and indeed a
requirement of more resources.

1.1 Motivation and Contribution of Research Work

The total weights associated with measuring the weighted distance in accordance
with the prerequisite in the clustering technique are assigned arbitrarily by the user.
Fuzzy and neural networks focus on utilizing the knowledge process; previous works
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indicate that very few deep learning studies have been conducted, and an auto-
encoder-based CNN mechanism is not used. To improve the value of performance
metrics, an improved fuzzyCmeansmechanism by including the auto-encoder CNN
with fuzzy C means is used. The contribution to this research is stated below:

• In this research, an efficient fuzzy C means approach is modeled to improve the
accuracy in big data clustering.

• In the process of enhancing the fuzzy C means mechanism comprising a typical
framework, the first phase deals with the auto-encoder-based CNN mechanism,
the second phase deals with the clustering mechanism, and the third phase with
designing the multidimensional feature for feature engineering.

• Effective way for enhancing fuzzy C means for dual CNN and execution of big
data.

• Enhancing fuzzy C means is evaluated by establishing data such as MNIST,
Fashion-MNIST, and USPS by comparing it with the existing model.

• To enhance the FCM to perform better than the existing model.

2 Related Work

Data clustering is a primary concern these days. This involves segmenting the objects
into different clusters, where several algorithms are proposed for clustering the data,
ranging from simple to complex algorithms. A thorough review is carried out based
on the existing methodologies for clustering purpose. An approach is modeled in
[1, 7, 8] for the process of clustering and outlier detection, where dendrograms are
used for various taxonomical applications [9], in [2] a clustering-based segmentation
approach has been used for performing time-series clustering and segmentation based
on time-series data to track the patient.

At first, VAT is used to express clustering in order to alter the matrix for clustering
and displaying the block diagonally. This approach uses VAT for security purposes
and additionally K-means is a technique used to cluster the data efficiently. The k-
means technique is a simplistic approach applied in various domains and is used as
a standard for clustering. Generally, the K-means algorithm has various drawbacks
as it is not properly initialized and also functions as a topology-based algorithm.

Recently, for clustering the big data, a learning mechanism is considered as a
supervised approach to achieve results satisfactorily, however, this approach has
certain limitations to achieve the appropriate result for the data and it also affects the
accuracy. Many fuzzy techniques are developed to handle the uncertainty problem
in clustering. A hierarchical approach is developed to combine the neural network
along with a fuzzy methodology for performing an effective clustering. In [10], a
fusion approach is built by integrating fuzzy and CNN for classification and clus-
tering purposes. In the first approach, CNN is deployed to automate the process
of feature extraction; in the second phase, the adhoc fuzzy C means approach is
used for clustering purpose in an appropriate feature space. A neural network-based
approach [3] is developed for performing classification and clustering mechanisms.
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A set theory methodology is used for performing feature extraction, where the asso-
ciated features are extracted to serve as input, and then fed to a neural network for
classification and clustering purposes. This approach discussed here performs data
handling effectively. These techniques are based on a supervised learning approach
for collecting enormous amounts of data for training which is time-consuming.

A semi-supervised clustering approach for handling clustering and classification.
They have developed a restrictive approach for labeling the data at the base level.
In the beginning label, prediction for clustering algorithm and to train the neural
network initially to predict the label. Label prediction [4] helps in distinguishing
features, to introduce by localizing the features by initializing a pre-trained network
which benefits the clustering and classification approach. To develop a model for
the learning approach known as MT-model [5, 6, 11] which uses a semi-supervised
learning technique. This model estimates an average weight of the MT-model which
finds an average to format the teacher model. This model was built for a large
dataset to develop an effective model for the deep neural network which intro-
duces a self-ensemble mechanism for prediction of the dataset, this situation fails to
achieve an accurate model for training purposes through various epoch values. This
approach performs very well on the general dataset, this situation fails to achieve
better accuracy for a dataset that is noisy and uncertain.

By considering this existing methodology, this clustering approach [12] has an
issue of computational time,which dealswith clusteringwhile considering the perfor-
mance metrics. There exists a research gap which is observed between the FCM to
possess a great potential to compare the existing approach like that of k-means which
is a traditional approach. The existing system follows a clustering mechanism that
groups into several categories wherein FCM is a clustering mechanism. This FCM
approach fails computations and performance metrics.

3 Proposed Methodology

The proposed model is based on a neural network, where big data is represented in
different types to generalize themetrics, which is known as amultidimensional array.
Big data is categorized in various forms such as high dimensionality, multidimen-
sional aspects, and tabular and large-scale characters. The proposed model for big
data is discussed here, A ∈ Fα1×α2×....×α1 as a multidimensional array having a size
α1 × α2 × . . . × αn , big data is segmented into three categories such as unstructured
data, structured, and semi-structured.

3.1 Initialization

Generally, the objects are assigned to each cluster based on a process known as
clustering; however, this approach is neither feasible nor required. By assigning
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each object to multiple clusters, the fuzzy approach overcomes this challenge. The
fuzzy C means algorithm is modified in the proposed model.

3.2 Clustering and Classification of Adhoc Fuzzy CMeans
Algorithm

The adhoc FCM approach functions by allocating all data points to an adjacent
cluster known as cluster centroid, which is calculated based on the cluster distance.
Adhoc FCM methodology algorithm is shown in Table 1. In fuzzy clustering, the
centroid of a cluster is considered as the mean of all points, which is weighted by
the degree belonging to that cluster. The primary goal of the proposed adhoc fuzzy
approach is it provides exceptional results for data that is overlapped and allocates
the data point to multiple clusters. Several computations are required along with
accuracy and the Euclidean distance is used for unequal weight measurements. To
improve the performance of the fuzzy c means algorithm, it executes first and then
assigns a high importance degree to those samples that have a high membership
degree to their clusters, and then, they are used for training. The auto-encoder-based
CNN mechanism simplifies the clustering process. The dataset is given as A =
{a1 × a2 × . . . × an} integrated with set B = {b1 × b2 × . . . × bN }. Here, fuzzy
C means is implemented. The auto-encoder is employed here for training purposes:
the membership set M = {∣∣Mxy

∣∣ 1 ≤ x ≤ h, 1 ≤ y ≤ N
}

h∑

x=1

g∑

y=1

Mo
xyUy − a2x

h∑

y=1

Mxy = 1, Mxy ≥ 0 (2)

A fuzzyCmeans approach is thenmodified to avoid themembership units equalizing
to 1. The below equation shows that

Ro(T, V ) =
h∑

x=1

�a

g∑

x=1

(
1 − vo

x R

)o +
h∑

x=1

g∑

x=1

Mn
xyUy −U 2

a (3)

To optimize this equation, this updates the membership matrix to cluster the centers
as

ax =
g∑

y=1

Mo
xyUl

/
g∑

y=1

Mxy (4)
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Table 1 Adhoc_FCM
methodology

Input: dataset, Max
Output: optimized cluster member and membership vector

Step 1: Initialization of membership_matrix

Step 2: for k = 1 to e do

Step 3: cluster center updation

Step 4: updating the fuzzy constant

Step 5: end for

Step 6: for = 1 to e do

Step 7: for l = 1 to e do

Step 8: cluster center membership

Step 9: end for loop (Step 8)

Step 10: end for loop (Step 7)

Step 11: end for loop (Step 3)

Membership matrix

Mxy =
(

1 +
(

μxy

�x

)−1/(o−1)
)−1

(5)

In this Equation, μxy calculates the distance between the cluster and the matrix used
for clustering.

3.3 System Architecture

In this, adhoc fuzzyCmeans is considered as amultidimensional array to incorporate
the correlation facilities on different models. However, to deploy an adhoc fuzzy C
means, a CNN model is developed for training purpose. An auto-encoder-based
CNN model is then designed and the adhoc fuzzy C means algorithm is developed
to achieve the desired clustering outcome as in Table 2.

3.3.1 Mathematical model

The mathematical model here performs computations by considering CNN as the
base module to pre-process various parameter constraints that require high compu-
tations, hence consuming a lot of time. The proposed approach is further extended
to design a model that is highly optimized by reducing its computational complexity
in order to minimize the time by considering the constraints. The proposed optimal
model is fed with input as A ∈ Fα1×α2×....×α1 .



360 S. H. Sreedhara et al.

Table 2 Auto-encoder-based
CNN model

Input: dataset, �́, x,y
Output: cluster optimized matrix

Step 1: Initialization of cluster_matrix

Step 2: for x = 1 to �́ do

Step 3: for x = 1 to y

Step 4: update the cluster center

�x = ∑g
y=1 M

y
xyβuv(xy) /

∑o
y=1 M

o
xy

Step 5: for x = 1 to μ do

Step 6: for x = 1 to g do

Step7: wkl =
((

1 +
(

βuv(xy)
� j

)−1/(o−1)
)−1

)

Step 8: end of for loop (step 6)

Step 9: end of for loop (step 5)

Step 10: end of for loop (step 2)

HLy1...yg = Auto_enc(θ)

⎛

⎝
x1...xg∑

x1...xg

s(1)
x1...xg + Y (1)

ρx1...xg Zx1...xg

⎞

⎠ (6)

OLx1...xg = Auto_enc(θ)

( y1...yg∑

y1...yO

s(1)
x1...xg + Y (1)

ϒy1...yOHLy1...yO

)

(7)

In the equation above, x1 indicates the dimension, y1 indicates the hidden layer,
and Auto_enc indicates auto-encoder. Further, a sigmoidal function is used in the
hidden layer and outer layer.

3.4 Auto-Encoder CNN

This Auto-encoder CNN is modeled to achieve a higher computation and reduce the
time without deteriorating the performance. This optimized CNN is built with two
hidden layers. By optimizing ANN inputs, the A ∈ Fα1×α2×....×α1 is extended for
both the hidden layers by using this equation.

HL1y1...yO = Auto_enc(θ)

⎛

⎝
x1...xg∑

x1...xg

H (1)
ρr1...rg Fr1...rg + k(1)

y1...yO

⎞

⎠ (8)

HL2c1...cF = Auto_enc(θ)(

y1...yg∑

y1...yg

H (1)
ρy1...ygHLy1...yg + k(1)

y1...yO (9)
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Here, HL1 ∈ Fy1×y2×....×y1 indicates second layer and HL2 ∈ FC1×C2.....×CO in both,
the equation Auto_enc(θ) indicates the auto-encoder.

OLx1...xO = Auto_enc(θ)

(
C1...CF∑

y1...yO

k(2)
x1...xO + Y (1)

βx1...xOHL2C1...CF

)

(10)

An optimization ANN to train the model is used to encode the activation function
as

P ′(k) =
{
1k > 0
0k ≤ 0

(11)

These constraints train and reconstruct the function as

YATAE(θ) = 0.5(v − k)F E(v − k) (12)

In the equation above, k and v are vectors;E indicates this co-efficient. To reconstruct
the function of the training sample given as

YGRF(θ) =
[

1/2
c∑

x=1

0.5e
(
Y (1)2 + Y (2)2 + Y (3)2

)2 + 0.5(v − k)F E(v − k)

]

(13)

By applying, backpropagation to compute ƤH

K = K − P

(
1

o

o∑

x=1

τ L + PLx

)

(14)

By applying backpropagation for �k

k = k − P

(
1

o

o∑

x=1

δkx

)

(15)

In Eq. (16), P indicate the learning rate which is used in determining the derivative
in each case where forward propagation is used for i/o computation.

δ(4)
x =

⎛

⎝
X1×...×Xo∑

y=1

axy
(
k(3)
x − vkx

)
⎞

⎠ · P ′(w(4)
x

)
(16)

δ(3)
c1c2...cF =

⎛

⎝
x1×...×xo∑

y=1

k(3)
xy1...cF .δ

(4)
x

⎞

⎠ · P ′(w(4)
x

)
(17)
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In the above equation, δ(4)
y1,y2...yF and τ (3)

y1,y2...yO are I/O values, and error estimation for
each neuron is carried out through the below equation.

δ(2)
c1c2...cF = ∂Y (4)

Auto−enc(τ )

∂w
(3)
y1...yg

(18)

The partial derivative of ∂w(4)

∂k(N ) by considering this N = 1, 2, 3

O(3)
c1c2...cF = ∂b(4)

x1...xO

∂k(3)
y1...yS

(19)

O(2)
c1c2...cF = ∂b(3)

x1...xO

∂k(2)
y1...yS

(20)

O(1)
c1c2...cF = ∂b(3)

x1...xO

∂k(2)
y1...yS

(21)

By computing the derivatives of δk and �k

�k(c) = ∂yAuto−enc(θ)

∂w(N+1)
.
∂y(N+1)

∂k(N+1)
(22)

�k(c) = ς(c+1) (23)

The algorithm on FCM with the ANN model is shown in Table 3

4 Performance Evaluation

To evaluate the proposed model for clustering on the dataset, a comparison is carried
out. Including cluster size in the algorithm for calculating themembership values after
each iteration, to enhance the performance of adhoc_FCM in comparison with the
existing model. To evaluate this mechanism for the proposed system configuration of
the i5 processor packed with 2 GB Nvidia graphics and 8 GB RAM; further, Python
is used as the programming language along with various machine learning libraries.

4.1 Dataset Analysis

A detailed analysis of the dataset is carried out, and a comparison is carried out on
three datasets MNIST [13], Fashion-MNIST [14], and USPS [15]; they are used for
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Table 3 Adhoc FCM with
the ANN model

Input: �́ dataset

Step 1: for edc = 1 to m do

Step 2: for yN = 1 to YN does
Calculate forward propagation using fuzzy C means
end for loop

Step 3: for ct = 1 to Ct do
Calculate FP or second layer using the FP of the first layer
End for loop

Step 4: for xg = 1 to Xg

Step 5: if (YAuto−encoder(P) > threshold)

Step 6: for c = 1 to Xg do

Using the training sample to formulate δ
(4)
x

End or loop

Step 7: for ct = 1 to ct (s = 1,…, T ) do
Use a global training sample to compute the
End for loop

Step 8: for y1 = 1 to O do

Use a parameter to computeδ(2)
x1x2...xO

End for loop

Step 9: for xp = 1 to Xp (g = 1,…, G) do
Compute�d
For ct = 1 to Ct (t = 1,…, T ) do

Compute �Y (n)

End for loop

Step 10: for ct = 1 to Ct (t = 1,…, T ) do
Compute �d
y1 = 1, . . . , yndo

Compute �Y (n)

End for loop
End for loop

Step 11: for yN = 1, . . . , yN do
Calculate �d
for bo = 1 to bp(g = 1, . . . ,G) do

Compute �Y
End for loop
End for loop

Step 12: update parameters constraints

Y = Y − α�Ẏ
k = k − (�k/N ) × α

End if statement
End for loop
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clustering. Fashion-MNIST is a clothing dataset. The proposed adhoc_FCM model
evaluates these parameters. The data point can be a member of more than one cluster
when using the fuzzy cmeans algorithm, where the likelihood or probability of each
data point belonging to a cluster is assigned.

MNIST dataset: MNIST is a large dataset of handwritten digits to train and test
to evaluate a machine learning approach.

USPS dataset: this dataset is a handwritten dataset consisting of 7298 training
data 2009 testing datasets.

4.2 Comparison Mechanism

Adhoc_FCM: This model is used for performing a comparative analysis; this
clustering approach uses the matrix for clustering and update process.

K-means is a data clustering mechanism, where data belongs to a specific cluster.
SEC: This algorithm is used on the manifold ranking algorithm.
MBKM algorithm is to improve the k-means algorithm in a batch-wise process

to reduce the computation.
DEC algorithm focuses on deep learning concept, to cluster this model based on

the specific distribution that discards the decoder.
IDEC: This is a deep clustering model, specifically designed to reconstruct a

method to regularize this auto-encoder mechanism.

4.3 Performance Metrics

A. Mutual information (MI):

Generally, MI is defined to estimate the dependency between the variables. MI
value lies between 0 to 1, 0 determines no MI, and 1 determines correlation
property. A high value of MI indicates a better clustering technique.

MI = (J (I ) + J (G)) · (J (I,G))−1 (24)

B. Rand Index (RI):

The measurement of similarity is compared along two different data clustering
mechanisms. RI value has a range between 0 and 1. 0 determines two different
clustering for a specific value and 1 determines the clusteringmechanism.Higher
RI determines the high efficacy of the proposed model.

RI = (RI − TN)/(max(RI) − Eff(RI))−1
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Fig. 2 Comparative analysis of accuracy for various methodologies for MNIST dataset

C. Accuracy:

This is a major feature to evaluate this model, this equation below determines
the accuracy of clustering.

CA = g

(
g∑

x=1

1(Gk = max(kx))

)−1

4.3.1 MNIST Dataset

Figures 2 and 3 depict the comparison of various mechanisms against the proposed
mechanism for the MNIST dataset. A comparison [13] is carried out and analysis is
performed on different methods based on different performance metrics. This adhoc
fuzzy C means algorithm gives less accuracy of approximately 54.68%, and other
methods are used to determine k-means and MKBM fails here with an accuracy of
53.48 and 54.43%. This adhoc system gives better performance with an accuracy of
96.82% when compared to the existing system. In comparison with other models,
the metrics are determined.

4.3.2 USPS and Fashion MINST Dataset

Figures 4, 5, 6 and 7 depict the comparison of various mechanisms against proposed
mechanisms for the Fashion-MNIST dataset and USPS dataset. By carefully eval-
uating the adhoc fuzzy C means is executed by comparing various metrics like
accuracy, RI, and MI as well. Existing strategies like DFCM and DCFNS with
good results give accuracy of 75.36 and 75.8% accuracy, respectively. Moreover,
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Fig. 3 ARI and NMI comparison for MNIST dataset

existing approaches GRDNFCS gives an accuracy of 76.52 whereas good accuracy
of 95.12. Here, fuzzy C means approach achieves 85.01% accuracy. The Fashion-
MNIST dataset performs comparative analysis, it is a complex dataset, comparison
of different methodologies with the proposed model. This method gives a better
accuracy comparison in terms of the FCM existing model. This existing model gives
a better performance the model and at least improvises the DFCM model. MI is
considered a performance comparison metric, for fuzzy C means gives 51.59% and
k-means gives 51.64%. Moreover, this model gives 66.09% to improve fuzzy C
means achieves 67.4%.
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Fig. 4 Comparative analysis of accuracy for various methodologies for USPS dataset
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5 Conclusion

In our proposed model, an adhoc model of fuzzy C means named is designed for big
data clustering, generally, a fuzzyCmeans gives a good possibility for clustering. The
time required for computation is high and performance is less giving less accuracy.
Adhoc fuzzy C means consists of two different frameworks, first pass is an adhoc
fuzzyCmeans and the second is an auto-encodermechanism that is based on theCNN
network. In addition to this, a comparison is accomplished to achieve performance
metrics like RI, MI, and accuracy. In these metrics, adhoc method performs better
when compared to various state-of-art methods. Clustering acts as an apprentice
in machine learning prospects to analyze the data through adhoc fuzzy C means
mechanism that progresses slowly when compared to another model. In the future,
the study is extended to investigating different real-time data clustering mechanisms.
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Covid Analysis Using Machine Learning
Technique

Rohit Gussain, Nitin Kumar, Minshul Sharma, and Pooja Dehraj

Abstract The recent pandemic, covid-19 has largely affected people’s lives, health,
and productivity. The first case of Covid-19 was recorded on December 31, 2019,
in Wuhan, China. Since then, the number of cases has increased exponentially, and
subsequently, numerous precautions have been taken to prevent and cure the virus.
By May 26, 2021, totally, 168 million cases were reported worldwide, with 3.49
million deaths, and the pandemic is currently underway, with people continuing to
get affected and fighting for their lives from this deadly virus. The World Health
Organization (WHO) has also released various precautions and vaccines to combat
the pandemic, but these are insufficient to reduce the number of infected cases or save
people’s lives. The proposed research study discusses about the utilization of artificial
intelligence (AI), machine learning (ML), and data science techniques for gaining a
better understanding of covid-19 virus. This technological advancement can easily
make proper judgments about covid-19, as well as the predictions on confirmed
& recovered cases and deaths were made by using this technology. The datasets also
include previous and current information about covid-19. The proposed research
study also discusses about a tool called “Prophet.” Prophet is a Facebook open-
source tool, which uses the Sklearnmodel API. The proposed study initially creates a
prophet instance and then use its fit and predict methods.

Keywords Covid-19 virus · China · Artificial intelligence · Data analysis

1 Introduction

Due to the recent covid-19 pandemic situation, people have lost their lives, health,
and employment. In order to cope up with the pandemic situation, this research study
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intends to describe howAI technology can be used to fight pandemic.Not completely,
but through analysis, learning models, and algorithms, more useful knowledge can
be gained on the total death cases, recovered cases, and the nature of covid-19 virus
and its evolving mutants. Generally, artificial intelligence (AI) is referred as the
imitation of human intelligence in machine, which is programmed to mimic human
actions, and machine learning is considered as a method to perform some explorative
data analysis, preprocessing, and visualization, and further data can also be forecast
by using machine learning techniques. This research study proposes a novel way
to extract informative data from raw data along with graphical representation and
additionally prophet, an open-source tool is used to forecast the intended data. It
basically follows the Sklearn model API. The utilized data will be usually collected
from different platforms, and by using this data, some helpful and graphical figures
of covid cases are shown in Figs. 1, 2 and 3 [1–3].

2 Literature Survey

The novel coronavirus (Covid-19) is a contagious disease that spreads primarily
through nasal droplets while sniffling and through the mouth and salivation while
sneezing. This diseasewas first reported onDecember 2019 inWuhan, China. Covid-
19 has become a global pandemic affecting the entire world. Numerous covid-19
predictive models have been developed by academic researchers across the globe to
help them make important decisions and implement appropriate control measures.
Standard methods fail to precisely predict the global effects of the pandemic due
to a lack of availability of precise covid-19 records and vulnerability. To handle a
similar pandemic situation in the near future, this research study presents an artificial
intelligence-based (AI) meta-examination model to anticipate the pattern of covid-
19 effects across the globe. Strong AI calculations, to be specific support vector
machine (SVM), Naïve Bayes (NB), and linear regression (LR), have been applied
on the dataset of ongoing series by holding the world record for cases announced
as confirmed cases, recovered cases, deaths, and dynamic instances of the covid-19
epidemic. Measurable investigations were also carried out to provide different facts
about the observed side effects of covid-19, the list of themain 20 nations impacted by
the covid, and the number of cases worldwide. Among the three AI methods consid-
ered, Naive Bayes has demonstrated promising results in predicting future covid-19
patterns with lower mean absolute error (MAE) and mean square error (MSE). The
lower upsides of MAE and MSE clearly demonstrate the adequacy of the Naive
Bayes relapse procedure. In any case, the global impact of this pandemic remains
confounded. This study uncovers various patterns and future developments of the
global pandemic for individuals and states to respond proactively. This article estab-
lishes the standard for demonstrating AI’s ability to anticipate the rise in covid-19
cases [4].

A pandemic without immunogenicity will result in a significant effect on
human existence as well as financial and monetary frameworks throughout each
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country across the globe. The AI computations for back-handling were planned by
completely unique predictivemodels, and their presentationwas then determined and
assessed.Random forest regressor and random forest classifier have outperformed the
existingKNN+NCA, SVM, decision tree classifier, Gaussian andNaive Bayes clas-
sifier, multilinear regression, XGBoost classifier, and linear regression techniques
[5].

It is critical to evaluate disease patterns and track contaminations through an
information-driven setup that responds to pandemic in order to lay out socially
strong and sustainable urban communities during pandemic situations in order to
meet the requirements of protective applications that work both locally and globally.
With the ongoing covid-19 pandemic, digital proximity tracing technology (DPTT)
has gained a significant attention for risk minimization, regulation, recovery, and
effectiveness. In this article, DPTTs and data-driven epidemic intelligence strate-
gies (DDEISs) are contrasted, and a novel solution has been proposed. In terms of
reducing the risk of disease, ensuring general well-being, security, and normalcy, a
social and mechanical arrangement can be provided by incorporating the primary
capacity of DDEIS. Human behavior is considered while assessing its limitations
and benefits for individual arrangement and decision-making. The SEIR (Ease of
Exposure-Exposure-Contagion-Recovery) epidemiological model provides prelim-
inary data on client preferences within a DPTT. The impact of proposed model on
the transmission elements of covid-19 is evaluated, and the results are presented [6].

SARSCoV2, the new covid variant that causes covid-19, has leveraged a potential
setback across the globe, where patients encounter a variety of complications that
necessitate medical experts to investigate innovative disease identification, treat-
ment, and therapy plans. AI-based advancements have had a significant impact
in dealing with unexplained symptoms, and various organizations have quickly
accepted and modified these innovations to deal with the challenges posed by the
covid-19 pandemic [7].

Covid-19 is an infectious disease that causes severe lung damage, which may
even result in fatal conditions.WhenWorldHealthOrganization (WHO) has declared
covid-19 as a pandemic, all countries have ordered to control and shut down all areas.
The main reason for this lockdown is to address five distinct tasks, for example, 1.
Anticipating the spread of covid-19 in locales. 2. Examine growth rates and types of
declines in all countries. 3. Speculating on how the pandemic will end [8, 9].

Further, researchers propose a smart support vector regression strategy to inves-
tigate five unique coronavirus symptoms. Instead of preferring a simple review line,
support vectors are used to achieve higher precision. With the available datasets,
the proposed technique is tested and compared to other known review models.
The promising outcomes demonstrate its superiority in terms of effectiveness and
precision [10].

An analysis of studies published in 2020 related to covid-19 theme by searching
ScienceDirect, Springer, Hindawi, andMDPIwith covid-19-related terms and catch-
phrases. The total number of articles obtained was 16,306, but only 14 investiga-
tions on these subjects were suitable for this survey. The research findings suggest
that AI could play a significant role in covid-19 investigation, hypothesis, and
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preference. Overall, AI could be useful in medical services supplier program and
investigating covid-19 cases. With a test precision of 92.9%, administered learning
has outperformed other unaided learning calculations. Later on, regular administered
examination can be used for achieving more accuracy [11].

As indicated by logical information provided by the European Center to Disease
Prevention and Control, there is a fast spread of new covid variant (Covid-19) among
general public, resulting in a significant rise in fatal rate. Be that as itmay, the quantity
of test packs accessible for covid-19 stays restricted despite the fact that the quan-
tity of cases tends to increase every day. The implementation of a highly automated
discovery framework is critical for analyzing and preventing the spread of covid-
19. Chest X-rays are used to differentiate corona infection by using three major
complex brain network models, specifically Inception ResNetV2, InceptionV3, and
ResNet50. The ResNet50 model provides the most notable characterization preci-
sion and execution among existing frameworks. When compared to existing models,
a structure based on the proposed CNN model provides enhanced clarity, respon-
siveness, and precision. A cumulative cross-approval is used to examine the existing
models and compare to the proposed model by using disarray lattices and ROC
analysis [12].

Coronavirus (COVID-19) has had a worldwide effect, and analysts across the
globe areworking constantly to distinguish and predict related designs.Many clinical
preliminaries are in progress to track down a solution for this sickness. The unsafe
and unrestrained globalization of covid-19 has prompted an extraordinary worldwide
closures and leveraged a significant weight on the advanced frameworks. World
Health Organization (WHO) has suggested a fast audit of accessible information to
comprehend the consideration and steps required for combating covid-19. In [13],
authors have recorded different AI techniques that have been utilized in the past to
efficiently handle the pandemic/endemic situations like Ebola, H1N1 influenza, Zika,
and norovirus. The authors have also discussed about the examination of covid-19
affected patient information to further predict the spread of covid-19 disease.

The covid-19 pandemic is the world’s most serious health emergency in the last
eight months. There is no predefined deadline for the end. Across the globe, more
than 31 million people are contaminated as of September 18, 2020. Anticipating the
covid-19 pattern has become a difficult task. Covid-19 data for the United States,
Germany, and the rest of theworldwere obtained from theWorldHealthOrganization
for this review, which range from 2020-01-20 to 2020-09-18. The informational
index is compiled with week by week tested cases and 35 weeks after the cases have
been confirmed. The circulation of information was then assessed by using the most
recent week by week covid-19 data. Further, its boundaries were determined by the
factual dispersion. Similarly, an AI-powered time series model has been proposed
to detect the scourge bend and predict the pandemic pattern. AI techniques included
here are linear regression, multilayer perceptron, random forest, and support vector
machine (SVM). The techniques are displayed against the figures of RMSE, APE,
and MAPE, and it is discovered that SVM has a dominant pattern. The global plague
is expected to spread until the end of January 2021, with an estimated 80 million
people infected [14].
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3 Proposed Methodology

A. Data Loading

It is a method used to load data from file, folder, or any application to dataset.
Data loading can be done by using a Python library calledNumPy, which convert
data into data frame type [7].

B. Exploratory Data Analysis

It is a crucial technique used for performing activity preliminary investigations
based on information in order to determine patterns, spot irregularities, test
hypothesis, and envisage assumptions with the assistance of outline statistics
and graphical representations.

C. Data Preprocessing

It is a data mining technique, which involves a data transformation of raw data
into an understandable term [7].

D. Data Splitting

In data splitting, the data should be divided into two parts such as training data
and testing data.

E. Model

A machine learning model is a file which has been trained to recognize different
patterns. A model can be developed by training different datasets into an
algorithm from which it can easily learn the required information [15].

3.1 Data Mining and Data Transformation

In covid analysis, first, we used different sources to collect data. Data collection is the
most important part for any predictive modeling. How much the data is qualitative
and quantitative the prediction accuracy is more good. So, here are the five different
stages of data mining process we used.

A. Data Cleansing

Here, different techniques are used to remove the irrelevant and inaccurate data
from the input source. Data cleaning is the process in which the inaccurate
data will be detected and cleaned. Additionally, this process will also remove,
replace, and modify the artifacts or coarse data with globally accepted values or
predictable or mean values.

B. Data Integration

The data integration cycle includes synchronizing a smart information arrange-
ment framework. The source may include a variety of informational collections,
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Web sites, or level documents. The standard execution of information incor-
poration creates the enterprise data warehouse (EDW), and then discusses two
ideas—tight and free coupling, but the complexities should not be disregarded.

C. Data Transformation

This step necessitates the transformation of data within designs, typically from
the source framework to the predicted framework. Normalization, aggregation,
smoothing, generalization, and trait development are some of the techniques
used in this process.

D. Concept Hierarchies

They minimize information by replacing the low-level ideas with high-level
ideas. The complex information with various degrees of reflection is charac-
terized by reasonable ordered progressions. Binning, bunch analysis, histogram
survey, and other techniques are used in this process.

E. Pattern Evaluation and Data Presentation

Assuming the information as a primary source, the user and clients should make
the best use of it. Following the preceding segments, the information will be
presented as charts andgraphs,which is then comprehendedwithminimal factual
information.

3.2 Machine Learning Training

Pattern recognition is a process of understanding the information processing activi-
ties and provide decisions similar to the human brain (Artificial intelligence (AI) and
machine learning (ML) techniques are designed anddeveloped tomimic humanactiv-
ities).However, in computer science, pattern recognition is a technology that analyzes
incoming data and information stored in a database. Moreover, pattern recognition
is considered as a subset of machine learning since it employs machine learning
algorithms to identify patterns.

Pattern recognition and machine learning techniques can be used to detect data
features that reveal the original information about a specific dataset or system and is
then distinguished by the four characteristics listed below:

• Reading from the input data
• Automatically detect patterns even if it is slightly visible
• Detect common patterns
• Recognition of different shapes and angles.

In other words, pattern recognition and machine learning are two sides of the
same coin.
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4 Algorithm

Here, are the two machine algorithms which are used to forecast covid cases, deaths
and recovered cases.

Linear Regression

It is a supervised learning-based machine learning algorithm. Linear regression is
capable of performing only the regression tasks. Linear regression is useful for deter-
mining the relationship between two or more continuous variables, one of which is
a predictor or independent variable and the other is a response or deterministic vari-
able. Themain idea of this algorithm is to find the best fit line among the data in order
to minimize the total prediction error. The distance between the point and regression
line is defined as error.

Random Forest Regressor

It is a supervised learning-based machine learning algorithm. Random forest regres-
sion is capable of performing both classification and regression. A random forest is
a collection of decision trees. This input data are routed through various decision
trees. It employs a different number of decision trees during training and outputs the
class of each tree, which is a phase (for classification) mode or a prediction of the
definition (for regression).

5 Graphical Representation of Covid Data

The following graph is visualized after performing an exploratory data analysis, data
preprocessing, and data visualization process on the given input data [5], fromwhich
the total death, recovered, and confirmed cases can be easily predicted for different
regions around the world.

Using this visualization technique, the total recovered cases can be easily obtained
as a data categorized by country, as shown in Fig. 1.

Using this visualization technique, the total death cases can be easily obtained as
a data categorized by different regions across the globe, as shown in Fig. 2.

The given graph plots present the no. of confirmed, recovered, and death cases in
different regions. Each bar is also distributed into larger and smaller sections based
on which the region with maximum cases is shown in Fig. 3.

Using above heat map diagram, the most correlated features with no. of confirmed
cases in world can be figured as in Fig. 4. Below-mentioned are some of the most
correlated features.

• Deaths (93%)
• Active (93%)
• Recovered (91%)
• New cases (91%)
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Fig. 5 Weekly graph with the amount of cases [4]

• New deaths (87%)
• New recovered (86%)
• Confirmed last week (100%)
• 1 week change (95%).

Here, the covid cases are predicted using prophet, which adheres to the Sklearn
model API by using the informative data in data frame.

As there is an increased number of recovered cases, it is observed that the week-
days have the most recovered cases, whereas weekends have the fewest recovered
cases, as illustrated in Fig. 5.

It is also observed that the deaths were flattening at the start of 2020, but as time
passed, the death cases began to increase. Saturday has the highest number of deaths,
while weekdays have the lowest number of deaths.

This graph depicts the seasonality trend of the cases on a yearly and weekly basis.
From Gregorian calendar month of 2020 to October 2020, there is a gradual increase
in cases. The weekly graph shows that, Saturday has the most cases with Tuesday
having the low number of cases as in Fig. 6.

6 Covid-19 Coronavirus Tracker

The tracker confirms the information about covid-19 about based on the number of
confirmed, death, and recovered cases by country and region. The trend shows the
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Fig. 6 Weekly amount of death cases [4]

number of confirmed, death, and recovered cases by country, and the worldwide map
shows the number of confirmed, death, and recovered cases. The data are visualized
by using the covid-19 map generated from the Johns Hopkins University (JHU)
Coronavirus Resource Center and the World Health Organization’s reports.

This tracker is updated as per WHO norms regularly, when the new data are
released [6]. Here, the reported cases are visualized in a panel of an analytics dash-
board to figure out the rate of recovered, deaths, and confirmed cases in various
regions and countries worldwide. This aligns with the goal of determining the current
rage over the amount of time consumed in each phase. The total number of confirmed
cases is increased rapidly; especially on day 24, a large number with 15,000 vari-
ations were discovered. This could be due to a change in how China expedites the
number of confirmed cases worldwide (Fig. 7).

Fig. 7 Covid-19 coronavirus tracker trend. [6]
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7 Conclusion

As corona is rapidly spreading throughout the world, many people have lost their
lives, health, and employment. To combat the further spread of corona virus vari-
ants, the proposed study has successfully employed the machine learning techniques
and Fbprophet to predict future cases by analyzing the existing covid data based
on various terms. The proposed study has used the exploratory data analysis, data
preprocessing, and data visualization techniques on the data collected from various
platforms, and finally, the obtained informative data fromwhich we figured out some
facts in a graphical view are efficiently used to easily check the confirmed, death,
recovered, and other important facts of coronavirus in different regions. Further, the
proposed study has successfully predicted the death and recovered cases in various
regions by using Fbprophet, an open-source tool. Raw data can be easily analyzed
by using machine learning and data science techniques, and the recovered, dead, and
confirmed cases can be detected all over the world by recognizing the significant
features.
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Skin Lesion Classification Using Machine
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Abstract The proliferation of abnormal cells that are capable of invading or
spreading to other parts of the body causes skin cancer. Early and accurate detection of
skin cancer can be treated successfully. Therefore, we look into the different machine
learning models that are implemented to classify the skin lesion images accurately
and in a short amount of time. It is classified into benign or malignant skin lesions.
Machine learning techniques have great potential in classifying the medical images
for detecting the disease. The main features for this task include color, texture, and
shape which differentiate malignant from benign lesions. Considering these serious
issues, a variety of initial recognition methods for malignant lesions has been devel-
oped by researchers. This paper provides a comprehensive evaluation of different
machine learning algorithms for skin cancer detection.
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1 Introduction

Skin cancer is the most frequent type of cancer, which amounts for more than 40%
of all cancer cases globally [1]. Out of these, the most dangerous is melanoma.
Despite accounting for approximately 4% of all skin malignancies, over, 75% of
deaths related to skin cancer is caused by melanoma [2]. Although the exact reason
of all melanomas is unknown, ultraviolet (UV) exposure from the sun and tanning
lamps raises the risk of melanoma. Therefore, detection and diagnosis at an early
age are critical for survival chances of affected patients [3].

Tumors form when healthy cells begin to grow uncontrolled. It can be benign or
cancerous tumor. A malignant tumor is one that can grow and spread throughout
the body [3]. Therefore, it is necessary to classify and treat them in order to avoid
spreading. Identifying benign versus malignant skin lesions accurately is key to
preventing missed malignant melanoma as well as unnecessary excisions [4]. In
this paper, we will be considering the different models used to classify malignant
skin lesions from the benign ones. The first section covers the convolution neural
networks (CNNs) models used on different dataset, with varying parameters. The
second section deals with the support vector machine (SVM) algorithms for classi-
fication of skin lesions. The third section talks about the various other supervised
learning algorithms used for classification and the final section discussing the other
machine learning models. The various feature extracting models and their combina-
tions give better results. The accuracy and performance metrics are compared and
discussed.

2 Models Utilized for Classification

2.1 Convolution Neural Network

Convolution neural network (CNN) model is seen efficient and a go-to approach for
image classification problems as it can automatically detect the important features
of the image and classify it. The authors in the paper [5] use this model for the
classification of input image as cancerous and non-cancerous lesions as shown in
Fig. 1. They have considered ISIC 2017 dataset which contains 7 different types of
skin lesions for classification including actinic keratosis and basal cell carcinoma.
The data are augmented first to prevent overfitting. The convolution layer is used for
feature extraction using filters (kernel). The features obtained from the convolution
layer are fed through non-linear activation functions. Rectified linear unit is the
activation function used here. The pooling layer decreases the input volume through
reducing the number of parameters and sends it to the layer which is completely
connected for the classification purpose in which the softmax activation function
was used. Overfitting problem was solved by the use of dropout function. The initial
learning rate was assigned as 0.0001, and for every 10 epochs, 0.1 was multiplied
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Fig. 1 CNN architecture [5]

to the learning rate until it reached 100 epochs. In case of no decrease in the loss
function for seven successive epochs, early, stopping was implemented in the model,
and the learning rate was lowered. The accuracy kept increasing with the decreasing
loss for consecutive epochs. The optimization algorithm used was Adam optimizer,
and the training accuracy of 0.78 was obtained. The test loss was 0.621 with the test
accuracy of 0.768.

This paper [6] proposed the use of CNNmodel for classification. Since the neural
network is trained in an iterative manner, the loss function should be minimized
to make it more accurate. To do this, the model needs to be trained by varying
the activation functions and optimizers for each epoch of the input image. Later,
the model is tested using testing dataset and yields the output as either cancer or
rashes image. The model was trained with ReLU, sigmoid, tanh activation functions
individually and at last with all three activation functions combined. The accuracy of
80.2%was obtained, while all the three activation functions were integrated whereas
50% accuracy was obtained when only ReLU was used, and the model was less
than 50% accurate when tanh activation function was used, and the model exhibited
highest accuracywhen all three functionswere combined, and the ability of themodel
to predict the correct output wasmorewhen the three functions were combined rather
than using them individually.

Hasan [7] uses convolution neural network (CNN) to categorize the images into
benign and malignant in this project. There are many symptomatic checklists avail-
able; for this project, they have chosen ABCDE checklist—(A) Asymmetry—the
portion of the cell which is affected will turn into a tumor and that portion will
not have any similarity with the other half, (B) Border—the mole’s border will be
uneven. (C) Color—shade of the affected area isn’t uniform. (D) Diameter. The cell
width will be 6 mm and above. (E) Evolution—difference between the previously
stated changes and the present state. In this project, they have selected the data set
from ISIC dermoscopic archive. The images used to train the model are “Benign”
and “Malignant.” Steps that are followed to train the model are as follows: prepro-
cessing the data: Size of the image will be huge, and there are 3 channels of images
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(Red, green, and blue). Due to lack of computational capacity, the size of the image
is reduced, and only, one color channel is used, i.e., gray scale. Then, these prepro-
cessed data are fed to the convolution layer, where the image is passed through filter.
For example, if the image is 6 × 6 grayscale image and the filter will be 3 × 3. A 3
× 3 matrix is selected from the image matrix and will be multiplied with the filter
matrix and a 4× 4 matrix is produced as output. In general, (x − y + 1)× (x − y +
1) are the result by convolving an input of x × x with a y × y filter. An example is
shown in the Fig. 2. In this operation, the image will be shrinked. Compared to the
pixel at the center of the image, the pixels at the corner are utilized only once. So, to
overcome this, they have added extra border to the original image making it 8 × 8
matrix. Now, the convolution operation will result in original image of a size 6 × 6
matrix. The model is trained up to 200 times; as there is no noticeable change in loss,
they concluded that as the iteration increases, accuracy of the model also increases.

Xiangfeng Dai [8] proposes an on-device interference app with a pre-trained clas-
sification model which is stored on a device. In this approach, the characteristics of
each category are learnt by the convolution neural network without supervision. The
image taken from the user’s device is fed into the trained CNN model for classifica-
tion into different categories. A sequence of convolution layer is followed by pooling,
and sub-sampling layers, process the input in the CNN architecture. Then, there are
fully linked layers that allocate the input image’s probability based on the predefined
attributes. After the convolution layer, the max pooling layer, MaxPool2D is used
to prevent overfitting. After these layers, the multidimensional array is reduced to a

Fig. 2 6 × 6 image with 3 × 3 filter resulting in 4 × 4 image [7]
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two-dimensional array using flattening and fully connected layers. Softmax function
is used in output layer responsible for calculating the probability of each skin lesion
class. It gives an accuracy of 75.2% with a loss of 0.71.

This paper [9] proposes a multiclass skin cancer classification method which
classifies the HAM10000 skin cancer dataset into seven cancer classes. To make the
photos compatible with the MobileNet training model, the resolution was reduced to
224 × 224. They used a highly accurate pre-trained MobileNet conventional neural
network. MobileNet usually has 93 layers, but they dropped the last 5 layers, and
softmax activation function for prediction was used. Except for the last 25 layers,
which were trained, the weights of all layers were kept constant. They used 70/30
split of dataset for testing and training with 30 epochs. Here, precision, accuracy,
and recall are used for evaluation of the model. For each of the seven classes, the
weighted average precision was 0.90. The precision calculated for the melanocytic
nevi type of skin cancer was the best at 97. When compared with other studies, this
model got the highest categorical accuracy of 97.07. This model is lightweight and
predicts within 2–3 s. It was observed that the accuracy increases and loss decreases
as the number of iterations are increasing.

2.2 Support Vector Machine (SVM)

Monica [1] considered the ISIC 2019 dataset for the classification which includes
8 varieties of classes combined into 800 images in which 200 images are allotted
for each class. The image quality is improved by eliminating the undesired parts of
the image in the data preprocessing step. The unwanted hair in skin lesion is erased
using the dull razor method. The region of interest is separated using segmentation.
Color-based k-means clustering is used in this model. The two methods used in this
model are ABCD and GLCM where the features are extracted from the images,
and the results are stored in an Excel sheet. Features like diameter, standard vector,
asymmetry index, autocorrelation, homogeneity, and contrast are yielded for further
classification purposes. Here, SVMmethod is used for multiclass classification. The
dataset is divided into training dataset that includes 70% of images, and the rest is
testing dataset. The accuracy of 96.25% and precision of 96.32% were achieved.

In this paper [10], the authors propose a method that uses image processing and
machine learning approaches to classify benign lesions frommalignant lesions using
dermoscopic images. The dataset is from the ISIC Web site and contains the ISBI-
2016 challenge, which includes RGB dermoscopic images, labels, and segmentation
ground truths. The image undergoes initial processing to make them more mean-
ingful. The images are resized; noise is removed; RGB is converted into gray scale,
and hair is removed. Then, it undergoes image segmentation to capture the affected
region. For this, they have used the OTUS threshold algorithm. Then, the prepro-
cessed images undergo feature extraction. The features extracted are texture, shape,
and color. The dataset is imbalanced. Nearly, 80% of the data in the ISIC dataset
is classified as “benign,” whereas 20% is classified as “malignant.“ So, the data
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balancing is done using the synthetic minority over sampling (SMOTE) technique.
As a result of this procedure, data are 50% benign and 50% cancerous. The char-
acteristics are then normalized in a range of 0 to 7 and scaled using the min–max
mapping algorithm. They are classified as benign or malignant, for which they have
considered 3 classifiers including random forest, quadratic discriminant, and SVM
(Medium Gaussian). As the random forest classifier gives remarkable results, it is
considered. The accuracy of this model is 93.89% is the highest when compared to
SVM with 88.17% accuracy and quadratic discriminant with 90.84%.

Vidya and Maya [11] have chosen the dataset from ISIC dataset. The dataset was
projected to preprocessing, segmentation, and feature extraction before undergoing
classification. The features were extracted from the dataset using 3 different methods
which are ABCD, GLCM, and HOG. In the ABCD method, the asymmetry, border
irregularity, color, and diameter of the lesion are extracted. Textural analysis is done
in the gray-level co-occurrence matrix (GLCM) method that gives the features like
contrast, homogeneity, and shade. Histogram of oriented gradients (HOGs) extract
the information about shape and edge of the lesion. The different classification of
model alongwith the hybrid feature extraction led to the higher accuracy of themodel.
It is noticed that SVM classifier is the most accurate with an accuracy of 97.8% and
AUC of 0.94. The accurate result is obtained after augmentation performance.

2.3 Supervised Machine Learning Algorithms

For skin cancer image classification, Ali [12] utilized the algorithm multiple feature
constructionwith ensemble classification (MFCEC)with genetic programming (GP).
Two real-world skin lesions image datasets, Dermofit Image Library and PH2, are
used in the proposed model. The dataset is partitioned, for training, into nine folds
for and one-fold for testing using tenfold cross-validation. Feature extraction is done
by converting the images into feature vectors before the training data is separated
from the test data. Each image will have 5 feature vectors as shown in Fig. 3, namely
LBP extracted fromRGBcolor channel images (LC), LBP extracted fromgray image
(LG), global color variation features (CV), lesion geometrical shape features (S), and
frequency-based wavelet features (W). The GP then uses the training set to create
many features in a single GP individual. Each tree in a GP individual is considered
as one constructed feature (CF). These CFs are sent to SVM, J48, and RF algorithms
as input, as these algorithms have shown the best performance among other models.
Finally, 3 trained classification models were obtained. The test accuracy is chosen
from among these three models with the highest accuracy. The accuracy of the model
is 98.03 on PH2 dataset and 85.20 on Dermofit image library.

Qian and Zhoa [13] have classified the skin lesions as melanoma, nevus and BCC.
First, the noise in the image is removed by preprocessing. This is done by using the
algorithm of Adam Huang (for hair removal), and other noises are removed using e
Gaussian filter and Wiener filter. Then, OTUS method is used to obtain the lesion
area. Then, the preprocessed images undergo feature extraction. This is done on
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Fig. 3 Workflow of MFCEC method [12]

the basis of ABCD rule, and it was found that the texture features combined with
color features are more suitable as classification basis. Using KNN classification and
MDCA method in the feature fusion phase, the model gives the most accurate value
and reduces the total time consumption. The proposed model has an accuracy of
75.86%.

Nour [14] developed a model for classifying the lesion into benign and malignant
by using theHAM10000 dataset. Three typeswere chosen from the dataset, basal cell
carcinoma, dermatofibroma under cancerous and benign keratosis-like lesions as a
non-cancer type. The data augmentation is carried out to avoid overfitting. Themodel
used here is VGG19 which is an updated version of VGG16 whose architecture is
mentioned in Fig. 4. It contains a series of convolutional and pooling layers together
termed as feature extractors, and further, a fully connected layer is present which
is called as classifier. Then, it is followed by a softmax activation function for the
classification of images into one of three types. By using the VGG19 model, transfer
learningwas applied. The features are easily located by using the autonomous feature
extraction ability of VGG19which saves the time spent on inspecting themmanually.
Adam is the optimization function used here. The 100 epochs were used for training
the network with batch size 50 and the learning rate 0.01. The metrics for evaluation
were accuracy and loss, and 600 images were used in testing the network. The model
was 97.5% accurate by the end of the 100 epochs with loss function 0.1185. In
addition, the stable network was observed between epochs 60 and 70.

2.4 Additional Classification Models

Kreutz [3] classified the lesion based on ABCD rule. Physical characteristics
marginally differentiate between melanoma and benign skin lesions; a blend of these
characteristics is necessary for accurate diagnosis. The image of a skin lesion is
considered after cleaning, and the output border is determined, which is termed
as segmentation. Here, the hybrid method is employed for segmentation. Once the
image is segmented, the extraction of features takes place. The asymmetry percentage
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Fig. 4 VGG19 general architecture [14]

and border irregularity of a tumor is estimated. The variation in color is determined
by whirling together of red, black, and brown. Here, the mixture-of-experts (MOE)
architecture is used instead of a fully connected network where the problems is
divided into sub-problems and follows the divide and conquer principle as shown in
Fig. 5. The specificity and sensitivity were the metrics considered. According to the
results, the mixture-of-experts did not perform better than the multi-layer percep-
tron in classifying the lesion as benign or malignant. Overall, when compared to the
multi-layer perceptrons, MOE exhibits to be less overfitting.

Fig. 5 Architecture of MOE
[3]
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The authors of this study [15] present an approach for rapidly classifying and
interpreting reflectance confocal microscopy (RCM) images. The method entails
the creation of a visual vocabulary using speed up robust features (SURF), vanilla
neural network classifiers, and their interpretation systems. It is divided into four
steps for the classification task and two stages for the interpretation task. The four
stages of classification steps include augmentation, feature extraction, modeling,
and classification. Augmentation of the initial images in the dataset of 136 RCM
is done using contrast limited adaptive histogram equalization and non-local means
denoising in the first stage, yielding 408 images in the augmented dataset. SURF
and Haralick features are the two distinct descriptors used during feature extraction.
SURF algorithm uses a fast Hessian detector detects and assigns a 64-dimensional
vector for each point of interest. Haralick features can help improve the accuracy
of configuration built on SURF features. The RCM image is represented as an m-
dimensional vector with k + 14 values in the modeling step. The 14 Haralick values
are concatenated with the histogram of k values formed from the interest areas in
each image for the subsequent phases. A vanilla neural network with k + 14 input
neurons and two output neurons perform binary classification with softmax as output
layer activation function at a learning rate of 5 for the ADAM optimizer. The visual
pattern weighted localization (VPWL) conducted during the modeling stage and the
visual word weight calculation (VWWC) performed during the classification stage
are the two steps of the interpretation process, as shown in Fig. 6. The K-means
clustering variations called the K-means plus-plus and K-means canopy are used
in the experiments. The models are tested with various featured extracted and loss
function. The highest accuracy of 91.17 is obtained by K-means canopymethod with
SURF and Haralick features and cosine proximity loss function.

This study [16] employed a histopathology image set that was gathered and
processed from hospitals in China. For training and testing, the photos have been
downsized to 640× 480 pixels in RGB color space. The dataset contains 1167 photos
of skin diseases ranging from malignant tumors to benign tumors to inflammatory
dermatoses. The dataset is uneven in terms of the various categories, so data augmen-
tation operations are used in each epoch to resolve these issues. In this deep residual
attention network, first, a convolution layer is employed. The convolution layer acts
as a feature extraction layer with kernel size of 7 × 7. Then, a MaxPooling layer
is used. Further, for each DRA module, one residual unit is connected in front of
it to enhance the information it learns. In the CAM module, the last dense layer
comes after a global summation pooling (GSP) layer which is introduced. To enrich
the levels of features, squeeze-excitation attention modules are layered and coupled
in a residual fashion in each DRA module. Three branches of the SEA modules
work in parallel: the trunk branch, the spatial attention-oriented mask branch, and
the channel attention-oriented mask branch. Trunk branch performs the main part of
feature extraction and processing. It produces a feature map from which the spatial
attention—orientation mask branch captures region of interest. Squeeze and excita-
tion operations are used to model interdependencies between channels in the channel
attention-oriented mask branch. The CAM module, along with a GSP layer and a
dense layer, is added right before the final output layer, resulting in the desired
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Fig. 6 Stages of classification

output. The accuracy of DRANet is calculated to be 0.868 and is compared with
various other lightweight models such as MobileNet and EfficientNet. Comparison
of different models for classification of skin lesions is shown in Table 1.
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Table 1 Comparison of different models for classification of skin lesions

No Model Advantage Disadvantage Performance
metrics

1 VGG19 [14] Autonomous feature
extraction capability

– Accuracy: 0.975
and loss: 0.1185

2 CNN(ReLU, tanh,
sigmoid) [6]

Reduced the
initializer weight
dependency and
obtained highest
accuracy

Requires more no of
training datasets to
improve efficiency

Accuracy: 80.2%

3 SVM (ABCD,
GLCM) [1]

Very precise Highly complex Accuracy: 96.25%
and precision:
96.32%

4 MoE [3] Less overfitting than
multi-layer
perceptron

Performance is less
than multi-layer
perceptron

Specificity and
sensitivity

5 MFCEC using GP
[12]

Outperformed the
commonly used
classifiers such as
NB, SVM, and KNN,
on PH2 dataset

– Accuracy: 98.03

6 Random Forest
Classifier [10]

Gives better results as
compared to SVM
and Quadratic
Discriminant

– Accuracy: 93.89

7 KNN–MDCA
method [13]

Reduced
misclassification due
to combined
per-processing
techniques to remove
noise

– Accuracy: 75.86%,
Precision: 76.18%,
Recall: 72.22%

8 K-means Canopy
(SURF and Haralick)
[15]

Higher accuracy for
SURF + Haralick
features with negative
log likelihood loss
function

Dataset is limited,
model interprets skin
folds as a feature and
misclassification can
incur

Accuracy: 91.17

9 MobileNet (SoftMax)
[9]

High categorical
accuracy, lightweight
model, and prediction
are done in 2–3 s

Needs more
iterations for
accuracy to increase

Accuracy: 97.07%,
Recall: 91.34%

10 DRANet [16] Light and relatively
less computational
costs

– Accuracy: 0.868



396 J. Vindhya et al.

3 Conclusion

An effective model is required for the classification of malignant melanoma from
the benign ones since there is a drastic increase in the melanoma cases in recent
years. Identification of lesions in the initial stages plays an important role in curing
skin cancer. This paper covers the various models used for skin lesions classification.
While building a model that classifies the skin lesion, a greater number of training
dataset images is needed to increase the efficiency of the classification, but some
types of skin lesions do not have enough images required for the machine learning
model. It is significant that comparing the different classificationmodels is difficult. It
results in different outcomes, upon using the same datasetwith the same classification
problem.
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IOT-Based Weather Monitoring
and Weather Prediction Using ML

Brijesh Vadalia, Nisarg Thakkar, Shalin Tilva, Pratham Thakkar,
and Ritiksha Modi

Abstract A perfect local weather forecasting system can be greatly helpful to the
lives of local people like farmers, people living around coastal regions, etc. Besides
this it also provides accurate prediction of weather at local level so that any worse
condition can be dealt with and possible to plan ahead of time and take the required
precautions to avoid it. The circuit implemented, primarilymakes use of aNodeMCU,
for data collection it requires sensors like temperature, pressure, humidity, and rain-
fall. Also, it exhibits ML models for the prediction of the weather with great accu-
racy. Here with the help of this model it has the function to collect data and ML for
prediction (for prediction we require a dataset of basic parameters like temperature,
pressure, humidity, and rainfall) so that prediction model can be more accurate at
local level and be cheaper. The Internet of Things (IoT) is the use of the Internet to
interact with physical objects. Weather information can be accessed from a remote
location via an Internet of Things (IoT)-based weather information system on any
device, including Windows, Android, iOS, and Web sites.

Keywords Humidity sensor · Temperature sensor · Rainfall sensor · Pressure
sensor · NodeMCU (ESP8266)

1 Introduction

Weather conditions estimating is the act of anticipating the condition of the air for
a given area of various climate boundaries. Weather conditions gauges are made
by social event information about the present status of the climate [1]. Precise
weather forecasting is essential in guarding individuals and property from dangers
of cyclones, floods, and extreme weather conditions. Business, agriculture, the food
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industry, airports, and naval structures all rely heavily on precise weather conditions.
In agriculture, earlier data about weather conditions assists ranchers with taking
important choices to further develop their harvest yields.Air terminals [2] ormaritime
frameworks require constant climate information to be aware in the event that there
is an unexpected change in climatic circumstances. For wind homesteads to govern
the operation of wind turbines throughout the wind power age, precise breeze speed
predictions are essential. Weather conditions have benefited from the rapid progress
of inventions such as the Internet of Things, Wireless Sensor Networks, and Cloud
Computing as we enter the Big Data era [3]. Big data technologies aid in the more
precise prediction of future climatic states [4]. Weather and environmental forecasts
can also be made more accurate and precise with the advancement of deep learning
algorithms and correct information representation methodologies [5]. Consequently
it is sensible to utilize profound ways to deal with important data from climate infor-
mation. Profound learning methods use layers of brain organizations to recognize
and remove significant examples from the datasets.

The regularly applied measurable models incorporate Autoregressive Moving
Average mode (ARMA), Autoregressive integrated moving average (ARIMA), and
its variations [3]. Man-made consciousness models are additionally ordered into AI
indicators and profound learning indicators. AI and profound learning models are
better for taking care of nonlinear datasets.

This task will focus on advancement of the Thing Speak, an IoT platform [6] that
can show the information of the sensor. The strategy is separated into two sections
which are equipment and programming improvement. The equipment advancement
includes the circuit development and fosters the model [5]. In the interim, the
product part includes the IoT coding, circuit schematic chart, circuit reproduction
and information securing.

This assignment ismade to diminish the obligation of individuals and to recognize
the limits likeTemperature,Humidity,Rain, andPressure.Resulting in distinguishing
those limits depending upon the circumstance theARMcontroller will take an appro-
priate action [6]. Sensors are the most important modules in this task. This whole
model can be put wherever [7, 8]. This model has three Sensors as a data contraption
to distinguish the Weather condition and depending [9] upon the limit assessed the
controller will take a fitting action.

2 Literature Survey

It will use suitable sensors attached to the NodeMCU to measure various climate
boundaries such as temperature, pressure, and water level, and it will use remote
technology to provide continuous information.

They employed sensors for the live data that was present at the time in this
paper [10], as well as a sensor panel, a power unit with rechargeable and detachable
batteries, and an LCD display (with help of Arduino Mega). Weather stations are
built to collect quantitative data about the weather conditions in a specific location.
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Weather conditions in an environment must be monitored in today’s society. It is
deemed crucial due to the severe weather. Every day is unique. The goal of this
research is to improve weather stations. This can be found on the website of the IoT
platform.

In this paper [6], The Raspberry Pi platform is used to describe one possible
weather station system in this study. Information on the current temperature,
humidity, and pressure in the atmosphere. The relative altitude and air pressure are
both measured. After the data is received it is processed by transmitting data from
the measurement point to a distant location. A User Datagram Protocol (UDP) server
and sensor data gathering are incorporated. It was implemented on the Raspberry Pi
platform. An android application that performs requests and displays the results.

In this paper [11], Climate change and environmental monitoring are two topics
that have gotten a lot of press in the last few years.Management has recently received
a lot of attention, and an integrated information system (IIS) is regarded to be quite
useful. With a case study on regional climate change and its ecological effects, this
article introduces a new Internet of Things (IoT) IIS (IoT), Geoinformatics [remote
sensing (RS), geographic information system (GIS), and global positioning system]
Cloud Computing, Geoinformatics (GPS), as well as e-Science for environmental
monitoring and management.

In this paper [12],Weather has a big influence on people’s lives.Weather variations
can affect a large group of peoples including agriculture and transportation. The
major goal of this project is to track and report meteorological conditions so that
informed decisions may be made ahead of time and the appropriate steps can be
taken to prevent disaster damage [13–16]. On the basis of the current facts, we create
projections.Models that are now available are unreasonably pricey. It will make local
area surveillance more difficult, in contrast to ours. It is possible because it will be
less expensive.

The Internet of Things (IoT) is a network of interconnected gadgets that can send
and receive data without involving humans. Checking the climatic boundary [5] is
expected to assess the present status of the climate so that the best living decisions
can be made based on the information gained from the gadget. In today’s world,
various environmental characteristics are used to create a variety of pollution moni-
toring systems [17]. The existing system model is a web-based weather monitoring
and reporting system that allows you to collect, process, analyze, and display your
observed data.

The wireless sensor network administration paradigm is described in this paper
[11], which includes a device, router, gateway node, and management monitoring
center [18]. After assessing and packing data from the wireless sensor network into
Ethernet format, the gateway node delivers it to the server after receiving [2].
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3 Existing Method

The current weather conditions observing frameworks for the most part utilize
weather conditions stations that utilize different instruments, for example, thermome-
ters, indicators, wind vanes, downpour measure and so forth to quantify climate and
environment changes. The greater part of these instruments utilizes basic simple
innovation which is later genuinely recorded and put away in an information base.

As shown in Fig. 1, First in data acquisition is used for digitizing data from
the world around us so it can be displayed. The process of putting raw data into a
comprehensible format is known as data preparation. Model training is the phase to
train data to learn from. And last visualization in that we have to visualize data.

Weather conditions at the time of observing systems in the field are typically
made up of unusual and huge equipment with numerous moving components that
necessitate constantmaintenance and should be checked and altered on a regular basis
[19]. Because these instruments are typically located far from a power supply, one
of the most important requirements is electricity. This raises the cost of using such
devices. The use of thermometers to determine outside temperature is still in use, but
they should be physically examined for any temperature changes on a regular basis.
Instrument data should be physically transported from the equipment to a computer
or computer via a link. Existing system consists of huge andweighty instruments that
consume a great deal of room thus making it challenging to introduce them in far off
areas and spots which have restricted space. The instruments utilized in the current
system are costly and amount to the generally significant expense of establishment
and support.

Fig. 1 Flowchart of existing method for data collection and prediction
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4 Proposed Architecture/Methodology

There are high end systems available these days for weather monitoring systems.
However, these systems are implemented on a large scale, for checking the continuous
climate for an entire city or state.

As shown in Fig. 2, The NODEMCU microcontroller acts as the system’s main
processing unit, and all sensors and devices can be attached to it. Themicrocontroller
can control the sensors and retrieve data from them, as well as do analysis on the
data. The processed data can be posted and kept in a website to serve as a database
using NodeMCU.

In an implanted framework, amicrocontroller is a conservative coordinated circuit
designed to oversee a specific activity. A typical microcontroller consists of a single
chip with a CPU, memory, and input/output (I/O) peripherals.

A microcontroller is embedded in a framework to control a specific function in
a device. It accomplishes this by using its native processor to decode data from
its I/O peripherals. The microcontroller saves the ephemeral data it receives in its
information memory, from which the processor retrieves it and uses instructions
stored in its program memory to unravel and apply the incoming data. It then uses
its I/O peripherals to communicate and authorize the fitting operation. Carrying out
such a framework for a little region is not achievable, since they are not intended
for itself and the upward trend for keeping up with such a framework for a little
area is astoundingly high. Our proposed framework utilizes 3 sensors to quantify
the climate/climate factors, for example, temperature, rain, and pressure sensor. The
qualities perused from the sensors are handled by the NodeMCU and stored in a
text file which is used to derive analysis. All these requirements [20] are fed into
the database and these values are essentials and recorded over time. These recorded
boundaries are fundamental and differ from spots to places. This large number of
necessities are taken care of into the information base and these values are basics
and recorded after some time. Involving these qualities as info we can plot a weather

Fig. 2 Flow chart of proposed architecture
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conditions diagram of a specific region over the long haul. In view of the current
weather conditions, factors and present qualities the set activities are finished.

ThingSpeak comes with a Web Service (REST API) that allows you to collect
and store sensor data in the cloud and build Internet of Things applications.

ThingSpeak is a cloud-based IoT analytics tool for aggregating, visualizing, and
analyzing live data streams. ThingSpeak visualizes data posted to ThingSpeak in real
time.

TheNodeMCUESP8266Wi-Fimodule uploads humidity and temperature values
to the Cloud at regular intervals. Humidity and temperature measurements can be
graphically shown on the ThingSpeak platform from anywhere in the world thanks
to cloud. Pictorial Diagram of system framework is shown in Fig. 3.

Hardware specifications are shown in Table 1 and the operating voltage to the
sensors are shown in Table 2.

Mode wise explanation of the system in shown in Fig. 4. Flowchart for Weather
Forecasting is shown in Fig. 5. In Fig. 9 NodeMCU consists of a Wi-Fi module and
when connected or when provided with power supply it first writes the data and then

Fig. 3 Pictorial diagram of system framework
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Table 1 Contains small description of hardware used in our circuit

Device overview

Hardware Use

Breadboard Building temporary circuits

NodeMCU (ESP8266) GPIO, PWM, and network provider module (able to connect to any
nearby Wi-Fi network)

DHT11 To get temperature and humidity

BMP180 To get absolute pressure

Rain sensor To detect the rainfall

Table 2 Contain the supply
voltage requires by each
sensor to operate

Devices and its supply voltage

Device Supply voltage (V)

DHT11 3.5–5.5

BMP180 1.8–3.6

Rain sensor 3.3–5

NodeMCU 5–12

it will read the data and that data is then displayed in the webpage through the web
server. Mode wise explanation is there in Fig. 10.

At the initial stage we first fit all the sensors to the breadboard and then connect
all the sensors to NodeMCU. Then we write the code in Arduino ide and then import
the related library of Arduino. And upload the code on Arduino ide. Then it will
check the necessary conditions. And then the process goes on and it will end.

To complete all of the operations in a project, the programming section is quite
vital. The whole code is provided at the end, as is customary. Begin by incorporating
all of the necessary libraries and specifying all of the variables.

//#include <SFE_BMP180.h>
#include <Wire.h>
#include <ESP8266WiFi.h>
#include “DHT.h”

Fig. 4 Mode wise explanation of the system
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Fig. 5 Flowchart for weather forecasting

The SSID and password—that are expected to associate the NodeMCU to the
web are presently characterized. Then the ThingSpeak account certifications are
characterized, including the channel number and compose API, which were recently
recorded.

String apiKey = “7SWU2QX265Q7VGG1”;
const char *ssid = “FREEWIFI”;
const char *pass = “123456780”;
const char* server = “api.thingspeak.com”;



IOT-Based Weather Monitoring and Weather Prediction Using ML 407

Fig. 6 NodeMCU
(ESP8266)

Fig. 7 Breadboard

Then call Wi-Fi to connect NodeMCU to the internet. Begin by passing the
networkSSIDandpassword as parameters to it. Check for a successfulWi-Fi network
connection. status(), and then print a message on Serial Monitor with the local IP
address after a successful connection.

4.1 Hardware Requirements

NodeMCU: The Node Micro Controller Unit (NodeMCU) is an open-source
programming and development environment based on the ESP8266, a low-cost
System-on-a-Chip (SoC) as in Fig. 6.

Breadboard: A breadboard is a rectangular board with many mounting holes as in
Fig. 7.

4.1.1 Sensors Used

DHT11: This sensor senses temperature and mugginess as in Fig. 8.
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Fig. 8 DHT11

Rain Sensor: A rain sensor is made out of a downpour recognition plate with a
comparator who oversees insight as in Fig. 9.

BMP-180: It is concerned with the fundamentals of air weight. Our surrounding air
has a certain weight and specified strain, which BMP180 can measure as in Fig. 10.

Fig. 9 Rain sensor
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Fig. 10 Barometric pressure
sensor (BMP180)

5 Implementation and Result (Simulation)

The capacity of “weather conditions checking framework utilizing IOT”, the plan
of this framework is to monitor weather patterns and at the same time estimating
ecological factors through the web of things.

In light of the outcomes that are gotten by the sensors send and show to Thing
Speak for client seeing. This will make checking climate boundaries all the more
effective with the Wi-Fi association. This framework will begin and Thing Speak
will start showing sensor information by diagram and furthermore this information
can be examined in Thing Speak.

With remote observing organization gadgets, individuals can check online on
the page the weather pattern to make specific strides and issues even in the most
pessimistic scenario for observing the climate boundaries.With everyoneof the infor-
mation additional weather conditions announcing framework is to observe unques-
tionably climate to defeat the main variable deciding farming endeavor achievement
or disappointment and have facilitated the client from getting incorrect estimates
from Forecast Company for their place.

Thing Speak is an open information stage for the Internet of Things. It sends
information to the cloud. Utilizing this we can dissect and picture our information.
At last based on those we can respond or set off an activity. It gives continuous
information assortment and different gadgets and innovations like Particle Photon,
Raspberry Pi, Twitter, Electric Imp, Esp, and so on.

As shown in Fig. 11, It is the Physical model of our system. Primarily all the
sensors are connected with breadboard and the all the sensors is connected with
NodeMCU with help of jump wire and when we provide power supply the data with
be fetched with the help of NodeMCU and it will be shown in the website.
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Fig. 11 Implementation and result

As shown in Fig. 12, We have connected our circuit to the ThingSpeak Server,
with the help of that it is showing our data in a graph format for different attributes
such as Humidity, Temperature, and Pressure. Data process flow is shown in Fig. 13.

As shown in Fig. 14, we have used a Power BI tool for better data visualization. It
shows maximum/minimum temperature along with the rain prediction for tomorrow.

Fig. 12 ThingSpeak website
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Fig. 13 Data processed

Along with this we have also added a map pointing to the rainfall location. It is fully
responsive.

As shown in Fig. 15, We have created a website containing a form, in which users
need to enter this required field and once the user clicks on the predict button it
fetches the data from the database and displays the result.

6 Future Scope and Conclusion

Including new sensors to monitor other ecological boundaries, such as soil PH
sensors, CO2 sensors, and oxygen sensors, while allowing present sensors to be
replaced if a broader range of estimations is required. Integration of additional obser-
vation devices, such as a Wi-Fi camera, to monitor the development of horticultural
objects. Furthermore, the data can be consistently sent to the web server.

This project’smajor purpose is to analyze live datawhich is collected from various
Sensors like DHT11 (temperature), BMP180 (barometer pressure), Rain Sensor and
sent to ThingSpeak to display the live data. After collecting a large amount of data,
we perform predictions of rainfall by the help of our ML model. For high accuracy,
additional sensors are employed to analyze more parameters. After collecting the
data, we can display it on Power BI for future analysis.

In order to predict rainfall, we have used random forest classifier model which
works on the algorithm of dividing our data into number of trees and training each
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Fig. 14 Power BI

Fig. 15 Website
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Table 3 Information about different classification algorithms

Accuracy
(%)

83 82.6 85

Parameters
used

Temperature, humidity,
and light intensity

Max and min
temperature, humidity,
and wind speed

Max and min temperature,
rainfall, wind direction,
and wind stream

Algorithm
used

Logistic regression Decision tree Random forest classifier

How to
implement

From
sklearn.linear_model
import
LogisticRegression reg
= LogisticRegression()
reg.fit(X_train, y_train)
y_pred =
reg.predict(X_test)

From sklearn.tree import
DecisionTreeClassifier
dtc =
DecisionTreeClassifier()
dtc.fit(X_train, y_train)
y_pred =
dtc.predict(X_test)

From sklearn.ensemble
import
RandomForestClassifier
rfc =
RandomForestClassifier()
rfc.fit(X_train, y_train)
y_pred =
rfc.predict(X_test)

of them. After predicting each of the tree maximum voted one is selected. It has
the accuracy of 85%, which is more precise compared to other models. Information
about different Classification Algorithms are tabulated in Table 3.
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EverTrack: A System to Track History
of Used Cars Using Blockchain

Rex Rony Jacob, Rohit Mahesh, Shannon Gomez, Syed Sahabuddin,
and Vijitha Robinson

Abstract Because there are so many different parties involved in the automobile
trade, it is one among themajor sectors that suffers from fraudulent activities and lack
of integrity. So, a proper outcome to track and log data of these vehicles are necessary
to satisfy a high level of trust, integrity, and traceability. A systematic approach to
change the way specific industries operate by eliminating middle layers between the
seller and buyer. In this paper, the system that we introduce which we have named
it as EverTrack will make it easier for auto owners, repair shops, and insurance-
based companies for registering and adding new information regarding their vehicles,
as well as include an anti-theft system. EverTrack will address the difficulties of
centralised used automobile history reporting systems, including authority and repair
agencies, as well as central storage databases.

Keywords Blockchain · Centralised · Vehicle · History

1 Introduction

Buying and selling used cars is a lucrative business all around theworld. Customers in
the second-hand vehicle market, on the other hand, frequently find themselves in the
situation of not knowing whether the details given out by the car dealer is matching
with the original condition, resulting in the purchase of vehicles with issues (e.g.
odometer fraud and accident vehicle) [1]. Blockchain technology is a new approach
to data management. Because of its qualities, a set of users are given the privilege
to work together to store, administer, and defend the blockchain without anybody
having to trust anyone else, avoiding the risks of centralised data control from an
outside source. Furthermore, every node copies the entire data using P2P networks,
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making the data nearly impossible to remove. As a result, this technology can be
used to track the situation of second-hand cars. In this paper, a motor vehicle history
tracking interface, named EverTrack, is proposed. This system creates a networking
medium that regular customers, car vendors,mechanics, insurance firms, and govern-
ments can access. Distinct user categories belong to different transactions. EverTrack
allows automobile owners to show their vehicle’s information to various consumers
and dealers without the need for any central authorities. When an automobile is
transferred from one owner to the other, the information is updated to the new owner.

2 Overview of Blockchain Technology

Blockchain is a digital ledger that is immutable, decentralised, and distributed. It
keeps track of the increasing set of blocks connected to one another and encrypted
in an immutable chain [1]. This chain is spread, with numerous copies physically
dispersed among network nodes. Because there is not any single point of authority
and control is shared among numerous independent entities like as individuals,
computers, or businesses demonstrates blockchain decentralisation. Integrity and
sense of trust between the participants that cannot be trusted is an issue in distributed
systems. The immutability of blockchain assures that blocks in the append-only
ledger cannot be altered with. The act of adding new blocks, on the other hand, may
result in several copies of the ledger being disseminated throughout the system’s
nodes [1]. To establish a majority agreement among network participants, a powerful
consensusmethod is required (51%of the nodes ormore). The source of truth is repre-
sented to the network as the accepted and chosen ledger after the next updated state
of the ledger is agreed upon. As a result, every member of the network will possess
similar copy of the particular ledger [2–5].

3 Related Works

Since the inception of blockchain, other similar systems have been built. Some are
concerned with financial transactions, like decentralised exchange. On the cloud
storage platform, some address the problem of personal data ownership. Others
include application of supply chain, insurance, IoT integratedwith blockchain, appli-
cation based on gaming, and trade involving a radio spectrum. EverTrack focuses
on data collection, and this type of application is related to supply chain manage-
ment [6]. In [7], a supply chain blockchain framework management is proposed.
This framework consists of various IoT sensors and functionalities of blockchain. It
helps in creating a secure storage with a variety of high quality data, assets, logistical
data, and transaction data. In this system, the smart contract functionality provides
privacy and intelligence, while sensors collect information from the actual world.
Every information in the product’s production process and other information in the
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transit phase will be recorded on blockchain framework. Because of the blockchain’s
tamperproof feature, recording all the data in the product’s production can enable
users rapidly comprehend the genuine information of the goods [8–12]. This method
of establishing a biography can be used to record condition of a vehicle. Similar
study [13] is a blockchain-based huge information exchange solution for China’s
automotive industry. They have formed an automobile industry partnership in China
and released a paper that focuses on developing a blockchain platform for collecting
vehicle data. The unveiling was made official towards the end of 2018, as platform
dubbed engine chain (EGCC) [6, 14–16], with the goal of using it to store informa-
tion from a car’s entire life cycle. The research mentioned above is close to what the
system implemented here wishes to accomplish, yet it differs slightly. Data querying
would be free in our system. The group with record permission is the second distinc-
tion. All users that are registered can upload data at EGCC, however, our system
only enables trustworthy third parties, preventing malevolent users from tampering
with data. As a result, blockchain technology is employed where car condition news
is immutable, hence assisting buyers in having legitimate vehicle information for
reference when purchasing used vehicles.

4 System Architecture

As previously said, our aim is to create and build a system that not only provides
consumers with car history information, but also analyses the data and provides a
logical framework that is immutable. For crypto-currencies, blockchain has been
proposed as a dynamic and decentralised ledger. This framework, on the other hand,
has shown versatility in the implementation of any decentralised computing resource
applications. This property of blockchain is extended by the EverTrack structure.
Different types of users or subscribers can join and register in EverTrack, including
regular users, car owners, car repair shops, and insurance companies. EverTrack
leverages smart contract for block updates, registration of new owner, and new
organisations and agencies. Figure 1 shows the interaction process using a use-case
diagram. The user has permission to access the information in the system provided by
the various service providers such as manufacturers, DMVs, insurance companies,
mechanics, etc. These service providers enter the data into system via the blockchain
platformwhich makes the data immutable. The information entered will be validated
using with the help of an admin.

4.1 High Level Architectural Diagram

The architecture of EverTrack consists of (1) infrastructure layer, (2) service layer,
and (3) application layer as in Fig. 2. The infrastructure layer will upload and store a
large amount of vehicle data in auxiliary storage, freeing up more storage capacity.
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Fig. 1 Interaction diagram

Fig. 2 Architectural diagram
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Fig. 3 Ethereum smart contract execution flow

Instead of the blockchain, these less frequently utilised data are stored in auxil-
iary storage. Users can interact with the service layer through three different types
of interfaces (apps, web pages, and application programming interfaces). The appli-
cation layer is where external partners can integrate EverTrack service to construct
a variety of services such as auto loan services, car insurance, certified second-hand
cars, and so on.

4.2 Smart Contract

Solidity is the programming language used to create the smart contract. Solidity
programmes must first be compiled into Ethereum-based code before adding it to a
transaction and later being sent to a network. After that, verification will be done by
Ethereum miners and a particular block is used to record the same, thus completing
the smart contract deploying function.By sending a transaction, users usingEthereum
can invoke a smart contract operation. Before running the smart contract’s bytecode
on Ethereum virtual machine to fulfil the call of the contract, verification will be done
byEthereumminers and a particular block is used to record the same. Ethereum smart
contract execution flow in Fig. 3.

4.3 Smart Contract Functions

Several smart contract functions have been called in order to perform the particular
tasks (as shown in Fig. 4). They are mentioned below:
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Fig. 4 User interface of EverTrack

• CreateCar: This function provides an interface to create or add a new vehicle
along with its details into the blockchain.

• GrantRole: This function is used by the admin on deciding what kind of role is to
be given out to each individual or organisation.

• TransferCar: It allows us to change the ownership of the car from one user to
another along with proper verification.

• AccidentReports: This function gives us a platform to provide details regarding
any accidents that the vehicle has gone through.

• GetCarbyUUID: It provides an overall information regarding the vehicle using a
unique key. This smart contract function uses a ‘struct’ keywordwhich is basically
a key-value binding mechanism.

• IsOwnerOf: This checks the ownership of the vehicle.
• PartDetails: It shows all the details of various parts of the vehicle along with its

verification.
• ChangeCarStatus: This function shows the current status of the car and provides

an option to change it as well. The status of the vehicle is ‘NIL’ by default. The
main aim of this function is to implement the anti-theft mechanism where the
various parts of vehicle would be having a unique number which is numerically
linked with the UUID of the vehicle. The status of the car can be changed if the
ID does not match.
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4.4 Proof of Work

Bitcoin and various other well-known cryptocurrency networks employ the PoW
consensus algorithm. To have the ability to add new transactions to the blockchain,
participating nodesmust successfully solve a computationally challenging challenge.
Since theymay earnBitcoins by validating the blocks, the people that attempt to solve
the difficulty are referred to as ‘miners’. A similar approach has been established
where the verification of vehicle information is verified by the admins.

5 Results and Discussions

With a broad consumer base and a high demand market, used vehicles are one
of the most essential second-hand commodities. The industry has huge economic
repercussions, with a business volume of 180.4 billion euros in Europe alone [1].
According to some studies, the used vehicle market is two to three times greater
than the new vehicle industry. Because it involves multiple parties from the original
distribution company, vehicle data gathering and tracking is difficult. This happens
to people who work with a variety of repair businesses and insurance agencies from
around the world. It is critical to obtain real car history and erase any deceptive
information in the used vehicle market to minimise fraud. As a result, we were able
to make an accurate vehicle valuation evaluation. Information regarding the vehicle
must be transferred and retrieved in a secure storage format where data authenticity
and integrity may be easily verified. Figures 4 and 5 show the system functioning
result and the user interface.

Fig. 5 Information accessed by the user
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6 EverTrack Challenges and Opportunities

EverTrack can be described as a distributed ledger technology application. It is also
considered to be a peer-to-peer (P2P) application. This diversity presents issues
as well as numerous technical details in networking, storage, and security. Few of
the technical issues will be discussed in this section. For starters, EverTrack has a
problem with computational power. In these platforms, the application should work
without any computational burden. Because organisation nodes are likely to be strong
servers, themining feature has beendisabled in normal nodes to reduce computational
concerns. A computing power assessment function with a threshold algorithm may
be added in future to lessen the mining burden. The execution of this article is based
on an existing platform (Ethereum). As a result, their system’s capability limits their
functionality. Furthermore, given the method in this study is a PoC, it may possess
challenges in online utilisation, like how a good trusted third party is chosen for chain
recording. Also, because PoS cannot be considered as a consensus method like PoW,
it is not decentralised as Bitcoin. It could prevent second-hand traders from keeping
car information on their own. As a result, it is still possible to remedy this issue.

7 Conclusion

This paper uses blockchain technology to create a trusted car data source system.
Thanks to the help of reliable third parties who swiftly register information regarding
the vehicle into our network, customers need not worry about getting untrustworthy
information from used car sellers. Furthermore, because to the nature of this tech-
nology, we will be able to assure that information about vehicle condition is trans-
parent across every user and is immutable. The system is used by automakers for
smart contract deployment that shows a vehicle. The suggested system allows the
maintenance unit and government-oriented branches to capture and update informa-
tion of the vehicle condition. Through the interface of the system, users can simply
search car information. All of the aforementioned operations are free of charge. The
transaction throughput of the suggested system was found to be sufficient for daily
transactions.

References

1. El-Switi S, Qatawneh M (2021) Application of blockchain technology in used vehicle market:
a review

2. Beck R, Avital M, Rossi M (2017) Blockchain technology in business and information systems
research. Published online: 15 Nov 2017

3. Vishnu Gopal PG, Mathew G (2021) Blockchain based verification of vehicle history for
pre-owned vehicle industry. In: 2021 international conference on communication, control and
information sciences (ICCISc), pp 1–6. https://doi.org/10.1109/ICCISc52257.2021.9484896

https://doi.org/10.1109/ICCISc52257.2021.9484896


EverTrack: A System to Track History of Used Cars Using Blockchain 423

4. Meyliana et al (2021) Blockchain technology for vehicle maintenance registration. In: 2021
international conference on informationmanagement and technology (ICIMTech), pp 608–613.
https://doi.org/10.1109/ICIMTech53080.2021.9534974

5. Hossain MP, Khaled M, Saju SA, Roy S, Biswas M, Rahaman MA (2020) Vehicle registra-
tion and information management using blockchain based distributed ledger from Bangladesh
perspective. In: 2020 IEEE region 10 symposium (TENSYMP), pp 900–903. https://doi.org/
10.1109/TENSYMP50017.2020.9230781

6. JiangY-T, SunH-M (2021) A blockchain-based vehicle condition recording system for second-
hand vehicle market

7. Chen S, Shi R, Ren Z, Yan J, Shi Y, Zhang J (2017) A blockchain based supply chain
quality management framework. In: 2017 IEEE 14th international conference on eBusiness
engineering (ICEBE), Shanghai, China, pp 172–176

8. Notheisen B, Cholewa JB, Shanmugam AP (2017) Trading real world assets on blockchain.
Bus Inf Syst Eng 59:425–440. https://doi.org/10.1007/s12599-017-0499-8

9. Dorri A, Steger M, Kanhere SS, Jurdak R (2017) BlockChain: a distributed solution to auto-
motive security and privacy. IEEE Commun Mag 55(12):119–125. https://doi.org/10.1109/
MCOM.2017.1700879

10. Khanna H, Mehta H (2020) Decentralized vehicle registry on blockchain
11. Yoo SG, Ahn B (2021) A study for efficiency improvement of used car trading based on a

public blockchain. J Supercomput 77:10621–10635. https://doi.org/10.1007/s11227-021-036
81-z

12. JobyPP (2020)Expedient information retrieval system forwebpages using the natural language
modeling. J Artif Intell 2(02):100110

13. Chen J, Ruan Y, Guo L, Lu H (2020) BCVehis: a blockchain-based service prototype of vehicle
history tracking for used-car trades in China. IEEE Access 8:214842–214851. https://doi.org/
10.1109/ACCESS.2020.3040229

14. Masoud MZ, Jaradat Y, Jannoud I (2019) CarChain: a novel public blockchain-based used
motor vehicle history reporting system

15. Farr Z, Azab M, Samir E (2020) Blockchain-based cooperative autonomous detection of
suspicious vehicles

16. Subramanian G, Thampy AS (2021) Implementation of hybrid blockchain in a pre-owned
electric vehicle supply chain. IEEE Access 9:82435–82454. https://doi.org/10.1109/ACCESS.
2021.3084942

https://doi.org/10.1109/ICIMTech53080.2021.9534974
https://doi.org/10.1109/TENSYMP50017.2020.9230781
https://doi.org/10.1007/s12599-017-0499-8
https://doi.org/10.1109/MCOM.2017.1700879
https://doi.org/10.1007/s11227-021-03681-z
https://doi.org/10.1109/ACCESS.2020.3040229
https://doi.org/10.1109/ACCESS.2021.3084942


Identification of Respiratory Diseases
and Diabetes by Non-invasive Method
Using IoT
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Abstract The objective of this paper is to identify respiratory diseases such as
Asthma, Covid-19, pulmonary disease, and diabetes from the human breath odor
using a non-invasive method. For detecting diseases using a non-invasive method,
temperature sensor (to identify body temperature), pulse oximeter sensor (to identify
blood oxygen level and heartbeat rate), and acetone sensor (to identify respiratory
diseases from human breath odor) with Arduino ATMega328 microcontroller unit
(MCU) were used. If the temperature is greater than 37.2 ◦C, the heartbeat rate is
greater than 100 bpm, and the oxygen level is less than 92% SpO2, Covid-19 will
be detected. If the oxygen level is less than 95% SpO2, the heartbeat rate is at (100–
125) bpm, and the temperature is at 36.1–37 ◦C, asthma will be detected. If the
heart rate is greater than 86 bpm, the temperature at 36.1–37 ◦C, the oxygen level at
92–97% SpO2, and the acetone level at (354–496) ppm, diabetes will be detected.
If the oxygen level is less than 92% SpO2, the temperature at 36.1–37 ◦C, and the
heartbeat rate is greater than 110 bpm, the pulmonary disease will be identified.
After disease detection, suggestions will be provided to the patients based on their
health reports. Finally, suggested medicines will be sent to the patient’s registered
mobile phones by connecting node MCU with blynk using IoT technology. The
results will be stored and the patients can compare their health conditions for future
analysis. The traditional method of laboratory tests is considered to consume more
time. In our method, the duration of the detection process is less and the results help
to identify health problems at early stages and predict diseases quickly compared to
the traditional method.
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1 Introduction

There are more than 422 million people who have diabetes according to the World
Health Organization. Diabetes is the seventh main cause of death and it was high risk
due to complications such as cardiovascular disease, blindness, the risk of amputa-
tion, and renal failure [11]. Blood sugar is an important parameter for diabetics. It
needs to keep it in good condition. Levels can delay these complications. Diagno-
sis prioritizes non-invasive procedures that exclude not only vascular damage but
also skin surface damage. Such procedures have no pain and avoid the possibility of
infection or trauma to the patient [17]. However, despite frequent efforts, the problem
due to blood glucose levels by non-invasive measurement remains unsolved. Visual
methods for determining blood sugar levels has limitations, especially near-infrared
spectroscopy, which has failed to provide the needed sensitivity [13]. Therefore,
analysis of excreted fluid should be considered for non-invasive diagnosis. Several
attempts have been made to determine blood glucose levels by applying negative
pressure to the skin and measuring the fluid generated on the opposite surface of the
skin, including glucose iontophoresis [22]. The latter was spotted on sale machines
but disappeared after its release.

Traditional methods of laboratory testing are very slow. The non-invasive method
does not hurt any blood tissue and does not hurt the skin of the human body. This is
the safest method for analyzing human diseases.

Asthma: Asthma is a disease that causes lung inflammation. It is identified by
frequent and recurrent symptoms, obstruction of the airway, and bronchospasms
that can be easily caused. Symptoms include GASP, cough, breast, and respiratory
episodes [16]. This can happen several times a dayor several times aweek.Depending
on the individual, symptoms of asthma may subside at night with exercise.

Covid-19: Coronavirus 2019 (COVID-19) is a highly infectious disease that is
caused by a virus, SARSCoV2. COVID-19 is transmitted when people breathe the
infected virus by air droplets and tiny particles of air that contain the virus. People
stay infected for up to 14d and can spread the virus even without symptoms. The
risk of breathing problems in this situation is very high when people are near but it
can be sniffed for long distances, especially indoors [19].

COPD: Chronic obstructive pulmonary disease (COPD) is defined as obstruction
of the respiratory tractwhich does not changemuchover severalmonths. It is a disease
that includes chronic obstructive pulmonary disease, bronchiolitis, and emphysema,
the effects of which vary from person to person. COPD is a major cause of illness
and death worldwide [2]. Although this is a serious health problem with limited
treatment options, most Drugs have been developed to treat asthma. The successful
development of new COPD drugs requires a better understanding of natural history,
epidemiology, genetic and environmental risk factors, and the pathophysiology of
the disease.
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2 Literature Review

Yatabe et al., have developed an odor sensor system that uses a chemically sensitive
resistor that outputs multi-channel data. A mixture of fixing material (GC material)
for gas chromatography and carbon black was used as a chemical-sensitive resistor.
The interaction between the chemically sensitive resistor and the gas molecules has
shifted the electric resistance of the resistor. In addition, a smallmeasuring instrument
was created. The instrument’s gas type readings were used to obtain 16 channel
data. Machine learning techniques in the Weka software were used to examine the
collected data. As a consequence, the sensor system was able to detect alcoholism
successfully [25].

Karpova et al., presented onDiabetesMonitoring by frequentAnalysis ofDiabetic
Welding Immediately after creating Flood Ingle Course Biosensor Used Biosen-
sor is based on Perfluoro sulfonated ionomer and glucose oxidase immobilized in
alkoxysilane. There is the sensitivity and calibration range obtained in batch mode.
Based on glucose tolerance testing a clinically relevant positive link between ris-
ing glucose concentrations and a strategy for imitating hyperglycemia and non-
invasive collecting sweat speed was observed. The observed interaction between
blood and sweat assumed by low-grade metabolites was better than those previously
observed between capillary blood and venous blood. The kinetics of weld glucose
concentrations collected by the proposed biosensor is well matched to fluctuations
in blood sugar content without delay, which gives the impression of non-diabetic
precautions [10].

João et al., presented that exercise and fitness tend to increase health benefits.
The human body loses a lot of electrolytes during sweating and needs to be replaced
with special fluids, thus introducing a smart wearing sensor that allows you to mon-
itor sweat using biosensors that provide real-time feedback with a smartphone app
that notifies the user when necessary they are needed to change electrolytes. The
glucose solution changed into organized with numerous concentrations tested using
chronoamperometry. The primary effects have been received through the usage of
commercial glucose sensors and compared with a glucose meter. The system appears
to be effective in measuring high and low glucose levels in sweat [14].

Roozbeh et al., have presented a Wearable skin-to-skin device with integrated
colorimetry, microfluidic channels, and electrochemical sensors for non-irritating,
real-time sweating. The hypothesis explains current developments in the creation and
application of novel wearable sensors for evaluating sweat variations and biomark-
ers utilizing precise samples and real-time analysis. Sensitivity, system stability, and
high usage in remote places are significant areas of opportunity that enable wider
dissemination in field investigations, clinical trials, and current sales. increase. Body
measurements show good consistency in these conditions when compared with con-
ventional laboratory-based sweat analysis methods [7].

Rydosz et al., have presented the blood volume of volatile organic compounds
(VOCs) that occurs in a person’s respiratory tract due to metabolic changes as a
promising tool for non-invasive medical diagnosis. The amount of acetone released
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is associated with diabetes monitoring. Traditional methods of analyzing exhaled air
are based on spectroscopic techniques, but the gas sensors development makes them
more attractive in the medical aspect [18].

Asrosa et al., presented MQ138 semiconductor sensor was incorporated into a
three-block system. It has advantages such as portability, speed, and ease of use.
Experiments with breath acetone samples from diabetic and non-diabetic patients
confirmed the system’s accuracy. According to the results of the measurements,
the greater the sensor output voltage, the higher the blood glucose values obtained,
implying that sensor readings of the MQ138 sensor have a linear relationship with
breath acetone. As a result, the MQ138 semiconductor sensor has the potential to be
employed for breath acetone detection in diabetic patients [15]. Other works related
to Internet of things to connect the wearable device to collect medical data and store
the information of patients in the cloud database as described by Suma in their article
[20] and more advanced applications can be developed using blockchain technology
to monitor the clinical sensor information through internet of things as proposed by
Wang et al. [23].

3 Proposed Work

3.1 Hardware Design

The non-invasive method [25] does not damage the blood tissue or the skin of the
human body. This is the safest way to analyze human illness. Sensors such as pulse
oximeters, temperature sensors, heart rate sensors, and acetone sensors MQ138 are
used to detect illness in a non-invasive manner [10]. Drugs are proposed based on the
identified illness and sent to the patient’s registeredmobile phone. The block diagram
of components. Connect the sensor to theMCUnode and connect to theBlynk app via
the Wi-Fi protocol. To analyze the degree of diabetes in a patient, a person’s acetone
concentration is needed. Disease analysis is performed using the Arduino ATMEGA
328 microcontroller as shown in Fig. 1. Pulse oximetry sensors are used to determine
a patient’s blood oxygen level and heart rate. Body temperature sensors are used to
measure a patient’s temperature level. Acetone sensors are used to measure human
acetone levels. Heart rate sensors are used to determine a patient’s heart rate. After
disease detection, suggestions will be provided to the patients based on their health
reports. Finally, suggested medicines will be sent to the patient’s registered mobile
phones based on Table1. The results will be stored and the patients can compare
their health conditions for future analysis.

Arduino is a single-board microcontroller that makes it easy to use electronic
devices for interdisciplinary projects [21]. The hardware consists of an open hard-
ware board built around an 8-bit or 32-bit Atmel ARM microcontroller as shown
in Fig. 2. This software contains a combination of standard programming language
and a launcher that works on a small controller. Arduino boards can be purchased
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Fig. 1 Functional diagram
of the proposed system

Table 1 General medicine prescribed for various diseases at initial stage

Diseases General medicines prescribed

Diabetes Metformin, glibenclamide

Asthma Salbutamol, terbutaline

COPD Roflumilast

Covid-19 Remdesivir, paracetamol

in combination or as a custom kit. For those who want to integrate Arduino them-
selves, hardware design information is available. Arduino ATMega328 microcon-
troller chip (black, bottom right); 14 digital I/O pins are present at the top and 6
analog input panels at the bottom right. The Arduino board includes a small Atmel
8-bit AVR controller with additional configuration and integration components in
some regions. A main feature of Arduino is the procedural way of connecting the
connectors, which allows the CPU board to be connected to various flexible modules
including so-called shields. In comparison to other devices that require an external
programmer, Arduino’s microcontrollers come pre-programmed with a bootloader
that makes downloading programs into on-chip flash memory much easier. This
microcontroller has been chosen as it has a maximum clock frequency of 20Mbpsm,
that runs at 20 Million Instructions per Minute. It has a good memory resource (i.e.,
an EEPROM off1KBN) suitable for real-time implementation. MIPS When utiliz-
ing the Arduino software stack, all boards are programmed over an RS232 serial
connection on a basic level, although how this is done varies by hardware version.
The Arduino serial board contains a level switch to convert between RS232 and TTL
level signals. The system operates with a supply voltage of 5 V.

ESP8266NodeMCU is the type of small controllerwhich is designed byEspressif
Systems. Node MCU ESP8266 is an independent Wi-Fi network solution that pro-
vides a bridge between the existingmicrocontroller andWi-Fi and is capable of using
standalone applications [3]. Node MCU module includes a built-in USB connector
and various pins shown in Fig. 3 with a small USB cable, it can connect the Node
MCU upgrade kit to the laptop and turn it on without any problems, like Arduino.
It also quickly integrates with breadboards. This device can be used to connect to
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Fig. 2 Arduino Uno with
ATMega328 MCU

Fig. 3 NodeMCU-ESP8266
Wi-Fi module

any Wi-Fi network and transfer the sensor information to the cloud from a remote
place to the server for collection of data and to make decisions over the actions to
perform [12]. ESP8266 NODE MCU is an independent Wi-Fi network solution that
provides a bridge between the existing microcontroller and is mainly used to display
the output in the Blynk app by a data transfer using the Wi-Fi protocol.

The thermistor for measuring the human body temperature is shown in Fig. 4. The
thermistor is based on the simple concept of resistance changing with temperature
[14].When the ambient temperature changes, the thermistor’s elements begin to self-
heat. As the temperature varies, the device’s resistance value changes. This variation
is determined by the type of thermistor used. Varied varieties of thermistors have
different resistance temperature properties. Thermistors, also known as Thermally
Sensitive Resistors, are temperature sensors that work by changing resistance as
temperature changes. They are made from semiconducting materials. Thermistors
are available in a variety of shapes and sizes on the market. Smaller thermistors
are made up of beads with diameters ranging from 0.15 to 1.5mm [7]. The time
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Fig. 4 Thermistor

constant of thermistors operating in sheaths is minimal due to this size advantage,
albeit the size reduction also reduces their heat dissipation capability, increasing the
self-heating impact. This effect has the potential to permanently harm the thermistor.
In comparison to resistance thermometers, thermistors must be operated at low levels
of electric current to avoid this, resulting in decreased measurement sensitivity.

The sensitive material in the MQ138 gas sensor is SnO2 [18], which has lower
conductivity in clean air is shown in Fig. 5. The conductivity of the sensor grows
in lockstep with the concentration of VOC gas. A simple circuit can be used to
translate the change in conductivity to the matching output signal of gas concentra-
tion. Toluene, acetone, alcohol, and methanol, as well as hydrogen and other organic
vapors particularly sensitive to the MQ138 gas sensor. It is a low-cost sensor that can
detect a range of organic gases and can be utilized in a variety of applications.

– Creating a new account in the Blynk app
– Syncing email account with the Blynk app
– Creating a new project
– Creating a new virtual terminal
– Entering the authentication code received via email and Wi-Fi details in the pro-
gramming code

– Output will be displayed in the Blynk app using Node MCU.

The oximeter operates on the principle of spectrophotometry: the associated red
absorption (absorbed by oxygen-rich blood) and the infrared light (absorbed by
oxygen-rich blood) partially. The systolic absorption waveform is associated with
arterial blood oxygen saturation. Relative light absorption rates are taken a few times
per second, and these rates are processed by amachine to provide a new reading every
0.51 s [4], which measures the reading 3s ago. Two light-emitting diodes, red and



432 S. Suthagar et al.

Fig. 5 Acetone
sensor—MQ138

Fig. 6 MAX30100 pulse
oximeter module

infrared, are placed across their receivers in a sequence of 510mm [6] of tissue. The
transducer is usually placed on the finger, although sometimes the ears and forehead
are used as alternatives. A pulse oximeter is an important test used tomeasure oxygen
levels, i.e., oxygen saturation in the blood. This is a simple, painless measure of the
quality of oxygen delivered to parts of your body far away from your heart, such
as your arms and legs. The MAX30100 is a solution for pulse oximetry [24] and
heartbeat rate. It incorporates dual LEDs, a photodetector advanced optics and low
analog signal processing for pulse oximeter and heartbeat rate signals.

The Pulse Oximeter measures oxygen saturation when Oxygen enters the lungs
and is transmitted to the bloodstream that is shown in Fig. 6. Blood takes oxygen to the
various parts of our bodies [9]. Themain source of oxygen in the blood is hemoglobin.
We will call oxygen-deprived hemoglobin or deoxidated hemoglobin (deoxy Hb).
The SpO2 output should always take as identification of oxygen saturation. For
example, if an FDA-approved pulse oximeter gives a reading of 90%, the true blood
oxygen saturation is usually in the range of 86–94% [1]. The accuracy of a pulse
oximeter is very high at saturation of 90–100%, the average is 80–90% [8], and the
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Table 2 Parameter threshold for diagnosis of respiratory diseases and diabetes

Diseases Sensors

Acetone sensor (ζ ) Heart rate sensor
(α) (bpm)

Temperature sensor
(β) (◦C)

Pulse oximeter
sensor (γ )

Asthma - 100–125 (α1) 31.6–37 (β1) 92–95% SpO2 (γ1)

Diabetes 354–496 ppm (ζ2) 80–86 (α2) 36.1–37 (β2) 92–97% SpO2 (γ2)

COPD – 55–67 (α3) 36.1–37 (β3) <92% SpO2 (γ3)

Covid-19 – >100 (α4) >37.2 (β4) <92% SpO2 (γ4)

Fig. 7 Flowchart of the proposed work

lowest is less than 80%. Due to the limitations of individual-level accuracy, SpO2
provides more accuracy for trends over time rather than absolute thresholds. Based
upon various parameter thresholds shown in Table 2, the disease can be diagnosed
by comparing it with the sensor values observed from the hardware implementation.
The comparison of sensor values are performed as shown in Fig. 7
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4 Result and Discussion

The input is given by patients to sensors namely, temperature sensor (thermistor),
Pulse oximeter sensor (MAX30100), and Acetone sensor (MQ138). These sensors
were connected with Arduino ATMEGA 328. The obtained result will be displayed
using the node MCU module and it will be stored in a cloud database and used for
future purposes by connecting an Arduino terminal with a tera term software and the
data is saved in the excel sheet to compare the existing results.

There are no diseases identified as parameters does not match to given input by
a person as shown in Fig. 8a. Diabetes is identified as parameters matched to given
input by a person. So, the related medicine is suggested for the person as shown in
Fig. 8b. Asthma is identified as a parameter match that has to be given input by a
person. So, the related medicine is suggested for the person as shown in Fig. 9.

The hardware implementation of the proposed work to detect the respiratory
disease and diabetes is shown in Fig. 10. It contains the sensors which include a
temperature sensor (thermistor), Pulse oximeter sensor (MAX30100), and Acetone
sensor (MQ138). These sensors have connected with Arduino ATMEGA 328 and
nodeMCU. The hardware is non-invasive as the sensors used does not require, blood
samples or body liquids.

The input taken from the pulse oximeter sensor by placing a finger is shown in
Fig. 11a. The pulse oximeter sensor is used to identify the heartbeat rate and oxygen
level of the patients. The input taken from the thermistor sensor by placing a finger

(a) Healthy candidate (b) Diabetes Diagnosed

Fig. 8 The analysis report shows that the candidate is not having fever, but has diabetes
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Fig. 9 The analysis report diagnoses that the candidate is having asthma

Fig. 10 Hardware implementation of the proposed work
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(a) Measurement of blood
oxygen level

(b) Measurement of body
temperature

(c) Measurement of Acetone
level

Fig. 11 Testing of sensor modules to measure the parameters for diagnosis of disease

is shown in Fig. 11b. It is used to identify the body temperature of the patients. The
input taken from the acetone sensor is shown in Fig. 11c. Acetone sensor detects
the acetone level by using mass spectrometry which calculates the exact molecular
weight of the sample volatile organic components and gas chromatography which is
important in separating Volatile Organic components like acetone in a mixture from
human mouth odor. Finally, the detected output is displayed in the Blynk app and it
is stored in a database for future reference as shown in Fig. 12.

The collected data from the candidates are represented as shown in Fig. 13. The
X-axis represents the diseases and Y -axis represents the number of candidates. Out
of 310 candidates 38 candidates suffered from pulmonary disease, 32 candidates
suffered from asthma, 84 candidates suffered from diabetics, and 156 candidates
are healthy persons. Here, the collected data from the candidates were analyzed
and compared as shown in Fig. 14. The X-axis represents the values obtained from
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Fig. 12 Data stored in
remote system

Fig. 13 Diagnosis report
analysis of 310 candidates

the input and Y -axis represents the number of candidates. The acetone level of the
candidates varies drastically with every candidate whereas the oxygen level and
temperature of the candidates were almost similar.

Here, the data collected from the candidates (samples) are analyzed age-wise as
shown in Fig. 15. The Y -axis represents the values obtained from the output of the
proposed system and X-axis represents the ages of the candidates. The acetone level
is lying above 350ppm for the candidates of 25–35 and greater than 60years old
when compared to other ages. The heartbeat rate is less than 100 bpm for candidates
below 25years old compared to other age candidates. People between the age of
25–35 and above the age of 60 having acetone levels above 350 ppm and a heartbeat
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Fig. 14 Data visualization
310 candidate’s body
temperature, heart beat rate
in bpm, oxygen level in
percentage and acetone level
in ppm

Fig. 15 Age-wise data
visualization of 310
candidates

rate more than 100 bpm. So, they have symptoms of diabetes. Most of the people
below the age of 25 are healthy and people above the age of 45 have SpO2 levels of
less than 95%. So, they have symptoms of asthma and COPD disease.

5 Conclusion

The acetone doses are used as a main diagnostic tool for diabetes in diagnostic tests
or diabetes based on the relationship between acetone concentration in exposure and
glucose levels in the blood. The interaction between medicine and technology in
obtaining VOC has the potential to change the way of monitoring people’s health
[5]. Breath tests have several advantages over traditional laboratory testing, including
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non-invasiveness, painlessness, ease of use, and real-time data. However, they have
yet to be implemented in clinical practice, probably due to the lack of commercially
available devices. The development of acetone respirator sensors over the next few
years is expected to focus on themanufacturing process to bring the end-to-end device
tomarket to accurately capture and reproduce inspired respiration. Long-term testing
should be done so that all targeted acquisition strategies are 100 percent sure that the
results obtained are the same.
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Use of E-Wallet as a Substitute
for Physical Money in Transactions
at Malls
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Armando Rama Putra, Ford Lumban Gaol, and Tokuro Matsuo

Abstract Several challenges have emerged as a result of the rapid spread of Covid-
19 in Indonesia. To combat the pandemic, the government has also issued general
guidelines for avoiding/limiting direct contact with common people who do not
live with them. However, in some unavoidable cases, such as cash transactions,
the social distancing has not yet been followed properly. These type of challenges
can be avoided by the introduction of e-wallets and e-money. This research study
examines the transactions made using e-wallets and e-money and how these methods
are increasing sales in public places. The proposed research study has attempted to
utilize both qualitative and a quantitative method to observe the customer behavior
while using e-wallet as a substitute for physical money when making a transaction
in a shopping mall. The result of the proposed research work will be compared with
the existing literature to provide a conclusion based on existing research data and
literature.
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1 Introduction

People are nowbecoming increasingly familiar with the term “e-wallet” in this digital
era. E-wallet is an electronic service that enables the storage of data and payment
methods such as credit cards and electronicmoney, aswell as the storage and payment
of funds. Additionally, e-wallet can be considered as a piece of software, application,
or a service that is designed to store digital currency and facilitate online transactions
among users [1].

E-wallets are gaining popularity in Indonesia as the number of fintech companies
increases. The government recently issued new rules for governing the legality of
electronic money transactions by ensuring that technology can easily transform to
the digital era [2]. Furthermore, in the current Covid-19 period, the government
encourages people to limit physical interactions, which makes e-wallet purchases
more accessible.

Due to the ease and speedwith which e-wallet transactions can be completed, they
are gaining popularity and are now starting to compete with transactions involving
actual money [1].

Money usage is beginning to trend downward in 2021, as many people are
now using e-wallets as a daily payment method [2]. This new payment mechanism
simplifies, accelerates, and eliminates the need for physical money at a time when
the majority of people are cautious of it. The goal of this research is to examine
whether a country can eliminate physical money and replace it with e-money as the
primary method of payment in order to reduce spending on money printing, increase
transaction volume, and increase competition in the field of e-money and e-money
wallets.

The significance of this research stems from the fact that the country is entering a
new normal period, where people are restricted to live with minimal physical interac-
tion. This research is especially significant since there is a possibility of innovation in
which many nations are developing new methods for performing daily transactions
[3].

Electronic money or e-money is a type of digital payment instrument that makes
use of electronic media, specifically computer and internet networks [4]. E-money
has been available in Indonesia since 2009, when it was ratified by Bank Indonesia
Regulation 11/12/PBI/2009 about ElectronicMoney (ElectronicMoney), which was
subsequently modified by PBI Regulation 18/17/PBI/2016. Electronic Cash, Digital
Money, Digital Cash, Electronic Currency, or Digital Currency are all terms that are
frequently used to refer to e-money. The Flazz BCA, e-money Mandiri, Brizzi BRI,
Tap Cash BNI, Blink BTN, Mega Cash, and JakCard Bank DKI are all examples of
chip-based electronic money (e-money) usage.

Meanwhile, an e-wallet or electronic wallet refers to a software program or feature
that enables users to make payments more easily. GoPay, OVO, LinkAja, Kasku, and
DANA are all examples of e-wallets. Apart from avoiding the present propagation
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of the COVID-19 virus, there are other reasons why non-cash or cashless trans-
actions have recently increased in Indonesia. Several other benefits of utilizing e-
money and e-wallet include simplifying cash handling and reducing money manage-
ment, obtaining discounts and rewards, tracking transactions more easily, being safer
against theft, and being used to purchase a variety of essential things [5].

The primary significance of this research is to determinewhether electronicmoney
can truly enhance the function of physical money in our daily lives. The term “e-
wallet” refers to an electronic money server that operates via a link on the publisher’s
server [6]. E-Wallets are not interchangeable with credit or debit cards. Moreover,
e-wallet transactions are not routed via third parties or intermediaries. According to
halomoney.com, the following is the distinction between e-wallet and e-money:

• E-money in Indonesia is usually referred to a chip based on cards or other media,
while e-wallet is an e-money-based server.

• E-money is usually used for everyday purchases such as toll roads, public trans-
portation, and transactions at retail stores. While e-wallet is now commonly used
for online shopping, shopping at offline retail stores, buying phone credit, etc.

• The maximum balance that e-money can accommodate is only Rp. 5.000.000,
while e-wallet can accommodate Rp. 10.000.000.

According to Olsen et al. [7], the growth of e-wallets is not attributable to the
features offered by e-wallets but to the growing number of mobile devices [8]. Nowa-
days, almost everyone owns amobile device, and they are inextricably linked to daily
life. Businesses are finally driving innovation by utilizing mobile devices as inter-
mediates for e-wallet as a result of the growing popularity of mobile devices. As a
result, it is possible to conclude that e-wallets, in addition to existing currency, exist.
Economic growth is a quantifiable measure of an economy’s progress in a given year
when compared to the previous year [2]. GDP is a proxy used for economic growth
as it represents the total monetary value of all goods and services produced in an
economy over a given time period.

According to Untoro et al. [9], changes in the volume of transactions can serve as
an early warning system for emerging economic trends. Through consumption and
investment indices, more transactions can drive the economic growth [10].

• E-wallet: e-wallet is a form of prepaid card in which users deposit funds on their
card in order to conduct future online purchases [2, p. 2, 11].

• E-money: e-money is typically used to refer to money that is stored in computers
and banks and is used to enable electronic transactions. Its value is typically
supported by fiat currency/government money.

This fundamental hypothesis is confirmed by various studies on the growing usage
of electronic money and by government rules that urge to reduce contact whenever
it is not necessary. Thus, by using e-money, it is possible to decrease the incidence
of touches, as all purchasing and selling transactions are conducted online [12].

Since the transaction process with e-money is faster and more cost effective, it
will be practical and popular with many people because they will no longer have to
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worry about securing the physical money in their wallets or calculating change from
transactions. With e-wallets, the transactions will become smoother and faster [13].

By taking a closer view on the e-wallet and e-money debate in terms of its benefits
and drawbacks. Positively, by using e-wallets and e-money, criminal/theft activities
can be prevented by tracking the path of money sent as well as the money transferred
and received within a bank account. The time and space required to retain and store
actual money will be reduced while maintaining data about the money in e-wallet
[14]. An e-wallet and e-money will make it simple to transfer money and conduct
fiat money transactions with few clicks.

On the other side, if someone hacks into a user’s e-wallet or e-money account,
they may access all of the user’s information and steal the identity [15]. Individuals
who are unfamiliar with e-money and e-wallets are prone to feel overwhelmed and
make errors due to the absence of actual money. Certain individuals will struggle to
maintain a control over their behavior when performing transactions since they do
not perceive money being physically lost or given away.

Despite the fact that e-money and e-wallets are now widely used in Indonesia,
they are currently limited to toll and parking payments [16]. Lack of understanding is
also a result of Indonesia’s eradication of physical money, as transactions involving
e-wallets and e-money are typically limited to a few provinces or large cities, while
some other provinces continue to use physical money.

Research Questions:

RQ.1: Is e-money safe enough to replace cash?

RQ.2: Is e-wallet advantageous for users and profitable for merchants?

RQ.3: Is the number of e-wallet transactions more than physical money?

2 Research Technique

A qualitative research has been carried out in this study through field observations,
analysis of official sources, and quantitative research using questionnaires. The main
objective of this study is to learn more about electronic money’s effectiveness when
compared to real money. Here, a scenario of shopping with e-money in a shopping
mall is considered.

3 Research Method

A questionnaire has been used to perform a quantitative research. Since it is consid-
ered as exploratory due to the fact that it examines the preferences and factors that
impact people’s e-wallet and e-moneydecisions. Exploratory research identifies areas
that have not been examined previously. The primary objective of this form of study
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is to define new facts, insights, and understanding about a subject. Additionally, the
researchers have employed a descriptive research. Descriptive research’smain objec-
tive is to characterize a phenomena and its properties [17, 18]. It is intended to elicit
the respondents’ perceptions and opinions about the subject under consideration.

Q.1. Do you have an e-wallet account?

Q.2. How often do you make e-wallet transactions at the Mall?

Q.3. How easy do you think transactions are using e-wallet?

Q.4. Do you feel more consumptive when making transactions with e-wallets at
malls?

Q.5. Do you prefer to use an e-wallet when transacting at the Mall?

Where:
Q.1 = frequency of people who have e-wallet accounts.
Q.2 = probability of people using e-wallet on transactions at malls.
Q.3 = frequency of people who like transactions with e-wallet.
Q.4 = probability of people increases in transactions at the mall when using

e-wallet.
Q.5= frequency of people’s preferred method of transaction using e-wallet at the

mall.

4 Research Results

According to Fig. 1, 100%of participants responded affirmatively. 0%of respondents
indicated Nil.

According to Fig. 2, the X axis ranges from 1 to 5, where 1 indicates people who
have not made an e-wallet purchase while in a mall and 5 indicates people who have

Fig. 1 Owner of an e-wallet
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Fig. 2 The frequency of using e-wallet in a shopping mall

frequently made an e-wallet transaction while in a mall. The Y axis represents the
response rate.

The vertical line indicates the number of respondents to this questionnaire and
the percentage of respondents who share the same opinion. The horizontal line 1–
5 shows that they have not made an e-wallet transaction while in a mall, whereas
number 5 indicates that they frequently made an e-wallet transaction while in a mall.
We can observe from this graph that the majority of those who have completed a
transaction have done so using an e-wallet. Number 2 receives the most responses
out of the five; this indicates that they rarely utilize an e-wallet to conduct a purchase
at a mall. Number 5 has the second highest number of responses in this graph. This
implies that some consumers frequently use an e-wallet to make purchases in a mall.
The discrepancy between numbers 2 and 3 in this graph indicates that consumers
either frequently use e-wallets as their primary way of payment at the Mall or they
use them infrequently and just on occasion.

According to Fig. 3, the X axis is 1–5, where 1 indicates that the transaction using
an e-wallet is extremely difficult and 5 indicates that the transaction using an e-wallet
is extremely simple. The Y axis represents the response rate.

The vertical line indicates the number of respondents to this questionnaire and
the percentage of respondents who share the same opinion. The horizontal line 1–5
indicates that on a scale of 1–5, transactions using an e-wallet are extremely difficult
to perform. On a scale of 1–5, transactions involving an e-wallet are extremely
simple to complete. As observed from the graph, majority of responses choose ease
of use as a method of transaction. Number 5 has the most responses, indicating that
the majority of people agree that using an e-wallet as the method of transaction is
quite simple. However, as indicated by this graph, some people encountered some
moderate difficulty while using e-wallet as a method of transaction. Further, it can
be attributed to the user’s first time by using e-wallet as a method of transaction.

According to Fig. 4, the X axis is 1–5. A value of 1 indicates that the respondent
does not experience any consumptive behavior from themselves, while a value of
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Fig. 3 Ease to use using an e-wallet

5 shows that the respondent experiences much more consumptive behavior when
conducting an e-wallet transaction. The Y axis represents the response rate.

The vertical line reflects both the total number of respondents and the proportion
of respondents, who share the same opinion. The horizontal line 1–5 shows that the
responder feels no consumptive behavior from themselves and significantly more
consumptive behavior while completing an e-wallet transaction on a scale of 1–5.
The fifth question is themost often answered. This demonstrates thatmany customers
who conduct a purchase using an e-wallet regard themselves to bemore consumptive.
The remaining numbers on the horizontal scale suggest that some customers continue
to have conflicting feelings about feeling consumptivewhile doing transactions using
an e-wallet. When customers utilize an e-wallet to complete a transaction, we may
deduce that themajority of consumers have a sense of consumption. This is explained
by the fact that people feel they do not possess money but instead see the numbers
(Fig. 5).

According to the results of a questionnaire survey sent to young people who
frequently visit shopping malls, we can conclude that while most young people own

Fig. 4 The consumptive behavior
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Fig. 5 The preference of the use e-wallet when transaction at the mall

an e-wallet, whether they use it to transact at the mall or not, the comparison is
not too far off. According to the poll, almost 40% of people who almost never use
an e-wallet in their transactions and almost 60% of people enjoy using an e-wallet.
Moreover, all respondents believe that using an e-wallet is simple and convenient;
however, 48% report feeling more consumptive when using an e-wallet. As a result,
e-wallets are preferred by 68% of respondents, while 32% of people dislike them.

In conclusion, using e-wallet as a method of payment in a shopping mall is quite
popular because it is convenient and efficient, it may also backfire, resulting in poor
customer behavior.

5 Discussion

Based on various articles and the findings of the proposed research study, we believe
that e-wallets will always evolve in the future. Other researchers’ findings indicate
that the mall’s use of e-wallets can be increased again depending on the implementa-
tion [5]. People are typically homogeneous or identical, and their homogeneity can
be used to develop the acceptance of e-wallet as a primary method of purchasing
transactions at the mall, thereby eliminating the need for physical money entirely.

6 Conclusion

Utilizing e-wallet as a means of payment at the mall is a way that is favored by many
people since it is practical, quick and fast to use. This assertion may be reinforced by
100% of respondents who have an e-wallet account and more than 56% who accept
its usefulness and ease. Therefore, e-wallet is very beneficial and it will continue to
expand in the future as a means of payment for a larger sector, additionally it comes
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under the government’s policy of social distancing. With the presence of e-money,
there is no need for actual exchange. Although behind its usefulness, it is inescapable
that many individuals become lazy and do not manage their spending adequately as
they are complacent with its practicality. The future research study will focus on
developing new ways to avoid undermining their individual economies.
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Predictive Study and Classification
of Diabetes Using Machine Learning
Techniques

Krishan Kumar and Sanjay Patidar

Abstract Diabetes mellitus is a common but deadly disease in humans. It is caused
by having excessive sugar levels existing for a long time. It causes around 30–40 lakh
deaths worldwide each year. Technology plays a consequential role in the medical
industry to assess diabetes prediction. In this research, we trained four machine
learning techniques so as to make predictions on whether a person is diabetic or
not. The Pima Indian Diabetes dataset is used, which consists of 768 samples, and
each sample contains 8 attributes and one target class attribute. Data preprocessing
techniques are used to update the raw dataset into a dataset which is suitable for the
machine learning models. KNN, Logistic Regression, Support Vector Machine, and
Artificial Neural Networks are the techniques used for prediction of diabetes in this
research. As a result, K-Nearest Neighbor performed the best, with an accuracy of
76.17%.

Keywords Diabetes prediction ·Machine learning · Neural network ·
Classification · Data preprocessing

1 Introduction

In today’s world, technology surrounds us in every possible way, usage of modern
day technologies to get some ease in our work, some of the examples we can see are
driverless cars, maps GPS navigation, voice controlled devices and many others. All
these modern technologies use the data of the real world to train their models and
finally test themwith the help of data again and again to generate better accuracy. The
degree of ease and accuracy of the technology is directly proportional to its usage.
Machine learning is also a similar technique in which various algorithms are used
to train the model using some part of data and then test the model with some other
part of data to generate the outcome. This modern day technique can be used in the
prediction of some disease with the help of associated symptoms. Algorithms can
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train the model in which symptoms values will be used as inputs and generation of
outcome will be tested to check the best accuracy and some other different measures,
which will help the patient and the medical field to deal with the patient’s condition
in the earlier stage [1].

Diabetes is a major cause of death, metabolic disorders in humans as well as
leads to commercial and productivity loss throughout the world due to lower levels
of efficiency of man power. It is a metabolic disorder, characterized by high blood
sugar levels which is caused by low insulin production in the pancreas. It increases
the risk of long-term complications. It increases the chances of heart disease and
about 75% people having this disease die due to coronary artery disease.

In this research, different machine learning algorithms are compared in order to
predict risk of someone having diabetes. Classification algorithms are used to classify
the target outcomes (1 for diabetic or 0 for non-diabetic) independently. Our study
is structured in the following order—Sect. 2 contains literature review. The next,
Sect. 3 explains the procedural approach, the machine learning techniques used and
the model evaluation. Section 4 discusses about the final result obtained from the
research. The last, Sect. 5 contains the conclusion and future work.

2 Literature Review

Diabetes diagnosis and treatment has been a crucial topic in medical research from a
very long period of time. With the help of Machine learning, a really good progress
has beenmade in the process of predicting diabetes in people. This prediction ismade
by the help of machine learning models, which are trained on the dataset consisting
of medical information of patients, along with the information whether patients are
diabetic or not. After the training phase the model is evaluated by passing the testing
data to the model, to check how efficiently the model is working. Kahramanli and
Allahverdi [2] used amalgamation of Artificial Neural Networks and fuzzy logics to
make a model with good accuracy to predict diabetes. Kumar Dwivedi [3] compared
five machine learning algorithms to predict diabetes. The algorithms used were arti-
ficial neural networks, classification tree, KNN, SVM, and logistic regression. The
author in [4] used two classification algorithms, deep neural networks and artificial
neural networks. And also used principal component analysis. Using deep neural
networks they achieved better accuracy of 82.67%. Khan andMohamudally [5] used
k-means clustering, neural networks and C4.5 decision tree algorithm to predict
diabetes in patients. Bayesian network, Artificial neural network, SVM, Decision
tree, and KNN were used to predict diabetes, by Heydari et al. [6]. Temurtas et al.
[7] made a model which was trained by Levenberg–Marquardt (LM) algorithm, and
the model was combined with multilayer neural network structure.

Rajesh and Sangeetha used classification technique. They used C4.5 decision
tree algorithm to find hidden patterns from the dataset for classifying efficiently [8].
Butwall and Kumar proposed a model using Random Forest Classifier to forecast
diabetes behavior [9]. Ashiquzzaman et al. [10] proposed a prediction framework for
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the diabetes mellitus using deep learning approach where the overfitting is dimin-
ished by using the dropout method. Patil proposed Hybrid Prediction Model which
includes Simple K-means clustering algorithm, followed by application of classifi-
cation algorithm to the result obtained from clustering algorithm. In order to build
classifiers C4.5 decision tree algorithm is used [11].

Patients can have several symptoms and some of the symptoms and factors are
included in the data set like Age, Insulin level, Glucose level, Diabetes Pedigree
Function, Blood Pressure level, Skin Thickness, and BMI. Prediction of the outcome
from data has been done using various traditional machine learning techniques and
artificial neural networks. In order to apply these algorithms, we need to preprocess
the data which includes cleaning of the data [12]. Then proposed algorithms are
applied and their performances are validated. These prerequisite actions are necessary
so that optimal levels of accuracy, precision, and recall can be obtained.

In this paper, classification algorithms are used on the diabetic patient’s data set
to predict the outcome of diabetes presence in patients and we achieved a success
rate on the test set of 76%. Moreover, we were able to obtain this much accuracy
with traditional machine learning approaches, by adding some data preprocessing
techniques.

3 Procedural Approach and Methodology

The procedural approach is as follows, as shown in Fig. 1.

Data Extrac�on

Data 
Preprocessing

Data Spli�ng

Training
Machine 
Learning 
Model

Model Valida�on

Fig. 1 Proposed architecture
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Table 1 List of attributes
present in the dataset and
their data type

Attribute name Data type

Pregnancies Integer

Glucose Integer

BloodPressure Integer

SkinThickness Integer

Insulin Integer

DiabetesPedigreeFunction Float

BMI Float

Age Integer

Outcome Integer

3.1 Data Extraction

The data used is the PIMA Indian diabetes dataset. Aim ofwhich is to predict whether
or not a patient is diabetic, on the basis of several attributes included in the dataset.
Different criteria were used on the selection of these values from the database.

The dataset contains the medical details of 768 different patients, and these
medical detailswere used for classifications. Thesemedical detailswere stored in 768
rows and 9 columns. Nine columns consisting of 8 attributes and one class column
‘Outcome’ (diabetic or non-diabetic), as shown in Table 1.

3.2 Data Preprocessing

After the data is collected, it cannot be directly used for the study, therefore it needs
to be processed and cleaned to gather suitable information from the raw data useful
for the study. The raw data is expected to have many inconsistencies, anomalies,
out of bound values, missing values or a format not suitable for our model. Hence,
the data needs to be processed in order to use it for our study. Moreover, vast data
in present day business, science, industry, and academia scenarios needs complex
mechanisms to analyze it. It includes data cleaning, transformation of data; and
irregular data reduction tasks, used to reduce the convolution of data, determine and
eliminate irrelevant and boisterous elements from the data through feature selection
or discretization processes.

Elimination of Null Values

Thedatawas checked for any null values across all features and secondly in individual
feature columns, Elimination of Not a number (NaN) values: We replaced the null
values of ‘glucose’ and ‘blood pressure’ by the mean of the respective attributes, and
replaced the null values of the ‘skin thickness’, ‘insulin,’ and ‘BMI’ with the median
of the respected attributes.
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Table 2 Null values count

Attribute name Null values

Before elimination After elimination

Pregnancies 0 0

Glucose 5 0

BloodPressure 35 0

SkinThickness 227 0

Insulin 374 0

DiabetesPedigreeFunction 0 0

BMI 11 0

Age 0 0

Outcome 0 0

Table 2 shows the count of number of null values present in the data set before
elimination of null values, and also after the elimination of null values.

Evaluation of Class Distribution

The data was checked to be distributed evenly between the target variable outcomes.

3.3 Data Splitting

Entire data was divided into training and testing data. Two-thirds of main dataset was
the training data and the rest one-third was used for testing. The training data is the
dataset which is given to the model in the beginning for model’s training purpose,
which is, to learn from the dataset about the input attributes and the output attribute.
The testing data is the dataset which given to the model to model after the training
of the model is complete, to check of efficiently the model is working.

So, here the testing data is 1/3rd of the whole data set, and the training dataset is
2/3rd of the whole dataset, as shown in Table 3.

Table 3 Verification of data
splitting

Dataset Percentage of data w.r.t original
dataset

Dataset before splitting 768 (100%)

Training dataset 512 (66.6%)

Testing dataset 33 (33.3%)
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3.4 Machine Learning Methodologies

K-Nearest Neighbor

Aim of the algorithm is to find the class for the given input. It is a supervised machine
learning algorithm. K is the number of neighbors with which we will compare the
given input. The input will be assigned to the class whose maximum number of data
will be near to the input itself. And the calculation is done with the help of Euclidean
distance KNN formula, where x and y are the values of the independent attributes of
the neighbor and the new point, and m is the number of independent attributes:

dist(A, B) =
√
√
√
√

m
∑

i=1

(xi − yi )
2 (1)

Support Vector Machine

It is a labeled training data algorithm that creates a hyperplane that separates the
points according to their classes. This hyperplane can be seen in 2D space as a plane
splitting line into two pieces, one for each segment. Linear SVM is a technique for
generating a classifier that can distinguish between labeled datasets. Given two sorts
of points, it tries to maximize the margin geometrically. The letter ‘Z’ is utilized to
solve the problem of maximum margin and the reparability limitation.

Logistic Regression

It is an algorithm for calculating binary outcomes like zero and one (in our case
diabetic or non-diabetic). A linear regression is ineffective for categorizing a binary
variable because it predicts continuous values that are beyond the range.

Artificial Neural Networks

The output layer, hidden layer, and input layer are the three layers of an ANN, which
are made up of interconnected neurons. The hidden layer has multi-layered structure.
The nodes in successive layers are all linked together. Every neuron has an activation
function, which is a transformation function that is applied to the node before it is
sent to the next layer as input. The result of a node is computed as in Fig. 2.

3.5 Model Validation

The methodologies were performed on the jupyter notebook. The data was analyzed
using data visualization techniques and conformed via performance evaluation
metrics such as accuracy, precision, recall, F1-score. Cross-validation method was
used for evaluation. In k-fold cross-validation, we broke the data into k distinct sets
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Fig. 2 Neuron in ANN

which are exclusive in nature and have equal size, with one set used for training
purpose and other for testing.

Evaluation Metrics

The study is evaluated/validated via confusionmatrix usingmetrics such as accuracy,
precision, recall, and F1-score.

True Positives (TP): Total predicted diabetic cases, validated as diabetic.
True Negative (TN): Total predicted non-diabetic cases, validated as non-diabetic.
False Positives (FP): Total predicted diabetic cases, validated as non-diabetic.
False Positives (FN): Total predicted non-diabetic cases, validated as diabetic.

Presision = TP

TP+ FP
, Recall = TP

TP+ FN
,

Accuracy = TP+ TN

TP+ TN+ FP+ FN
, F1-score = 2TP

2TP+ FP+ FN

In this study for model validation confusion matrix have been used. In Fig. 3,
confusion matrix of KNN model is shown in Table 4. Figure 4 shows the learning
curve of KNN model which represents the training score and cross-validation of the
KNNmodel. Table 5 shows the accuracy, precision, recall, and F1-score of the KNN
model. Similarly, all the other algorithms were validated.

4 Results

In this research, we have performed diabetes prediction on PIMA Indian dataset, to
predict diabetes a person is diabetic or not. First data is preprocessed by eliminating
all the Not a number (NaN) values, by replacing them by the mean or the median
of the respective attribute. Then the prediction was made by using four different
machine learning algorithms KNN, SVM, logistic regression, and artificial neural
networks. And among all the four algorithms, KNN showed the best accuracy of
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Fig. 3 Learning curve of
KNN

Table 4 Confusion matrix Output Predicted values

Diabetic Non-diabetic

Actual values Diabetic TP FN

Non-diabetic FP TN

Fig. 4 Confusion matrix of KNN
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Table 5 Accuracy, precision,
recall, and F1-score of the
KNN model

Accuracy 0.76

Precision 0.67

Recall 0.59

F1-score 0.63

Table 6 Performance measures of all the four algorithms

Accuracy Precision Recall F1-score

KNN 0.76 0.67 0.59 0.63

SVM 0.75 0.69 0.53 0.60

Logistic regression 0.73 0.63 0.52 0.57

Neural network 0.73 0.62 0.61 0.62

76%. Table 5 shows all the values of accuracy, precision, recall, and F1-score of all
the four machine learning algorithms are shown in Table 6.

5 Conclusion and Future Work

In this study we ought to resolve the complications occurred during diagnosis of
diabetes disease. The study put forwards an light on different machine learning algo-
rithm such as the SVM, KNN, logistic regression, and ANN for predicting whether
a patient is diabetic or not. It was concluded that out of all KNN performed best with
an accuracy of 76%, hence it is a better option for classifying complex data.

In future we will try to come up with much better mechanisms and a much larger
data set in order to increase the accuracy to helpmedical practitioners to treat patients
and overcome this deadly disease.
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Review on Modern Techniques Behind
Virtual Cloth Try-On

Prajakta Joglekar and Vinaya Gohokar

Abstract The proposed study reviews different techniques such as image segmen-
tation and image augmentation to implement virtual try-on. Generally, parser-free
image segmentation leverages more accuracy in the training phase since it works
with teacher–student model by considering the parser-based model as teacher. In
terms of image augmentation techniques, Augmented Reality (AR)-based approach
is easier to some extent and handles system level complexity efficiently compared to
the image wrapping approach but this requires large computational power. The main
objective of the proposed study is to assist the researchers in utilizing any one of
the discussed methods such as image segmentation, image warping, and augmented
reality to develop an innovative and reliable technology for enabling virtual try-on
in both apparel as well as non-apparel market as per the consumer requirement.

Keywords Image segmentation · Parser · Image warping · Features · Augmented
reality · Marker

1 Introduction

Technology has been growing rapidly in many industries in recent years, remarkably
in the clothing sector in order to fulfill the customer needs and expectations. One
of these requirements is that the trial of garments before being purchased. Retail
E-commerce sales hit a worldwide profit of 4.28 trillion dollars in 2020, wherein the
e-commerce revenues expected to reach 5.4 trillion dollars in 2022.When it comes to
fashion, one of the most significant offline experiences that online buyers overlook is
the changing room, where a garment item can be tried on by the customer. However,
the recent covid-19 pandemic has changed the way of living ranging from attending
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virtual work meetings to buying favorite apparel online everyone is getting more
inclined toward achieving atmost advantages of technologies. Even though online
shopping has become more common in today’s culture, there are some customers
who still opt for visiting a store for trying out an outfit before buying it. Currently,
most of the shoppingmalls and apparel shops have trial rooms for customers to try out
the apparels before buying it. In the pandemic time, these trial rooms are restricted
for the customers in order to maintain no contact policy and hygiene. Moreover,
trial rooms could sometime affect the users’ privacy and lastly, providing trial rooms
is difficult task for small shop keepers as they are more concerned with the space.
The proposed idea can tackle these issues. This system allows the user to try clothes
virtually without physically wearing it. In this case, real-time human body detection
and tracking techniques are used to obtain the user’s body shape, and augmented
reality techniques are used to superimpose the cloth image on the previously obtained
user’s image. Clothes can be tried on virtually using Image Segmentation techniques
such as Appearance Flow, Feature Mapping, Texture Preservation, Deep Learning,
Neural Network, ImageWarping, and Augmented Reality. Some of these techniques
will be discussed further below.

The Image Processing domain has never failed to captivate researchers with its
diverse range of applications. Many innovations have happened in this field over
the last few decades. Since Virtual Try-on relies heavily on images as input data,
image processing techniques act as a basic technology. Image segmentation is one
of these techniques in which the developer can take a user image as input and divide
it into the required body shapes to which a cloth image can be added. A parser, a
preprocessor component that divides into small components is used for performing
the segmentation task. Additionally, a significant research work has been conducted
in parser-free algorithms, in which the developer takes pre-trained decomposed data
as an input image and then adds a garment image to the desired body part. Next
technique discussed in this paper is Image wrapping. Developer can experience a
perspective transformation and wrap transformation to add the cloth image on the
user’s required body part. Despite the fact that all of these techniques initiate with
image processing, they can be further enhanced by using deep learning and neural
networks. Finally, Augmented Reality (AR) is a prominent technology that tends to
fall under the broad scope of Industry 4.0. These reality techniques improve the user
experience in a variety of fields by creating virtual worlds based on the requirement
of the application. Text, visuals, and audio are all integrated in augmented reality, and
additionally the users’ interaction with the real-world is also enhanced. AR works
based on the idea of superimposing digital data onto the physical world, typically in
the form of graphical augmentation [1, 2]. In Augmented reality, by superimposing
visual phenomena such as image, video or text on the real-time object, a virtual world
can be created for user in order to perceive the experiencewithout physically building
a environment. Furthermore, AR can be classified based on the image type, which is
being used forAR, they are 2D and 3D images. In 2D image type, againmarker-based
and marker-less are considered as two different techniques, which have been further
discussed below. In next chapter, the methodology behind all these techniques are
discussed in detail.
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Fig. 1 Classification of virtual try-on

As shown in Fig. 1, the different techniques behind virtual try-on have been largely
divided into three categories, they are classification based on image segmentation,
image warping technique and augmented reality technique. Furthermore, they are
sub-categorized and explained.

2 Image Segmentation Techniques

As shown in Fig. 1, this category can be divided into parser-based and parser-freewith
respect to the parser information, which is used to suppress the individuals’ garments
and generate try-on images. Human parsing is a technique used for segmenting a
person image into several portions with fine-grained semantics like body organs and
garments to gain a complete knowledge from the image data. Initially, the basic local
formation catches the cross-layer context by hierarchically combining the global
semantic data and local fine features over the distinct convolutional stages. Further-
more, in the interim tier of the Co-CNN, the global image-level label estimation is
employed as an auxiliary objective, and the corresponding outputs are then used to
guide feature learning in the following convolutional stages to select the global
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image-level environment. Thirdly, Co-CNN incorporates semantic edge context,
wherein high-level semantic constraints are applied to drive a pixel-wise labeling.
Finally, the neighborhood voting are developed as instinctual sub-components of
the said Co-CNN to accomplish the local label uniformity in both training and
testing phases [3, 4]. A large-scale dataset composed of representative instances
with varied garment manifestations, strong explication, limited self-occlusions, trun-
cation at image borders, diverse viewpoints, and background clutters are beneficial
to prepare a human parsing with a practical value in real life applications [5]. On
the other hand, the inference stage of parser-free approaches only require the human
image and the outfit image as input. They were exclusively created to counteract
the detrimental consequences of poor parsing results. These approaches tend to start
with a parser-based teacher model and work their way down to a parser-free student
representation [6]. Except for the inputs, the parser-based warping and parser-free
warping use the same framework. Both, Parser-based and Parser-free segmentation
is discussed in the below section.

2.1 Parser-Based Image Segmentation

The esthetics of apparel is strongly influenced by user’s body forms, and therefore
the relocation of desired fashion product is determined by the position of a specific
human anatomy as well as the body shape. A human parser is utilized to produce a
human segmentation map with distinct regions for representing different areas of the
users’ body.

The deformation of the desired clothing image to fit the position of a person is
one of the key technical challenges faced by the virtual try-on domain. To that intent,
as a prior requirement, apparel human representation is provided by encompassing
a combination of features such as stance, body anatomy, face, and hair. To create a
realistic synthetic dressed figure in the similar posture wearing the desired garment,
as well as a correlating clothing region mask, a multi-task encoder-decoder chain is
used. The mask is then utilized to warp the targeted clothing item to accommodate
the deformations by using it as a guide [7]. Since diverse deformations of clothes
result from different human positions, pose information is modeled effectively by
using a state-of-the-art pose estimator. A person’s calculated pose is defined by 18
key point positions.

Figure 2 shows the heat map and posemap, which can be used in the segmentation
process. To make use of their spatial arrangement, each key point is converted in
a from of heatmap, with an 11 × 11 surrounding filled in with ones and zeros.
All the key point heatmaps are combined through an 18-channel pose heatmap. A
cutting-edge human parser is used to represent the human segmentationmap inwhich
multiple sections represent separate parts of the human body. The segmentation map
is then converted to a 1-channel binary mask, with 1 signifying the human body
(other than the face and hair) and 0 signifying everything else. To eliminate artifacts
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Fig. 2 Heat map and pose map for person’s representation [7]

when the body image and target apparel clash, this binary mask obtained straight
from I is down sampled to a lesser resolution 16 × 12 as illustrated in Fig. 2.

When producing additional images, the human parser captures the RGB compo-
nents of the user’s face regions in order to incorporate distinguishing data as shown in
Fig. 3. Finally, these three featuremaps are convolved to generate an apparel-agnostic
user portrayal by rescaling them to the same resolution.Amulti-task encoder-decoder
architecture is implemented to construct a dressed person’s image by including a
clothing mask. The anticipated clothes mask will be applied to refine the findings in
addition to directing the network to concentrate on the garment region. The refine-
ment network is a fully convolutional four-layer model, where each of the initial
three layers have 3 × 3 × 64 filters followed by Leaky ReLUs, while the last layer
outputs the composition mask with 1 × 1 spatial filters and a sigmoid activation
function to scale the output to (0, 1) [7].

2.2 Parser-Free Segmentation

A recent pioneering effort portrayed the parser-free network without employing
human segmentation for virtual try-on in order to eliminate the necessity of utilizing
precise masks to lead the try-on models. A pre-train phase and a parser-free learning
phase are included in the most widely used parser-free framework. The initial phase
pre-trains a PB-Warp and PB-Generator module, and the second phase distils a
PF-warp module by using the PB-warp and improves a PF-generator [8].

The warp module compresses the clothes to match the human posture and body
structure by retaining the garment’s details. To produce the final warped garment,
multiple convolution layers are tailored to resize the input images to various sizes by
keeping the garmentwrapped. However, while theworn garments are syncedwith the
actual data, the human pose is not considered as it may collapse the results, especially
if the pose is intricate. A posture awareness loss LW is recommended to ensure that
the PF-Warp module alters the garments by focusing more on poses. It considers a
collection of false images with different sampled garments but in the same pose for
each intended garment. Then, for performing LW optimization, PF-Warp is used to
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Fig. 3 Parser-based image segmenting [7]

create a set of garments. The generator module uses warped images and reference
person images as input to create final try-on images, as shown in Fig. 4.

Since the existing PF-generator is unable to reduce the distraction of reference
persons’ clothing, only low-resolution try-on images could be generated. Two-way
feature extractor can be used to gradually fuse the retrieved data into final try-on
images by using a one-way generation approach to synthesize high resolution images
by including higher details of target garments and reference users.

PB approaches have recently had a lot of success but their reliance on correct
parser information has restricted their usefulness in real-world situations, notably
when human poses are complicated. The over-reliance on human parsing, as demon-
strated in the first row makes PB systems vulnerable to erroneous parsing results and
susceptible to producing unrealistic images with apparent artifacts.

As illustrated in Fig. 5, parser-free approaches do not require parser information.
Recently, many researchers have proposed a student–teacher structure to guide the
student model in replicating the capabilities of parser-based approaches without
requiring the use of a human parser. PF-AFN redesigns the warp module to extract
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Fig. 4 Parser-free image segmentation [9]

the esthetic patterns between the reference individuals and captured cloth images in
order to produce a more reliable try-on.

Fig. 5 Parser-based versus parser-free [9]
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3 Image Warping Technique

The main concept behind this technique is to consider a try-on image of apparel that
the model has tried on and warp it as per user’s physical appearance. This is defined
by specific feature points before mapping the warped image into the user’s image.

In brief, 4 key techniques are used (as shown in Fig. 6):

(1) Generating a dataset of 2D try-on images of garments with the model:

Garment images should be coupled to body models, and in a virtual try-on system,
real-time physical simulation should be implemented. To cut the price of generating

Fig. 6 Image wrapping technique for virtual try-on [10]



Review on Modern Techniques Behind Virtual Cloth Try-On 469

and computing the simulation on mobile apps, auto-skinning, local physical simula-
tion, and transparent textures are used. The skin weights of clothing models are first
initiated, followed by the correction of skin weights with immersion depending on
each frame of the body model animation, and lastly the updated garment designs are
generated. By lowering the upper vertexweight value and adding otherweight values,
the skin weights are adjusted. After that, the gap between the garment and the human
body model is estimated. When the distance is greater than a limit, actual simulation
based on spring-mass models will be employed; otherwise, skeletal animation will
be used. For interference cancelation across clothing models and body models, many
sphere colliders are employed to approach body models.

(2) Procuring the user’s local features in the 2D image as per his/her physical
appearance:

Human body detection and tracking by using camera to get user body as an input
can be the first step toward building a virtual try-on system. Feature points detection
of human body can demonstrate estimated body position of user. At least 20 feature
points are required to fetch position of the body for tracking. There is differentmethod
by which human body position can tracked, among those three predominantly use
techniques are, Kalman Filter (KL), Mean-Shift Filter (MSF). Partial Least square
(PLS).

(3) Warping the garment images per the correlation of the features extracted from
the model and user by utilizing an image processing algorithm:

Two-dimensional images might be considered two-dimensional entities. To put it
another way, an image is a 2D plane with a bounded domain and RGB data attached
with each pixel. In this perspective, image warping is technically a plane trans-
formation, and RGB data is transformed as per the conversion of their associated
coordinates. In general, the image warping approach has two stages. The first is the
computation of mapping parameters that are dictated by the predetermined mapping
of a fixed number of input variables. The second method is to generate warped
images using a re-sampling process based on mapping variables, which contributes
to interpolation theory.

Assume (p, q) and (u, v) denote the source and warped image points, respectively.
The mapping link among (p, q) and (u, v) for image warping can be stated in the
form: {

u = h1(p, q)

v = h2(p, q)

where h1, h2 are considered as the mapping functions.

(4) Combining the warped image to the person’s existing 2D image to demonstrate
the apparel’s try-on effect:

Attaching the body and head models is the final step in creating the user’s model.
The model attachment must be done in such a way that the final model appears to be
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Fig. 7 Image warping for virtual try-on results [10]

a complete body as shown in Fig. 7. Two considerations must be considered in order
to reach this goal. Firstly, the neck is adjusted along the x-axes and y-axes using the
normalized mean of the body’s neck size and the head’s neck size. As a result, the
link plane between the body and head models in the x–z plane is matched. This stage
produces a three-dimensional model of the individual wearing the clothing.

4 Augmented Reality

Augmented reality can be further categorized based on Image which can be used for
AR that is, 2-dimensional and 3-dimensional Image. According to the application
and implementation model developer can choose dimensions of the image.

4.1 2D Image

Virtual 2D try-on helps buyers by providing an intuitive and realistic Try-on garment
image, and it has a lot of commercial potential. Existing three-dimensional try-on
solutions, on the other hand, rely often on labeled three-dimensional human shapes
and apparel templates, which restricts their use in real-world circumstances. Virtual
try-ons in two dimensions are a speedierway tomanipulate clothed individuals. In 2D
AR based on Marker-based approach and Marker-less approach. Basically, Marker
as data input that might be in terms of an image or a RFID tag or a QR/Barcode
which helps developer to focus on which particular area in plane, the image has to be
augmented. Marker-based approach uses similar markers to track the data whereas
Marker-less approach uses techniques such as Simultaneous Location and Mapping
(SLAM),Multiplayer rendering, co-ordinate tracking.Both approaches are discussed
briefly.
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4.1.1 Marker-Based AR

A marker-based AR approach can also be used to design virtual try-ons, in which
vision-based tracking methods fall back on the morphological points of interest or
visual patterns of the environment to implement detection and tracking. Tracking is
attained using fiducial marker detection, feature detection, or edge detection, feature
extraction and mapping in this technique. Virtual fitting augmented reality is the
most recent technology that allows a user to view a model of herself or himself
wearing previously recorded garments. Garment database is produced to store three-
dimensional designs of personswearing clothes anduser preferences.A revolutionary
body modification technique is introduced to scale individual areas of the model
independently while maintaining the harmony of the complete body to design a
body model depending on anthropometric criteria of a user.

To solve the image classification challenge, various strategies are used. Support
Vector Machines (SVM) have grown in prominence because of their strong gener-
alization capabilities. Various feature descriptors have been used to empower this
approach as shown in Fig. 8.

The following is a formal definition of the image classification challenge.A collec-
tion of training data is provided as L = {xi, yi}i=1n ∈ Xn × Yn of n images along
with its labels y ∈ Y = {1, …, c}, the SVM classifier is defined as:

y′ = argmax
k=1,...,c

gk(x) =
n∑

i=1

αk
i (x, xi) + bk

where c is the number of classes, and y′ is the class label suggested by the SVM
classifier. In this formula, g(x) is considered as the discriminant function and k is
considered as the index of this function, and the set

[[
αk
i

]]i=1
n

, n are considered as
the signed dual coefficients [10]. However, a model of a person that fits the person’s
dimensions is selected during the model selection process, where these models must
be updated at runtime to fit the user’s body as shown in Fig. 9.

Anthropometric parameters are also required to transform different body models
with a high level of accuracy. Linking the user’s body and head models is the final
stage involved in creating the augmented try-on model. The model integration must
be easily managed so that the end model will resemble as an entire body. Two

Fig. 8 Marker-based AR workflow [11]
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Fig. 9 Marker-based virtual try-on using augmented reality results [11]

considerations must be addressed in order to meet this objective. Initially, the neck
is resized along the x-axis and y-axis by using the harmonized means of the body’s
neck size and the head’s neck size. As a result, the x–z coupling plane between the
body and head model is aligned. This method generates a three-dimensional model
of a customer wearing the outfit.

4.1.2 Marker-Less AR

In augmented reality technique, the experiments demonstrated that this technique
has outperformed direct silhouette configuration and feature-based model evaluation
techniques in terms of quality and reliability. The observation to assess the efficacy of
body personalization and face generation components has revealed the significance
of using body tailoring to provide feasible user models. Here, the example of Virtual
Try-on for wristwatch is discussed.

The Kinect sensor depicts RGB and depth information from the plot. Kinect SDK
is used to trace among 3 different types of data in order to interpret depth, RGB, and
skeleton information. The Kinect SDK provides three-dimensional perspectives of
recorded skeleton joints from which we can achieve elbow and wrist positions for
one arm. Using these two joints, the primary alignment of the arm in three-dimension
is identified, and a chosen digital model (e.g., virtual watch) is arranged at the wrist
location with the measured orientation perspective. Two approaches are utilized to
accomplish a true representation of an entire RGB plot and a precise object model at
the same time. First, RGB data is retained and demonstrated as a plane background
appearance, and afterward an OpenGL fragment shade is produced as shown in
Fig. 10.

Both marker-based and marker-less approaches used for AR-based virtual try-
on can be used effectively if sufficient resources are available as Fig. 11. Based on
application and on system available compotation speed, one can chose the approach.
Broad Comparison between discussed two approaches is given in Table 1.
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Fig. 10 Marker-less approach for virtual try-on using AR [12]

Fig. 11 Marker-less virtual try-on using augmented reality results [12]

Table 1 Comparison between marker-based and marker-less AR approach [13]

Marker-based approach Marker-less approach

Reference image with good feature points
needed

No need of reference image

Script is needed to detect feature points and to
render virtual objects on target image

Vuforia plug-in inbuilt uses SIFT algorithm to
detect feature points and horizontal surface
detection

Use of this methodology fails in augmenting
complex virtual objects

Any digital content like text, image, and video
can be augmented in this method easily by
importing required assets available in Unity3D
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3D Image

Three-dimensional try-on is an attempt to fit a specific clothing item onto a three-
dimensional person body has received a lot of research attention due to its poten-
tial scientific and commercial significance. Researchers’ attention has recently
shifted away from physics or scan-based systems toward learning-based three-
dimensional try-on approaches that outfit a three-dimensional person directly from
two-dimensional images by eliminating the need for costly modeling or 3D detec-
tors. Nonetheless, almost all of these learning frameworks rely on a pre-programmed
digital inventory and are based on the parametric SMPL paradigm, which limits
their real-world relevance. Furthermore, due to the optimization cost incurred by
the parametric three-dimensional representation, the inference rate of these modern
techniques remains insufficient.

By forecasting depth maps, non-parametric three-dimensional rebuilding has
already been developed to accurately preserve feature descriptors. Molding individ-
uals create a prerendered three-dimensional figure by predicting the frontal and rear
depthmaps by using a unique RGB image. The network comprises three components
that conduct the following activities as shown in Fig. 12.

Monocular Prediction Module (MPM)

Depth Refinement Module (DRM)

Texture Fusion Module (TFM)

Fig. 12 3D AR workflow [14]
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(a) Monocular Prediction Module (MPM): Acquiring the cloth-agnostic individual
depiction via the decloth method reshape the in-shop clothing C to the warped
clothingCw via a self-adaptive pre-alignment accompanied by a TPS transition,
forecasting a person segmentation S, and assessing a preliminary double-depth
map Di.

(b) Depth Refinement Module (DRM): Given a double-depth map Di, warped
garments Cw, preserved user part Ip, and shadow details Ig as input data, this
component modifies the interim depth map and generates more local features
(including garment folds and face shape) by integrating a new depth gradient
constraint.

(c) Texture FusionModule (TFM): Fusing the distorted garments and the preserved
texture information to render the results under the guidance of the semantic
arrangement fromMPM.We can directly obtain colored point clouds and trian-
gulate them to generate the three-dimensional clothed human O wearing the
intended garments and with its identity retained after I t and the corrected depth
map Dr are spatially aligned, yielding an RGB-D representation as shown in
Fig. 13 [13].

In this research, the authors suggest a computationally feasible three-dimensional
Virtual Try-On System that combines the benefits including both 2D and 3Dmethod-
ologies to generate a 3D try-on topology from 2D data. The three-dimensional try-on
challenge is decomposed into a 2D try-on and a user’s body depth estimate problem
using this approach. In future research, the author will look into whether the two
can enhance one another in cyclic pattern. This method entails a two-stage warping

Fig. 13 3D AR virtual results [13]
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mechanism, as well as segmentation and depth guiding, to achieve more accurate
texture fusion outputs. A new depth gradient restriction is added to produce precise
depth maps.

5 Applications and Future Scope

Technology advancements, especially in the field of computer vision, have made it
possible to automate manual processes. Fashion Apparel is one of the most heavily
influenced industries by technological innovation. A great experiencemay be created
for both retailers and consumers using computer vision-based solutions. Because the
apparel industry is primarily visual, establishing platforms that can comprehend
fashion in images can deliver a next-level customer experience equivalent to online
fashion shopping. Since the apparel industry is primarily visual, it may be dealing
with computer vision to recognize images in the same way that we do by attempting
to make computers comprehend images. These systems can be used for outfit recom-
mendation, AR fashion designer, shopping assistant. Techniques like deep learning
with blend of AR can be used for non-apparel try-on like makeup, jewelry, handbag,
etc.

6 Conclusion

In this paper, various techniques including Image segmentation and Image Augmen-
tation are discussed. Parser-free image segmentation has achieved high accuracy
in training since it works with teacher–student model by considering Parser-based
model as teacher. In terms of image augmentation techniques, Augmented Reality
(AR)-based approach for 2D and 3D image is comparatively easier to some extent
with less system level complexity than image wrapping approach but it requires large
computational power. This paper will help researchers to proceed with one of the
discussed methods.
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Identification and Representation
of Spectral Anomalies in an Abandoned
Quarry by Remote Sensing

C. Gambardella and R. Parente

Abstract Soil pollution represents a problem that must be addressed by exploiting
all the resources we have available. The transformation of the built environment
requires a large amount of raw materials that are extracted from the quarries,
exploiting to the full abandoned places often used as a deposit of materials harmful
to humans. In this work, images detected in a specific hyperspectral aerial remote
sensing campaign with Itres CASI 1500 sensor were analyzed. The measurements
were stored in a georeferenced image with 36 levels, one for each detected wave-
length. The hyperspectral images were post-processed using vegetation indices, PCA
and RXD algorithms. The survey methodology made it possible to detect spectral
anomalies that require greater investigation with specific methods.

Keywords Remote sensing · Airborne sensors · Vegetation indices · Principal
component analysis

1 Introduction

Although the last decades have been characterized by accelerated technological inno-
vation and the improvement of industrial plants, production activities continue to
have a profound impact on the quality of the various environmental matrices due
to atmospheric and water emissions and to produce toxic waste. The processes of
pollution and other forms of environmental stress have not spared the lands used for
agriculture, especially those affected by high industrial pressure. Consequently, the
problem of the study, protection and recovery of these territories has arisen [1].

By soil pollution wemean the chemical–physical alteration of the soil. This trans-
formation occurs every time man exploits the soil both for agriculture and for other
commercial purposes. By soil pollution it is meant the accumulation of dangerous
substances, such as heavy metals or poorly degradable chemicals such as dioxins,
pesticides, and other synthetic compounds. The properties of the soil are altered by
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these substances, making it unsuitable for hosting plants and animals and causing
dangerous situations for humans. Human activities are directly or indirectly respon-
sible for the accumulation of pollutants in the soil [2]. In the search for the causes of
environmental contamination, alongside the emissions which have always existed,
and which are defined as natural, those deriving from anthropogenic causes must
also be taken into consideration. The natural sources of pollutants being randomly
distributed over the entire Earth’s surface, usually do not produce acute and local-
ized pollution phenomena. Pollutants of anthropogenic origin, even if often they are
chemically the same as natural ones, are more dangerous for man. This is a conse-
quence of the fact that even if released into the air in modest quantities, they derive
from confined point sources and therefore heavily alter the air quality of areas with
high population density, without substantially changing the normal composition of
the major constituents [3].

The evolution of the urban fabric is changing the natural balance that allows us
to live with the available resources. When building an artifact, material must be
found by subtracting it from its natural location [4]. This leads to the proliferation
of extractive activities that produce chasms in the territory: the quarries. The built
environment grows hand in hand with the creation of quarries, which are located
at a distance from urban settlements, generally in the vicinity of land intended for
agriculture [5]. The impacts caused by extractive activities are important and the
need to restore these areas is an essential requirement, with the aim of returning
them to the territory from which they were stolen [6]. The quarries appear as refused
places, realities extraneous to everyday life which are marginal and distant from the
interests of society, and which are therefore abandoned, pouring into conditions of
decay. These areas, in most cases, are located on the edges of urban realities, in
natural areas, in agricultural territories, on mountain slopes or near lakes or natural
waterways [7]. The quarries do not have the related green areas, which existed prior
to the beginning of the quarry’s cultivation, having been the subject of quarrying
activities. This continuous subtraction of natural surfaces has caused serious damage
to the ecosystem balances that characterize the natural territory.

Being in many cases of abandoned activities, the quarries are the object of illegal
or even criminal activities. In some areas, abandoned quarries have often been used as
a repository for industrial or even toxic waste [8]. In this way, criminal organizations
can obtain profits from the non-disposal of waste, which, for some types, is extremely
onerous. The identification of such illegal activities by the police has highlighted the
need for monitoring of disused quarries. The term remote sensing defines the set of
observation methods and techniques which, by extending the perceptive capacity of
the human eye, provide qualitative and quantitative information on objects placed at
a distance, through themeasurement of electromagnetic radiation [9]. In nature, elec-
tromagnetic radiation is continuously distributed over a wide range of wavelengths,
ranging from gamma rays to radio waves. Optical remote sensing sensors measure in
the regions of the electromagnetic spectrum where reflected solar radiation prevails,
such as from visible to near infrared. Just as the eyes passively perceive the radiation
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emitted by the light source (natural or artificial) and refracted by objects, so a hyper-
spectral sensor is sensitive to solar radiation reflected from the underlying territory
in segments of the light spectrum, even beyond the visible range [10, 11].

Remote sensing activities with the use of airborne sensors allow remote environ-
mental monitoring without the need for direct access to the areas to be controlled
which are often inaccessible for various reasons. In addition, in cases where toxic
waste is present, these areas are dangerous if frequented by operators whomust carry
out measurements of the environmental parameters. In the case of remote sensing,
operators keep a safe distance and run no risk.

For the activity covered by thiswork, a specific hyperspectral aerial remote sensing
campaign was carried out with the Itres CASI 1500 sensor, suitable for recording the
electromagnetic reflection of the territory in the segment between 350 and 1080 nm,
such as from ultraviolet (UV), visible (VIS), and near infrared (NIR). The measure-
ments were stored in a georeferenced image with 36 levels, one for each detected
wavelength. The real geometric dimensions of the pixel are a function of the plan-
ning parameters and the flight performed, equal to 1 × 1 m2. The flight planning,
the hyperspectral and photogrammetric acquisition, the processing of raw data, the
analysis and critical interpretation of the processed data, were performed in compli-
ance with the technical-operational protocol defined on scientific and experimental
bases by the researchers and validated on remote sensing air missions conducted in
national and international territory in collaboration with the police forces.

2 Materials and Methods

2.1 Investigation Area

The area covered by this study is a rural area close to densely populated urban
settlements (Fig. 1).

It is a geographical area rich in landscape and urban history, the subject of intense
anthropization and a very strong exploitation of one of its natural resources: the
limestone rocks of the hills, a raw material used in private and public construction.
The overall result, however, is that in an area of very few square kilometers, the
landscape is characterized by huge white wounds in a context of increasingly bare
hills, with chaotically man-made slopes. The impact of the intensive exploitation
of this resource is, therefore, of a landscape, geological and public health type. In
fact, the territory is geologically destabilized, the aquifers are more vulnerable, the
material transport system and intense anthropization have led to a significant increase
in related pollutions. Finally, the industrial activity related to cement factories has
had a significant impact on the quantity and quality of fine dust emitted into the
environment. The area under study is bounded by the Tifatini mountains and the
Partenio chain. There are hilly ridges with variable slopes, densely wooded but also
steep, subject to the risk of landslides especially after numerous forest fires. The
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Fig. 1 Representation on orthophotos of the two sites of interest and of the area to be covered
through remote sensing

north side of the Tifatini mountains recognizes hilly elements with gentler profiles,
but which are, on average, spare that is, devoid of woodland except for the innermost
part. The climate of the area is mild on average, typically Mediterranean, however
rather heterogeneous between the different points of the valley. The further west
areas have a more temperate climate than the more inland areas to the east. The area
has important tuff deposits in the center, intensely exploited as quarries, rich in karst
layers and presents the two hill chains mainly characterized by limestone deposits.

2.2 Aircraft and Sensor

The remote sensing activity was conducted using an aircraft capable of carrying up
to 14 people, including two pilots and 12 passengers. In addition, due to the presence
of a sufficiently powerful propulsion system, the aircraft can accommodate on board
a load with a total weight of up to 1612 kg. The aircraft is also equipped with hatches
for housing sensors. The Itres CASI 1500 sensor [12] acquires images with a linear
resolution of 1500 pixels,which can be discretized into 288 channels ranging from the
ultraviolet to the near infrared field. Thanks to high-quality optics and the use of latest
generation charged-coupled device (CCD) sensors, the system can produce images
that guarantee ground resolution up to 25 cm. The sensor platform is completed by
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the inertial system (INS) integrated with the GPS antenna, useful for determining
the position and attitude of the aircraft during remote sensing activities.

The CASI integrated system requires a geometric calibration activity to exactly
calculate the orientation of the cameras with respect to the reference system of the
inertial unit used to acquire the aircraft attitude information during image acquisition.
The calibration was carried out by shooting on an area where there are support
points of known coordinates. The Itres CASI-1500 sensor is of the passive type,
that is, it measures the reflected solar radiation of surfaces. In this sense, it is not
properly able to carry out sub-superficial measurements, and therefore does not allow
a direct identification of the buried bodies. However, hyperspectral measurements
lend themselves well to indirect evaluations where the bodies present in the subsoil
cause spectrally relevant surface alterations, such as on vegetation [13–17].

However high the resolution of the acquired data is, the sensors record an aerial
measurement in each pixel of the returned image. That is, they measure an average
of the radiance coming from the elements contained in the single pixel (soil and
vegetation above, gardens and street furniture, different materials within a quarry).
In this sense, in the absence of homogeneous areas, each acquired element is to
be understood as a mixed pixel, where extraneous information can disturb that of
interest (Fig. 2).

The remote sensing data processing techniques applied to the carried out survey
make it possible to extract information on the components of each pixel. An exem-
plary case is that of vegetation,where a spectral index allows to estimate thevegetative
vigor, removing the disturbance of the underlying soil. However, the problem of iden-
tifying specific surface materials generally requires many ancillary data, including
the spectral signatures of the elements that are expected to be observed in the image.

2.3 Survey Methodology

The architecture of the survey methodology used for this study is represented in the
diagram of Fig. 3. The planning of the hyperspectral and photogrammetric remote
sensing flight identified the overflight area and circumscribed on the military map
base, considers the orography, the average altitude, and the exposure of the land
under investigation. These parameters are functional to the correct definition of the
hyperspectral and optical digital images to be acquired. The Itres CASI-1500 sensor
supports different configurations, adaptable to the specific needs of the mission. The
36-channel configuration was adopted for this flight, which allows to maximize the
number of spectral channels that can be acquired, compatibly with the conditions
imposed by the geometric resolution of the pixel on the ground (one meter) and
the integration times required for energy detection radiant. The selected bands are
uniformly distributed over the entire available spectral range.

The definition of the flight parameters that is the configuration of the acquisition
of the sensors, the flight altitude, and the speed of the aircraft during shooting, is
followed by the cartography drawing of the scan lines, or the ordered series of run
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Fig. 2 Flight planning with indication of the flight lines, which, net of positioning and exit tracks,
cover the entire area of interest. In the background, the orthophoto of the area under investigation

Fig. 3 Architecture of the survey methodology used for this study
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lines (linear scan trajectory) to be flown with a nominal lateral overlap in plane of
20%; the overlapping area may vary with respect to the orography of the study area
(Fig. 2).

The flight planning ends with the drafting of the time schedule of the acquisition
campaign. This considers the technical characteristics of the sensors installed on
board. In the case of flights with hyperspectral sensor, it is necessary to ensure the
presence of the light source of maximum radiation. This is necessary to maximize
the signal-to-noise ratio and reduce noise due to shadows.

The hyperspectral scans were suitably processed to produce:

• Images sampled in shades of red in relation to the presence of vegetation, for the
representation of vegetated areas (shades from red); this false color representation
associates to each red, green, and blue channel of the monitor the channels at,
respectively, 789, 675, and 542 nm. This representation enhances the greater or
lesser density of the vegetation with shades of red [18].

• Modified Soil Adjusted Vegetation Index (MSAVI) images, sampled with
increasing gradations fromwhite to black in relation to the greater or lesser chloro-
phyll activity of the vegetation, for the representation of plant areas with greater
concentration of chlorophyll activity. This index is less sensitive than NDVI to
soil variability. TheMSAVI is related to the density of the vegetation cover which,
compared to other spectral indices, has the advantage of not being influenced by
the variability of the underlying soil [19].

• Principal Components Analysis images (PCA), realized through a statistical
processing of the electromagnetic bands which maximizes the variance of the
spectral data and filters the electromagnetic noise [20]. Principal component anal-
ysis is a techniqueused in the context ofmultivariate statistics for the simplification
of source data. The primary purpose of this technique is the reduction of a high
number of variables in some latent variables. This occurs through a linear transfor-
mation of the variables that projects the original ones into a new Cartesian system
in which the variables are sorted in decreasing order of variance. Therefore, the
variable with the greatest variance is projected to the first axis, the second to the
second axis, and so on. The reduction in complexity occurs by simply analyzing
the main (by variance) of the new variables [21].

• Reed–XiaoliDetector (RXD) images, created through statistical processing for the
identification of anomalies based on the statistical difference between a pixel and
the surrounding area [22]. Considering the characteristics and dimensions of the
area to be observed, amovablewindowof 21× 21m2 was used for the calculation.
Reed et al. [reed] have developed an anomaly detection algorithm widely used in
hyperspectral imaging. The RXD algorithm calculates the Mahalanobis distance
between the currently detected data sample vector and the background data sample
vectors, to exploit nonlinear hyperspectral data information.

The next section shows the results of the monitoring activity with the presentation
of a series of maps developed with the application of the methodology just described.
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3 Results and Discussion

The remote sensing data are digital images that represent the territory detected by
means of a pixel matrix. Each pixel is associated with two variables x and y which
identify its position within the image and the measurement of the average radiance
of the ground area covered by the single pixel in a certain number of wavelengths
[23]. A hyperspectral sensor measures the radiance in many contiguous channels,
and therefore records, in each pixel, the spectral signature of the observed surface.
A remotely sensed image is therefore a matrix that translates into numerical values
the amount of energy emitted or reflected by the object under examination in each
channel.

The measurements acquired by the hyperspectral sensor, as well as the aircraft
attitude and in flight position data, are suitably stored according to organizational
methods functional to the subsequent image preprocessing phase. This is aimed at
correcting radiometric and geometric errors and georeferencing images through the
following activities: differential correction of GPS data, processing of inertial data,
radiometric calibration (correction) of images and ortho rectification [24].

The calculation of the position and attitude of the aircraft is performed through
the integration of the data of the permanent GNSS stations (static acquisition) with
the raw data of the inertial platform and on-board GNSS (dynamic acquisition).
The former record satellite coverage over the large remote sensing area between the
airport and the study area. The seconds are a combination of data (measured every
second) between the aircraft’s position and attitude (roll, pitch, drift), recorded from
take-off to landing. The integrated processing of these data returns the georeferenced
path made by the plane, so that all hyperspectral and thermographic images can be
automatically referred to the scanned area.

Image preprocessing consists of two consecutive activities: radiometric correction
and geometric correction [25]. In radiometric correction the raw data (digitized radi-
ance measurements) are transformed into spectral radiance units. During geometric
correction, the image (radiometrically corrected) is aligned with the aircraft’s atti-
tude and position data. In this phase, each across-line of the image (linear sequence
of pixel-images orthogonal to the run line), acquired in a known instant of the flight
(stored in the raw file through the connection to the GNSS antenna of the aircraft)
is redesigned and projected in orthographic mode on the XY cartographic plane
(with respect to a chosen datum) thanks to the integration with the Digital Eleva-
tion Model (DEM) of the territory under study. The geometric correction enables to
make the acquired image geometrically congruent with the chosen reference, thus
establishing a perfect correspondence between the position of the pixel in the image
and its position on the territory.

Photogrammetry is an indirect survey technique that allows to obtain three-
dimensional metric information on the shape and position of objects, through the
acquisition and processing of photographic images. The basic theory of photogram-
metry, represented by projective geometry, was developed long before the invention
of the photographic technique itself. The photographic shots of the terrain must take
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place in such a way that the entire area to be surveyed remains broken down into
stereoscopic models so that each point of the terrain appears on at least two frames.
This need is guaranteed by the longitudinal covering (overlap) and by the embracing
of the frame (side of the plot of land contained in a frame). This produces two strips
of overlap of at least 10% even in stereoscopic models compared to adjacent models
which allows them to be chained. Photogrammetric flights for image acquisition
must be carefully planned considering the various factors mentioned above.

Photogrammetry is therefore part of remote sensing techniques as the object is
explored and analyzed at a given distance using electromagnetic radiation as an
information vector. This technique, originally created to be applied in the architec-
tural field, has found wide use in the topographic survey of the territory, developing
in this sense as aerial photogrammetry. With the advent of digital technology, both
photographic acquisitions and image processing have been entirely developed in a
computer environment thanks to the development of dedicated software. Given a
block of frames—acquired according to a specific flight plan for aerial photogram-
metry as mentioned above—in the software environment we proceed to the prelimi-
nary phase of imagemosaicingwhich consists in the relative calculation of the various
frames during aerial acquisition or definition of the visual pyramid implemented by
the photographic camera at every instant of shooting. The stereo-photogrammetric
model is therefore scaled and oriented to the reality of the places through the identi-
fication of a suitable number of points on the ground (Ground Control Point, GCM)
of which the absolute coordinates in the geodetic reference system of the whole
project are known. From this stereo-photogrammetric model, the software proceeds
to the three-dimensional calculation of the photographed surfaces to produce aDigital
SurfaceModel (DSM), which represents the morphological configuration of the area
subject to aero photogrammetry within the limits of the resolution imposed on the
calculation and derived in a semi-automatic by software algorithms. The DSM of the
site of interest reached a resolution of 0.61 m. Figure 4 shows a 3D representation.

The curve that describes as a function of the wavelength the ratio between the
incident solar radiation and the reflected one measured by the sensor, is called the
spectral signature of a surface. It is linked to the biological, chemical, and physical
characteristics of the surface, as well as the geometry of illumination and obser-
vation, and allows its identification and characterization. The spectral signature of
the object to identify is not always available, and when it is necessary to highlight
the characteristics of the vegetation, specific indices are used. Vegetation indices
are generally dimensionless measures derived from radiometric data to highlight the
presence of vegetation in an image. Most of these indices are based on the rapid
increase in reflectance that occurs at approximately 700 nm. This rapid increase is
in fact typical of green vegetation; all the other covers show a gradual variation in
the region of the spectrum around the same wavelength.

By representing the reflectance values in the infrared region compared to those in
the red region, for all the pixels of a sample area, it is possible to obtain a distribution
where the points of dense vegetation are highlighted due to the high reflectance values
in the Near-Infrared Region (NIR) and the corresponding values in red. The points of
uncovered soil, in relation to their specific condition, are distributed along the lower
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Fig. 4 Georeferenced Digital Surface Model (DSM) model of the area being monitored through
remote sensing

right diagonal. This line results as a linear approximation between the reflectance
values in the NIR and in the red, it is called the soil line and shows dry soils with high
reflectance values in both bands, while wet soils are characterized by low reflectance
values in both bands.

Vegetation indices are particularly useful for detecting changes in land use, for
assessing the density of vegetation cover, and for crop discrimination. In fact, the
different cultures can be identified by detecting the spectral differences with respect
to the other elements. The visible radiation in the red (630–690 nm) is absorbed by
the chlorophyll while the radiation in the near infrared (760–900 nm) is strongly
reflected by the cell structures foliar.

In examining the general vegetation reflectance curve, the observed deviation
between red and near infrared constitutes a sensitive variable to the presence of
green vegetation. The spectral response of the red vegetation is strongly correlated
to the concentration of chlorophyll while the spectral response in the near infrared
is controlled by the leaf area index and the density of the green vegetation. In this
study, a vegetative index was adopted, an index which reprocesses the hyperspectral
remotely sensed images in shades of red in relation to the presence of vegetation
for the representation of the vegetated areas (shades from red). This false color
representation maps each of the monitor’s red, green, and blue channels to channels
at 789, 675, and 542 nm, respectively. In this way, the greater or lesser density of the
vegetation is enhanced with shades of red (Fig. 5).
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Fig. 5 False color representation of the CASI hyperspectral scan acquired in flight

Another index widely used by the scientific community is the Modified Soil
Adjusted Vegetation Index (MSAVI), which samples the remotely sensed images
with increasing gradations from white to black in relation to the greater or lesser
chlorophyll activity of the vegetation [26]. In this way, the plant areaswith the highest
concentration of chlorophyll activity are highlighted. TheMSAVI is correlated to the
density of the vegetation cover which, compared to other spectral indices, has the
advantage of not being influenced by the variability of the underlying soil (Fig. 6).

The analysis of a vast territorywith different spectral signatures poses the problem
of reducing the dimensionality of the features. In this context, the Principal Compo-
nents Analysis (PCA) is applied. In the case of an n × p data matrix we can think of
n points in a p-dimensional space. If p is high, the goal is to reduce the representation
of the points to a space of smaller dimensions, but which maintains the structure
of the original points in the best possible way [27, 28]. The new dimensions are
identified by the main components: if the reduced space is two-dimensional, there
will be two main components; if three-dimensional, three components, and so on. In
other words, the PCA technique looks for a first linear combination with maximum
possible variance, given some constraints. Then it looks for a second linear combi-
nation that maximizes the variability given the constraints and the first component,
and so on. In this way the differences between the objects are highlighted to identify
spectral anomalies (Fig. 7).

From all these elaborations we can appreciate the environmental remediation
works on the northwest side of the quarry, with terraces covered with vegetation.
Leaning at the base of the west flank and in a central position, there is a vegetated
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Fig. 6 MSAVI vegetation index calculated from data collected on the site of interest with a CASI
sensor

Fig. 7 PCAprocessing on the site of interest.With the three colors red, green, and blue, components
5, 3, and 1 are, respectively, represented
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Fig. 8 RXD analysis for the identification of spectral anomalies in the site of interest

area inside the quarry, extending about 40 m from east to west and 55 m from north
to south. The area appears to be higher than the area immediately to the south,
where there is an accumulation of water, probably due to the rains of the previous
days. The analysis of the main components (Fig. 7) does not highlight any further
areas to be considered. The RXD image (Fig. 8) shows a limited number of spectral
anomalies above the 99.9 percentile threshold [29–32]. The found anomalies do not
seem justifiable as normal objects found in a quarry (sheds, moving machines, work
tools). However, a group of anomalies corresponding to the accumulation of regular
blocks present in the center of the quarry must be highlighted; the blocks appear
visually identical. They present a certain spectral heterogeneity which then gave rise
to the anomalous value. Taken together, the blocks cover an area of 25 × 50 m2.

4 Conclusions

In this work, images detected in a specific hyperspectral aerial remote sensing
campaign with Itres CASI 1500 sensor, suitable for recording the electromagnetic
reflection of the territory in the segment between 350 and 1080 nm, such as, from
ultraviolet (UV), to visible (VIS), and near infrared (NIR). The measurements were
stored in a georeferenced image with 36 levels, one for each detected wavelength.
The hyperspectral images were post-processed using vegetation indices (Red-Veg
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and MSAVI), PCA and RXD algorithms. The survey methodology made it possible
to detect a mound covered with vegetation at the base of the western flank of the
quarry. The mound extends approximately 40 m from east to west and 55 m from
north to south. From the photogrammetric survey it can be inferred that the heap has
a height of about 4 m with respect to the ground level. The visual absence of this
accumulation in the orthophotos dating back to previous periods is noted. Further-
more, a set of blocks of regular shape was found in the center of the quarry. This
mass has a quadrangular shape with dimensions of approximately 25 × 50 m2, and
a height of approximately 2 m with respect to the ground level. A part of the blocks
has a high value of the RXD spectral anomaly indicator that is, the set of blocks has
a fair degree of spectral heterogeneity within it and with respect to the context. The
reported observations are based on a remote aerial survey in the reflective optical
domain, from the visible to the near infrared. The highlighted points of attention
are subject to further investigation, by means of georadar and/or magnetometric
scanning, and core drilling.
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Abstract Machine learning (ML) plays a significant part in datamining, image iden-
tification, natural language processing, and disease diagnosis inmedical industry.ML
provides precise outputs in many fields discussed above (Geetha and Arunachalam
in Evaluation based approaches for liver disease prediction using machine learning
algorithms. Dr. MGR University, Chennai, India, 2021 [1]). This research study has
analyzed various diseases such as impetigo, fungal infections, allergy, and other
diseases. For analyzing the data, ML techniques are used to enhance over time
and work efficiently but models require error-free data (Saboji and Ramesh in
A scalable solution for heart disease using classification mining technique. CMR
Institute of Technology, India, 2017 [2]). The researches have previously utilized
different models to solve different challenges in the field of healthcare and diag-
nosis. The maximum accuracy is shown by naïve Bayes (Snehith Raja and Anurag
in Machine learning based heart disease prediction system. Vardhaman College of
Engineering, India, 2021 [3]). The algorithm that can compete with various precise
models is random forest as it delivers a highly error-free prediction. Therefore, the
proposed application requires highly precise results and it does not need a human
readable model, which can make use of random forest (RF) algorithm (Chowdhury
and Ahmed in Heart disease prognosis using machine learning classification tech-
niques. Metropolitan University, Bangladesh, 2021 [4]). The decision tree algorithm
delivers the second highest accuracy rate. This algorithm is convenient and operate
fast forecastable class of test data.
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1 Introduction

Machine learning focuses on recognizing different patterns, structures, and data anal-
ysis models in order to leverage a valid learning, decision-making, and interpretation
other than human interactions. ML techniques used for data analysis improves over
time and work more efficiently, but these models require error-free data. This system
allows users to obtain instant predictions on health problems online via an automated
design [5]. This methodology is applied to a wide range of symptoms and diseases.
Diseases such as typhoid, cancer, heart disease, tuberculosis, and others are fatal
if not treated [6]. The medical industry employs ML techniques to obtain accurate
forecasting and decision-making. These techniques have a huge architecture because
they acquire the patterns and relationships that are hidden in the architecture [7]. This
system employs ML techniques which can be correlated with patient symptoms to
precisely estimate the diseases. ML algorithms such as KNN, K-means, DSC, and
RFC are used to predict the corrective diseases [8]. The dataset used in this model
includes 95 symptoms (to avoid overfitting) and 41 diseases based on combinations
or permutations. As a result, the proposed model aims to provide accurate results
based on the symptoms [9].

2 Related Work

Themost important techniques are the classification techniques,which are convenient
and accurate ML algorithms applied in disease prediction [10]. For further research
studies and analysis, various ML algorithms are used to interpret heart diseases,
diabetes, etc. [11]. DSC, NB, and KNN classification models are utilized to diagnose
the diseases correlated to the symptoms fed by the users [12]. The practitioners and
researchers have previously utilized these models in the healthcare and diagnosis
fields. ML algorithms such as DSC, NB, RFC, and KNN were experimented by
using the hybrid intelligence out of which NB has provided a better output [13]. This
experiment on a dataset delivered a model and the results revealed that the integrated
hybrid and intelligent technique has improved the prediction accuracy. Analysis of
reviewed paper is shown in Table 1.

3 Algorithm

3.1 Decision Tree Classifier

In reality, a tree has a large number of analogs, which would result in affecting a
wide range of ML algorithms, which include differentiation and regression as shown
in Fig. 1. DST is used for evaluating results in order to depict and take decisions
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Table 1 Analysis of
reviewed papers

Algorithms Accuracy (%) Year of published

DSC
RFC
NB

93.29
93.29
93.61

2020

LR
RFC
RNN

73.47
92.67
92.17

2018

KNN
CNN

99
97

2019

NB
SVM
RFC

86.41
79.67
71.87

2021

ANN
NB
DSC

90.14
95
96.17

2018

ANN
LR
DSC

73.23
76.13
77.87

2018

DSC
RFC
NB

98.18
98.05
98.55

2019

Logistic model tree
J48 DSC

61.38
44.55

2020

ANN
NB
DSC

97.5
87.19
91.4

2020

DSC
NB
Neural network

94.29
91.29
92.61

2020

LR
RFC
RNN

73.47
92.67
92.17

2018

RFC with linear model 88.7 2019

J48 DSC
NB

77.5
83.49

2017

DSC
SVM
NB

74
82
80

2019

LR
SVM

73.23
75.04

2021

DSC
RFC

97.5
99.6

2021

DSC
KNN
NB

82.45
81.1
84

2021

(continued)
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Table 1 (continued) Algorithms Accuracy (%) Year of published

RFC
NB

88
44

2017

DSC
KNN

77
91

2017

SVM
RFC
NB

77
72
47

2017

CNN 83 2019

SVM
LR

89
90

2021

KNN 55 2017

NB
SVM
RFC

96.2
96.97
96.63

2014

DSC
NB

85.1
90.4

2020

evidently [14]. It has a tree structure, which has nodes and corresponding decisions.
It is a most used technique in ML to fetch few techniques to accomplish specific
goals [15].

• Decision node: It has various pairs of edges. In this model, the symptoms are
described as decision nodes.

• Leaf node: Leaf nodes depicts a branch decision. In this model, diseases are
described as leaf nodes [16].

Fig. 1 Decision tree classifier
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Fig. 2 Random forest classifier

3.2 Random Forest

RFC is a conventional machine learning algorithm which remains as a part of super-
vised learning. It is used to solve complex challenges with the differentiation and
regression techniques in ML [17]. It is more focused on group modeling method-
ology, where various classifiers are consolidated to direct a specific complication and
improve the effectiveness of the schema.

RFC is a classification technique that includes a group of decision trees and
to improve the predictive efficiency of the datasets on various subgroups of the
provided dataset, the averages are considered [18] as shown in Fig. 2. RFC obtains
the prediction from all trees and is based on the majority voting of the prediction
rather than depending on one decision tree, which forecasts the finishing outcomes.

3.3 Naïve Bayes

Based on the Bayes theorem, NB is a supervised learning technique [19], wherein the
categorization issues can be solved by using this technique. It is significantly used
in classification of text, for which high dimensional training datasets are required
[20]. The NB being the easiest and most dominant classification technique [14]. This
technique is utilized to produce quick models of ML which can produce speedy
forecasting. NB is a specific classifier which indicates on the likelihood object, it
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Fig. 3 Naïve Bayes

forecasts [16] shown in Fig. 3. Credit scoring, classification of medical data, and
classification of papers are some general instances of the NB algorithm.

4 Mathematical Construction

4.1 Decision Tree

Entropy: The amount of randomness andmeasures the unpredictability [15]. Further,
in other words, we can say that entropy describe forecastability of an event particu-
larly. In order to construct the decision tree, two kinds of entropy must be calculated
by making use of each attribute of the frequency table as given below:

• E(C): Using the frequency table this is one of the attributes, C is present state
(current results) [21].

• P(h): It is a probability of the state C of an event h.

E(C) = �h∈H−P(h) log2 P(h) (1)

• E(C, A): C and A are the two attributes using the frequency table, C is the present
state with the attribute named A.

• P(h): It is a probability of attribute named A of an event h.

E(C, A) = �h∈H [p(h) ∗ E(C)] (2)
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E(C) is the whole set entropy, on the other hand the next term is E(C, A) correlated
to attribute named A.

Information gain: It is described by IG(C, A) for C state reduction in entropy post
finalizing the attribute named A. It is measured by comparing entropy before and
after dataset transformation, as follows [22].

IG(C, A) = E(C) − E(C, A) (3)

4.2 Naïve Bayes

NB technique is formed on Bayes theorem as follows:

P(s/h) = (P(h/s)P(s))/P(h) (4)

where,

P(s/h) Posterior probability
P(h/s) Likelihood
P(s) Class prior probability
P(h) Predictor Prior probability

From the terms mentioned above ‘s’ corresponds to class and ‘h’ corresponds
to features [23]. The denominator P(h) is the only term which is the function of
features. This term is not a function of the class which is presently being dealt with it
[24]. Therefore, features will be same for every classes. In NBC, this denominator is
ignored because it does not make any changes to the outcome of the classifier which
does the prediction [25].

P(s/h) ∝ P(h/s)P(s) (5)

5 Datasets

To train the model for processing generous actions, the training dataset is utilized.
To train the model, detailed characteristics are extracted from the training set [26].
These models are then combined to form the prototype. The test data is a dataset
that is independent of the training dataset and has the same probability distribution
as the training dataset [27]. The application is based on the medical records of 4920
patients, who are susceptible to 41 diseases caused by a combination of symptoms.
In this application, 95 symptoms were considered [28].



502 B. Geluvaraj et al.

Fig. 4 Block diagram for patient login

6 Experimental Setup

• The system consists of a login page using which the user/patient can login with
their credentials.

• Once the credentials match, the system redirects the user to disease forecasting
webpage where the user will be asked to specify few symptoms.

• If the credentials do not match, then system will display an error message that
credentials does not match.

• Once the user specifies the symptoms, the system shows the predicted disease
and accuracy of the algorithm used. Refer Fig. 4 represents the workflow of the
system.

7 Result

Figure 5 depicts the accuracy rate of allergy predicted by the system based on the
symptoms provided. NB has shown 98% accuracy rate, which is the highest accuracy
rate among the other algorithms. RFC and DSC have shown 86% accuracy. Naïve
Bayes is clearly the best classifier based on this result.

Figure 6 depicts the accuracy rate of fungal infection predicted by the system
based on the symptoms provided. NB has shown 92% accuracy rate, which is the
highest accuracy rate among the other algorithms. DSC has shown 90% and RFC
has shown 77% accuracy. Again, naïve Bayes is clearly found as the best classifier
based on this result.
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Fig. 5 Accuracy rate of
allergy

80%

82%

84%

86%

88%

90%

92%

94%

96%

98%

NB RFC DSC
ALLERGY 98% 86% 86%

98% 86% 86%

65%

70%

75%

80%

85%

90%

95%

NB RFC DSC
FUNGAL INFECTION 92% 77% 90%

92% 77% 90%

Fig. 6 Accuracy rate of fungal infection

8 Conclusion

This research work has successfully developed a novel disease forecasting system
by using the ML technique [29]. With the goal of using existing data to predict
precise disease based on symptoms and the recent increase in medical data, the
RFC, DSC, and NB algorithms are used to classify diseases based on the symptoms
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entered by the end user [30]. Machine learning plays a significant role in the medical
industry especially in the process of disease diagnosis. Inmany of the fields discussed
above, ML produces precise results. In all of these areas, ML produces accurate
results [31]. This research paper characterizes various ML techniques for processing
and predicting many diseases such as the heart diseases and diabetes. Most of the
structures deliver excellent results since they precisely describe the characteristics.
According to the results provided by these algorithms, DST and NB had the highest
accuracy rate [32].
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Internet of Things with Deep Learning
Driven Disease Detection
and Classification Model

C. Nithyeswari and G. Karthikeyan

Abstract Currently, Internet of Things (IoT) is extensively adopted in number of
applications that its prominence is extending in day-to-day lives. Also, it is being
utilized as E-health application on divergent characteristics like earlier diagnosis of
medical issues, computer-assisted rehabilitation, and emergency notification. Due to
misdiagnoses of disease that increased recently in a scarily manner, many research
workers dedicated their effort and deployed technology to enhance the medical diag-
noses process and reduce the resulted risk. This paper majorly concentrates on the
design of artificial fish swarm algorithm (AFSA) with deep belief network (DBN)
model for disease detection and classification in the IoT environment. The proposed
AFSA-DBN model recognizes the presence or absence of disease on the healthcare
data. The presented AFSA-DBN model encompasses three major subprocesses. At
the initial stage, the min–max normalization approach is applied to scale the input
data into useful format. Followed by, the DBN method can be exploited for the
identification and classification of diseases. At last, the AFSA is utilized to opti-
mally choose the hyperparameter values related to the DBN method. To assure the
enhanced performance of the AFSA-DBNmodel, a wide-ranging experimental anal-
ysis was conducted. The comparative results assured the improved outcomes of the
AFSA-DBN algorithm over recent techniques with maximum accuracy of 0.9111.

Keywords Disease diagnosis · Internet of Things · Deep learning · Machine
learning · Data classification

1 Introduction

In the last decade, the progression of sensor and IoT technology based on wearable
medical gadgets has improvised the maintenance quality of patients via smart remote
health monitoring mechanisms [1]. Currently, the cloud-related IoT networks were
implied broadly in medical monitoring and smart remote health mechanisms [2]. The
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grouping of IoT and cloud consist numerous aids from source organization prospects
like source spreading, influential processing, ignoringdata fragmentationover several
files, and guiding user flexibility in monitoring mechanisms [3]. The latest remote
healthcare monitoring mechanisms in cloud-related IoT atmosphere involve a back-
ground where the biological information of patients can be forwarded and saved in
clouds, as well as shared for acquiring analytics from anytime and anywhere [4]. For
obtaining diagnostic data to predict the health abnormal changes of patients, data
mining techniques were extensively utilized in medical monitoring system which
includes clustering and classification techniques, neural networks (NN), and other
methods on the basis of distinct machine learning (ML) methods [5].

With the advent of Artificial Intelligence (AI) methods, surgical gadgets, as well
as mixed real applications, disease treatment, and diagnosis were more powerful
[6]. Through utilization of AI, particular results were gained from clinical decision
support system (CDSS) like the prognosis of skin cancer, hepatitis, and lung cancer.
Additionally, the accurateness ofAI prognosis has surpassed the accuracy established
physically [7]. Moreover, ML-related methods were accurate when compared with
well-trained doctors, especially imaging experts and pathologists. Thus, an extraor-
dinary and illustrative invention in CDSS has been bowled by IBM’s Watson [8].
This invention contains an effectual intellectual system and was utilized to provide
the optimal solution by using in-depth analysis of literature and medical particulars.
Therefore, a drastic impact was encountered by medical professionals in prognosing
cancer as well as diabetes [9]. The application of CDSS was more effective and
guides the doctors in advancing the diagnostic procedures, restraining the incidence
of unexploited prognosis and mis prognosis, and allowing the users get prompt and
appropriate medical treatment. As per smart prognosis, patient’s disease severity
and health state could be described precisely by following a personalized medication
process [10].

Bharathi et al. [11] introduce an Energy Effective PSO related Clustering
(EEPSOC)method for selecting the cluster head (CH) effectively among various IoT
gadgets. The IoT gadgets employed to sense medical data were merged to cluster and
a CH would be selected by considering the usage of EEPSOC. And then, an artificial
neural network (ANN)-related classifier method was implemented to diagnose the
medical dataset in the cloud server for identifying the disease severity. In [12], a
medical recommender mechanism was granted for identifying and treating chronic
diseases with the help of IoT gadgets. Mansour et al. [13] suggested a technique
employs crow search optimization method related cascaded long short-termmemory
(CSO-CLSTM) method for diagnosing diseases. To reach superior categorization of
the healthcare data, CSOwas implied for tuning both ‘bias’ and ‘weights’ parameters
of CLSTM method. Also, isolation forest (iForest) approach was leveraged in the
study for eliminating the outliers.

Praveen et al. [14] provide an oppositional glowworm swarm optimization
(OGSO)method related clustering using deep neural network (DNN) termedOGSO-
DNN technique for distributed medical systems. The OGSO technique has been
implied in this research work for selecting CHs from the existing IoT gadgets. The
CHs which are selected transfer the data to cloud server, and after which perform
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DNN-related classifying process for medical diagnosis. Anupama et al. [15] offers
a new skin lesion diagnosis method that is DL with evolutionary algorithm oriented
image segmentation (DL-EAIS) for cloud and IoT-based smart medical ambiences.
Mainly, the dermoscopy image was captured by making use of IoT gadgets that can
be transferred afterward to cloud server for further diagnosis.

This paper majorly concentrates on the design of artificial fish swarm algorithm
(AFSA) with deep belief network (DBN) model for disease detection and classifica-
tion in the IoT environment. The proposed AFSA-DBN model recognizes the pres-
ence or absence of disease on the healthcare data. The presented AFSA-DBNmodel
encompasses three major subprocesses. At the initial stage, the min–max normaliza-
tion approach is applied to scale the input data into useful format. Followed by, the
DBN algorithm can be exploited for the identification and classification of diseases.
At last, the AFSA is utilized to optimally choose the hyperparameter values related
to the DBN method. To assure the superior performance of the AFSA-DBN model,
a wide-ranging experimental analysis is carried out.

2 The Proposed Model

In this study, a newAFSA-DBNmodel has been established for disease detection and
classification in the IoT environment. The proposed AFSA-DBN model recognizes
the presence or absence of disease in the healthcare data. The presented AFSA-
DBN model encompasses three major subprocesses. At the initial stage, the min–
max normalization approach is applied to scale the input data into useful format.
Followed by, the DBN model is exploited for the identification and classification of
the diseases. At last, the AFSA is utilized to optimally choose the hyperparameter
values related to the DBN model.

2.1 Data Pre-processing

At this point, the data is preprocessed in two ways such as data normalization and
conversion. At the initial phase, the input dataset in .xls format is transformed to .csv
format. In addition, data normalization is implemented by the min–max technique
fromwhich theminimum andmaximum values are regraded from the presented data.
It means the normalization of sample to a high value of one and low value of zero.
It is characterized by the following expression.

Min − Max.Norm = x − xmin

xmax − xmin
(1)
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2.2 DBN Based Disease Detection and Classification

Once the medical data is pre-processed, the DBN module is exploited for the identi-
fication and classification of the diseases. DBN belonging to the deep neural network
(DNN) using huge amount of hidden layers and several hidden units in each layer
[16]. Conventionally, DBN is like restricted Boltzmann machine (RBM) containing
output units. In addition, DBN utilizes robust, supervised finetuning scheme for
altering the system and greedy unsupervised learning technique to train RMB by
labeled dataset. The RBM encompasses v visible layer, h hidden layer, and linked to
undirected weight. For accumulating RBM inDBN, hidden state of RBM is regarded
as visible layer of future RBM. Figure 1 depicts the framework of DBN. The subset
parameter of RMB as = (w, b, a), whereby wi j indicates the weights among vi and
h j . bi and a j are defined by bias of layer. Also, it determines corresponding energy
as follows:

E(v, h|θ) = −
∑

i

bivi −
∑

j

a j h j −
∑

i

∑

j

wi jvi h j (2)

The joint possibility distribution of h and v are determined by,

p(v, h|θ) = exp(−E(v, h|θ))∑
v,h exp(−E(v, h|θ))

(3)

The marginal possibility distribution of v is established as follows,

p(v|θ) =
∑

h exp(−E(v, h|θ))∑
v,h exp(−E(v, h|θ))

. (4)

For gaining an optimum value θ for v individual data vector, gradient of log
possibility assessment is measured according to the following formula,

Fig. 1 Framework of DBN
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∂ log p(v|θ)

∂wi j
= 〈

vi h j
〉
data − 〈

vi h j
〉
model,

∂ log p(v|θ)

∂a j
= 〈

h j
〉
data − 〈

h j
〉
model,

∂ log p(v|θ)

∂bi
= 〈vi 〉data − 〈vi 〉model.

(5)

In Eq. (5), 〈·〉 indicates the expectation using the distribution of particular
subscripts. Owing to the nonexistence of interconnections among units in compa-
rable layers, 〈·〉data is easily accomplished by estimating the condition likelihood
distribution and signified as follows

p
(
h j |v, θ

) = 1

1 + exp
(−∑

i wi jvi − a j
) ,

p(vi |h, θ) = 1

1 + exp
(
−∑

j wi j h j − bi
) .

(6)

The activation function can be characterized by using sigmoid activation function.
For 〈·〉model, Contrastive Divergence (CD) learning mechanism is exploited through
reconstructing to decrease the difference of 2 Kullback–Leibler divergences (KL).
At first, CD learning is effectual in real-time application and constraint the compu-
tation cost in comparison with Gibbs sampling methodology. Consequently, weight
in DBN undergoes training via unlabeled dataset by faster and greedy unsupervised
methodology. For calculation, supervised layer is incorporated in DBN to modify
the learned feature using labeled dataset in the applications of up–down finetuning
approach. Currently, the full connection layer serves as the topmost layer, as well as
sigmoid function was employed.

2.3 AFSA Based Hyperparameter Tuning

In this study, the AFSA is utilized to optimally choose the hyperparameter values
related to the DBN model. The AFSA is composed of two key components [17].
Parameter and function are associated with nearby factors and fish behavior. The
parameter involves the visual distance of individual fish (Visual), (δ) the crowd factor
of fish, (Step) the size of fishmotion, and distance among the two fish indicates the Xi

and X j
(
di j = ∥∥Xi − X j

∥∥)
, whereby X = (X1, X2, X3, . . . , Xn) and Y = f (x). X

characterizes a separate state in fish populace aswell as Y denotes objective functions
or feed focus value. Visual and Step implemented a significant portion in the middle
of the four variables. The superior the value of parameter, AFSAmoves fast to global
optima for the reason that the fish investigate larger space closer to them and move
large phase in each iteration. The conditional vector of fish swarm is represented as
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follows

X = (X1, X2, X3, . . . , Xn) (7)

In Eq. (7), X represents the visual, and the fish locations are represented as follows

Xv = (Xv1, Xv2, Xv3, . . . , Xvn) (8)

In Eq. (8), Xv indicates the fish location in Visual. The above-mentioned process
(7) has performed by the following equation:

Xvi = Xvi + Visual × Rand(); i ∈ (0, 1] (9)

In Eq. (9), Xvi denotes the condition of fish in Visual.

Xnext = X + [(Xv − X)/(‖Xv − X‖)] × Step × Rand() (10)

In Eq. (10), Xnext signifies the subsequent fish in Visual. In above-mentioned,
Eq. (7) denotes the state of fish, as well as Eq. (8), represents the fish location
in Visual. Equation (9) specifies how Eqs. (7) and (8) works collectively, and it
demonstrates the coward factor in AFSA. Equation (10) demonstrates the fish is
determined by the distance among the two fishes and the Step value. Then, the fish
activities denote the function in AFSA is handled by the following expression.

Xi = Xi + Visual × Rand(); Search Function (11)

In Eq. (11), Search Function represents search behavior. If Yi < Y j if (12) is
implemented. Next, Yi indicates the existing food concentration and Y j represents
the subsequent food concentration.

X (t+i)
i = Xt

i +
[(

Xi − X (t)
i

)
/
(∥∥∥Xi − X (t)

i

∥∥∥
)]

× Step × Rand() (12)

Or else, implement (11) by arbitrarily choosing a state Xi and inspect the results.
While it doesn’t fulfill after that try_number, t (t < Search Function) then take a step
forward making them flee from the local extrema.

X (t+i)
i = Xt

i + Visual × Rand() (13)

X (t+i)
i = Xt

i +
[(

X j − X (t)
i

)
/
(∥∥Xc − X (t)

c

∥∥)] × Step × Rand(); SwarmFunction

(14)
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Here, SwarmFunction characterizes swarmbehavior. Implement (14) if it fulfilled
thewhole conditions. The existing state of point is Xi (dij <Visual), or else implement
Search Function:

• (nf/n) < δ
• Yc > Yi ; Yc represents the central food concentration

Xt+1
i = Xt

i + [(
X j − Xt

i

)
/
(∥∥X j − Xt

i

∥∥)] × Step × Rand(); FollowFunction
(15)

However, Follow Function represents follow behavior.

3 Results and Discussion

In this section, the classification performance of the suggested model is tested using
the Cleveland Heart Disease (CHD) dataset [18]. The dataset holds 297 samples with
two class labels as displayed in Table 1. A set of 160 samples exist under absence
class and 137 samples comes under presence class.

The confusion matrices created by the proposed model is depicted in Fig. 2. On
entire dataset, the proposed model has identified 152 samples into absence and 115
samples into presence. Meanwhile, on 70% of training (TR) dataset, the proposed
method has identified 111 samples into absence and 74 samples into presence. Even-
tually, on 30% of testing (TS) dataset, the proposed approach has identified 41
samples into absence and 41 samples into presence.

Table 2 andFigs. 3, 4 highlights the overall classification outcomes of the proposed
model under distinct aspects. The experimental values highlighted that the proposed
model has shown enhanced performance under each aspect. For instance, on entire
dataset, the proposed model has attained average accuy of 89.90%, sensy of 89.47%,
specy of 89.47%, and Fscore of 89.74%. Concurrently, on 70% of TR data, the
proposed technique has obtained average accuy of 89.37%, sensy of 88.55%, specy
of 88.55%, and Fscore of 89.02%. Next to that, on 30% of TS data, the proposed
algorithm has reached average accuy of 91.11%, sensy of 91.29%, specy of 91.29%,
and Fscore of 91.11%.

The validation accuracy (VA) and training accuracy (TA) gained by the proposed
techniqueon test dataset is demonstrated inFig. 5.The experimental outcomedenoted

Table 1 Dataset details

Class No. of samples

Absence 160

Presence 137

Total number of samples 297



514 C. Nithyeswari and G. Karthikeyan

Fig. 2 Confusion matrices of proposed method. a Entire dataset, b 70% of TR data, and c 30% of
TS data

the SOSDCNN-HAR model has reached maximum values of TA and VA. To be
specific, the VA is greater than TA.

The validation loss (VL) and training loss (TL) acquired by the proposed method
on test dataset are exhibited in Fig. 6. The experimental outcome represented the
proposed method has accomplished least values of TL and VL. Particularly, the VL
is lesser than TL.
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Table 2 Result analysis of proposed method with various measures

Class labels Accuracy Sensitivity Specificity F-score

Entire dataset

Absence 89.90 95.00 83.94 91.02

Presence 89.90 83.94 95.00 88.46

Average 89.90 89.47 89.47 89.74

Training set (70%)

Absence 89.37 94.87 82.22 90.98

Presence 89.37 82.22 94.87 87.06

Average 89.37 88.55 88.55 89.02

Testing set (30%)

Absence 91.11 95.35 87.23 91.11

Presence 91.11 87.23 95.35 91.11

Average 91.11 91.29 91.29 91.11

Fig. 3 Accuy analysis of proposed method with distinct datasets

Table 3 and Fig. 7 illustrate a comparative accuy inspection of the proposed model
with other existing models. The results implied that the NN-Fuzzy, NN-GA, and DT
models have demonstrated lower accuy values of 0.8000, 0.8099, and 0.8068, respec-
tively. Followed by, the ELM, SVM, and DT-GR models have demonstrated reason-
able outcomes with accuy of 0.850, 0.8676, and 0.8410 correspondingly. Though,
the proposed model has obtained maximal accuy of 0.9111. Therefore, the proposed
model is found to be effective on medical data classification process.
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Fig. 4 Result analysis of proposed method with various measures

Fig. 5 TA and VA analysis of proposed method

4 Conclusion

In this study, a newAFSA-DBNmodel has been established for disease detection and
classification in the IoT environment. The suggested AFSA-DBNmethod recognizes
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Fig. 6 TL and VL analysis of proposed method

Table 3 Comparative analysis of proposed method with existing approaches

Measures Accuracy values

The proposed model 0.9111

VNB-LR 0.8741

NN-fuzzy 0.8000

Decision tree 0.8068

ELM model 0.8650

SVM 0.8676

NN-GA 0.8099

DT-GR 0.8410

the presence or absence of disease in the healthcare data. The presented AFSA-
DBN model encompasses three major subprocesses. At the initial stage, the min–
max normalization approach is applied to scale the input data into useful format.
Followed by, the DBN module is exploited for the identification and classification
of the diseases. At last, the AFSA is utilized to optimally choose the hyperparameter
values related to theDBNmodule. To assure the enhanced performance of theAFSA-
DBN model, a wide-ranging experimental analysis is carried out. The comparative
results proved the improved outcomes of the AFSA-DBNmodel over recent methods
with maximum accuracy of 0.9111. In the future, hybrid DL models can be utilized
to boost the classifier results.
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Fig. 7 Comparative analysis of proposed method with existing approaches
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OCR-Based Number Plate Identification
Using MATLAB

P. Pooja, G. Maha Lakshmi, R. S. V. S. Vinith, and Siva Sankar Yellampalli

Abstract Licence plate detection is a fully automated real-time approach that has
been broadly used for identification, robbery control, and protection validation
of motors. Image processing using Matlab is used for number plate detection by
following some methods. This paper uses the optical character recognition (OCR)
method to read the image of a number plate. Many automobile industries are urging
smart detection on vehicles, such as in parking systems, where parking authorities
use this system to allow vehicles to park in their area. Previous works went with
detection on type and model of vehicle but not the authorized vehicle. Our research
work is givingmethodology for finding the authorized vehicle by number plate recog-
nition system. OCR process the captured image and read each character in image for
recognition by changing the letters in image to text and that can be converted later.
The automatic number plate recognition (ANPR) system employs image processing
technology. It is one of the systems required for detecting the vehicle number plate,
as well as for template matching and precision (result).

Keywords Optical character recognition (OCR) · Number plate recognition ·
Thresholding · Template matching
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1 Introduction

Today’s digital world is full of digital visual communication. This increased the
information in image format and has urged to have the efficient robust object recog-
nition methods. Amongst those number plate identification system is emerging and
fundamental security system. Image processing was employed in this paper in order
to develop a number plate recognition system that has become increasingly impor-
tant in today’s fast-paced environment [1]. The number of automobiles being stolen,
disobeying traffic laws, and entering restricted areas is on the rise, as is the number of
cars being given a payslip and then being allowed to drive on the road [2]. They also
enable the vehicle to park in their territory through this method. With the increasing
number of cars on the road in today’s world, it’s impossible to keep track of them
all manually. A person must be present all over a day to keep track of the quan-
tity. It’s a time-consuming process that necessitates manpower. Furthermore, manu-
ally stored data becomes unreadable over time. So, in order to overcome some of
these limitations, we built a machine that could mechanically locate the variety
plate and store it in its database. Later on, when the records are needed, one can
obtain and use them [3]. The escalating growth of cutting-edge city and countrywide
road networks over the past 3 a long time emerged the want of green tracking and
control of street traffic. Conventional strategies for traffic measurements, consisting
of inductive loops, sensors or EM microwave detectors, suffer from critical short-
comings, costly to install, they call for site visitors disruption in the course of set
up or preservation, they may be cumbersome and they are unable to locate gradual
or transient prevent automobiles [4]. On the opposite, structures that are based on
video are clean to install, use the prevailing infrastructure of visitors surveillance.
Furthermore, they may be effortlessly upgraded and that they provide the power
to redesign the device and its functionality with the aid of surely converting the
gadget algorithms [5]. There is an extensive sort of structures primarily based on
video and image processing using different methodologies to detect cars and items.
Traffic surveillance device is an lively studies topic in PC vision that tries to hit
upon, apprehend and music automobiles for a different types of some images and
it helps in adding and making changes and explain the behaviour, vehicle activity
through changing the getting older old traditional method of tracking cameras by
using human operators [6]. These structures are proving to be useless for busy large
locations as the number of cameras exceeds the capability of human specialists.

As a result, it is always beneficial to automate the process of vehicle licence plate
recognition. Autonomous Number Plate Recognition (ANPR) identifies the licence
plate information of a vehicle from a picture or sequence of images of vehicles and is
the best solution to deal with this concern [7]. The use ofANPR for vehicle inspection
has risen significantly in recent years. When using an ANPR system, there are three
basic steps to follow: (1) Number plate region detection, (2) Character breakdown,
and (3) Optical character recognition (OCR). Only beneficial figures and information
are obtained for recognition by separating characters on the number plate. ANPR-
centered applications were gleaned from a slew of peer-reviewed articles. Artificial
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neural networks (ANNs) and probabilistic neural networks (PNNs) artificial neural
networks and probabilistic neural networks optical character recognition (OCR),
MATLAB, and a configurable method are some of the methods that can be used
to create an ANPR system [8]. This work uses a template matching technique to
construct anANPR system for vehicle number plate identification. For this technique,
it’s all aboutmatchingup the vehicle’s licence plate number to a template. Themodern
era of technology necessitates accurate automatic vehicle plate identification [9]. Toll
collecting, parking management, access control, and crime investigation are just a
few of the concerns it solves. Many experts throughout the world are excited about
the potential of ANPR research [10]. Due to the wide variety of licence plates and
non-uniform lighting circumstances when taking images of vehicles, this is a difficult
challenge to solve.

The next part of the paper is organized as following. A brief explanation of
different existing methods were explained in Sect. 2. Different types of algorithms
and various techniques for identifying the location of number plate were discussed in
Sect. 3. Simulation results from MATLAB followed by experiments were explained
in Sect. 4. Conclusion and future scope were explained in Sect. 5.

2 Literary Review

So, many researches went to find and locate the moving objects. Amongst those
some studies focused to find the type to vehicle by using the Sobel filtering approach
in helps to precisely identify by detecting the vehicle edges [11]. The Contour Let
Transform and Support Vector Machine detect vehicle type and model in addition
to vehicle detection. These methods were put to the test in the real world and thor-
oughly examined before being deemed reliable. According to [12], various statistical
methodologies were used to investigate the automobile category. In a cluttered/messy
situation, the MACH filter was used to reveal the area of interest. All the previous
researches worked on finding the vehicle type and model but not the authorized
vehicles and motivated to find the particular vehicle. So, finding licence plate helps
to detect the authorized vehicle. For Licence plate detection few steps plays major
role like character identification, certified plate recognition. Camera, edge-capture
device, PC andANPR image processing and analysis software can be used to perform
these tasks.

It is possible to edit and search information from several types of documents
thanks to OCR technology, such as scanned paper documents, PDF files, and photos
taken with a digital camera. Computers can read handwritten, typed, or printed text
by converting scanned images into a form that can be read by OCR systems. Using
this method, we are able to save storage space, change the content, and index it.
Optical character recognition (OCR) systems play a critical role in document image
processing because they help convert electronic photos into electronic text documents
that can be altered, searched, indexed, and stored effectively and efficiently. It is
possible to extract text from an image using generic OCR systems, although there
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are several restrictions to this capability. In most cases, OCR systems are unable
to read text from document photos due to technical restrictions, and as a result, the
images must be properly prepared before they can be read by OCR systems. In this
study, the goal is to establish a few preprocessing processes for document images so
that OCR systems can more easily read and understand them [13].

Optimizing the images for recognition helps the OCR software do its job better.
Using two non-intersecting pictures data sets, the neural network was able to mimic
real-world conditions. In the field of pattern recognition, artificial neural networks
(ANNs) are widely employed. To categorize inputs into a collection of target groups,
the multilayer feed-forward neural network (ANN) is the most commonly utilized
type of algorithm.When it comes to neural network implementation, the most funda-
mental way is information mining, which is employed in both and to handle the
contributions of neural network contributions independently. A two-stage hybrid
OCR technique can boost recognition rates. Using four statistical sub-classifiers,
each of which recognizes input characters on its own, the Bayes’ method is used to
integrate the results. An operational stage can be used for further differentiation if
a character documented in the first step matches a group of similar characters (e.g.,
A/4, B/8, and S/5). Jaya Lakshmi et al. [14] used a computer with a Dual Core 2 GHz
processor and 8 GB of RAM to test the method. Neural networks can also be created
using this method. Six thousand and forty-five distinct binary images of varying
tenacity were employed. Initial step is to resize the binarized images of the charac-
ters such that they are all of the same size [15]. In order to determine the correct size, a
variety of input photos were employed. By employing larger character images, by the
complexity of neural network increasing there is possibility to increase the rates of
recognition. For the best results, the final neural network is scaled to the appropriate
size [16]. All of the methods for identifying automobiles and recognizing number
plates covered in the study have their own advantages and disadvantages.

3 Working Method and Design

The goal of this study is how to notice a licence plate in the snapshot you took. It is not
uncommon forANPR systems tomake use of cameraswith both amonochrome and a
colour sensor. Become familiarwith the area around the number plate before applying
for a number plate ID. The methods we use to locate the position of the number
plate in images can be classified into three processing groups. Some programmes
use a pattern image, grayscale, and colour to aid in character recognition. We can
identify characters by separating them from each other, but we can also achieve this
by matching a template or by learning about them. Figure 1 illustrates the various
methods in which plate numbers can be recognized.
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Fig. 1 Block diagram of a car numbering system

3.1 Binary Image Processing

Using edge statistics and morphological approaches, our strategy extracts licence
plate regions from backdrop pictures. From a total of 9745 photos, our method
has been able to correctly identify 98% of them, assuming that the borders of the
number plate frame are perfectly straight. To find the no plate region, this approach
of extracting characters from a binary image requires a lengthy analysis of all binary
objects. The result will be incorrect if there is any other text in the image.

3.2 Grey-Level Processing

A grayscale image contains only one value for each pixel and is used to record
only intensity data. To differentiate between black and white or monochrome, these
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images are typically greyscale because the intensity of the colours is separated, with
black presenting a low level of intensity and white an extremely high one. To begin,
a colour image is converted to a greyscale image. This can be stated as follows: R =
rgb2grey (p), where R is the greyscaled image and p is the colour image.

3.3 Colour Processing

Plate identification relies heavily on colour processing, as most nations mandate that
the letters on licence plates be black on a white backdrop. This is particularly true
in India, where vehicles are required to adhere to certain colour standards. We need
colour processing to get a more accurate character retrieval with more efficiency, but,
because of the bad lighting circumstances and plate placement.

3.4 Adaptive Thresholding

The images must first be turned to grayscale before thresholding can begin. A binary
image is created through the process of thresholding. As an illustration, the values
of each pixel are compared to a predetermined constant (threshold). Pixels of black
or white are used to replace values that fall below or exceed the constant value.
Threshold values are computed by averaging pixels’ local values In order to formulate
the adaptive threshold, the local mean intensity of pixels is taken into account: O(X,
Y )= 255 I(X, Y ) <+O(X, Y )= 0 I(X.Y ) > Images that are used as input and output,
respectively, are referred to as I andO. The window size parameters are chosen based
on the character size in the region, m and n.

3.5 Contrast Extension

Histogram equalization is necessary to increase the contrast in an image. The sharp-
ness of the image is enhanced by the contrast extension technique. Here, we are
using pixel to find and represent the brightness of that we can use image’s grey level
histogram. To increase the quality of an image with weak contrast, histogram equal-
ization is used. In total, there are four stages: (i) totalling the data in the histogram
in order to normalize the data, (ii) multiply these figures by the image’s pixel count,
and (iii) to enhance and improve the values we can use or we 9 can increase the grey
level value.
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3.6 Median Filtering

The noise in an image can be reduced using a median filter. A 3× 3 matrix is passed
into the image using this way. It is possible to alter these parameters in response to
changes in noise levels. Sorting the pixel values and then replacing the pixel that’s
under consideration with the median value accomplishes this task.

3.7 Character Segmentation

MATLAB’s region props function separates the alphanumeric characters from the
output image in the resulting output plate region into their own described boxes.
The Region props method gives the output as the smallest described box with an
individual character. This is the only method can be used here to create and generate
a list of all the individual characters from the plate.

3.8 Feature Extraction

In order to extract and find all the image features of a number plate segmented, the
Feature Extraction technique is used. The zonal density feature is used to identify
characters on licence plate images. Each pixel of an image is counted using the Zonal
density function, which divides the image into sections. Each area’s pixel density is
equal to the object’s total pixel density. The image’s total area is equal to the number
of features it contains.We divide a 32× 32 image into 16 zones of different densities,
resulting in 16 distinct features per image. In order to have 16, 64, 128 or 256 zones,
the pixel must be 32 × 32.

3.9 Template Matching for OCR

One character recognition employs a technique known as template matching.
Locating a subphotograph known as a template, which is embedded in an image,
is the goal of this method. Matching a template to other windows of the same size
in a picture requires identifying similarities and differences between the two. As
the template is moved about, this approach looks at each individual image pixel for
any differences between that pixel and the template’s location. Using a database of
characters or templates, this technique works. For each and every one of the input
characters, a template exists. For all alphanumeric characters, the “normal” font type
is utilized (from A–Z and 0–9). Table 1 shows a selection of alphabetic characters
with their corresponding template. A possible match or a layout that comes closest
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Table 1 Template matching results

Actual plate Predicted plate Mismatched character Accuracy (%)

HR26DK8337 HR26DK8337 0 100

MH12DE14## MH12DE14## 0 100

HR26DK83## HR26DK83## 0 100

to portraying the current information character must be found in order for recogni-
tion to take place. Moving the standard layout allows it to capture the character’s
ideal position and perform the correct match. Target characters are coordinated using
conventional character format from eight directions: up, down, left and right, as well
as upper and lower right. Layout coordination for character identification is shown
in Table 1 using still pictures of Indian licence plates. The photos of licence plates
shown in Fig. 2 are those that were utilized for format coordination.

Fig. 2 Number plates used for template matching and output images
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4 Results

We typically conduct our experiments on a variety of vehicle prototypes of varying
shapes and sizes in a variety of environments to measure our methods and precision.
The algorithm’s accuracy was limited because the segmentationmethod did not work
for plates at a certain angle and plates at the edges of the picture.

A software application is created in this system to detect the licence plate numbers
of vehicles by reading their licence plates. In the beginning, the location of the plate is
determined through morphological operations, followed by segmentation to separate
the plate characters. Plate characters are finally recognized using correlation in the
final step of template matching.

5 Conclusion and Future Scope

There has been a thorough analysis of the new technologies and algorithms proposed
in this paper for determining the number and type of vehicles with no licence plates.
Because an off-the-shelf ANPR device that meets our needs isn’t readily available,
we’ve taken it upon ourselves to create one specifically for educational institutions.
An average Accuracy has been reached by using template matching on static plates.
Table 1 shows the degree of precision with which each character was generated
(number 1–9, alphabet A–Z, and a–z). Using two layers of neural networks and
positioning the camera such that it captures the exact image of the body, this degree of
accuracy may be substantially increased. Multi-level evolutionary algorithms can be
used to advance the execution of the stated technique in order to boost the popularity
of multiple vehicles with quantity number plates in a single photo body. By using
a stationary clip to record images, selecting the best vehicle border for the vehicle
category, and applying neural networks to recognize number plates, the device’s
complexity can be reduced.
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Machine Learning-Based Classification
Between Block Cipher and Stream
Cipher

Shivank Kumar Dadhwal and Girish Mishra

Abstract Rivest investigated the relationship betweenMachine Learning and crypt-
analysis in 1991 by emphasizing how ideas from each field benefit the other. Encryp-
tion in block cipher is done block by block, whereas encryption in stream cipher is
done digit by digit, preferably (bit by bit). The proposed research study has utilized
a ML-based approach to distinguish between two types of ciphers. To validate the
proposed system, block cipher AES and stream cipher Grain are used. The proposed
experiment shows that these encryption algorithms are well randomized and do not
provide any regularities in the cipher, which a ML method can use to differentiate
between them.

Keywords AES · Grain · Block cipher · Stream cipher · Deep learning

1 Introduction

Deep Learning is a topic of study in which learning methods are based on a frame-
work. Artificial Neural Networks, Recurrent Neural Networks (RNN), Deep Belief
Networks and Convolution Neural Networks (CNN) are all the examples of deep
learning or deep neural network architectures. These architectures help to solve a
variety of real-world challenges with the advanced technologies such as natural lan-
guage processing (NLP), computer vision (CV), andmedical image processing (MIP)
[1, 2].

In some applications and areas, these architectures have even outperformed
humans, resulting in remarkable results. Deep Learning algorithms offer an advan-
tage over typical ML algorithms due to their ability to do representation learning.
Deep learning techniques discover the representation required for feature detection
directly from raw data using a class of algorithms. Representation Learning is the
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name given to this method. For this technique to work, the data must be computation-
ally convenient and meaningful for processing. Between the input and output layers,
a deep learning network has numerous hidden layers. Large number of hidden layers
help getting high level features from raw data [3].

The use of Machine Learning (ML), particularly Deep Learning, in conjunction
with cryptography has been studied in a limited way. Rivest discussed how each of
these fields offer ideas to each other in his paper [4]. Rivest referred tomachine learn-
ing and cryptography as sibling fields since they both aim to learn unknown functions
from input-output pairs. Abadi and Anderson [5] investigated whether neural net-
works may learn to employ secret keys to secure information during communication
from adversarial neural networks in a landmark paper. A side-channel study of block
cipher AES was performed by Wang using a deep learning approach. Wang [6] and
Gohr [7] recently introduced improved attacks on the round reduced lightweight
block cipher Speck32/6410 [8]. Benamira [9] presented a detailed analysis and thor-
ough explanations of the intrinsic workings of the neural distinguisher stated by
Gohr, building on Gohr’s findings. According to the literature review, the cryptog-
raphy community has just lately begun to investigate the application of profound
learning in cryptography.

BothMachine Learning (ML) and Cryptography deal with a considerable amount
of data and a vast search space. Though the application of ML in cryptography has
been made in a very confined manner in the past, with time, it has become much
more critical to apply ML techniques in cryptography, especially in cryptanalysis.

In our work, we try to distinguish between a block cipher and a stream cipher
using a machine learning approach. We prepare the cipher data in hex format with
the respective class label. If the cipher data is AES encrypted, the class label is taken
as 0, and if the cipher data is encrypted using Grain, the class label is taken as 1. In
both cases, the cipher data is obtained by encrypting a large plaintext data set. Our
experiments show that the two classes do not provide any regularities or patterns to
be exploited by machine learning techniques.

Section2 briefly describes both encryption algorithms used in this paper, i.e.,
Grain stream cipher and AES block cipher. Also, it talks about deep learning fun-
damentals. Section3 discusses about dataset formation, encryption of plain text data
into 161 length hex codes and generating dataset with their labels, different modes
of encryption used. Sections4 and 5 explain the experiment results and their conclu-
sions.

2 Preliminaries

This section explains the principles of deep learning, which are required to compre-
hend the proposed strategy. The AES block cipher and the Grain stream cipher are
both described in detail (Fig. 1).
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Fig. 1 General deep
learning architecture

2.1 Deep Learning Methods

Deep Learning is a subdivision of ML [3, 10–12] which employs large number
of artificial neurons layers to get higher-level properties from raw input. In image
processing, for example, lower layers discern minor features like edges, whereas
higher layers perceive more important items like digits, characters, and faces [11].

Aneural network basically has three layers, they are input, hidden andoutput layer.
The input layer gets the raw data, the intermediate hidden layers uses an activation
function to process the data (generally, ReLU). The output layer utilizes the Softmax
function for final classification [11, 13, 14]. Softmax function is given as:

F(x) = exi
/ k∑

i=0

exi (1)

2.2 Brief Description of AES

AES is the most abundantly used and popular symmetric-key algorithm.
The main features of AES are:

– 128-bit plaintext data, 128/192/256-bit keys
– Symmetric key block cipher
– Designers give design details and full specifications
– Stronger and faster than Triple-DES
– Analyzed comprehensively by the cryptanalysis community.

The input plain text size for all three variants is 128 bits, with critical dimensions
being 128, 192, and 256 bits. Its a symmetric block cipher as only a single key is used
for encryption and decryption. It is well-known that the form of encryption in which
only one key (private key)used for encryption and decryption both is defined as Sym-
metric Encryption. Its counterpart, Asymmetric Encryption, is a type of encryption in
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Fig. 2 Schematic of AES

Fig. 3 First round processes

which two different keys (private and public key) are used for encryption and decryp-
tion. AESwas developed to serve as substitution for Data Encryption Standard which
was used prior. DES needed to be phased out as it was increasingly more vulnerable
to brute-force attackers. The original development goal of AES is to protect sensitive
government information. Still, it was utilized by most organizations in their security
process due to its security and ease of implementation. It’s comprises of a series
of joined operations, some of them involve moving bits about (permutations) and
others which involve substituting certain inputs with specific outputs (substitutions).
All AES computations are performed on byte data not bits. Resulting, AES divides
the plain text data block’s 128 bits into 16 bytes. The 16 bytes are organized in a four
by four matrix. Figure2 shows the AES structure [15].

TheAES encryption process is divided into rounds, each of which is further divide
into sub-processes. Figure shows first round 3 [15].

– BYTE SUBSTITUTION (SubBytes)
The procedure entails looking up a fixed table and substituting 16 input bytes (S-box).
Final product is four by four matrix
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– SHIFTROWS
Each of the row is shifted to left. If an entry falls from the right side, it is inserted
again.

• No change in the 1st row.
• The 2nd row is shift toward left by one.
• The 3rd row shift toward left by two.
• The 4th row shift toward left by three.

– MIXCOLUMNS
Each column is changed using a special function. The function replaces the old
column with new bytes by taking 4 bytes of a column as input. This step is omitted
during the last round.

– ADDROUNDKEY
Sixteen byte matrix taken as 128 bits is xor with 128 bit round key. In the final round,
this output is called ciphertext. We keep repeating the process till the final round.
The AES Structure is seen schematically in Fig. 2. AES encryption in ECB mode is
shown in Fig. 4, while AES encryption in CBC mode is shown in Fig. 5.

{
expanded_key= [None] * 176
state= new_matrix(4, 4)
rounds= 10
fill_state(state, msg)
key_expansion(key, expanded_key)
add_round_key( msg , key )
for i: round do

{
sub_bytes(state)
shift_rows(state)
mix_columns(state)
add_round_key(state, expanded_key[16 * i:])

end
}
sub_bytes(state)
shift_rows(state)
add_round_key(state, expanded_key[160:176])
}

Algorithm 1: ECB-AES algorithm

2.3 Brief Description of Grain

Grain is a hardware-oriented stream encryption [15]. Stream ciphers are symmetric
ciphers, meaning they encrypt and decrypt with the same key. The key must only be
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encrypt( plaintext, iv) {
plaintext = pad(plaintext)
blocks = []
previous = iv
for plaintext_block : split_blocks( plaintext ) do

{
block = encrypt_AES (xor_bytes( plaintext_block, previous ))
blocks.append(block)
previous = block

end
}
return(blocks)
}

Algorithm 2: CBC-AES algorithm

known by the entities in between the data that must be transferred. Grain was created
with hardware applications in mind. It features two feedback shift registers, linear
and non-linear, each with an output of 80 bits. Grain-128 was created as a result of
additional improvements, the capacity of feedback registers was increased. Making
grain-128 a new target for cryptanalysts as a result. Grain-128a [12] was presented as
a new version of Grain-128 that included Message Authentication Code (MAC). We
have utilized the 80-bit grain cipher throughout this article. For each bit of ciphertext
given by a non-linear filter function grain changes 1 bit of lfsr and 1 bit of nlfsr state.
The 80-bit nlfsr is updated using a non-linear five to one Boolean function and a 1
bit linear input selected from the lfsr. The non-linear five to one function takes five
bits of the nlfsr state as input. The 80-bit lfsr is updated using a six to one linear
function. During keying, the cipher’s output is also sent back as linear inputs to both
the nlfsr and lfsr update functions.

encrypt_GRAIN() {
init(iv,key)
init_clock()
plain = string2bits(plain)
stream = gen_key_stream()
for ix : range(len(plain)) do

{
cipher = str(int(bool(int(plain[ix]))xor((next(stream)))).
cipher = ’ ’.join(cipher)

end
}
}

Algorithm 3: Grain algorithm
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3 DataSet Formation

3.1 Plaintext Collection

In this work, we need a large amount of plaintext data for creating the ciphertext
data by using two encryption algorithms mentioned in Sect. 2. This requirement is
necessary for passing the ciphertext with their respective labels (0-AES, 1-Grain) to
a neural network so that the model. We use the online freely available text edition of
the novel The Art of War by Sun Tzu [16] as the plaintext data.

3.2 Encryption

To encrypt the plaintext dataset, we utilize the block cipher AES and the stream
cipher grain. Different encryption mechanisms, such as AES, are used to implement
block ciphers. For our investigations, we used the Electronic codebook (ECB) and
Cipher block chaining (CBC) modes.

– Electronic Code Book (ECB)

It is the simplest mode, int it each block of unencrypted data is encrypted by a
single key. In case of any key, the plaintext is mapped to its corresponding ciphertext.
This is similar to looking for plaintext in a huge codebook and reading the ciphertext
that matches it. It helps in encrypting many blocks at the same time. However,
because t unencrypted information is revealed in this method, it is hardly used in real
life applications.

– Cipher Block Chaining (CBC)

The ciphertext of a block in CBC mode is determined not only by the key, but
also by the ciphertext retrieved in the preceding block. It limits parallelization of
the encryption process because each block of ciphertext is dependent on all previous
blocks of plaintext.

4 Experimental Setup and Results

For experiments, we create two datasets, one consisting of AES implementation in
ECB mode and the other consisting of AES implementation in CBC mode. Each
dataset is of size 14,094 × 162, where 14,094 denotes the number of ciphertext
samples and 162 indicates each sample having 161 features (in hexadecimal) and
one class label (0-AES, 1-Grain). Both data sets consist of 7047 AES encrypted
samples and 7047 Grain-encrypted samples. Hence basically the data sets consist of
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Fig. 4 Neural network architecture

the encrypted text and the label stating which algorithm is used to encrypt it. The
encryption text for each row is 161 character long, and each character is represented
as their decimal representation.

Google Colab [17] is used to carry out the coding implementation for the specified
experiment. Collaboratory (short forGoogleCollaboratory) is aGoogle cloud service
in the Jupyter notebook environment, here the availability of GPUs and TPUs is
leveraged to construct problem-solving codes. It enables the creation of deep learning
algorithms utilizing well-known libraries like PyTorch, TensorFlow, and Keras.

4.1 Neural Network Architecture

The neural network architecture chosen for implementation consists of four layers
(1 input layer, two hidden layers, and one output layer). The input layer contains
ten neurons, the two hidden layers have eight and five neurons, respectively, and the
final layer has a single neuron because it is considered as a binary classification task.
The architecture of the neural network utilized here is shown in Fig. 4.
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Fig. 5 Loss in ECB mode

Fig. 6 Loss in CBC mode

Table 1 Results

Dataset Accuracy Precision Recall F1 score

EBC 0.50 0.50 (0) and 0.53 (1) 0.92 (0) and 0.09 (1) 0.65 (0) and 0.15 (1)

CBC 0.50 0.50 (0) and 0.00 (1) 1.00 (0) and 0.00 (1) 0.66 (0) and 0.00 (1)

4.2 Results

The neural network is trained using Early stopping with the patience of 25 (For 25
iterations if the value of validation loss is same the model will stop training) and
monitor being ‘val_loss’.

Figures5 and 6 show the graph of training loss and validation loss corresponding
to ECB and CBC modes respectively.

It can be inferred from the figures that the results are identical in both the cases
(ECB and CBC).

Table1 shows complete results on ECB and CBC datasets.
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Fig. 7 Loss on larger dataset

Fig. 8 Classification report on larger dataset

Table 2 Results

Algorithm Accuracy

Neural network 0.500

Naive bayes 0.511

Logistic regression 0.515

K-neighbors 0.507

Random forest 0.505

We also perform the classification task using pre-trained algorithms like naive
Bayes, random forest, etc. The results of all the algorithm including the Neural
network are listed in Table 2.

Table2 shows that the average accuracy is around 0.50.
In order to confirm our results, we performed the above experiments on a larger

dataset with 217 samples.
The larger dataset is formed by combining the text from several novels. This text

data was pre-processed and encrypted using CBC-AES and Grain Algorithm.
Figure7 shows the loss graph and Fig. 8 shows the classification report on the

larger dataset.
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5 Conclusion

The accuracy of the classification conducted using the neural network is around
0.50 in the classification report in Fig. 8. Table2 also shows that all the known and
well used pre-trained models like Naive Bayes, Logistic Regression, and Random
Forest also give an accuracy of around 0.50 while classifying the two algorithms.
This level of precision shows that the two algorithms, AES and Grain, have good
random properties and are resistant to our machine learning-based attack. Hence
both block cipher and stream cipher are robust to Neural Network attacks making
them well randomized, Both the small and large dataset experiments support similar
observations.
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Comparative Study of Various Machine
Learning Algorithms with MDLDPTS
for Plant Leaf Disease Analysis

N. Venkatakrishnan and M. Natarajan

Abstract Agricultural productivity can be much affected because of different
plant leaf diseases. Hence, prediction of plant diseases accurately at the earliest
is urgent and necessary. Prediction of leaves diseases with lab tests or naked eye
is inaccurate, time-consuming and vague. Several classifiers are presented. But,
it is unclear that which is intelligently predicted the different leave diseases of
different plants. This study presents a study to evaluate the performance of most
commonly used classifiers, namely fuzzy k-NN, naïve Bayes (NB), support vector
machine (SVM), fuzzy SVM (FSVM), decision tree (DT), radial basis function
neural network, random forest, and self organizing map using various criterion
so as to decide which classifier provides the betterment outcome for plant leaves
diseases, namely potato, apple, corn, cherry, pepper, tomato, and grapes. This study
reveals new insights into the classifiers for leaves diseases identification. The features
of leaves are extracted using multi-direction and location distribution of pixels in
trend structure (MDLDPTS) which represents a matrices of quantized values of
colour/texture/edge against orientations of equal\small\large local trends structure
and quantized values of colour/texture/edge against average location of distribution
of pixels of equal\small\large local trends structure for orientations 0°, 45°, 90° and
135° respectively on HSV colour space. The experimental outcome evident that
fuzzy SVM provides betterment outcome and the attained outcome in terms of accu-
racy, area under curve (AUC) and receiver operating characteristic (ROC) curve will
assist the farmers to take early steps to prevent their plants frombecoming irrevocably
damage which in turn increases crop production.
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1 Introduction

Nowadays, agriculture productivity feedingmajor sources to economyof any country
and the leading factor affecting the agriculture productivity is plant leaves diseases.
Lot of problems experienced by the farmers in detecting plant leave diseases as there
are verities of diseases with similar visual spots and streaks. In addition, the colour,
size and shape of visual spots and streaks changes continuously when the disease
progress. Therefore, lacking of depth knowledge in leaf diseases fails to make right
effective control towards the preventive measures or treatment of leave diseases at
the earliest which affects agriculture production [1]. Hence, the plant leaves need
to be monitored continuously against fungi, insect pests, bacteria, viruses, climate
and environmental conditions with the help of the agriculture experts. However, a
monitoring and detecting plant leaf disease with an expert is subjectiveness, time-
consuming, laborious, and less accuracy. Therefore, automated approach is needed
to identify different plant leaves diseases. The important aspect of automated system
based plant leaf diseases detection is providing proper diagnosis and knowledge
regarding the preventive measures, and to select right treatment for each kind of leaf
diseases which in turn increases agriculture production and saves time and cost.

Over the decade, several techniques pertaining to computer vision (CV) and
machine learning (ML) were suggested to identify the plant leaf diseases. Auto-
matic leaf disease recognition has been suggested in [2] using colour co-occurrence
and neural networks (NN). Kulkarni et al. [3] reported Gabor features with NN
for different plant leaves diseases. Histogram matching for colour co-occurrence
features and edges are performed by Smita and Niket [4] to identify the diseases
in plant leaves where the edges are computed separately for R, G and B images,
and colour co-occurrence feature was estimated using spatial grey level dependence
matrix. In [5], the leaf and lesion region are segmented by applying triangle and
simple threshold techniques then by estimating the quotient of lesion and leaf area,
leave diseases are identified and it is exposed that the approach is more accurate and
fast. Wang et al. [6] presented wheat and grape leaves disease identification system
which performed image resizing followed by cropping, applied median filtering and
transform images to L*a*b* from RGB followed by segmentation using k-means
clustering then applied morphological operations to fill the holes and estimates
discriminative colour, shape and texture features then employed backpropagation
neural network for leaf disease prediction.

Recently, Anjna et al. [7] reported capsicum leaf diseases identification system
in which k-means approach is employed for extracting the disease infected area
from the leaf, grey level co-occurrence matrix is incorporated for calculating texture
descriptors of disease infected area, classifiers namely k nearest neighbour (k-NN),
SVM, linear discriminant, and decision tree are used and authors revealed that SVM
provides betterment results for capsicum leaves. Shrivastava et al. [8] suggested a
fully automated system for soya leaf diseases using the parameters namely lesion
colour index, ratio for infected area, infection per region and severity index for
damage. The authors performed YCbCr conversion of RGB image of soya leaf then
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segment the leaf from the segregatedY component then the segmented leaf is inverted
afterwards segregated Y, Cb and Cr with inverted image are concatenated to form
the intermediate image which is then transformed to RGB and is concatenated with
inverted image and results in background separated image on which colour filtering
followed by morphological operations are performed to compute the disease param-
eters. Prediction of cotton leaf diseases using the energy of wavelet and SVM is
presented in [9]. In [10], region of interest (ROI) is obtained by performing clip-
ping operation then smoothed and contrast enhanced and uses genetic algorithm for
segmentation then transform the segmented image into HSI and segregates it into
H, S and I afterwards entropy, local level homogeneity, contrast and energies are
estimated for colour co-occurrence matrix of H, S and I respectively and used SVM
and minimum classification criterion with k-means for classification. The authors
revealed that SVM shown betterment result for the prediction of bacterial and fungal
diseases in beans, bacterial diseases in rose leaves, sun burn diseases in lemon leaves,
and early scorch diseases in banana leaves. In [11], dimensionalities reduced SIFT
using the distribution called generalized extreme value (GEV) is suggested for tomato
leave disease identification. Subsequently, the authors used Johnson SB distribution
instead of GEV in [12]. In both [11, 12], the authors performed segmentation by
colour thresholding and incorporated SVMfor detection of diseases. Pantaz et al. [13]
presented leaf diseases identification system for 18 plants inwhichGrabCut approach
employed in segmentation phase, LBPhistograms are estimated for segmented image
afterwards classification is performed by SVM. Savita and Parul [14] employed
GLCM and performed comparative analysis of various classification approaches
namely SVM, k-NN, probabilistic neural network and self-organizing map for plant
leaves disease identification and suggested that k-NN seems to be more appro-
priate. In line with this, many handcrafted features with NN based systems have
been reported for leaf disease prediction of various plants [15–18].

On contrary to handcrafted features based systems, many deep learning
approaches were revealed in literature for detecting various diseases of leaves.
Multiple convolutional neural networks (CNN), namely ResNet50 and InceptionV3
are integrated by Ji et al. [19] for the prediction of leaves diseases in grape plant. In
[20], CNN is used to diagnose herbicide damage and nutritional deficiencies in apple
plant leaves. Sladojevic et al. [21] employedCaffeNet for diagnosing the leaf diseases
of grape, apple, pear, cherry, and peach plants. Brahimi et al. [22] used AlexNet,
DenseNet169, ResNet34, Inceptionv3, VGG13 and SqueezeNet for predicting 26
diseases of 14 plants leaves. Recent advances in leaves diseases identification by
deep learning approaches were reported in [15–17, 23, 24]. Although deep learning
approaches performed betterment than the combination of handcrafted features with
NN based approaches, large and diverse datasets are required for efficient training
of deep learning approaches [15]. Regrettably, such a large and diverse datasets
are so far not available in the domain of leaf disease detection [15]. Hence, hand-
crafted features based approaches are still the choice of researchers in this domain.
Although several studies have been suggested, sufficient accuracy is not attained due
to the failure in selection of appropriate feature vector and classifier.
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Keeping this inmind, discriminative feature vector has been chosenmore carefully
and appropriate classifier has been identified after performing exhaustive perfor-
mance analysis for various classifiers like FkNN [25, 26], NB [27], SVM [28,
29], fuzzy SVM [30], decision tree (DT) [26], radial basis function neural network
(RBFNN) [31], random forest (RF) [32], and self organizing map (SOM) [33] in the
proposed work. It is revealed in the literature that MDLDPTS [34] and its earlier
version [26, 30] significantly outperforms state-of-the-art feature vectors for hetero-
geneous photo and histological images classification and retrieval, and itmight be due
to the effective estimation of colour, shape and texture based on correlation of local
level structure in form of direction oriented trends. The outcome of the proposed
study evident that leaf diseases detection accuracy for various plants is enhanced
using MDLDPTS and fuzzy SVM, and fuzzy SVM is found to be more appropriate
classifier for leaf diseases of various plants.

The paper is structured as follows. Section 2 deals proposed MDLDPTS and
various machine learning approaches. Benchmark dataset and results and discussion
are expressed in Sect. 3. Section 4 deals conclusion and research directions for future.

2 Proposed Methodology

2.1 Feature Computation

The proposed work incorporated multi-direction and location distribution of pixels
in trend structure descriptor (MDLDPTS) [34] which effectively exemplifies the
information change of pixels, spatial arrangement of local structure and correla-
tion among local structure in form of equal\small\large trends for texture, colour
and shape descriptors where equal \small \large trends depicts pixel values are
same, large to small and small to large, respectively. Besides, MDLDPTS also
encodes average location of distribution of pixel values of each trend in local level
structure [34].

In order to exploit MDLDPTS, images in RGB are transformed into HSV colour
space then colour quantization on H, S and V, texture quantization on V and edge
quantization on Sobel operator applied V component image are performed [34] and
the level of quantization are set to 108, 20 and 9 for colour, texture and edge infor-
mation respectively [34]. Consequently, a 3 × 3 non-overlapping window is moved
in left to right direction from left-top most corner to right-bottom most corner for
each colour/texture/edge quantized information. Local structures for each 3 × 3
non-overlapping sub-image are calculated for each texture\colour\edge quantized
information in form of trends [34].

MDLDPTS is represented as matrices of colour/texture/edge quantized values
versus orientations of equal\small\large trends structure and colour/texture/edge
quantized values versus average location for distribution of pixels for
equal\small\large trends structure for every orientation. The computed colour, texture
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and edge features for trends structure and its orientations (i.e. 0°, 45°, 90° and 135°)
is illustrated as follows.

Fθ = {
(
θ
Qc
E , θ

Qc
S , θ

Qc
L

)
,
(
θ
Qe
E , θ

Qe
S , θ

Qe
L

)
,
(
θ
Qt
E , θ

Qt
S , θ

Qt
L

)
(1)

where orientation (θ) ∈ {0◦, 45◦, 90◦, 135◦}, quantized colour value (Qc) ∈
{1, 2, . . . , 108}, quantized texture value (Qt ) ∈ {1, 2, . . . , 20}, quantized edge value
(Qe) ∈ {1, 2, . . . , 9}, E, S and L symbolizes equal, small and large trends structure
correspondingly and θ

Qc
E , θQe

E and θ
Qt
E represents the orientation of equal trend struc-

ture for Qc, Qe and Qt , respectively and vice-versa. Therefore, the dimension of the
matrices θ

Qc
E , θQe

E and θ
Qt
E are 108 × 4, 9 × 4 and 20 × 4 correspondingly and vice

versa. The computed location of distribution of pixel for local level trend structure
is illustrated as follows

Fμ =
{(

μ
Qc
Eθ

, μ
Qc
Sθ

, μ
Qc
Lθ

)
,
(
μ

Qe
Eθ

, μ
Qe
Sθ

, μ
Qe
Lθ

)
,
(
μ

Qt
Eθ

, μ
Qt
Sθ

, μ
Qt
Lθ

)}
(2)

whereμ portrays location of distribution for pixel values,μQc
Eθ
,μQe

Eθ
andμ

Qt
Eθ

symbol-
izes the location of distribution for pixels at θ orientation of equal trends structure
for Qc, Qe and Qt respectively and vice-versa. The estimation of μ in each local
level trend structure is illustrated as below

μ = 1

M

M∑
i=0

Pi (3)

where P and M symbolizes the pixels and number of pixels in trends structure.
Accordingly, MDLDPTS is defined as

F = {
Fθ , Fμ

}
(4)

2.2 Classifiers

Generally classification is performed by machine learning algorithms because of
its quite simplistic and accuracy. In some circumstances, classifiers also used as
supporting tool to diminish the browsing space. The intention of this study is identi-
fying appropriate classifier for the analysis of different leaves diseases. The classifiers
which are significantly performing fine for complicated, vague, and gigantic patterns,
namely FkNN, NB, SVM, fuzzy SVM, DT, RBFNN, and SOM are considered in
this study.
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2.2.1 Fuzzy k-NN Classifier

The choice of classifier is of significant importance to plant leaf disease diagnosis
problem. Thus, FkNN [25, 26] is employed as it is simplest, results in uncertainty, and
easily interpretable. It is evident that FkNN has been studied effectively in various
domain and it employed fuzzy set theory to k-NN, named as FkNN. Instead of
assigning feature vectors F = {F1, F2, . . . FN } to individual classes, fuzzy member-
ships of feature vectors F are assigned to C number of classes based on its distance
from its k neighbors which results in a fuzzy membership matrix (D) of N versus C
where N portrays number of feature vectors and C = 1,2,.,.,., M, and each element
inD is the degree of fuzzy membership (Di j ) in Class Ci for feature vector Fj where
j = 1,2,… N and i = 1,2,…M. In matrix D, value of element Di j is in between 0 to1
for all i and j and FkNN assigns Di j for each predicted class in accordance with the
distance of F from its neighbors. When Di j is 1 for Ci then Di j for C j (where j �=
i) are 0. Always summation of Di j for feature vector Fj should be greater than 0 for
class Ci if not, it means class Ci does not exist, and class Ci with the highest Di j

is taken as the winner and is estimated using the Eq. (6), and Di j of F is influenced
by inverse of distances from nearest neighbors and its class memberships. In FkNN,
fuzzy membership of feature vector (F) is exemplified as below

Di (F) =

∑k
j=1

(
Di j

‖F−F‖
2

(w−1)
j

)

∑k
j=1

(
1

‖F−F‖
2

(w−1)
j

) (5)

C(F) = argMi=1(Di (F)) (6)

where k symbolizes nearest neighbour numbers and it is chosen deterministically,∥∥F − F j

∥∥ exemplifies the distance of F and k nearest neighbour Fj using Euclidean
metric and w stands for weight parameter for fuzzy distance function. Di j is calcu-
lated a-priori from training data and it is a degree of fuzzy membership for jth
neighbor to ith class. The best numbers of nearest neighbour (k) is selected through
a trial and error process

2.2.2 Naïve Bayes (NB) Classifier

NB [27] algorithm is an intuitive and simple approach amongst other algorithms for
classification. Generally, NB is employed for multiple class and large data volume
problems, and is frequently incorporated in the field of text, sentiment, and medical
image analysis. NB is supervised learning algorithm and rooted in Bayes’ theorem
with naive assumption which uses strong independence assumptions among each
feature in each class for prediction, i.e. even the features are depends on each
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other or upon the existence of other features, NB algorithm assumes that all the
features are independently contributes to probability. Bayes’ theorem is elucidated
mathematically with Eq. (7) as follows

P(A|B) = P(B|A) ∗ P(A)

P(B)
(7)

where A and Bwere events and P(A|B), P(B|A), P(A) and P(B) represents poste-
rior, likelihood, prior andmarginal probabilities and are elucidated as probability ofA
(Class) on observed B (features), Probability of evidence (B) given the probability of
a hypothesis is true i.e. A, Probability of hypothesis i.e. A before observing evidence
B, and Probability of Evidence respectively.

2.2.3 Self Organizing Map

SOM [33] is feed-forward network and unsupervised learning algorithm. It uses
competitive and cooperation learning to map input space to output space and
conserves topological relations in high-dimensional input patterns to exploit its
underlying structure and is an inherent feature for the problem.

Let I = {I1, I2, . . . , IN } be the input patterns which are connected with neurons
J = {J1, J, . . . , JM } in computational layer and the initial weights for each connec-
tions are randomly assigned in the range 0 to 1 where M should be equal to or less
than half number of classes in dataset. The algorithm is elucidated as follows.

For each I in training data.

• While training progress, competitive learning is utilized to adjust weights of
connections among nodes of input and computational layers.

• The winning neuron (ω N) i.e. neuron whose weight best matches with input
pattern is estimated for each input pattern using the following equations.

ωN = argmin{Dj (I ), j1, 2, ., ., ., N } (8)

where

Dj (I ) =
√√√√ N∑

i=1

(Ii (t) − ω j i (t))2 (9)

where Ii (t) and ω j i (t) represents ith input pattern and weight for jth neuron and ith

input pattern at t time respectively and Eq. (9) is a discriminant function namely
Euclidean distance.

• Gaussian or Maxican Hat are used to determine the wN’s neighbourhood in order
to offer cooperation process among wN and its neighbourhood such that neurons
very close and far away to wN are scaled towards wN and least respectively. The
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equation for w adjustment is

ω j i (t + 1) = ω j i (t) + η(t).h ji (t).(Ii − ω j i (t)) (10)

where η(t) depicts learning rate and is as follows

η(t) = η0

(
1 − t

T

)
(11)

where η0 and T depicts initial learning rate (always 1) and maximum iteration
time. η0 will become 0 after T.

• Most commonly used Gaussian function is incorporated in this study as neigh-
bourhood function and is given in Eq. (12).

h ji (t) = exp

[
Dj (I )2

2σ 2(t)

]
(12)

where t, Dj (I ) and σ represents time, Euclidean distance among I and J and width
of Gaussian function respectively and σ(t) is expressed as

σ(t) = σ0 exp

(
− t

τ

)
(13)

where σ0 and τ represents initial value of σ and time constant. σ is steadily decreased
during learning progress in order to attain best learning rate.

End For.

2.2.4 Radial Basis Function Neural Network

RBFNN [31] falls on supervised learning, and is more familiar because of its effi-
ciency in classification, simple architecture and fast convergence of optimization.
Like SOM, RBFNN also feed forward method. RBFNN has three layers which
correspond to input, hidden with activation function and output. The input layer has
neurons equals to dimension of input patterns, k-means method decides number of
neurons for hidden layer and number of nodes for output layer equals to class number
in the dataset. The bias and neurons for input layer is connected to all hidden layer
neurons with no weights. Commonly Gaussian function has been used as RBFwhich
is radically symmetric and be an activation function of hidden layer, and expressed
as in Eq. (14)
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ϕ j = exp

⎛
⎝−

∥∥∥xi − c2j

∥∥∥
2σ 2

⎞
⎠ (14)

where x , c, σ ,ϕ j and
∥∥xi − c j

∥∥ corresponds to input neuron, centre of hidden neuron,
width of hidden neuron, output of hidden neuron and Euclidean distance, and i =
1, 2, . . . , n; j = 1, 2, . . . ,m. In Eq. (14), σ has been assigned to utmost distance
between two hidden neurons.

Subsequently, hidden layer neurons are connected to all output layer nodes with
weight. Weighted sum for activation value for each hidden layer neuron with bias is
expressed in Eq. (15) as follows and the highest Yo is used in decision-making.

Yo = bo +
m∑
j=1

ω joh j (15)

where Y , b, ω jo and h j corresponds to output, bias, wi jwi j weight of jth hidden
neuron to Oth output and jth hidden neuron correspondingly and o = 1, 2, . . . , p.

Let H = [
h1, h2,...,hm

]
be the hidden neurons of hidden

layers and the weights between hidden and output layer is ω =[
ω11, . . . , ωm1;ω12, . . . , ωm2; , . . . , ω1p, . . . , ωmp

]
. Therefore, ω is calculated

as follows in Eq. (16).

ω = H+o = (
HT H

)−1
HTo (16)

Where HT is a pseudo-inverse of H.

2.2.5 Decision Tree Classifier

DT [27] is tree structured map of series of related choices for possible solutions and
falls in supervised learning. In DT, internal nodes designate feature vector, branches
designate decision rules and leaf nodes designate solution, i.e. class label. As DT
recursively break down complex data to exploratory knowledge, easy to construct,
interpret and understand, it is often used for classification in the field of medicine,
marketing, fraud detection, etc. The algorithm for DT is given below.

Step 1: Begin with complete data set as root node, say R.
Step 2: Compute value for each attribute using any one of the criterion namely
entropy, gini index (GI), chi-square, gain ratio (GR), information gain and
reduction in variance (RV).
Step 3: Select the attribute based on criterion. i.e. attribute with highest value
become the root for the information gain criterion whereas attribute with lowest
value become the root for the entropy criterion.
Step 4: R is splited into subset of data using selected attribute.
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Step 5: On each subset of data, algorithm continues recursively still reaching the
leaf nodes.

In this study, entropy criterion is incorporated [ ] and is estimated as follows in
Eq. (17).

E(D) =
n∑

i=1

−pc(i)
(
pc(i)

)
(17)

where pc(i), E(D) and D represents probability of class c(i) in a node, entropy for
D, measure for disorder of considered data samples, respectively.

2.2.6 Support Vector Machine

SVM [28, 29] falls on supervised learning approach and it has been incorporated
in various domains because of its heftiness to high-dimensional data, high gener-
alization capacity, reasonable classification accuracy, and response time. SVM is
elucidates as follows [28, 29].

Let training samples T = {(yi , zi )}ni=1, yi ∈ �d is a feature vector, d portrays
feature vector dimension and zi corresponds to class label of yi, is either −1 or + 1.
In SVM, hyper plane is elucidated as ωT yi + b = 0 when training data are linearly
separable. It assures zi (ωT yi + b) ≥ 0, where ω, b and yi corresponds to weight
vector, offset and data, respectively, andω is orthogonal to hyperplane. Thus, linearly
separable problem could be portrayed as follows [28, 29].

min
ω,b

1

2
ωTω (18)

Subject to

zi (ω
T yi + b) ≥ 0

Equation (18) is generalized by comprising slack variable τi to yi. while data are
nonlinearly separable, The optimal hyperplane problem transformed by τi into [28,
29]

min
1

2
ωTω + C

n∑
i=1

τi (19)

Subject to

zi (ω
T yi + b) ≥ 1 − τi and τi ≥ 0, i = 1, ...n
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where regulation parameter (C) inflicts balance among the minimization for error
function and maximization for margin for optimal hyperplane and parameter τi
measures error. Substituting Lagrange multiplier αi to yi and in accordance to
Karush–Kuhn–Tucker theorem, dual form of (18) is created as [28, 29].

max
α

ω(α) =
n∑

i=1

αi − 1

2

n∑
i=1

n∑
j=1

zi z jαiα j k(yi , y j )

Subject to
n∑

i=1

ziαi = 0, 0 ≤ αi ≤ C, i = 1, . . . , n (20)

At last, decision function h(y) of SVM is elucidated as

f(y) = sign(h(y)) = sign

(
n∑

i=1

αi zi k(y, yi ) + b

)
(21)

2.2.7 Fuzzy Support Vector Machine

In FSVM [30], each data point is allocated with a membership value, derived from
its relative importance in class. Further, with membership value, data points are
rightly assigned various degrees of significance to its own classes [30] that evades
the phenomenon of over-fitting owing to outliers and noise [30]. It assigns low
membership when data point yi is identified as an outlier. Therefore, its role to
total error-term declines. In accordance with [30], fuzzy training set is delineated as
{(yi , zi , μi )}ni=1, where μi portrays membership value assigned to yi .

To decline the sensitivity of less important data points [30], FSVM fuzzifies the
penalty term which will be a function of membership values [30], and hence SVM
is coined as FSVM [30]. Classification problem [30] is delineated as

min
1

2
ωTω + C

n∑
i=1

μm
i τi (22)

Subject to

yi (ω
T yi + b) ≥ 1 − τi

and τi ≥ 0, i = 1, ...n

where μi is a membership.
Akin to SVM, optimization problem is resolved with Lagrange multiplier αi to yi

then in accordance with theorem called Karush–Kuhn–Tucker, dual form of Eq. (22)
could be formed as [30]



554 N. Venkatakrishnan and M. Natarajan

max
α

ω(α) =
n∑

i=1

αi − 1

2

n∑
i=1

n∑
j=1

zi z jαiα j k(yi , y j )

Subject to
n∑

i=1

ziαi = 0, 0 ≤ αi ≤ μm
i C, i = 1, ..., n

(23)

It is obviously clear from Eqs. (22) to (23) that upper-bound of Lagrange multi-
pliers is the only change among SVM and FSVM [30]. In FSVM, data points having
Lagrange multipliers with equal value possibly will expose different kind of support
vectors in the FSVM because of μi [30].

2.2.8 Random Forest Algorithm

RF [32] builds set of DTs on randomly chosen subset of training data and takes the
votes of DTs to determine the final outcome. RF is ensemble approach and thus it
uses a technique called bagging which is known as bootstrap aggregation. In bagging
approach, randomly choosing the subsets of training data is known as bootstrap and
combining the votes ofDTs to determine themajority voting is known as aggregation.
RF is easy to use and more flexible approach and it falls on supervised learning. RF
is apt for high-dimensional data as it is working with subsets of data and it decreases
over-fitting problem with result averaging. The algorithm for RF is elucidated as
follows.

Step 1: Samples selected randomly from training data.
Step 2: Build DT for each sample.
Step 3: Compute prediction outcome from each DT.
Step 4: Voting is accomplished for each predicted outcome.
Step 5: Prediction outcome with majority votes become final result.

2.3 Performance Measure for Assessment

Themeasures employed in this study for evaluating the performance are classification
accuracy (CACC), AUC, and ROC curve [35]. ROC curve is plotted using sensitivity
and specificity and it shown the logistic model of predictive accuracy, whereas AUC
is described as area under ROC curve [35]. The CACC, AUC, sensitivity (SE) and
specificity (SP) are estimated as

CACC = TP + TN

TP + FP + FN + TN
× 100% (24)

SE = TP

TP + FN
× 100% (25)
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SP = TN

FP + TN
× 100% (26)

where TP, FP, TN and FN stands for true-positive, false-positive, true-negative, and
false-negative correspondingly.

3 Experimental Results and Discussion

All images utilized in this studywere collected fromPlantVillage dataset [35] that has
54,303 leaves images of 14 plants. The images of PlantVillage dataset are grouped
into 38 classes and all the leaves images have ground truth. In this study, we consid-
ered the images of leaves of plants, namely potato, pepper, corn, grapes, cherry,
tomato, and apple. The experimental dataset has 554, 199 221 and 99 images of
healthy, black rot, scab and cedar apple rust of apple leaves, 409 and 334 images
of powdery mildew and healthy of cherry leaves, 187, 432, 354, and 433 images of
cercospora-LS, common rust, healthy and northern leaf blight of corn plant leaves,
407, 465, 146, and 379 images of black rot, leaf blight, healthy and esca of grape
leaves, 1248 and 2022 images of bacterial spot and healthy of pepper leaves, 1377,
1372 and 193 images of early blight, late blight and healthy of potato leaves, 3404,
2886, 516, 3769, 2195, 1331, 2251, 2195, 2411, 2144 images for target and bacte-
rial spot, mosaic virus, yellow leaves curl virus, late and early blight and healthy of
tomato leaves, respectively. Totally, 39,937 images are considered in the proposed
study. Few example images of each class of plant leaves are depicted in Fig. 1.

Fig. 1 Example images from different leaf diseases of seven plants
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In accordance with [35], absorption light scattering model is incorporated for leaf
images enhancement then images transformed to L*a*b* from RGB colour space
so as to have expanded spectral range next global thresholding is accomplished to
separate plant leaves from background afterwards primary seed points was chosen so
as to perform region growing, and then global standard deviation for image is defined
as a constraint for grouping the neighbouring pixels with the seed points then leaf
boundaries are refined using random sample consensus to have precise leaf region.

The effectiveness and efficiency of MDLDPTS motivated us to choose it as a
feature of leaves images in order to identify the leaves diseases effectively. The
MDLDPTS typify the information change of pixels and extract the correlation among
local structure through trends for colour, texture and shape separately along 0°,
45°, 90°, 135° orientations in global and local levels. Besides, it also exploits local
level distribution of pixels of each identified local structures using trends for colour,
edge and texture separately along 0°, 45°, 90°, and 135° orientations at both global
and local level. The MDLDPTS are exploited from the precise leaf region and are
combined to form single feature descriptor.

In training, k-fold cross validation (CV) approach is incorporated where k is set
10. Therefore, experimental image feature vector dataset is divided randomly into
10 subsets. Every time, k-1, i.e. nine subsets has been collectively used in training
and remaining 1 subset is utilized in testing. Therefore, every feature vector partakes
in testing exactly once and partakes in training for k-1 times, i.e. nine times. The
performance of all the classifiers considered in this study is assessed with test dataset
during the execution of k-fold CV. The 10 times found outcome are averaged in
order to provide the final result. We estimated four metrics namely CACC, AUC,
sensitivity and specificitywhere sensitivity and specificity are used to plotROCcurve.
Totally eight classifiers, namely FkNN, NB, DT, SVM, SOM, RF, fuzzy SVM, and
RBFNN are assessed in this study for the task of leaves diseases diagnoses of all
the plants considered in this study. During the training process, the parameters of
all the aforementioned classifiers are initialized. The CACC and AUC attained after
experimentally assessing all the above mentioned classifiers are elucidate in Table 1.
It is obviously found from Table 1 that fuzzy SVM beats the other seven classifiers
in terms of CACC and AUC, and performance of NB’s approach is poorest, SVM,
RF, and SOM are above moderate, DT is moderate and RBFNN is below moderate
but defeats the performance of NB approach for the entire experimental dataset. In
Table 1, it is apparent that the differences between the outcomes of all the machine
learning approaches considered in this study are relatively small. However, such
small differences shown significantly better outcome in the recognition of plant
leaves diseases. The ROC plots using the sensitivity and specificity measures are
depicted in Fig. 2 for all the classifiers considered in this study so as to predict the
accuracy rate of leaves diseases diagnosis of all the plants considered in this study. It
is also apparent that fuzzy SVM attained significantly best output followed by SVM
and RF, and SOM stands in middle by defeating NB, DT, FkNN, and RBFNN. Again
DT and FkNN are moderate; RBFNN is below moderate and NB offers lowest in
terms of ROC for the entire experimental dataset.
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Table 1 Classification accuracy (CACC) and AUC for various machine learning algorithms on
entire experimental dataset

Classifier Experimental dataset (leaves of all Plants considered in this
study)

CACC AUC

NB 0.917 0.917

RBFNN 0.926 0.926

FkNN 0.944 0.942

DT 0.948 0.947

SOM 0.953 0.951

RF 0.960 0.957

SVM 0.964 0.962

Fuzzy SVM 0.969 0.968
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Fig. 2 The ROC curve for the comparison of the various machine algorithms

The proposed study also assessed the performance of all the eight classifiers for
each plant leaves individually. The CACC and AUC attained for each plant leaves
against eight classifiers are depicted in Table 2. It is very apparent from Table 2 that
fuzzy SVM is the outperformer for the leaves of all plants. It is also obvious from
Fig. 2 that ROC plot of fuzzy SVM algorithm has much greater area than the other
algorithms. The average classification accuracy of all the classifiers for each plant
leaves is exemplified in Fig. 3.

By considering all the threemetrics into account, this study assert thatmost consis-
tent, accurate, and repeatable outcome yielded by fuzzy SVM among all the other
seven classifiers in the context of diagnoses of different leaves diseases of different
plants. It is observed in the results that even SVM is superior then the RF, SOM, DT,
RBFNN, andNB classifiers, the accuracy attained by SVM is not significantly better-
ment than fuzzy SVM owing to noises or outliers present in training data which roots
to over-fitting problem in SVM owing to equally treating all the points of training
data.Whereas fuzzy SVMavoided the over-fitting problemby assigningmembership
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Table 2 Comparative result analysis with existing methods

Classifier NB RBFNN FkNN DT SOM RF SVM Fuzzy SVM

Apple CACC 0.901 0.924 0.959 0.965 0.971 0.978 0.984 0.989

AUC 0.937 0.945 0.976 0.98 0.984 0.989 0.992 0.995

Cherry CACC 0.951 0.959 0.977 0.979 0.985 0.989 0.992 0.995

AUC 0.932 0.947 0.965 0.969 0.974 0.98 0.985 0.991

Corn CACC 0.909 0.914 0.928 0.933 0.938 0.945 0.949 0.956

AUC 0.918 0.922 0.937 0.943 0.947 0.955 0.961 0.967

Grapes CACC 0.927 0.933 0.949 0.953 0.957 0.963 0.967 0.971

AUC 0.906 0.918 0.927 0.933 0.937 0.944 0.951 0.959

Pepper CACC 0.951 0.957 0.973 0.977 0.983 0.988 0.991 0.994

AUC 0.908 0.924 0.935 0.939 0.945 0.951 0.955 0.962

Potato CACC 0.905 0.913 0.928 0.932 0.936 0.941 0.946 0.951

AUC 0.913 0.922 0.934 0.939 0.944 0.949 0.953 0.957

Tomato CACC 0.872 0.881 0.891 0.898 0.904 0.913 0.919 0.924

AUC 0.902 0.906 0.917 0.923 0.927 0.932 0.937 0.942
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Fig. 3 The average accuracy comparison of various classifiers for different plant leaves

values to each data point of training dataset in accordance with its relative signifi-
cance in the class. Therefore, data points recognized as outliers has low membership
value. Hence, its role to total error term significantly decline. Though the outcome
of SOM is very close to SVM, it took long epoch. On the other side, even though
DT is faster and flexible then the other classifiers, DT pruning results in accuracy
loss. At the same time, time cost of fuzzy SVM is less then SVM, SOM, RF, FkNN,
RBFNN and higher than the DT and NB approaches. However, as accuracy is more
important than the time cost and nowadays latest machine configurations provides
support for speed, time constraint is not taken into consideration in this study.
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4 Conclusion

This study performed comparative study of machine learning algorithms namely
fuzzy SVM, SVM, RBFNN, SOM, FkNN, DT, and NB for the diagnosis task of
different leaves diseases of plants namely potato, pepper, corn, grapes, cherry, tomato,
and apple. The classifiers are tested using the effective feature namely MDLDPTS
which capture direction oriented local structures in the kind of trends for colour, shape
and texture in addition to distribution of pixels along direction oriented local struc-
tures in the kind of trends for colour, shape and texture. The experimental outcome
shown that NB, RBFNN, FkNN,DT, SOM,RF, SVM, and fuzzy SVMattains 91.7%,
92.6%, 94.4%, 94.8%, 95.3%, 96.0%, 96.4%, and 96.9%, respectively, for overall
experimental dataset. Notably, fuzzy SVM shown betterment results then SVM,
RBFNN, SOM, FkNN, DT, andNB because of its generalization ability and avoiding
over-fitting problem. In future, comparative study of deep learning approaches will
be performed in order to assist the researchers in this domain.
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Arithmetic Optimization Algorithm
with Deep Learning-Based Medical
X-Ray Image Classification Model

T. Kumar and R. Ponnusamy

Abstract Recently, number of medical X-ray images being generated is increasing
rapidly due to the advancements in radiological equipment in medical centres.
Medical X-ray image classification techniques are needed for effective decision
making in the healthcare sector. Since the traditional image classification models are
ineffective to accomplish maximum X-ray image classification performance, deep
learning (DL) models have emerged. In this study, an Arithmetic Optimization Algo-
rithm with Deep Learning-Based Medical X-Ray Image Classification (AOADL-
MXIC)model has been developed. The proposedAOADL-MXICmodel investigates
the available X-ray images for the identification of diseases. Initially, the AOADL-
MXIC model executes the pre-processing step using the Gabor filtering (GF) tech-
nique to eliminate the presence of noise. In the next level, the Capsule Network
(CapsNet) model is utilized to derive feature vectors from the input X-ray images.
Furthermore, for optimizing the hyperparameters related to the CapsNet approach,
the AOA is exploited. Finally, the bidirectional gated recurrent unit (BiGRU) model
is employed for the classification of medical X-ray images. The experimental result
analysis of the AOADL-MXIC technique on a set of medical images stated the
promising performance over the other models.

Keywords X-ray images · Arithmetic optimization algorithm · Deep learning ·
Feature extraction · Hyperparameter tuning

1 Introduction

Medical image classification refers to a sub-topic of image classification. Several
methods in image classification could also be utilized on it. Such as several image
advanced methodologies for enhancing the discriminable features for classification
[1]. Classifying the medical images effectively serves an important part in helping
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health care and treatment. For instance, an analysis X-ray considers an optimal tech-
nique in diagnosing pneumonia that accounts for around 50,000 individuals’ death
annually in the United States [2], but pneumonia classification from chest X-rays
requires expert radiotherapists which was costly and scare resource for certain areas.
In medical image diagnosis, chest radiography becomes one of the main diagnostic
imaging processes [3]. The ultimate goal was to assess and identify lung diseases like
pleural thickening, cardiomegaly, and pneumothorax. This process was deeply reli-
able for the radiotherapists in some cases might adversely affect the productivity and
excellence of radiotherapists’ tasks [4]. Additionally, in those cases wherein there is
an absence of radiotherapist, the analysis done by the corresponding medical official
cannot be precisely examined and thereby needs a second opinion. The development
of medical image analysis has evolved as computer-aided diagnosis (CAD) [5]. The
first and foremost objective was to guide in discovering the lesion location and to
predict the disease chances in the chest X-ray (CXR) image. One such main tech-
nological prospect for CAD is to classify and detect diseases on the fundamental of
machine learning (ML) [6].

The utilization of the classical ML techniques, like support vector methods
(SVMs), in medical image classification, was initiated previously [7]. But such
methodologies comprise the subsequent drawbacks are the performances were not
matched with the practical standard, and the advancing them was relatively slow in
the last few years. Moreover, the feature extraction and selection were time taking
and change in accordance with distinct objects [8, 9]. The deep neural networks
(DNN), mostly the convolutional neural networks (CNNs), were broadly utilized
in varying image classification errands and reached substantial outcomes in 2012.
Certain research works on medical image classification by CNN attained outcomes
competing human professionals. [10]

In this study, an Arithmetic Optimization Algorithm with Deep Learning-Based
Medical X-Ray Image Classification (AOADL-MXIC) model has been developed.
The proposed AOADL-MXICmodel primarily employs image pre-processing using
theGabor filtering (GF) technique. Besides, theCapsuleNetwork (CapsNet)model is
utilized to derive feature vectors from the inputX-ray images. Besides, for optimizing
the hyperparameters related to the CapsNet approach, the AOA is exploited. Finally,
the bidirectional gated recurrent unit (BiGRU) model is employed for the classifica-
tion ofmedicalX-ray images. The experimental result analysis of theAOADL-MXIC
model takes place on a set of medical X-ray images.

2 Related Works

Gour and Jain [11] developed an uncertainty-aware CNN method, known as UA-
ConvNet, for the automated identification of COVID-19 disease from CXR images,
having a prediction of connected uncertainty from the estimations of the methods.
The suggested technique uses the Monte Carlo (MC) dropout and EfficientNet-B3
method, wherein an EfficientNet-B3method was finely tuned on the CXR images. In
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[12], the researchers suggest a CXR image classifier technique on the basis of feature
fusion of a visual geometry group network (VGG16) and a dense convolutional
network (DenseNet). This article includes an attention system (category attention
block global and attention machine block) to the method for extracting deep features.
A residual network (ResNet) was utilized for segmenting efficient image information
to rapidly attain precise categorization. Bhattacharyya et al. [13] suggest a novel
technique to detect pneumonia and coronavirus infection with the help of CXR
images. The suggested technique is defined as a three-step procedure. A primary
step adds the raw X-ray images segmentation by making use of the conditional
generative adversarial network (C-GAN) to acquire the lung images. During the
next stage, providing segmented lung images to a new pipeline merging key points
extracting techniques and well-trained DNNs to extract the discriminatory features.

Munusamy et al. [14] designed a new FractalCovNet architecture with the help
of U-Net and fractal blocks for segmenting chest CT scan images for localizing
the lesion area. The same FractalCovNet infrastructure was also utilized to classify
CXR images with utilize of transfer learning (TL). A comparison was made for the
segmenting outcomes with the help of several methods like FCN, U-Net, Resne-
tUNet, DenseUNet, and Segnet. Chen et al. [15] examine a new label co-occurrence
learning (LCL) structure on the basis of graph convolution networks (GCNs) to
explicitly discover the dependencies among pathologies for the multi-label CXR
image classifying mission that can be called as “CheXGCN”. To be specific, the
suggested CheXGCN is made up of 2 modules that are the LCL and image feature
embedding (IFE) modules.

3 The Proposed Model

In this study, a novelAOADL-MXICmodelwas introduced for the effectual detection
and classification of medical X-ray images. The presented AOADL-MXIC approach
primarily appliedGF approach to pre-process the images. Next, the feature extraction
processwas implemented by the use ofAOAwithCapsNetmodel. At last, theBiGRU
model is utilized for the classification of medical X-ray images. Figure 1 depicts the
block diagram of AOADL-MXIC approach.

3.1 Image Pre-processing

Firstly, the proposed AOADL-MXIC model primarily applied GF approach to pre-
process the images. The GF technique can be modelled as a difficult sine function
modulated using Gaussian function whose scale parameter is σ , aspect ratio is λ,
whereas the X-axis is at an angle with major axis [16]. It is defined as follows:

h(x, y) = g
(
x ′, y′)exp [2π j(Ux +Uy)] (1)
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Fig. 1 Block diagram of AOADL-MXIC method

where
(
x ′, y′) = (x cos ϕ + y sin ϕ,−x sin ϕ + y cos ϕ) refers the rotation co-

ordinate, and 2D Gaussian function was represented by

g(x, y) = 1

2πλσ 2
exp

[
− (x/λ)2 + y2

2σ 2

]
(2)

In the Fourier transform defined in Eq. (1), the frequency-domain expression of
the 2D Gabor function is given below:

H(u, v) = exp
{
−2π2σ 2

[(
u′ −U ′)λ2 +

(
v′V

′2
)]}

(3)

where
(
u′, v′) = (u cos ϕ + v sin ϕ,−u sin ϕ + v cos ϕ),

(
U ′, V ′) is the same

rotation complete by the central frequency (U, V ).

3.2 Feature Extraction Using CapsNet Model

At this stage, the pre-processed images are passed into the CapsNetmodel to generate
feature vectors [17]. CapsNet uses dynamic routing between capsules, to overcome
these shortcomings. CapsNet has the capacity to encode spatial datasets and differ-
entiate between different poses, textures, and orientations. A capsule is a set of
neurons, where every capsule has an activity vector related to it that captures many
instantiating parameters for recognition of certain kind of object or its part. The orien-
tation and length of the vector present the probability or the likelihood of existence
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of that object and its generalized pose. That vector is passed onto the upper level
capsule from lower layer capsules. A coupling coefficient exists among those layers
of capsule. If the prediction by the lower level capsules matches the output of the
existing capsules, then value of coupling coefficients among them rises, calculated by
using softmax function. Specifically, if the existing capsule identifies a tight cluster
of preceding prediction, which indicates the incidence of that object, it leads to a
higher probability, called routing by agreement and it is expressed in the following
equation,

û j |i = Wi jui , (4)

In Eq. (4), û j |i represents the prediction or output vector of the upper-level j-
th capsules, Wi j and ui indicates the weight matrixes and predictive vector of i-th
capsules in the lower layer correspondingly. It might capture spatial relations and
relationships among objects and sub-objects. In Eq. (5), depending on the degree of
agreement among adjacent layer capsules, the coupling coefficient is calculated by
using the softmax function,

ci j = exp
(
bi j

)

∑
k exp(bik)

, (5)

In Eq. (5), bi j represents the log probabilities among the two capsules, initialized
to zero, and k indicates the capsule count. The input vector s j to the j-th layer
capsules that a weighted sum of û j |i vector learned through the routing technique is
computed by using Eq. (6),

s j =
∑

i

ci j û j |i , (6)

At last, a squashing function which integrates squashing and unit scaling is
employed for confining the value of output in the ranges among zero and one, thus
calculating the probability as follows,

v j =
∥∥s j

∥∥2

1 + ∥∥s j
∥∥2

s j∥∥s j
∥∥ , (7)

The loss function is related to the capsule in the final layer, where m+ and m−
are fixed to 0.9 and 0.1.

lk = Tkmax(0,m+ − ||vk ||)2 + λ(1 − Tk)max(0, ||vk || − m−)2, (8)

In Eq. (8), the value Tk is 1 for accurate label and 0 or else, λ refers to the constant
that value is 0.5.
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3.3 Hyperparameter Tuning Using AOA

For optimal hyperparameter tuning of the CapsNet model, the AOA is utilized
[18]. During the AOA approach, four fundamental arithmetic operators were estab-
lished for optimizing the exploration stage and development stage of the technique
correspondingly.

Exploration stage: Based on the arithmetic operator, the mathematical computa-
tion executed by the division as well as multiplication operators attains extremely
distributing values. It can be precise due to their extremely distributing nature which
can be impossible for approaching the target simply. Noticeably, the features of
these 2 operators were very appropriate that utilized in the searching phases. It is
demonstrated as:

X(t + 1) =

⎧
⎪⎪⎨

⎪⎪⎩

Xbest(t) ÷ (MOP + ε) × ((UB − LB) × μ + LB)

r2 < 0.5
Xbest(t) × MOP × r2 < 0.5((UB − LB) × μ + LB)

otherwise

(9)

{
MOP(t) = 1 − t

1
α

T
1
α

MOA(t) = Min + t × (
Max − Min

T

) (10)

whereas ε refers the smaller integer and μ signifies the control parameter in the
searching procedure that is set at 0.5. The math optimizer probability (MOP) is
a coefficient, α represents the sensitive coefficient and is utilized for defining the
progress accuracy, set at 5. Math optimizer accelerated (MOA) has utilized for
selecting the searching phase, and Max and Min were the maximal and minimal
values of acceleration functions.

Exploitation stage: Due to arithmetic, subtraction, and addition, operators attain
higher-density outcomes with mathematical computations, while these 2 operators
are minimal dispersion and are simple for approaching the target that is undoubt-
edly in line with the features of exploitation phase. Thus, these 2 operators were
established for exploitation phase.

X(t + 1) =

⎧
⎪⎪⎨

⎪⎪⎩

Xbest(t) − MOP × ((UB − LB) × μ + LB)

r3 < 0.5
Xbest(t) + MOP × ((UB − LB) × μ + LB)

otherwise

(11)

The AOA model mainly determines a fitness function (FF) for optimal parameter
tuning process. The fitness function involves the minimization of classification error
rate and thereby maximizes the classification accuracy. It can be defined as follows.
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fitness(xi ) = Classifier Error Rate(xi )

= number ofmisclassified samples

Total number of samples
∗ 100 (12)

3.4 Image Classification

Lastly, the BiGRU approach was employed for the classification of medical X-ray
images. GRU is a variant of long short-termmemory (LSTM), which combines input
and forget gates into a novel gate, named an update and reset gate [19]. The GRU
does not utilize hidden and unit layers for transmitting data; hence, two gated units
are utilized, an update and reset gates. The reset gate function is to control the amount
of disregarding the data at the precedingmoment. Small the value is great the amount
of disregarding data. The update gate function is to control the amount where the data
of preceding moment is transferred to the present state. Large values indicate that
more data from the preceding moment is transferred. In comparison with LSTM,
GRU has one lesser gating function; hence, the parameter amount is lesser when
compared to LSTM, and the computation speed is fast when compared to LSTM.

zt = σ(Wi xt +Uiht−1), (13)

rt = σ
(
Wj xt +Ujht−1

)
, (14)

ht = (1 − zi ) ◦ tanh
(
r t ◦Uht−1 + Wxt

) + zt ◦ ht−1, (15)

From the equation, rt denotes the reset gate, zt refers to the update gate, Wi , Ui

andWj ,Uj indicates the weight of update and reset gates. The output data is mapped
together on the hidden state for obtaining the concluding outcome that is utilized as
the input of following layer and it is formulated by:

ht =
[−→
ht ,

←−
ht

]
. (16)

4 Performance Validation

The proposed model is simulated using Python 3.6.5 tool on PC i5-8600 k, GeForce
1050Ti 4 GB, 16 GB RAM, 250 GB SSD, and 1 TB HDD. The experimental result
analysis of the AOADL-MXIC approach is tested utilizing a benchmark COVID-19
radiography database from Kaggle repository [20]. The dataset holds a set of 1500



570 T. Kumar and R. Ponnusamy

Table 1 Dataset details

Class name No. of images

COVID-19 500

Normal 500

Viral Pneumonia 500

Total number of images 1500

images with a total of 500 images under three classes, namely COVID-19, Normal,
and Viral Pneumonia as exhibited in Table 1. A few sample images of three classes
are depicted in Fig. 2. For experimental validation, 70% of training dataset and 30%
of testing data is used.

Figure 3 depicts the confusion matrix generated by the AOADL-MXIC model on
70% of training (TR) data. The figure represented that the AOADL-MXIC system
has identified 330 samples under COVID-19 class, 342 samples under Normal class,
and 350 samples under Pneumonia class.

Table 2 and Fig. 4 depict an overall X-ray classification performance of the
AOADL-MXIC model under distinct classes on 70% of TR data. The experimental
values exhibited that the AOADL-MXIC approach has reached maximal perfor-
mance in each class. For instance, the AOADL-MXIC model has recognized X-ray
images under COVID-19 class with accuy of 97.43%, precn of 97.06%, recal of

Fig. 2 Sample images a COVID-19, b Normal, and c Viral Pneumonia
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Fig. 3 Confusion matrix of AOADL-MXIC approach under 70% of TR data

95.10%, Fscore of 96.07%, and JaccardIndex of 92.44%.Moreover, theAOADL-MXIC
approach has recognized X-ray images under normal class with accuy of 98.10%,
precn of 96.88%, recal of 97.44%, Fscore of 97.16%, and JaccardIndex of 94.48%.
Meanwhile, the AOADL-MXIC system has recognized X-ray images under viral
pneumonia class with accuy of 99.14%, precn of 98.04%, recal of 99.43%, Fscore of
98.73%, and JaccardIndex of 97.49%.

An average X-ray image classification performance of the AOADL-MXICmodel
under 70% of TR data is provided in Fig. 5. The figure pointed out that the AOADL-
MXIC model has resulted in average accuy of 98.22%, precn of 97.33%, recal of
97.32%, Fscore of 97.32%, and JaccardIndex of 94.80%.

Figure 6 depicts the confusion matrix generated by the AOADL-MXIC approach
on 30%of testing (TS) data. The figure demonstrated that the AOADL-MXIC system

Table 2 Result analysis of AOADL-MXIC approach with distinct measures under 70% of TR data

Training phase (70%)

Class labels Accuracy Precision Recall F-score Jaccard index

COVID-19 97.43 97.06 95.10 96.07 92.44

Normal 98.10 96.88 97.44 97.16 94.48

Viral Pneumonia 99.14 98.04 99.43 98.73 97.49

Average 98.22 97.33 97.32 97.32 94.80
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Fig. 4 Result analysis of AOADL-MXIC approach under 70% of TR data

Fig. 5 Average analysis of AOADL-MXIC approach under 70% of TR data

has identified 148 samples under COVID-19 class, 146 samples under Normal class,
and 148 samples under Pneumonia class.

Table 3 and Fig. 7 showcase an overall X-ray classification performance of the
AOADL-MXIC algorithm under distinct classes on 30% of TS data. The experi-
mental values demonstrated that theAOADL-MXIC technique has achievedmaximal
performance in each class. For example, theAOADL-MXICapproach has recognized
X-ray images under COVID-19 class with accuy of 98.22%, precn of 98.01%, recal
of 96.73%, Fscore of 97.37%, and JaccardIndex of 94.87%. Furthermore, the AOADL-
MXIC technique has recognized X-ray images under normal class with accuy of
98.89%, precn of 98.65%, recal of 97.99%, Fscore of 98.32%, and JaccardIndex of
96.69%. In the meantime, the AOADL-MXIC method has recognized X-ray images
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Fig. 6 Confusion matrix of AOADL-MXIC approach under 70% of TR data

under viral pneumonia class with accuy of 99.33%, precn of 98.01%, recal of 100%,
Fscore of 99%, and JaccardIndex of 98.01%.

An average X-ray image classification performance of the AOADL-MXIC
approach under 30% of TS data is given in Fig. 8. The figure revealed that the
AOADL-MXIC methodology has resulted in average accuy of 98.81%, precn of
98.23%, recal of 98.24%, Fscore of 98.23%, and JaccardIndex of 96.52%.

The training accuracy (TA) and validation accuracy (VA) reached by the AOADL-
MXIC approach on test dataset are established in Fig. 9. The experimental outcome
exposed that the AOADL-MXIC method has gained maximal values of TA and VA.
In specific, the VA performed that higher than TA.

Table 3 Result analysis of AOADL-MXIC approach with distinct measures under 30% of TS data

Testing phase (30%)

Class labels Accuracy Precision Recall F-score Jaccard index

COVID-19 98.22 98.01 96.73 97.37 94.87

Normal 98.89 98.65 97.99 98.32 96.69

Viral Pneumonia 99.33 98.01 100.00 99.00 98.01

Average 98.81 98.23 98.24 98.23 96.52
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Fig. 7 Result analysis of AOADL-MXIC approach under 30% of TS data

Fig. 8 Average analysis of AOADL-MXIC approach under 30% of TS data

The training loss (TL) and validation loss (VL) gained by the AOADL-MXIC
system on test dataset are recognized in Fig. 10. The experimental outcome repre-
sented that the AOADL-MXIC methodology has been able minimal values of TL
and VL. In specific, the VL appeared that lesser than TL.

At the final stage, a detailed comparative examination of the AOADL-MXIC
approach with other DL algorithms takes place in Table 4 and Fig. 11 [21, 22]. The
experimental values demonstrated that the VGG19 and SqueezeNet models have
shown lower classification performance. At the same time, the TL_SqueezeNet and
ResNet-1 models have demonstrated slightly enhanced classifier results. Moreover,
the TL-ResNet-2 model has exhibited reasonable classification performance with
accuy of 98.44%, precn of 97.97%, recal of 97.94%, and Fscore of 98.02%. But the
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Fig. 9 TA and VA analysis of AOADL-MXIC algorithm

Fig. 10 TL and VL analysis of AOADL-MXIC algorithm

AOADL-MXIC model has attained superior results with accuy of 98.81%, precn of
98.23%, recal of 98.24%, and Fscore of 98.23%. From the detailed results and discus-
sion, it is confirmed that the AOADL-MXIC model has accomplished maximum
performance on X-ray image classification process.
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Table 4 Comparative analysis of AOADL-MXIC approach with existing methodologies

Methods Accuracy Precision Recall F-score

Squeeze net 92.96 91.73 95.10 93.46

TL_Squeeze net 96.44 96.08 96.84 96.59

VGG19 93.30 91.78 94.73 93.44

TL-ResNet-2 98.44 97.97 97.94 98.02

ResNet-1 97.23 96.74 97.43 96.79

AOADL-MXIC 98.81 98.23 98.24 98.23

Fig. 11 Comparative analysis of AOADL-MXIC approach with existing methodologies

5 Conclusion

In this study, a novel AOADL-MXIC approach was introduced for the effectual
detection and classification of medical X-ray images. The presented AOADL-MXIC
approach primarily applied GF approach to pre-process the images. Next, the feature
extraction process was executed by the use of AOA with CapsNet model. At last,
the BiGRU approach was utilized for the classification of medical X-ray images.
The utilization of the AOA helps for optimizing the hyperparameters related to
the CapsNet system, the AOA is exploited. For validating the performance of the
AOADL-MXIC model, a wide range of experiments is executed. The experimental
result analysis of AOADL-MXIC approach on a set of medical images stated the
promising performance over the other models. In future, the proposed technique
was extended to the design of hybrid DL techniques for enhanced classification
performance.
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Lightweight Encoder-Decoder Model
for Semantic Segmentation of Hand
Postures

Siddhant Kumar Das, Rishabh Lahkar, K. Antariksha, Ayanmani Das,
Aryamaan Bora, and Amrita Ganguly

Abstract Hand gesture recognition (HGR) is becoming more important in human-
computer interaction as people’s expectations for interactive experiences rise. It has
a wide range of applications in the automobile industry, consumer electronics, home
automation, andother areas. Proposal of an alternative for gesture recognitionwithout
extra sensor requirement of depth images, by using semantic segmentation images
of the hand for real-time hand gesture recognition is done. Segmentation is a chal-
lenging problem by itself, due to different restrictions such as illumination variation,
a complicated background, and so on. The use of an encoder-decoder architecture
for pixel wise semantic segmentation is done which is conducive for real-time appli-
cation with a segmentation accuracy of 83.57%. A comparison is drawn between the
performance of different existing categorization models as encoder or discriminator
to attain a balance of efficiency and accuracy as well as observed the performance
upon fine tuning on pretrained encoders on ImageNet to achieve the task of seg-
menting hand postures. The results of applying semantic segmentation for HGR
have been demonstrated, highlighting the proposed model’s computational efficacy
of 87.8 GFLOPS.

Keywords Deep neural network · Convolutional neural network · Hand gesture
recognition · Human computer interaction

1 Introduction

Hand Gesture Recognition has been a challenge researchers have been trying to
solve for decades. Many traditional models were proposed for this challenge but
development was quite slow in this regard due to unavailability of resources and
impractical solutions. With the progress of computer technology, better computing
with improved handling of large data was possible. This led to increase in use of
convolutional neural networks, because of that deep neural networks also emerged
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which was lying dormant for a very long time. A major advantage of deep neural
network models for gesture recognition was that it eliminated the use of peripherals,
making hand gesture recognition possible only with images and videos. Hand Ges-
ture Recognition models have one aim, which is to recognize the different postures
and gestures made by the human hand. This is achieved by semantic segmentation
of the input image by the model for the creation of the feature extraction map from
which themodel differentiates between the background and the object, and themodel
recognizes the object, i.e., the hand, and particularly the gesture of the hand. The
main challenges of hand gesture recognition are skin color detection, complex back-
ground removal and variable lighting conditions. Researchers have tried to tackle
these problems through proper training of their models using various datasets. In
this paper, the objective to create a lighter, faster and accurate deep neural network
model is achieved which is trained and optimized for real-time hand gesture recog-
nition after various experimentations and observations. The model does semantic
segmentation of an RYB-image which eliminates the need for extra peripherals like
gloves or depth cameras in real-time. The experimentations included creation of dif-
ferent models using various kinds of convolutional, pooling and sampling blocks in
different orders to get the best results from which the best model was chosen using
various performance parameters. A comparative study of performance between the
proposed model with existing models is described in this paper. The work has been
documented in the upcoming sections.

2 Related Works

The problem of Hand Gesture Recognition (HGR) is as old as Human Computer
Interaction (HCI) Systems themselves. It is one of the most challenging tasks related
to HCI. Due to differences in illumination, background, shadows, differences in
ethnicities, etc. the task becomes even more complicated. Hand gestures have a wide
use case. They are used to convey extra information during conversations, like when
pointing at an object, the index finger is used, and also, they help add structure and
emphasis to the words being spoken, by blind, deaf, and dumb people as a means of
communication.

From [1], Bhuyan et al showed the raw data acquisition of hand gestures as either
sensor-based or vision-based. Vision-based gestures [2] have become more popular
due to the limitations of sensor-based approaches, like requirement of gloves, which
are expensive devices. The gestures have been obtained by the use of special cameras.
It also has to be noted that the majority of problems related to hand gesture segmen-
tation, like variations in illumination, background, occlusion, etc. can be solved by
the use of depth cameras for capturing image RGB-D data. But, the feasibility and
cost [3] of depth cameras make them a rather unpopular choice.

With the advancement of powerful graphics processing units [4], and recently
Tensor Processing Units (TPUs) [5], deep neural networks have become the standard
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for image and video related problems. Raina [4] was also the first paper that showed
the enormous advantages of using GPUs over multicore CPUs.

AlexNet [6] was the first model which incorporated deep neural networks in this
challenge. Furthermore, in [7], residual networks are introduced. These differ from
plain networks. These ResNets, for short, have shortcut skip connections connecting
different layers. The ResNets perform much better than the networks without skip
connections. They are easily optimizable and have a far lower error rate. In [8],
DeepLab network is introduced. The authors have used Atrous Spatial Pyramid
Pooling (ASPP) to increase the receptive field of the network.

In [9], Dadashzadeh et al. proposed a hand gesture recognition model incorporat-
ing [7, 8]. Two streams constitute the network architecture, the first named the shape
stream, while the second is named the appearance stream. The gesture is recognized
by fusion of these two streams.

Next, the encoder-decoder module is introduced in [10]. The network is called
UNet. The encoder module consists of a contracting path which captures context,
while the decoder module is made up of a symmetric expanding path which enables
exact localization. In [11], Attention Gates (AG) were introduced. These gates were
easily integrated into the UNet architecture, creating Attention UNet. The advantage
of using AGs were that it helped suppress irrelevant information while highlighting
important parts of an image.

To tackle the problem of dynamic gesture recognition, MobileNetV2 is intro-
duced in [12]. Depthwise Separable Convolution, Residual Connections with Linear
Bottlenecks, and an Inverted Residual Structure, are the main features used in this
model. These novelties make MobileNetV2 an effective option for use in scenarios
where resources are limited.

For efficient semantic segmentation in real-time, LinkNet [13], was developed. In
LinkNet, the spatial information from the encoder to the decoder is directly bypassed.
This decreases the network’s processing time while also increasing accuracy.

In [14], the author compared some well known loss functions and summarized
their convergence rate in a model employed for the task of image segmentation.

3 Methodology

3.1 Overview

The task of segmenting region of interest (hand postures) from a given RGB input
frame using deep neural network methods can be categorized into three extensive
steps.

• Step 1: Collection and preprocessing of dataset.
• Step 2: Design and training of semantic segmentation deep learning model.
• Step 3: Proposed deep learning model statistical evaluation and output generation.
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3.2 Dataset

The dataset used in this work is the “OUHANDS” dataset. The “OUHANDS” dataset
is a publicly available collection of static hand posture images capturedwhile a user is
demonstrating gesture commands to a handheld device [15]. The authors used “The
Intel RealSense F200” camera to collect the dataset samples. The dataset consists of
3150 hand samples (2150 training samples and 1000 test samples). The resolution
for all the images is 640 * 480 pixels. The OUHANDS dataset comprises of 10
unique hand postures demonstrated by 23 people. The dataset is captured in Human
Computer Interaction (HCI)-like settings, such as handheld camera position, uncon-
trolled backgrounds, variation in illumination, hand-face obstruction with different
hand shapes and sizes. This makes this dataset conducive for training and testing
Human Computer Interaction (HCI) methods.

DataPreprocessing: Thedataset sampleswere originally of the size 640*480pixels.
This was resized into 320 * 320 pixels for training the semantic segmentation model.
The ground truth data which were the segmentation masks were binary thresholded
before feeding into the models (Fig. 1).

3.3 Network Architecture

Thenetwork comprises of aU-shaped decoupled encoder-decoder structure similar to
the architecture of U-NET [10], The network consists of the encoding or contracting
path, the decoding or expanding path and there is a section of layers that link the
two paths to minimize loss of spatial information during the decoding stage. The
architecture of the proposed model for segmenting hand regions is represented in
Fig. 2. The encoder is the narrowing contracting path of the architecture which
encodes the input features from the given RGB frame. Lightweight MobileNetV2
[12] feature extraction model was employed to modify the encoder. The feature
extractor was pretrained on ImageNet in order to benefit from regularization induced
by transfer learning. The decoder is the expanding path of the architecture whose
goal is to project the extracted lower dimensional features by the encoder into a
higher resolution spatial dimension pixel space by multiple up-scaling operations.
The pixel resolution of the final output map is (320*320), identical to the original
input RGB image. The decoder architecture was adopted from LinkNet [13] network
architecture which utilizes the skip connections in an efficient manner conducive for
real-time application. The skip connections in the proposed model architecture links
the encoder and decoder at four points.

Encoder: To encode the semantic information from the given hand pose image, the
model employs the MobileNetV2 [12] model for contextual feature extraction. The
architecture for MobileNetV2 feature extraction model is shown in Fig. 3.
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Fig. 1 OUHANDS dataset
samples

For end-to-end segmentation tasks, the fully connected layers of the architecture
are omitted. MobileNetV2 uses depth-separable convolution, residual links with lin-
ear bottlenecks, and an inverted residual structure.

Depth-separable convolution is used extensively in real-time tasks for two reasons

(i) Compared to the classic convolution, fewer parameters need to be tuned, mini-
mizing the likelihood of overfitting the model.

(ii) Fewer calculations are performed, making them computationally efficient and
more conducive for real-time applications.

Depthwise convolution constitutes convolution blocks called “inverted residual
blocks” in MobileNetV2. There are three layers in each block. The first layer in
each block is a 1×1 convolution layer with the ReLU6 activation function, which
expands the number of feature channels. The second layer is a 3× 3 depthwise
convolution layer. The third 1× 1 convolution layer compresses the network back to
the original number of channels. Inverted residual blocks squeeze the layers where



584 S. K. Das et al.

Fig. 2 Model architecture

Fig. 3 MobileNetV2 architecture

skip connections are linked, degrading network performance. To overcome this, the
authors introduced the linear bottleneck architecture, where the last convolution of
a residual block has a linear output before adding it to the initial activations.

The input to the encoder is a RGB image with (320× 320× 3) dimensions.
Feature maps are extracted by the encoder blocks and are repeatedly downsampled
during the process. The highest level feature map obtained during the encoding stage
is of the dimension (10× 10× 1280). This layer acts as the bridge between encoder
and decoder.

Skip Connections: Skip connections link the higher level layer from the deeper part
of the architecture to the lower level layer of the decoder for fine-grained feature re-
usability during the up-scaling operations. The deeper layers of the network from the
encoder have rich feature information. Skip connections make themodel more robust
by combining these rich feature maps to the decoder blocks for effective localization.
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Fig. 4 Decoder block
structure

Decoder: In the decoder, the expanding mechanism of the Link-NET architecture is
employed. Link-NET is a fully convolutional network, structured in a U-shape simi-
lar to the U-NET. The Link-NET varies from the U-NET by the mechanism bywhich
it links each encoder with its corresponding decoder block through the skip connec-
tions. Unlike U-NET, the decoder of the Link-NET does not concatenate the feature
map extracted from the lower level encoder path and the higher level feature map
from the deeper layers. The feature maps are added directly (through a convolutional
layer) to reduce the computational parameters. The decoder produces segmentation
maps at full resolution. The expanding structure constitutes four decoder blocks
stacked together each linked to its corresponding encoder block through a summing
point and skip connection. The decoder block structure is shown in Fig. 4. Each block
has three layers. First layer is a (1× 1) convolution layer with batch normalization
and RELU activation. Second layer is an upsampling layer which upsamples the
feature map using bilinear interpolation. It is then followed by a two convolution
layers. The final decoder block of the expansion path is followed by (3× 3) convo-
lution layer with the sigmoid activation which outputs the required (320× 320× 1)
segmentation mask of region of interest (hand postures).

3.4 Training

The training data was used to train six different models. Each of the six models
was subjected to identical training. Images having a resolution of 640× 480 pixels
were included in the training data which were then scaled to a dimension of 320×
320 pixels and fed into the network to train the model. While experimenting with
various batch sizes, it was experimentally determined that batch size of 16 provided
the optimal learning pattern. “Adam” was used as the optimizer to train the deep
learningmodel.According toDiederik [16], themethod is “computationally efficient,
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has little memory requirement, invariant to diagonal rescaling of gradients, and is
well suited for problems that are large in terms of data/parameters”.

The set argument values for the optimizer used for training the models:

– Learning Rate: 0.001
– Exponential Decay Rate for the 1st moment estimates (1): 0.9
– Exponential Decay Rate for the 2nd moment estimates (2): 0.999
– Epsilon value: 1e− 4.

All the models were trained for 500 epochs.

– Loss Function: After experimenting with many loss functions it was decided to
use the dice coefficient loss [14] for the task of semantic segmentation.

D = 2
∑N

i yi xi
∑N

i y2i +
∑N

i x2i
(1)

Here, yi and xi are a representation of pixel values of corresponding predicted
mask and the ground truth mask, respectively. The values of yi and xi are either 0
or 1. The denominator in the dice loss equation represents the sum of total pixels
from both the predicted mask and the ground truth mask. The numerator is a
representation of successfully predicted pixels, since the sum only advances when
yi and xi match (both of value 1). If twomasks completely overlap or the predicted
output is accurate, the Dice Coefficient gets its maximum value to 1. Otherwise,
the Dice coefficient starts to decrease, getting to its minimum value to 0 if the two
masks don ‘t overlap at all or the predicted output is totally inaccurate.

– Intersection Over Union metric (IoU): To quantitatively evaluate the model
performance, the IoU metric commonly known as the Jaccard Index is used. It is a
commonly used metric for evaluating segmentation performance. It measures the
percentage overlap between the ground truth mask and the predicted mask. The
value of the IoU score is in the range of 1–0. A good prediction will result in a
higher IoU score whereas a poor prediction will result in a lower IoU score. In
mathematical terms, it is defined as the number of pixels that are common between
the ground truth mask and predicted mask divided by the total number of pixels
present in both of the masks,

I oU = (Ground Truth Mask Pixels)
⋂

(Predicted Mask Pixels)

(Ground Truth Mask Pixels)
⋃

(Predicted Mask Pixels)
(2)

Mean IoU is the average IoU score of all the individual image segmentation in the
dataset. This is used to evaluate and compare the various models.

For deep learning implementations, Keras and Tensorflow frameworks were used.
The system was configured with the NVIDIA P100 GPU (Fig. 5).



Lightweight Encoder-Decoder Model for Semantic . . . 587

Fig. 5 Training plots

3.5 Results and Discussion

Training of the Networks The training of the proposed model took approximately
450 h, i.e., 54 s per epoch. Evaluation of the models during the training phase was
based on the convergence of the Intersection Over Union score. Table 1 summarizes
the convergence of the proposed model during the training. With a low IoU score at
the first epoch, the IoU score increased rapidly reaching a score of 0.6819 after 10
epochs. The rate of convergence decreases significantly after 100 epochs. After 500
epochs of training, the model achieved an IoU score of 0.9839. The dice coefficient
loss function decreases at a high rate initially but the rate slows down at higher epochs.
After 300 epochs, the rate of convergence of the loss function reduces greatly and by
the end of the 500 epochs, the model recorded a loss function value of 0.0081. The
Training and Validation IoU score and Loss function plot is shown in fig 10 along
with the training accuracy plot.

Table 1 Convergence of training IoU score and loss of the proposed methods

Epoch Proposed MobileNetv2 LinkNet

Training IoU Training loss

1 0.2045 0.6600

10 0.6819 0.1897

30 0.9200 0.0417

50 0.9566 0.0222

100 0.9710 0.0147

200 0.9759 0.0122

300 0.9787 0.0108

400 0.9813 0.0094

500 0.9839 0.0081
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Results andDiscussion: For quantitative comparison of the accuracy of the proposed
model, Mean Intersection Over Union (mIoU), commonly known as the Jaccard
Index is measured on the Ouhands Test dataset. In the beginning, to determine the
efficacy of using a pretrained mobiletNetV2 encoder instead of a non-pretrained
mobiletNetV2 encoder, the proposed model is trained with ImageNet pretrained
weights and was compared with their non-pretrained versions in Table 1. It can be
seen that the mIoU percentage of the pretrained model has a significant difference
from the non-pretrainedmodel. Thus, the ImageNet pretrainedmobiletnetv2 encoder
was proceeded to be used in the proposed model (Fig. 6; Table 2).

For the demonstration of the performance of the proposed model the difference
between the proposed model and other segmentation models are compared and ana-
lyzed. The original architecture of three state-of-the-art segmentation models, HGR-
Net, U-Net and Google’s Deeplabv3+ (with ResNet-50 feature extractor) have been
implemented. In Table 3, it is observed that the proposed model is much superior
compared to HGR-Net and U-Net. When compared with Deeplabv3+, it can be seen
that the proposed model with significantly lesser parameters has similar mIoU per-
centage. A qualitative comparison of the segmentation result on the OUHANDS
dataset are illustrated. It shows that the proposed segmentation model performs effi-
ciently in different environments, i.e., in different backgrounds and different lighting
conditions.

Further, the number of parameters andGFLOPs (floating-point operations per sec-
ond) of the proposed model is compared with those of other state-of-the-art models
in Table 4. HGR-Net has the lowest number of model parameters and GFLOPS, but
at the same time, experimentation has shown it has the lowest segmentation accuracy
compared to all other experimented models. The number of parameters of the pro-
posed model is significantly less than that of UNet and Deeplabv3+. The GFLOPS of
the proposedmodel accounts for only 16.9 and 3.64%of theGFLOPSofDeeplabV3+
and U-Net, respectively. Testing the model locally run on an AMD Ryzen 7 4800H
CPU gave an average inference time of 0.10580351 s, a 0.1 s difference compared to
the state-of-the-art DeeplabV3+ model with an inference time of 0.20978545 with
almost the same segmentation performance. Thus, MobileNetv2 Linknet with lower
computation cost andmodel size is a fast and efficient segmentationmodel formobile
devices.

Conclusion

Real-time performance of semantic segmentation in mobile devices is greatly
restricted by the limited processing power of the hardware installed in such devices,
used extensively in the field of hand gesture recognition systems. The existing work
in this field involves a trade-off between segmentation accuracy and speed, the latter
being more important for real-time application. Thus, there is a requirement for a
lightweight model that can maintain a good balance between speed and accuracy
for optimum performance. The model proposed in this paper adopts a MobileNetv2
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Fig. 6 Example segmentations onOUHANDS test set.a Input images.bGround truth segmentation
mask. c Mobilenetv2 Linknet. d Deeplabv3+
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Table 2 Performance of models with or without ImageNet pretrained encoders

Model mIOU (%)

Non-pretrained Mobilenetv2 Linknet 71.33

ImageNet pretrained Mobilenetv2 Linknet 83.57

Table 3 Performance comparison with other segmentation methods

Model Total parameters mIOU (%)

HGR-Net [9] 279,633 72.06

U-Net [10] 31,055,297 77.82

Deeplabv3+ [8] 11,852,353 83.87

Proposed Mobilenetv2 Linknet 4,146,617 83.57

Table 4 Parameters and GFLOPS comparison of the methods

Model Total parameters GFLOPS

HGR-Net [9] 279,633 30

U-Net [10] 31,055,297 2410

Deeplabv3+ [8] 11,852,353 519

Proposed Mobilenetv2 Linknet 4,146,617 87.8

backbone pretrained on the ImageNet dataset and the decoder architecture of LinkNet
using lateral skip connections to reduce model parameters and computation cost. To
verify the overall efficacy of the models, the model was compared with state-of-the-
art model on the OUHANDS benchmark dataset and confirmed that the proposed
model,MobileNetv2 LinkNet with 4.15million parameters and 87.8G floating-point
operations, strikes the best balance between accuracy and speed, achieving a mean
IoU of 83.57%.

Limitations: The main limitations of the study involve the ability to segment video
data and the amount and variety of data available on different types of hand gestures.
Temporal information needs to be considered for the model to perform efficiently
on video data. The model is not able to properly segment two hand gestures at the
same time. It was also observed that the skin color of the hand affects the segmen-
tation performance of the model. The collection of more data will help enhance the
performance of the model, thereby addressing these limitations.

Future Scope: The proposed model focuses on semantic segmentation of hand pos-
tures which is a pre-requisite for real-time recognition of hand gestures in complex
environment using RGB cameras. The project can be extended to build a classifica-
tion model with low computational complexity conducive for real-time application
which can classify and recognize the hand gestures given by the user. Also future
research can be carried out to reduce the model parameters and achieve a trade-off
between accuracy and model size which will make it more feasible to employ in
real-time application which can run on embedded devices.
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Flexi-Pay System for Public Transport
Based on Passenger Comfort Using
Global Positioning System

G. Mageshkumar , S. Suthagar , D. Maher Shalal, S. Muruganantham,
and T. Manoji

Abstract Bus is a mode of transportation for people around the world. Bus fare
is calculated based on the distance travelled by the passenger. The fare collected
from both sitting and standing passenger is the same, but they do not enjoy the same
comfort. This paper proposes a flexi-pay system, that is, a variable fare calculation
system considering the distance travelled by the passenger whether he/she is seated
or standing during the journey. The system uses ultrasonic sensor to find seating
or standing passenger. The radio frequency identity is used to scan whenever the
passenger gets a seat or leaves it. Global positioning system is used to calculate the
distance travelled. Then, fare is calculated based on the distance travelled by the
passenger considering seating and standing time into account. A Web application is
designed to manage the system with admin and user accounts. The proposed work
justifies the difference in comfort of the passengers in the existing system.

Keywords Bus fare · Global positioning system (GPS) · Public transport · Radio
frequency identity (RFID) · Ultrasonic sensor

1 Introduction

The growth of the nation to a developed nation is achieved by a well-connected
public transport system.Public transport gives access to jobs, education,medical care,
markets, social and recreational activities, and transportation of agricultural products
for sale in towns and cities, amongst other things for the people. Furthermore, public
transportation is a mode of local transportation that allows a group of people to travel
in a planned route. People continue to find public transportation to be a far more
efficient and advantageous mode of transportation. Travel automation can improve
user experience and encourage use of public transport [4].
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1.1 Fare Calculation

The greatest number of passengers that may be transported past a single point on a
particular route in a given amount of time is referred to as capacity in transit oper-
ations. Passengers per hour are the most prevalent unit of capacity measurement.
The headway (or time headway) between buses passing a certain site is measured in
minutes in transit operations. The frequency is the opposite of the headway, record-
ing the number of buses per unit time passing through a specific place on a route,
commonly measured in buses per hour [18].

Croute = f ∗ Cbus (1)

where, Croute is the capacity in transit, f is the frequency on the route (bus per
hour) and Cbus is the maximum number of persons per bus. The capacity in transit is
calculated using Eq. 1.

1.2 Concessions in Fare

Concessions on public transportation tickets are available for the following groups
of people. They include current and former members of Parliament, the Legislative
Assembly, and the Legislative Council, as well as accredited journalists, media per-
sons, women passengers, transgender, differently abled persons with a disability of
40% or more, as well as escorts, cancer patients, freedom fighters drawing central
or state pensions, and widows and legal heirs of freedom fighters drawing central or
state pensions, aged Tamil scholars, and participants in language protests [18].

2 Literature Review

Shanmugapriya et al. had provided a crucial solution to the urban bus passenger’s
plight [17]. This smart bus system uses a display board to show passengers the num-
ber of available seats and space, which is denoted by red (full) and green (empty)
LED lights. Bus riders can take their tickets by scanning their RFID tags, and a
softcopy will be made and delivered to the user’s phone. Lavanya et al. [10] offered
real-time data on bus arrival times, crowd density, and bus transmission data. All of
this informs passengers about the current occupancy and future buses, allowing them
to make better decisions that aid fleet management. This data also aids bus operators
in analyzing patterns in public transportation utilization along various routes, allow-
ing them to provide more services and amenities. Dhanasekar et al. [7] proposed
a method that intends to improve student safety whilst travelling to and from col-
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lege regularly. The student’s RFID tags are detected by an RFID reader positioned
inside the bus. It delivers an immediate notice to parents through the Internet with
the appropriate data from the college database server. Shaikh et al. [15] introduced
a smart public transportation system prototype that is designed and implemented
using IoT technology, GPS, and the ESP32 microcontroller. This system demon-
strates that it can only use GPS-data to obtain real-time bus information, such as
the bus’s current location, speed, arrival time, and distance. Shaik Saidu Masthan
[16], the papers have examined, and many techniques of benefit have been inves-
tigated. Using this computerized bus ticketing system, cash collection difficulties
will be avoided. It is observed that the system was simple to operate and has deliv-
ered excellent results. Baskaran et al. [3] have suggested designing and developing a
low-cost transportation management system based on RFID and GSM connectivity.
The system is made up of many components that are wirelessly connected to GSM
modems. The GSM network’s SMS service is cost-effective and is used to send data
between different modules. Ramya et al. [13] displays are mounted at every bus stop
to inform passengers who are not using the service of the vehicles’ whereabouts as
they approach that stop. The technique is also effective and advantageous in the event
of an error or an emergency. For example, if a bus has a mechanical problem, the
operator at the bus terminal is notified, and the departure time between vehicles is
shortened to save passengers’ time. It is hoped that by implementing this approach,
issues such as less utility of the bus fleet and lengthy lines at bus stations will be
alleviated. As a result, the technology will assist both passengers and bus station
management since it will give real-time information. Raymond and Imamichi [14]
projected a system to resolve the trouble of resolving car courses from the sequences
of discordant geospatial-material datasets. Nowadays, we witness the collection of
instrument course datasets in the form of the sequences of GPS points. Braz et al. [5],
the chance of real data on the radio signal receiver courses of taxis and fare boarding
news for public transport squadrons of large municipalities has likely investigators
and experts the opportunity to investigate new challenges concerning the reasoning
of public transit service systems. They are further studied deeply for improving the
transit system by Rahbar et al. in their work [12]. Simulation of smart buses in smart
cities was performed by Kumar et al. [9] which is a new improvised electric bus. To
improve the passenger travel experience, a study was performed by Cheng et al. [6]
to find customized bus demand spots using smart cards. The graphical user interface
for an industrial application is created using Python or C# or Java as designed by
Barmase et al. [2].

According to the literature review conducted, it is found that there are methods
for tracking the bus, advanced ticket booking systems, accident detection and alert
systems, etc.As of now, there is no system available tomonitor the passenger is sitting
or standing during the travel and calculate the fare based on sitting and standing
distances. The proposed work addresses this as the research gap.
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3 Methodology

The proposedwork of flexi-pay system is divided into twoparts, such as the hardware,
and the software. The software is designed based on a Web server programming
[1, 19]. The idea is to find out the travel made by the passenger standing in the bus
during the transit and reduce the convenience fee for that and to provide that as a
cashback offer for the travel.

3.1 Hardware Design

The hardware part consists of a travel card (RFID), RFID reader [11], ultrasonic
sensor [8], and an embedded device that is used for the ticketing purpose and is
modified with a screen to view the occupancy of the seat. The travel card is an RFID
that is used as an identity card for every passenger, and it is assumed that every
passenger carries their travel card to use the bus in a similar fashion that fastag RFID
to be bought by every car owner to pass through the toll gate in highways of India. The
placement of the ultrasonic sensor is behind every seat, and this helps us to identify
whether the particular seat is occupied. The RFID reader has been placed in front of
every seat this helps the passenger on the bus to scan his RFID when he is seated in a
seat. The ticket vending device in the conductor’s hand helps the conductor to have
a view of the passengers who correctly show their cards in front of the RFID reader.
The design of ticket vending device is not discussed here as the focus of this work
is mainly on calculating the standing and sitting distance of the passenger during
the journey to compute the fare based on it. Presently, the seat occupied or vacant is
updated in the database through serial port node package manager (NPM) module,
and it is displayed in command window as shown in Fig. 2.

Figure 1 shows the circuit connection for the hardware, and it consists of the
Arduino connections with an ultrasonic sensor and RFID reader (Fig. 2).

The prototype of the proposed work is shown in Fig. 3. When the seat is occupied
by the passenger, it is sensed by the ultrasonic sensor, and if the RFID reader did
not load with any values, then it will be notified by the conductor on his device, so
then he can instruct them to place the card on the RFID. If the seat is unoccupied,
the distance sensed by the ultrasonic sensor will indicate a high, and it will also be
notified by the conductor’s device.

3.2 Software Design

The scanner will be connected to the database servers, in which it updates the tables
with the RIFD unique numbers that are scanned. This table with the latest travel id
will be used by the software to track the distance that the passenger has travelled in
standing mode.
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Fig. 1 Schematic diagram of the proposed work

Fig. 2 Node package manager shows the read status of RFID tag

The software includes administrator and user pages, and Fig. 4 shows the admin
page for adding new buses into the database. The form collects the information
regarding the bus basic information, the route, and the timing details. On the button
click, a record with the bus details is created in the database. Figure 5 describes the
admin page for adding stop details to the particular buses. This stores the latitude
and longitude details and more details on the stop details and their respective stops.

Figure 6 shows the landing page of the Web application for the passenger. The
top left part shows the logo, and the right side shows the travel id of the user, which
is a link that will take us to the add family member page to link travel cards with
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Fig. 3 Hardware prototype of the proposed work

Fig. 4 Administrator user interface to add new buses in a route

the current user. Figure 7 shows that a passenger is adding co-passenger details in
the Web page designed to serve the purpose of adding friends and family members
during the travel. This helps in the case of the group travel in the bus and avoid
individual person taking ticket for themselves.

The next step is to take a ticket it can be done using the Web app which help us
to book a ticket and could also be taken using the travel card with the conductor’s
ticketing device, when booked in the Web app, choose the pick and drop spots from
the two drop-down fields as shown in Fig. 8.
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Fig. 5 Administrator user interface to add and edit the schedule of a bus route

Fig. 6 Passenger Web user interface—home page

Fig. 7 Passenger can take multiple tickets by adding co-passengers

Figure 9 shows the search result for the route specified by the user. From the
available buses, he could choose the bus for the travel. Once he chooses the bus and
click book ticket, it would create an object in the server with the details like travel
id, bus no, destination, pickup, first and second scan lat and long. This will also have
a unique tracking number to track the travel of the passenger.
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Fig. 8 Passenger user interface—select source and destination of the travel

Fig. 9 Search result of the available buses for the selected source and destination

An object is created in the event of booking a ticket, and the card is added to
the landing page with attributes like tracking id. The tracking id is unique, and it
will help to track the particular travel in the database. A sample booking ticket for
a group of three passengers travelling from Mettupalayam to Perundurai is shown
in Fig. 10. Figure 11 shows the object that is created in the database for the sample
ticket. Figure 12 shows the tracking page before the travel passenger is seated. There
is a array in the table that contains the stops through which the bus travel. The card
below that list displays the distance travelled between the first and the second scan.
The blue box shows the current location from the global positioning system that is
recorded to calculate the distance travelled and the fare for travel.

4 Operation Principle

The passenger enters the bus, he used take the ticket for the travel, which can to be
taken from the conductor or the Web app. After that, the unique travel id with the
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Fig. 10 Travel ticket has been booked for the group of passengers fromMettupalayam to Perundurai

Fig. 11 Record of object created in the cloud database

passenger’s pickup and dropping spot will be noted. Meanwhile, the conductor will
also have a display to monitor the seat vacancy of the bus. The vacancy is obtained
with the help of ultrasonic sensors placed in the seats. It will sense the presence of
the passenger and intimate the conductor with different colours like green, red, and
black. Green denotes seat which is occupied and scanned, red denotes seat which
is occupied and not scanned, and black denotes seat which is not occupied. If there
is any seat available, the passenger can be seated, and if there is no seat available,
the distance needs to be calculated for the time in which the passenger travelled in
standing. When the passenger finds a seat after the travelling for a particular distance
in standing, he should scan his card in the RFID reader in front of the passenger.
The attributes that hold the latitude and longitude are updated on the instance of the
second scan.
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The coordinates are used to find the distance between the pickup spot and sitting
spot, and it will be calculated with the Haversine formula shown in Eqs. 2, 3, and 4. In
the equation, a represents square of half the chord length between two coordinates,
�ϕ is latitude difference between two coordinates, �λ is the longitude difference
between two coordinates, c is angular distance in terms of radians, R is radius of
the earth, and d is the distance between two coordinates. Concerning the distance
calculated the amount will be refunded to the passenger’s wallet as a cashback which
can be used by the passenger at a later period. The concept of wallet integration is
inspired from the wallet system that is used for fastag.

a = sin2(�ϕ/2) + cosϕ1 · cosϕ2 · sin2(�λ/2) (2)

c = 2 · atan2
(√

a,
√

(1 − a)
)

(3)

d = R · c (4)

5 Result and Discussion

As we find above the travel between Mettupalayam and Perundurai, the passenger
has travelled for about 44.12 km between the first scan (booking the ticket) and the
second scan that is done when the passenger is seated. The distance between the
first scan latitude, longitude, and second scan latitude, longitude with the help of the
Haversine formula, which helps us to calculate the distance between two locations
based on their latitude and longitude values.

The fare for the travel between Mettupalayam to Perundurai, according to Tamil
Nadu bus fare calculation will be Rs. 66.00. Figure 13 shows that half the fare from
the original ticket is provided as a cashback for the travel from Mettupalayam to
Perundurai but got seated only from Avinashi. The total distance travelled by the
passenger in standing mode is found to be 44.12 km, and the cashback is calculated
as Rs. 10.71. It will be added in the travel wallet account which could be used in next
travel by the passenger. The cashback amount is roughly assumed by the authors,
and they do not ensure half the price of the fare is refunded. The proposed work is
a proof of concept that it is possible to calculate the cashback amount and display
it. The result of the travel from Mettupalayam to Perundurai is for different cases
which is listed in Table 1. The various cases are categorized into single passenger
and multiple passengers travelling both in standing and sitting mode, standing only,
and sitting only modes.

Number of passengers is travelling in the bus is represented as Pn , and the distance
travelled by the passenger in sitting mode and standing mode is denoted as DSit and
DStand, respectively. The fare for the travel in sitting and standing mode is denoted
as FSit and FStand, respectively.
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Fig. 12 Web page displays the location at which the scan is done by the passenger after taking seat

Fig. 13 Website displays the
cashback to be given to the
passenger
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Table 1 Table captions should be placed above the tables

No. of passenger, (Pn) (P/DSit/FSit) (P/DStand/FStand) Total fare Cashback

1, (P1) P1/44.12/33.86 P1/41.88/21.43 55.29 10.71

1, (P2) P2/0.00/0.00 P2/86.00/33.00 33.00 33.00

2, (P3, P4) P3/22.50/17.27 P3/63.50/24.37 93.18 38.82

P4/48.33/37.09 P4/37.67/14.45

2, (P3, P4) P3/22.50/17.27 P3/63.50/24.37 93.18 38.82

P4/48.33/37.09 P4/37.67/14.45

2, (P5, P6) P5/0.00/0.00 P3/86.00/33.00 66.00 66.00

P5/0.00/0.00 P3/86.00/33.00

2, (P7, P8) P7/86.00/66.00 P3/0.00/0.00 132.00 0.00

P8/86.00/66.00 P3/0.00/0.00

6 Conclusion

Fare determination for the passengers travelling in the bus based on whether the
passenger is seated or standing during the travel is calculated using ultrasonic sensors,
GPS and RFID are reported here. The flexi-pay system may reduce the number of
people waiting for the bus to arrive with empty seats and encourage the people to
travel even if the bus seats are occupied already. It may also reduce the feel of
discomfort during the travel as they have to pay less than the seated passengers. The
results conclude the evidence that such system could be implemented with certain
limitations in the performance and lot of challenges.

The proposed system is only a semi-automation system, to find the distance trav-
elled by the passenger either in sitting or standing position. The performance of
the system is currently very limited. The maximum number of users in the current
system is limited to 10 users. The number of bus routes that are incorporated is 5,
and the stops in-between the 5 places are also included in the database. The GPS
tracking is updated every two seconds, but all of the tracking data are not stored as it
will consume large memory. The GPS data is stored only when the passenger scans
the RFID travel card. The system uses MongoDB to store the data of tickets, bus
routes, types of buses, location of each bus stop, user data, etc. It is observed that, if
implemented in real time, it will become necessary to use a big data server to handle
the requests from all the buses.

There are a few challenges that one may face in real-time implementation of the
proposed work. Firstly, all passengers will like only to travel in standing until they
get tired. Secondly, a passenger may take a seat but does not scan the RFID travel
card. Thirdly, a passenger leaving the seat without scanning the RFID, travel card.
The above said challenges have to be monitored manually by the conductor of the
public transport. Finally, there is threat for data security in the current system which
can be improved using security controls like Web application firewall, subdividing
the network into microsegmentation, and implementing anti-distributed denial of
service (anti-DDoS) algorithms to avoid data breach.
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An Improvised Algorithm for a Dynamic
Key Generation Model

D. V. Guru Saran and Kurunandan Jain

Abstract Datamay be kept private, secure, and authentic via cryptography. Compu-
tational resources and communication channel performance impede the development
of an efficient key generation model in IoT devices for encryption and decryption
applications. Most IoT networks encode information with session keys, which are
less secure than dynamic key encryption used in communication channels. Further-
more, because of the resource limitations of most IoT networks, it is impractical
to use the current dynamic key generation approaches. To solve these problems, a
dynamic key generator model has been designed that continuously generates unique
keys in the range of 1000–10,000,000. We also discuss our proposed model’s secu-
rity and performance analysis to validate the feasibility of its operation in such a
resource-constrained IoT environment.

Keywords IoT · Dynamic key · Cryptography · Security

1 Introduction

It is only a matter of time until the Internet of Things (IoT) becomes an increasingly
crucial part of our everyday lives, thanks to the arrival of 5G technology. A new
security danger is created, or malicious attackers can get into the information and
equipment that are supposed to be secured [1]. Certificate-based encryption and
public key distribution are adequate to assure data confidentiality, integrity, and
validity at OSI network layer levels. These services are unsuitable for IoT devices due
to their memory, computational power, energy consumption, and equipment space
limitations [2]. In addition to standard network security weaknesses, the Internet of
Things offers new security challenges due to its unique features and the fact that it
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includes several sensor nodes. Data transiting through the Internet of Things (IoT)
network is protected by lightweight cryptographic algorithms [3].

Data confidentiality, integrity, and authenticity may all be ensured by using cryp-
tography. The information must be kept private to prevent it from being accessed or
misused by others. Authenticity ensures that data cannot be disputed, whereas data
integrity ensures that it is trustworthy and reliable information being carried across
the network [4].

Cryptographic keys are used for encryption and decryption to ensure security.
These keys encrypt the data by converting plaintext to ciphertext. A cryptographic
key can be created in one of two ways. Symmetric and asymmetric keys are two sorts
of keys. In symmetric key encryption, the very same secret is used to encode and
decode the message. In asymmetric keys, one encrypts the message with one key
and decodes it with another key [1, 5]. While dynamic keys are used once for each
message transmitted, session keys are used to encrypt and decrypt the information
in a session to ensure session security. The system’s security is enhanced because
dynamic keys are utilized for every data transmission [6].

In the IoT network context, malicious users can target the data or devices that
generate the data. Active and passive attacks on an IoT network/system are two types
of attacks. Passive attacks include the attacker listening to and analyzing traffic passed
between objects without altering it. This enables the attacker to ascertain sensitive
data like credentials or keys shared, which can be abused to perform cyberattacks.
During cyberattacks, the attacker alters, deletes, or replaces transmitted data with
malicious messages [7]. It can also impersonate a legitimate node, engage in the
key formation procedure, or replay valid messages to gain the system’s trust to steal
sensitive data such as cryptographic keys.

In previous research [8], we created and implemented a method for generating
discrete, transitory keys known as dynamic keys, which are used to determine the
delivery time of numerous packets in data transmission or the delivery time of a
single packet. Using symmetric key encryption, the suggested dynamic key gener-
ation mechanism is developed to work in IoT environmental system. In this inves-
tigation, we assume that every individual message transmission between commu-
nicative parties uses the dynamic key created by our technique. In comparison with
conventional dynamic key generation approaches, we provide a robust system for
cryptanalytic assaults while using fewer resources. Three steps comprise the key
generation algorithm of the cyclic dynamic key generator (CDKG). It utilizes an
input pair of secret and seed to create dynamic keys without a key distribution center
(KDC) intervention.

This paper redesigns the algorithm to boost efficiency while preserving strong
resilience to cryptanalytic attacks. Furthermore, we replace the SHA256 hash with
theBlake2b hash becauseBLAKE2 ismuchmore efficient in software overmost plat-
forms than SHA256.When hashing 64 bytes, for example, it is often twice as efficient
as SHA256 on ARM devices [9]. BLAKE2 includes potentially valuable security
features such as protection against length extension, a common technique of keying,
“personalization tags” to ensure domain separation, etc. In addition, we implemented
configuration stage and random stage, which will be discussed in Sect. 3.
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The following are the main contributions for this paper:

1. Redesign and enhance the model’s performance for dynamic key generation
intended for use in an IoT ecosystem.

2. Analyze the efficiency and safety of the suggested method for protecting IoT
devices.

2 Literature Survey

Most key management solutions prefer to encrypt and decode messages with session
keys. Using session keys to encrypt data is vulnerable to eavesdropping or compro-
mising the data. Using a session key for more than one session may compromise the
data, so dynamic keys are used because they are one-time use keys employed per
message instead of per session. Dynamic keys are preferred over session keys due to
their security resilience [6], whereas session keys are preferred for computation and
storage purposes.

In this research, Thanh Nha Dang [10] suggested an improved AES scheme that
creates dynamic keys. A 16-byte data packet was delivered in a numerically indexed
pattern. Based on the pattern, the key in an Internet of Things (IoT) system was
dynamically updated with encrypted data.

At the PHY layer, the researchers researched, assessed, and uncovered flaws in
OFDM-based encryptionmethods [11]. It is been discovered that frequency response
encryption reduces the effects of channel fading and improves bit rate error perfor-
mance. A new method for altering encryption blocks for input OFDM frames and
a dynamic secret key mechanism has been presented to strengthen the security of
OFDM-based encryption systems.

Uchiteleva’s method dynamically updated the secret key on both endpoints of
a network connection by using pseudo-random (PR) [12] sequences produced at
the physical layer of wireless transmitters throughout the data transmission. In an
Industrial Internet of Things (IIoT) setting, this method is adaptable and suited for
large network nodes with limited computational power.

Utilizing a Diophantine variant of the nonlinear equation [13], Thirumalai’s
suggested solution repurposes the RSA technique for storage efficiency. In addi-
tion, this technique worked exceedingly well due to its sole use of an RSA public
key. MEMK does not involve a multiplicative inverse function or extended Euclid’s
method. To acquire a test result for MEMK PKC key generation, encryption, and
decryption phases, they ultimately increased the N-bit modulo bits from 1 to 10 K.

Moosavi [14] provided two ECG-based cryptographic key generation algorithms.
They first suggested using the Fibonacci linear feedback shift register (LFSR)
pseudo-random number generator to generate a sequential set of APIs. Second, they
demonstrated a key generation mechanism that is both highly secure and low cost.
Researchers discovered that traditional IPI-based solutions take 12.3% and 41.2%
more time when comparing key generation execution times.
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Fig. 1 General overview of key generation methodology

This research proposed the generalized triangle-based security algorithm [15] as
an energy source, resource data encryption algorithm with an acceptable encryp-
tion generation mechanism (G-TBSA). The proposed G-TBSA is implemented in
constrained Wi-Fi wireless sensor networks (WSNs). The key generation process is
at the algorithm’s core because it requires low resources to produce keys, reducing
algorithm complexity and improving energy efficiency.

3 Proposed System

3.1 General Overview of the Key Generation System

Figure 1 depicts a broad overviewof the key generation approach. The three functions
use logical and bitwise operations to produce random keys supplied as an input to
the Blake2b cryptographic hash function. Using the Blake2b hashing technique, a
256-bit hash is generated. The result generates the dynamic key from the specified
secret and salt. There are four stages of operation in the key generation scheme:
the initialization stage, the configuration stage, the randomness stage, and the cyclic
stage.

3.2 Initialization Stage

Figure 2 depicts the broad operational perspective of the initialization stage. Two
pre-shared alphanumeric values are required as inputs for this stage: a secret and
a seed. Only Function A, the configuration stage, and BLAKE are active at this
level. The configuration stage is contained inside Function A. After completing the
configuration stage, it executes logical and bitwise operations to generate a new
secret. The freshly generated secret is sent to Function C or Function B alongwith the
Blake2b hashingmethod. Blake2b combines the pre-shared salt and freshly produced
secret to construct a 256-bit dynamic key. The key generation algorithm then moves
on to the cyclic and random stages.
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Fig. 2 Initialization stage

3.3 Configuration Stage

This stage is implemented in Function A. Instead of sending the input directly to
logical and bitwise operations, it performs mathematical operations on the secret
and seed pair, as shown in Fig. 3. Two pre-shared alphanumeric values are inputs in
the configuration stage, i.e., a secret and seed, combined and stored in the input. The
combined input is divided into six equal groups by padding with zero. Apply mod
6 to these six equal groups and make adjustments such that S1, S2, S3, S4, S5, and
S6 are obtained. After the configuration stage, the divided input performs logical
and bitwise operations in Function A, yielding a new secret as an output. The newly
created secret is sent into Function C/Function B and the Blake hash algorithm.

3.4 Randomness Stage

The general workings of the randomness stage are indicated in Fig. 4. This stage
is implemented in Function C. The stage requires a secret generated from Function
A and a key generated from the previous result, i.e., a dynamic key. Function C
performs logical and bitwise operations on the secret generated from Function A
and the key generated from the previous result to generate a new secret. The new
secret is supplied to function B as an input. If there is no previous result stored in
memory, the new secret generated from Function A is directly passed to Function B.
By implementing this stage, for the same secret and key, we generate different sets
of random keys.

3.5 Cyclic Stage

Figure 5 depicts the main functioning overview of the cyclic stage. At this level,
all modules are operational (Function A, Function C, Function B, and BLAKE).
Function A aims to create new secrets from Function B’s output pairs. Function C’s
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Fig. 3 Configuration stage

purpose is to give Function B a secret. From the outputs of Function A and Function
C, Function B tries to create fresh secrets and seeds for Function A. The secrets
created by Functions A and B are continuously fed into the 256-bit dynamic key
generating Blake hash function.

4 Key Generation Methodology

This section provides a detailed summary of each function. Table 1 gives each
function’s terms and notation used in this section.
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Fig. 4 Randomness stage

Fig. 5 Cyclic stage

Table 1 Terms and notations Symbol Notation

XOR Bitwise exclusive

LCS Left circular shift

RCS Right circular shift

LRS Logical right shift

LLS Logical left shift

4.1 Function A

Figure 6 depicts the inner workings of Function A in detail. The secret and seed are
first transferred to the configuration stage. The detailed working of the configuration
stage is indicated in Fig. 3. After the configuration stage, the input divides the secret
into six parts: S1, S2, S3, S4, S5, and S6; S5 and S6 undergo the left and right circular
shift operations, respectively. The circularly shifted S5 and S6 perform an Exclusive
OR operation with S3 and S4, resulting in S7 and S8. Similarly, S3 and S4 perform
the left and right circular shift operations, respectively. The circularly shifted S3 and
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S4 perform an Exclusive OR operation with S1 and S2, yielding S9 and S10. S7, S8,
S9, and S10 are subjected to a logical right shift operation, with the resulting outputs
combined together to generate a new secret.

Fig. 6 Function A
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4.2 Function C

Figure 7 illustrates the innerworkings of FunctionA in great detail. The stage requires
a secret produced by Function A and a key produced by the preceding result. This
function C is valid if it returns the previous value. If there is no prior result, Function
A immediately passes the newly produced secret to Function B. The method divides
the secret and the key into four parts: S’1, S’2, S’3, and S’4. K’1 and K’3 suffer
circular shifts to the left and right, respectively. Circularly shifted K’1 and K’3 are
subjected to an Exclusive OR operation, with S’1 and S’3 producing S’6 and S’5.
S’2 and S’4 suffer circular shifts to the left and right, respectively. S’8 and S’7 are
created when S’2 and S’4 are circularly moved. The outputs of the logical right shift
operation performed on S’5, S’6, S’7, and S’8 are concatenated to produce a new
secret.

4.3 Function B

It is shown in Fig. 8 how Function B works from a high-level perspective. S"1 to S"4
are the four components of the secret that the algorithm divides into and the seed into
two parts (K1 and K2). Shifts in the direction of left and right circular motion occur
for K1 and K2. As a result of this process, K4 is generated. A left circularly shifted
K1 conducts an Exclusive OR operation with S"3 to create K3 as a consequence of
the Exclusive OR operation with S"1. K3 and the result of S"2’s left circular shift
is supplied as input to an Exclusive OR operation, which generates the output. S"6.
Using Exclusive OR, the result of the right circular shift operation on S"1 and K4
is used to produce the desired output. S"5. Like S"3, the result of Exclusive ORing
S"2 and a right circularly shifted S"3 is produced by S"3. S"7. An Exclusive OR
operation on S’1 with a left circular shift is carried out S"4 is responsible for the final
product. S"8. After performing a logical left shift operation on each S5, S6, and S7,
the outputs are appended together to form a new secret. Logical right shift is applied
to K3 and K4, and the outputs are appended together to form a new seed.

5 Security Methodology

This section goes through the numerous attack vectors used against the proposed
approach key system. These tests demonstrate that the proposed approach key system
is resistant to different attacks that an attacker might attempt to reveal the keys.
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Fig. 7 Function C

5.1 Chosen Plaintext Attack

A cryptanalysis attack can result in illegitimate access to sensitive data due to the
compromised symmetric keys. The adversary sends plaintexts of his or her choosing
to the encryption oracle to get comparable cipher messages. The adversary attempts
to deduce the keys used by the oracle based on the plaintext–ciphertext pairs retrieved.
Figure 9 depicts the general attack scenario. Due to the exposure of symmetric keys,
this attack may result in unauthorized access to sensitive data.
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Fig. 8 Function B

Fig. 9 Chosen plaintext attack
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Fig. 10 Brute force attack

5.2 Brute Force Attack

The term “exhaustive key search methodology” refers to this cryptanalysis method.
In this attack, the decryption of ciphertext using all possible key spaces determines
the key used to encrypt the data. The strength of the algorithm’s cryptographic keys
may be evaluated using this attack. The key to one message on the transmission
medium can be used to decode all other messages if the attacker is successful. As
seen in Fig. 10, the general assault scenario. An attacker cannot use the same key to
decode many messages in the same transmission medium because of the dynamic
key. There must be a way for an attacker to brute force an initial seed or secret, in
addition to being able to authenticate message decryption using the dynamic key
generation method.

5.3 Preimage Attack

The attack puts the hashing technique to the test against preimage resistance. This
attack vector has two variants: the first and second preimage attacks. A first preimage
attack allows the attacker to identify a message with a hash length of less than 2N .
Resistance to the first preimage assault indicates that it is impossible to identify any
second input, i.e., given messageM. It is impossible to create a second preimageM ′
�= M such that H(M) = H(M ′).

5.4 Replay Attack

This is a version of the Man-In-The-Middle (MITM) attack, in which attackers
capture network communication packets and retransmit tampered but genuine
packets to impersonate the legitimate user. This form of attack is frequent when
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Fig. 11 Replay attack

a legitimate system uses reusable authentication keys. This attack may allow an
adversary to gain access to system resources. Attack scenarios are depicted in Fig. 11.

5.5 Session Hijacking

After acquiring the stolen session key or token, an adversary operating as a
gateway can get unauthorized access to sensitive information and applications in
devices/services/networks. This attack can be carried out by either stealing or
guessing an authentic session key to acquire unauthorized access to the system.
Figure 12 depicts the general attack scenario. This attack methodology can aid in
determining whether a suggested scheme for session monitoring is possible.

6 Performance Analysis

The suggested dynamic key scheme’s performance measures are outlined in this
section. Randomness, storage, and computation requirements assess if the algorithm
can work in an IoT environment.
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Fig. 12 Session hijacking attack

6.1 Test Configuration

The key generation scheme was tested on the Raspberry Pi 4 Model B, a tiny single-
board device commonly used in IoT networks [16, 17]. Table 2 lists the hardware
specifications for this single-board computer.

Before transmitting data across the network, this single-board computer may
process raw data obtained from different sensor feeds and execute cryptographic
procedures. The suggested approach is intended to produce dynamic keys spanning
from 1000 to 10,000,000, and various performance features in compute, and storage
requirements are tested. The prototype was built using Python 3, an interpreted, high-
level, general-purpose programming language. All Python libraries required for the
prototype’s proper operation are supported by the Raspberry Pi OS, which runs on
the hardware.

Table 2 Raspberry Pi 4
model B hardware
specifications

Version Type

Instruction set ARMv8 (64/32-bit)

SoC Broadcom BCM2711

FPU Neon-FP-ARMv8

CPU 4 X Cortex-A72 @ 1.5 GHz

GPU Broadcom VideoCore VI 500 MHz

Memory (SDRAM) 1 GB
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6.2 Randomness Analysis

Randomness analysis assures that the output created by an algorithm is pattern less.
This analysis helps to confirm that the produced keys are unique. The National Insti-
tute of Standards and Technology (NIST) proposed several to verify the randomness
of generated dynamic keys [18, 19]. These tests use conventional normal and chi-
square (χ 2) distributions as reference distributions. If the pattern under analysis
is not random, the resulting test statistic will be in the extremes of the reference
distribution. Table 3 provides an overview of the test completed.

7 Results and Discussions

This section describes the proposed dynamic key generation scheme’s security
features and the results of several testing.

7.1 Security Features

1. Mutual Authentication: Mutual authentication happens when both sides of a
communications connection, rather than simply one, authenticate one others
identity. Most IoT devices require a connection to a remote server to work
correctly. They may also be required to connect to other IoT devices. IoT devices
must communicate via an untrustworthy network (the Internet). Mutual authen-
tication decreases the possibility of attackers compromising their connections
by guaranteeing that the data they receive is trustworthy and from a legitimate
source.

2. Session keys security: In each communication session, dynamic keys are limited
to a fixed amount of messages ranging from one to hundreds. On the other hand,
session keys are utilized for the duration of the communication session. The
maximum number of messages that can be encrypted with a single dynamic
key exceeds the maximum number of messages that may be exchanged in a
communication session.

3. Perfect forward secrecy: Forward secrecy (FS) is a cryptographic primitive that
changes the keys used to encrypt and decrypt data automatically and frequently.
Even if themost recent key is compromised, just a small amount of necessary data
is released due to this ongoing process. Even if the server’s private key is compro-
mised, absolute forward secrecy helps protect session keys. Since dynamic keys
could only be used once in messages in a single communication session, they
add an extra layer of protection to secrecy.

4. User Anonymity: Intruders continuously look for security weaknesses and sensi-
tive data such as passwords and user IDs. Intruders can use these credentials
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Table 3 NIST test overview

Name of the test Description

Frequency test There should be an approximately equal amount of
ones and zeros in a series, which is what the test
measures

Frequency test within a block Ones in an M-bit block are being tested to check if
their frequency equals M/2

Run test The number of one- and zero-runs of varying
durations is tested to see if the random distribution
using the runs test. With this test, you can see if the
rate of change between 0 and 1 s is too rapid or too
sluggish

Test for the longest run of ones in a block Tests if the longest run of ones in the tested sequence
is consistent with the longest run anticipated in a
random distribution

Binary matrix rank test Tests if fixed length subsequences of the original
sequence are correlated linearly

Discrete Fourier transform test Assuming randomness is the assumption, this
approach checks the analyzed sequence for periodic
characteristics (i.e., recurrent sequences that are near
together). We are looking for a noticeable difference
between 95 and 5% in peak counts, surpassing that
requirement

Non-overlapping template Matching test With this test, we are trying to determine which
generators create an abnormally high number of
non-periodic (aperiodic) patterns we have defined

Overlapping template matching test A pre-specified objective string’s frequency is
examined using the overlapping template matching
test. To distinguish this from the non-overlapping
matching test, the window only advances one bit
before the search is resumed when the pattern is
found. This is the sole difference between the two

Maurer’s universal statistical test With this test, we are looking to see whether there is
any way to reduce sequence size without sacrificing
quality dramatically. It is possible to reduce the size
of a non-random sequence considerably

Linear complexity test Determines if the sequence is sufficiently
complicated to be considered random. Longer
LFSRs can distinguish random sequences. An LFSR
that is too short shows non-randomness

Serial test We will examine if the 2 m m-bit overlapping
patterns appear as frequently as would be anticipated
from a random sequence in this test

(continued)
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Table 3 (continued)

Name of the test Description

Approximate entropy test The topic of this test is the frequency of all
conceivable overlapping m-bit patterns in the whole
sequence. With this test, we are looking to see how
often blocks of lengths m and m + 1 overlap with
the predicted frequency of random blocks

Cumulative sums test In order to identify if the examined sequence
contains too many or too few component sequences,
a test is conducted. The overall cost is about the
same as going on a walk at random. For some
non-random sequences, the random process’s
deviations from zero will be considerable

Random excursion test This test aims to examine if the frequency of a
certain state’s occurrence in a cycle differs from the
random sequence. There are eight tests in this
assessment, one for each of the states: −4, −3, −2,
−1 and + 1, + 2, + 3, + 4. There are eight tests in
this evaluation (and conclusions)

Random excursion variant test This experiment aims to see if the unpredictability of
the number of trips to different states differs from
what is predicted. Each state −9, −8,…, −1 and +
1, + 2,…, + 9 is represented by one of the eighteen
tests included in this study (and the conclusions
drawn from them)

to carry out MITM and impersonation attacks. We can keep specific network
identities hidden when exchanging messages using dynamic keys.

5. Key dynamics:When you utilize a fixed key for an extended period, the likelihood
of breaking it increases. This method generates a new key each time it starts,
recognizing the dynamics of the key and significantly increasing its security.

6. Full randomness test pass: The redesigned model passed all the series of
randomness tests given by NIST

7.2 Security Test

1. Cryptanalysis andBrute force attacks: The algorithmgenerates a one-timemaster
key that is used to secure individual messages rather than entire sessions. It func-
tions similarly to a one-time pad. The attacker never finds the keys using the
ciphertext attack because analyzing encrypted messages with many unique keys
is difficult. The breach of a single key reveals only one message; it is impervious
to cryptanalysis assaults. A critical space of 1.1579209e + 77 is required to
brute force a 256-bit key. In theory, it would take 3.671052 years for a supercom-
puter with a speed of 100 petaflops to deplete all 256-bit key space. Rendering
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this type of attack against the redesigned key generation mechanism is infea-
sible. However, this situation is only applicable to fetching a single dynamic key.
Because the key space is the same size, the amount of computing required to brute
force the input seed and secret pair and validate the decryption of individual infor-
mation increases nearly 10 million times to decipher a complete communication
session correctly.

2. Replay and Session Hijack Attacks: Replay attacks are common on network
devices that use reused authentication keys. By employing the provided dynamic
approach, the attacker is prevented from using the same access code to get access
to network resources. To prevent replay attacks, a single dynamic key can be used
to generate an access code that can only be verified once. If an attacker obtains
the session key, he or she can take over a user session by intercepting the user’s
session key and impersonating this user to maintain the connection with the
system. This attack strategy is not conceivable in our redesigned model because
session communications are encrypted using dynamic keys.

8 Hardware Consumption

The algorithm is efficient regarding entropy and storage because the prototype and
keys take up only 7KB of code and key storage space, as given in Table 4. Tenmillion
keys were produced from an alphanumeric seed and a secret during the prototype
stage. Figure 13 depicts the rise in time as the number of keys, increases, and we
also compared the redesigned algorithm to the previous algorithm. The process takes
4688 s to produce ten million keys. While creating ten million dynamic keys, the
technique consistently used less than 20 MB of RAM.

Table 5 gives the results of the NIST randomness testing. The test results indicate
that the method generates random output sequences, which correspond to produced
keys being unique.

Table 5 gives the minimum P-Value of all possible states examined for random
excursion and excursion variant testing. The predefined threshold value, i.e., P-Value
≥ 0.01 for all x states indicates that the output is random.

Table 4 Storage key space

Keys 1 K 10 K 100 K 1 M 10 M

Storage 63.5 KB 634.8 KB 6.2 MB 62 MB 619.9 MB
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Fig. 13 Comparing performance analysis of previous and redesigned model

9 Conclusion

In conclusion, we describe a cyclic dynamic key generation technique capable of
producing many unique keys. Most cryptanalytic assaults, such as dictionary attacks,
ciphertext-only attacks, brute force, preimage, and replay attacks, are resistant to the
method (and, by extension, the keys). The redesigned algorithm has better perfor-
mance and full randomness compared to the previously designed model. Since
this key generation technique is intended to be deployed in an IoT ecosystem, the
prototype developed for the algorithm operates efficiently in resource-constrained
environments.
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Table 5 Randomness test result

S. No Test type Previous model result
(P-Value)

Modified model with
Blake2b (P-Value)

1 Frequency test 0.62202 0.5815

2 Frequency test within a block 0.0261 0.47955

3 Run test 0.6593 0.96586

4 Test for the longest run of
ones in a block

0.6539 0.68468

5 Binary matrix rank test 0.0852 0.45961

6 Discrete Fourier transform
test

0.1661 0.49789

7 Non-overlapping template
matching test

0.0292 0.99986

8 Overlapping template
matching test

NAN 0.06119

9 Maurer’s universal statistical
test

NAN 0.10592

10 Linear complexity test 0.03486 0.08011

11 Serial test 0.0523 0.49896

12 Approximate entropy test 1 1

13 Cumulative sums test
(Forward)

NaN 0.5876

14 Cumulative sums test
(Reverse)

NAN 0.79917

15 Random excursions test 0.0508 0.2109

16 Random excursions variant
test

0.1573 0.58388

a NAN-Not a number. Comparing the NIST randomness testing results of previous and redesigned
model.
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A New Authentication Protocol
for Hardware-Based Authentication
Systems in an IoT Environment

Rohit Pilla and Kurunandan Jain

Abstract Many companies have recently introduced smart IoT and wearable
devices. Most of these devices have sensors that interact with them as well as
features that enable them to connect to the Internet. However, if proper security
and safety are not considered, the extent of damage will be greatly increased. This
research work proposes a novel authentication scheme for two devices that can
mutually authenticate and use dynamic keys for encryption and decryption based
on the AES-GCM authenticated encryption algorithm. The security framework of
the proposed scheme demonstrates that it is resistant to a variety of common attacks
and enhances security in an IoT environment.

Keyword AES-GCM · Cryptography · Dynamic keys generation

1 Introduction

IoT has attracted a significant interest from both industry and academia.
Recently, industries have made significant progress in developing new applications.
Each domain has its own set of standards, goals, challenges, and security require-
ments. IoT ensures the system’s confidentiality, integrity, and availability for various
network components and parts.

Authenticated encryption techniques are a subset of symmetric key cryptographic
algorithms that ensure the confidentiality and integrity of data. The protection of data
from being disclosed without permission is referred to as confidentiality, whereas
authenticity refers to the integrity of data and the authentication of its source. Some
applications require the handling of extra data, such as packet headers, which require
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authentication but not encryption. This work will focus on authenticated encryption
with associated data (AEAD), a broad classification for such schemes.

Authenticated encryptionwith associated data (AEAD) [1] refers to cryptographic
primitives thatmay be used to solve a range of problems. TheAEADmethods encrypt
a part of the message and leave the rest unencrypted, but the whole packet gets
authenticated. AEAD encryption is a symmetric encryption method for data trans-
ferred in packets that enables secrecy and data authentication via a single software
interface. AEAD techniques are simpler and more efficient than separate encryp-
tion and authentication algorithms and use fewer resources. It also avoids key flaws
in combining encryption and authentication, which have led to several real-world
assaults against protocols and programs such as SSL/TLS. Key management is the
process of managing the lifespan of keys that involves the production, exchange,
storage, replacement, and deletion of cryptographic keys. Key administrative proce-
dures are structured as either centralized or decentralized. The key distribution
center (KDC) is shared among the bunch regulators, which is often formed of a
progressive structure. For scattered conventions, hubs operate together to guarantee
crucial administration activities such as key creation, circulation, reestablishment,
and denial. This study presents a machine-to-machine authentication procedure that
is end-to-end protected by AES-GCM encryption.

Since IoT devices are frequently low-cost and simple, with limited CPU, memory,
and energy resources, implementing authenticationmethods for them is a difficult and
time-consuming process. As a result, any security protocol or application designed
for IoT devices should be as simple as possible in terms of processing complexity and
energy consumption [2, 3]. Furthermore, since this single factor is easily intercepted
andobtained by adversaries,most of the one-factor authentication solutions presented
in the literature fail to prevent device authentication attacks [4].

The main research contributions made in this paper are as follows:

• A suitable authentication protocol is developed for device-to-device mutual
authentication.

• Dynamic key generation algorithm is implemented in both the devices [5].
• A performance analysis has been carried out on the proposed scheme, which use

lesser bytes compared to other protocols and security methodology resilient to
various common attacks.

2 Related Work

In recent years, a great variety of two-factor authentication approaches have been
proposed. However, most of these approaches [2, 6, 7] are concentrated on the user.
These methods employ passwords and smart cards/devices as two-factor security.
Since smart cards are not impervious to tampering, these systems are commonly
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exposed to different physical assaults. On the other hand, a few interesting PUF-
based authentication techniques have recently been suggested for IoT systems [8–
11]. However, most of them are based on computationally inefficient public-key
systems.

Anshel [12] suggested a lightweight key agreement protocol based on AE. The
protocol performs well on low-cost devices by outperforming the previous public-
key-based alternatives. E-multiplication is a new operation introduced by AE. An
adversary cannot deduce the input from a given output since it is a one-way func-
tion. The difficulty of E-multiplication rises in lockstep with a different level of
security. It enables the AAGL protocol to achieve considerable gains in efficiency.
The mathematical foundations of AE are not the same as those of classic public-key
cryptosystems. The braid group and its features are used in the AAGL protocol to
create an algebraic erase concept.

On the other hand, in [13], the authors presented an RFID-based authentication
architecture for distributed IoT applications, which they believe will be helpful in
future innovative city contexts. Compared to the previous techniques, the suggested
protocol (which is not dependent on PLS) is both lightweight and efficient. It also
provides RFID tags to enable secrecy, anonymity, as well as safe location. Simi-
larly, [14] presents a lightweight authentication system for IoT-enabled devices in
distributed cloud computing environment. The authors offer an architecture with a
smartcard-based authentication protocol, which allow registered users to access all
private information stored on private cloud servers safely. In addition, the authors in
[1] address the three-layered data flow architecture for fog computing and propose
many unique architectures inside the fog computing paradigm, including energy
lattices, MediFog, UXFog, linked parking systems, and FoAgro.

For authentication, the authors of [15] use discrete algrithmcalled zero-knowledge
proof of knowledge (ZKPK). Physical security is provided by a combination of a
PUF and user password. However, this suggested technique does not require any
stored secrets, and it is less effective for IoT devices since it requires a user password
for authentication each time [16]. Furthermore, because of the discrete logarithm
ZKPK, their proposed approach is more computationally complex.

The authors of [17] created a foldable architecture for AES encryption/decryption
by using pre-computed keys and researched the minute features of Spartan-
II FPGAs to efficiently implement the S-box on block RAMs (BRAMs). The
MixColumn/InvMixColumns idea is implemented using shared logic resources,
consuming roughly 222 slices with a throughput of 166 Mbps.

3 Proposed Scheme

The proposed scheme mainly consists of two devices, where one device acts as a
verifier, while the other tries to authenticate and vice versa, as shown in the Fig. 1.
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Fig. 1 Proposed scheme

Prerequisites:

1. Ciphertext—128-bit
2. Key size—256-bit
3. IV—96-bit
4. Plain text—128-bit
5. Random numbers—64-bit

Message 1: Device 1 → 2:

Initially, the first device starts transmitting its Device-1ID and random cryptographic
nonce r1 by encrypting them using its 256-bit pre-secret key with AES-GCM. In this
case, this can be a secret key assigned to each device by the manufacturer, assuming
it as device 2.

Step 1: Encrypts Device-1ID using secret key E = E_s(id)
Step 2: Computes a pseudo-random number r1
Step 3: Transmits E and r1

Message 2: Device 2 → 1:

Device 2 receives this data and tries to decrypt it using AES-GCM with the secret
key used by device 1. Since r1 is a random nonce generated by device one. After
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receiving Device-1ID and r1, device 2 checks whether this pair (key, nonce) is
repeated in the previous messages and continues if no match is detected. If the match
is detected, the process gets terminated. Device 2 starts generating the random nonce
r2, uses a dynamic key generator algorithm, and generates key K. Initially, a hash
is calculated using a block cipher of 128-bit zeros using the K key produces H. The
block cipher Bo is generated when the random IV is 96-bit size, and it is appended
to the padding string 031‖1, and 32-bit incrementing function is applied to block
cipher. Using block cipher encryption, we calculated ciphertext Cb, and R is a time
stamp bound to Cb. Q is calculated by the GHASH function, which takes AAD “A,”
and random numbers r1, r2, and the size of A and C are 64-bit variables. The tag
is calculated by MSB, which is the most significant bit, and the output is encrypted
with the previously generated block in step 2. The result is then reduced to the given
tag length to create the authentication tag. The output consists of the ciphertext and
tag. Transmits ciphertext, tag, and device2_ID.

Step 1: Define hash subkey H = E(K, 0128)
Step 2: Defining a block size Bo

len(IV = 96 ten Bo=IV ||O31 ||1
Step 3: Generating counter block
Cb = E(K, inc32 (Bo))
P = E(K, Cb, , R)
Step 4: Q = GHashH (A || len(A) || len(C)|| C||0128|| r1 || r2)
Step 5: Auth tag T = MSB(E(K, Bo, Q))
Step 6: Send C, T, R2

Device 2 Authentication:

Device 1 computes key K by using a dynamic key generation algorithm before
validating the IV, ciphertext, and authentication tag, their sizes will be examined in
step 1. If the length matches the specified parameters, it either continues or fails. Step
2 uses key K to execute block cipher encryption on the “zero” block and creates H
values.When the size of the IVmatches, step 3 builds a pre-block counter. It generates
a block in the same way as encryption does. Step 4 constructs the decryption block
using a 32-bit incrementing function on the counter block and retrieves the plain text
by decrypting the block using key K. Steps 5 and 6 combine the AAD and ciphertext
strings to generate 64-bit representation strings. To generate the GHASH result, they
are concatenated with random integers r2, r1, and “zero” bits. MSB receives the
GHASH output. The output is then reduced to the tag length specified in order to
generate the authentication tag. When both tags match, the plaintext is revealed.

Step 1: If the length of ciphertext, AAD, and IV are not supported, then fail. If
len(T ) �≡ t, then fail
Step 2: H = H 1 (K, 0128)
Step 3: Defining a block size B1

o
len(IV) = 96 then B1

o=IV|| O
31|| 1

Step 4: Generating counter block
P = E(K, inc32 (B1

o ),C,R)
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Step 5: Q1 = GHashH (A || len(A) || len(C) || C || 0128 || r1 || r2)
Step 6: T 1 = MSB(E(B1

o , Q
1))

Step 7: Check T = T 1 if they both match return P or return fail.

Furthermore, device 1 verifies the received data and tag. The tag is invalid if the
attacker modifies the data packet while in transit since the timestamp is concatenated
with the encrypted data.We can achieve confidentiality and data integrity and device-
to-device authentication.

Message 3: Device 1 → 2:

Similarly, for authenticated encryption function, device 1 computes the pseudo-
random number R3. Device 1 performs similar steps, but key K, IV, R, A, and C
these parameters vary or might be different in this case because a new key is used for
each input message, and IV is incremented by 1 for each message to avoid reuse of
IV attacks and to the ciphertext timestamp R and is bound so that when an attacker
tries to modify the ciphertext, the tag will not get validated due to modification. After
encrypting the data, device 1 sends C, T, and R3 to device 2 for verification.

Step 1: Define hash subkey H = Hk (0128)
Step 2: Defining a block size B1

len(IV) = 96 then B1=IV ||O31 ||1
Step 3: Generating counter block
Cb=GCTRk (inc32 (B1), P, R)
Step 4: Q = GHashH (A || len(A) ||len(C)|| C || 0128 ||r2 || r3)
Step 5: Auth tag T = MSB(GCT Rk (B1, Q))
Step 6: send C, T, R3

Device 1 Authentication:

Device 2 receives C, T, and R3 by using the AES-GCMdecryption algorithm. Device
2 tries to validate the authentication tag. Device 2 performs a dynamic key gener-
ator algorithm to retrieve key K. The following steps represent the decryption and
verification process. If the T = T 1, device 1 is authenticated.

Step 1: If the length of ciphertext, AAD, IV are not supported, then fail. If len(T )
�≡ t, then fail
Step 2: H = H 1

k (0128)
Step 3: Defining a block size B1

1
len(IV) = 96 then B1

1 = IV|| O31|| 1
Step 4: Generating counter block
P = GCT Rk (inc32 (B1

1 ), C, R)
Step 5: Q1 = GHashH (A ||len(A)|| len(C)|| C || 0128|| r2 || r3)
Step 6: T 1 = MSB(GCT Rk (B1

1 , Q
1))

Step 7: Check T = T 1 if they both match return P or return fail.
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Fig. 2 Dynamic key generation algorithm [5]

3.1 Overview of Dynamic Key Generation Phase

The dynamic key generator phase is really adapted from the authors [5]. The algo-
rithmworkswith two inputs, such as secret and seedwhich are stored in a non-volatile
memory location. There are two functions, as shown in Fig. 2. They are built-in with
some logical and bitwise operations. This algorithm is the cyclic process, and lastly,
the SHA-256 function generates 256-bit dynamic keys as output. This algorithm
is implemented in both devices. By doing this, we reduce the burden of having a
back-end server to compute and key exchange.

4 Security Methodology

4.1 Man-In-The-Middle Attacks

In a man-in-the-middle attack, an attacker will intercept the communication between
the verifier and the authenticating device. They will try to record and watch the
messages exchanged between both devices in the authentication phase, and they will
try to come up with a rogue device that is a real device and tries to authenticate
with the verifier by re-transmitting the messages. However, here in our proposed
scheme, at the encryption phase, we bound the random IV and time stamp together
with ciphertext because when an attacker tries to modify the ciphertext in between
at the verifier side that authentication tag is not validated since the packet has been
modified in transit. We can assert that the suggested system is robust to this form of
attack.
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4.2 Replay Attacks

After every successful session, the two IoT devices will change their random IV and
key. There will be a new value generated uniquely and different from the previously
used sessions. During authentication, when the attacker tries to intercept and eaves-
drop on the entire authentication session and tries to replay by using the same key
and data in the next session, they will be failed because, in this protocol, we are
using a dynamic key generator which generates a unique for every session, and the
session key value is bound to ciphertext; however, the data cannot be modified. If it
is modified, it will not get authenticated.

4.3 Side-Channel Attacks

Side-channel security issues are well-known for shared key encryption. In the
protocol, we employ AES-GCM 256-bit for authenticated encryption and authen-
ticated decryption. Suppose that an attacker attempts to get the information by
observing and analyzing and utilizing side-channel assaults; as we mentioned, we
are employing a dynamic key generation strategy. Here, all keys are produced by
executing additional logical and bitwise operations. Due to this complexity, it is
difficult to get any key, and with the uniqueness, of the keys, we do not reuse the
same key everywhere in the session. Hence, it is not feasible to recover sensitive
information.

4.4 DDoS Attacks

DDoS is a sort of cyber assault where the attackers attempt to flood the server
with multiple requests from many devices to the server. By doing this, the server
is overburdened with requests. Our protocol does not allocate any resources before
authentication, hence this attack is impossible.

4.5 Brute Force Attacks

Brute force attack is typically used to break passwords and encryption keys. The
suggested approach employs AES-GCM 256-bit for encryption and decryption;
therefore, a 256-bit key is being utilized at both ends to encrypt and decode the data.
The amount of options to break the encryption key is approximately 2256, which
takes a lot of time to crack. The longer the key, the tougher for an attacker to break.
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Fig. 3 Raspberry Pi 3 model B configuration

5 Performance Analysis

This section evaluates the proposed technique and compares themwith different spec-
ified papers based on AES-GCM 256-bit encryption and decryption time execution
and communication cost to complete authentication.

5.1 Test Configuration

The following is the test configuration as shown in Fig. 3, where the entire code is
developed in Python 3.6 using Raspberry Pi 3 since it is mostly used in IoT and has
all supported libraries installed.

5.2 Encryption and Decryption Time Execution

It is generally known that AES-GCM enables authenticated encryption, which
protects data integrity and secrecy, and the proposed technique has employed a 256-
bit version of AES-GCM, where the results are compared with other similar studies.
As you can see in the Figs. 4 and 5, the proposed system consumes less resources for
encryption and decryption. It should also be noted that as message size increases, so
does the time required to complete encryption and message authentication. This is
normal as the number of bytes increases, so does the time required to process them.

5.3 Communication Cost

The communication cost of the proposed scheme uses three messages to perform
mutual authentication between two devices. The proposed model is compared with
related work of authors [5, 18–20], as shown in Fig. 6 you can see that the proposed
model uses lesser bytes.
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6 Conclusion

This paper has successfully proposed a novel mutual authentication scheme suitable
for resource-constrained environments like IoT. This study has reduced the use of
back-end servers for issuing keys and verifying devices in a wireless environment
by deploying a dynamic key generation protocol that allows each device to generate
its own dynamic keys for authentication and session key establishment. By using
the AES-GCM protocol, the proposed study has ensured data integrity and confiden-
tiality. The proposed scheme’s security methodology has successfully demonstrated
that it is resistant to various attacks. The performance analysis domain consists of
encryption and decryption time of the proposed protocol and communication cost
of the scheme, which is less when compared with other protocols. With this, the
proposed study ensures that the scheme is suitable for various IoT devices due to its
less resources and robust authentication scheme.
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Hybrid Cell Selection Mechanism
for V2X Handover

Faiza Al Harthi and Abderezak Touzene

Abstract The integration and implementation of vehicle-to-everything (V2X) in the
transportation sector can potentially improve vehicle, passenger and traffic safety, and
efficiency. This benefit, which is one of the objectives of intelligent transport systems,
faces challenges and difficulties parallel to those that hinder the realization of the
benefits promoted by 5G mobile networks and beyond. High-speed user equipment
(UE) in the form of vehicles must be able to seamlessly connect to various entities
in the network while avoiding common handover (HO) issues such as frequent and
unnecessary HOs and radio link failures resulting in the degradation of quality of
service (QoS). In this paper, we propose a hybrid cell selection mechanism based
on signal quality, coverage, and bandwidth to reduce issues and optimize operations
concerning HO that will boost V2X network performance.

Keywords Handover · Signal strength · Coverage · Bandwidth · Hybrid algorithm

1 Introduction

A seamless user experience is the end goal of 5G networks, and for network commu-
nications to be smooth and uninterrupted, devices must be near a base station (BS) to
increase signal strength and reduce interference. In the event of an unavailable BS,
device-to-device (D2D) communication has been identified as the best solution for
signal availability and BS proximity problems [1]. D2D is a promising component
in 5G networks that enhances energy efficiency, throughput, latency, and spectrum
utilization in cellular networks. This is clearly evident when it comes to the deploy-
ment of D2D use cases such as V2X where with the high velocity of UE, reliable
and less frequent change connections are crucial to save people’s lives [2].
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Fig. 1 V2X communication

V2Xcommunications, as shown in Fig. 1, are one of the evolving technologies that
enable vehicles to connect to each other (V2V), to the road environment including
pedestrians (V2P) and infrastructure (V2I), and to cellular networks (V2N). The
Federal Communications Commission (FCC), in 1999, allocated a spectrum in the
5.9 GHz band for the purpose of intelligent transport services (ITSs) that resulted
in extensive research for the implementation of V2X communications. In 2010, an
IEEE radio standard for V2X based on 802.11p technology called dedicated short-
range communication (DSRC) was released. DSRC allows communication through
PC5, which is also known as Sidelink. Another type of connection is through cellular
network (C-V2X). Both technologies operate in the 5.9 GHz band, although C-V2X
can operate in the operator’s licensed band (Uu interface). However, both technolo-
gies fail to provide the required performance when QoS in V2X applications is
rigorous [3]. V2X use case requirements include speed, which can reach a maximum
of 500 km/h without limitations, communication range, or latency, which shall be
100ms betweenUEs inV2V/V2P/V2I deployment. These requirements characterize
V2X as a high mobility use case [4].

Highly mobile UEs in a heterogeneous D2D network rely on device centric rather
than a network centric approach to connectivity. It enables the UE to maintain a
direct connection with other UEs with or without the presence of BS. The devices
have the capability for network setup and control [5]. This is especially useful since
highly mobile devices need to switch from one network to another when coverage to
maintain communication fades. In order to avoid connection termination, HO mech-
anisms allow the active connection to be transferred from weak network coverage
to another stronger cell. HOs in wireless networks can be achieved between various
access technologies, operators, and cells. HO is one of the improved mechanisms
that plays a vital role during communication in heterogeneous networks (HetNets).
HetNets are defined by 3GPP LTE Advance standard as the paradigm to handle
varied wireless coverage zones, cell sizes, and capacities. This type of network is
made up of different types of small base station cells (SBS) and low-power nodes
such as microcells, picocells, femtocells, and relays [6]. However, this model poses
a major challenge where densification of SBS increases cell edges and inter-cellular
interaction. It is estimated that small cells (SCs) canmake the handover happen every
11.6 s [7]. This performance is challenged, especially in V2X use cases where UEs
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are fast moving and get in and out of coverage areas. This can negatively impact
V2X performance as frequent connection switching can occur. Furthermore, a solu-
tion is required that would make this type of network handle situations well through
automated means. The HO challenges can be solved by having the vehicle choose
the ideal cell before the handover decision. This can significantly reduce HO issues
and improve the network QoS [8].

2 Related Work

Various studies have provided the basis for this research. It was mentioned in [9] that
in smart solutions for handling different technology characteristics, stringent QoS
requirements and advancedV2X use cases can be addressed by context awareness. In
[10], the mechanism implements context awareness using the previously stored user
contexts and behavioral information to predict user mobility and skip unnecessary
handover process. Although, this mechanism improves the overall HO process, and it
requires a type of computing platform and processing technique that caters for V2X
deployment in femtocells. In [11], the study focused on V2X communications solely
on macrocell and femtocell infrastructure. They proposed a BS selection scheme
usingMarkovdecisionpolicy forV2Xcommunication.Themechanismuses received
signal strength (RSS) prediction to select a BS.

Device-to-device (D2D), which was incorporated into the 3GPP Release 12 stan-
dards as proximity services (ProSe) [12], was created with the purpose of supporting
the Internet of things (IoT) in 5G networks. Article [13] studies ProSe and V2X
connections using Sidelink, which streamlines D2D interactions across cellular
networks. The demodulation reference signal (DMRS) uses power-normalized-
correlation (PNC) to detect active peers during mobility. The distributed system
monitors out of coverage (mode 2 and 4) and network-assisted communications
(mode 1 and 3). In the first context, discovery periods are an Aloha-like protocol,
and in the second, a polling-like protocol leveraging media access control (MAC)
layer or physical collisionmodel. Only Sidelink is evaluated for network selection. In
[14], the GPS system is investigated and compared with several location algorithms.
A multi-stage localization approach is proposed that makes use of neighboring UEs
in order to locate a target UE in harsh channel conditions. The main challenge of
this channel is that UE has poor BS localization. Using neighbor discovery, the two
nearest nearbyUEs are determined.Distance calculations provide two angle of arrival
(AoA) alternatives for target UE. Oriented beamforming is used to differentiate the
accurateAoAestimate by forming small arcs around the twoAoApossibilities.Using
the predicted AoA and distance to adjacent UEs, the user’s position is computed.
The Poisson line Cox point process for vehicle locations and planar point process for
users locations is used to model vehicle location [15]. In this context, the author also
determines the effective rate provided to the typical user to address the impact of
vehicle broadcast on the cellular network. In this case, it is associated with the closest
BS, resulting onmore HO. Due to the semi-static schedulingmechanism, the random
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access procedure used by UE to initiate a data transfer has a low resource efficiency.
With the large access requirements of the 5G network, this problem would be exac-
erbated. Intelligent access channel allocation must be used to efficiently decrease
resource consumption while ensuring access latency and reliability, which needs the
BS to precisely predict the number of UEs conducting random access. The author
[16] developed long short-term memory (LSTM) to process the time series capacity
of the data, making it suited for tackling the active UE number estimate problem.

In [17], it was pointed out that implementing vertical HO allows the use of
different access technologies, multiple network interfaces, multiple QoS parameters,
and multiple connections that can be changed. A common approach for cell selection
in mobile communication is based on the signal interference noise ratio (SNIR) or
received signal strength interference (RSSI) [18]. However, implementing the HO
process using the same set of user parameters in HetNets could degrade mobility
and performance [19]. This is quite a challenge in V2X use cases where most UEs
are fast moving and require different QoS parameters (user preferred) dictated by
application requirements. Since 5G is expected to handle V2X applications, HO
mechanisms that were usually developed for centralized implementations will not
be suitable for the distributed and hybrid HO requirements of V2X networks [20]. To
effectively implement HO between cells and handle diverse requirements in HetNets
and V2X, it is crucial to achieve optimal context interpretation [10].

Cell selection in HetNets must consider a number of parameters according to
network context and use cases. The selected parameters need further to be optimized
[18]. This is valid in HetNets infrastructure where different SBS deployed with a
variation in terms of power transmission, coverage, and number of connections are
accepted. Many recent studies (see Table 1) have focused on using more than one
parameter for cell selection. The cell selection methods in [10, 18, 21, 23, 25, 28]
result in improvement in HO performance, however, these studies did not consider
the V2X use case. Applying this method in a different topology can lead to more
frequent HO. In [22], RSSI, load, and speed are used as cell selection parameters,
although only RSSI is considered for handover decisions. In [26], network weight
is used to assess network performance and user preferences to choose the optimal
cell selection, and the hierarchy analysis method is used to assign the appropriate
weight to each selection metric. Load balancing is neglected in this study. The same
limitation is applicable for [27]. Overloaded cells can affect network performance,
resulting in more link failures.

Overall, in the ideal design of a network, supplementing less setup cost while
providing good signal strength coverage is considered an ideal deployment approach
for 5G BSs [21]. Enough resources at the target cell must be reserved to ensure
that the connection will not be terminated during handover [8]. Based on that, this
paper considers three parameters: link quality (RSSI), coverage, and bandwidth for
ensuring efficient seamless connectivity for handover. The handover decision is based
on an optimization algorithm. This approach is considered to control handover issues
such as frequent and unnecessary HOs and link failures.
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3 Hybrid Cell Selection Method

V2X communications can be enhanced by selecting the best BSs based on QoS
metrics and/or UE preferences. It was pointed out in [30] that prior to network
selection, information about BSs should be gathered based on context and user pref-
erences. The selected BS information is processed and stored in the UE buffer for HO
use, which would lessen the need for centralized BS processing and best serve the
UE preference according to current context, application requirements, or presence of
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vertical networks. A periodic update of the stored selected BS information is based
on operational levels of the required parameters [31]. Figure 2 illustrates the overall
research flow by pre-processing and segmenting the handover mechanism to provide
seamless connectivity based on the ideal selection of BS using signal quality, cell
coverage, and bandwidth as the parameters and hybrid algorithm. Phase II and Phase
III calculation are restricted to the output of Phase I.

These phases can be explained as follows:
Radio signal strength can be affected by many obstructions while propagating

from transmitter to receiver. This can cause signal attenuation and affect the network
performance. Even though radio frequency is developed with the ability to penetrate
surfaces, the signal strength is degraded while moving across reinforced concrete in
walls or changing in the weather. Moreover, the interference that happens between
two waves is considered a killer for signal communication. To ensure the availability
of the network, the vehicle must choose the best signal quality among the signals.

Coverage measures how broad an area around a wireless transmitter has sufficient
signal strength for wireless devices. The findings are used by vehicles to associate
with the best coverage BS that allows them to travel for long distances without the
need for changing the connection. In many studies, the long distance is measured
based on the velocity of the vehicle. A macrocell is used for the association of a high
velocity vehicle. Middle and low vehicle speeds are associated with small cells, and
in V2X, these are referred to as femtocells. However, in this study, connections are
not segregated based on the level of speed. For instance, the term ‘long distance’
here means the coverage area.

The number of connected UEs is increased in HetNets. SCs in HetNets have
different power transmission and link capacity. At certain times, the SC may reach
its maximum capacity, which results in link failure. Therefore, bandwidth estimation
is needed before the selection of a BS for handover. If the number of users is more
in the BS, the bandwidth will be reduced. To calculate the number of connections,
the researcher must monitor the BS interface which is carrying different types of
packets. For instance, the source vehicle can understand the average bandwidth of
the BS which is available for transferring the connection.

The entire system model shown in Fig. 3 is converted into a connected graph.
The aforementioned parameters, link quality, coverage, and bandwidth are used for
the selection of the context-based BS. The author has introduced an optimization
algorithm to select the best BS among the other BSs which helps to reduce the

Coverage-
based Network 

Selection

Signal Quality -
based Network 

Selection

Bandwidth-
based Network 

Selection

Hybrid
Algorithm

Fig. 2 Overall research workflow
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eNB

Fig. 3 BS selection model

number of HOs and latency and increase signal quality to V2X. Moreover, this
algorithm provides an acyclic graph to eliminate loops between BSs.

3.1 System Model

The system model, as shown in Fig. 3, consists of a number of vehicles, pedestrians,
road side units (RUSs), and a macrocell that represents V2X communications. It
can be used in any small cells such as Wi-Fi, WiMax, and WLANs which are using
different transmission power and coverage areas. There are four overlapping cells
(C1, C2, C3, and C4) within the area of the red car (source vehicle) that may require
different parameters. The source vehicle moves forward at a random speed. The
macrocell (gNB) has a link connection with RSUs through Uu interfaces. A link
connection can exist between the RSUs and vehicles of different use cases (V2V,
V2I, V2P, and V2N) using PC5 Sidelink interface.

3.2 Signal Quality-Based Network Selection

Figure 4 depicts a simplified handover situation in which the source vehicle is linked
to RSU1 and is driving toward the coverage zone of RSU2, pedestrian (P), and adja-
cent vehicle (AV) which are considered base stations. The source vehicle continu-
ouslymonitors the signal strength of theseBSs (RSU2, P, andAV)with the purpose of
storing the BSs with the best signal quality (illustrated in signal strength algorithm).



648 F. Al Harthi and A. Touzene

Fig. 4 Signal quality-based tower selection

If the detected signal strength of the V2P in the intersection region exceeds that of
the RSU1, and the V2P can establish the connection to provide the resources required
by the source vehicle, a cell selection of V2P will be considered as the best for the
handover process based on the signal quality referred to in Table 2.

The surrounding environment and the maximum radius of the cell, both of which
have a significant influenceon the received signal, are twoof themost crucial elements
that determine wireless coverage. The received signal characteristics are primarily
influenced by three factors: multipath fading, shadow fading, and path loss propaga-
tion. Although signal to interference and noise ratio (SINR) is a signal quality metric,
it is not specified in 3GPP specifications and so is not provided to the network. The
carrier received signal strength indicator RSSI indicates the average overall received
power measured where RSRPn and RSRPs are the RSRPs of the neighboring and

Table 2 Signal quality [32]

RF signal condition RSRP (dBm) RSRQ (dBm) SINR (dBm)

Excellent > = −80 > = −10 > = 20

Good −80 to −90 −10 to −15 13 to 20

Medium −90 to −100 −15 to −20 0 to 13

Weak < = −100 < −20 < = 0
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serving BSs, respectively. The serving cell’s offset is A3 offsets, and the cell indi-
vidual offset between adjacent and serving cells is the cell individual offset between
the neighboring and serving cells (CIOn, s). In this situation, however, the RSRP of
the serving cell—a femtocell in this case—drops below the threshold or the RSRP
of neighboring cells only when the vehicle is inside the area of coverage [25].

RSRP1 is a serving cell that is connected to the source vehicle, as indicated in
Fig. 3. Due to its movement, the source vehicle discovered three more signals from
different BS: RSRP2, RSRP3, and RSRP4. With the formula below (1), the car will
choose the best signal quality among these signals. All received signals containingBS
information are recorded in the vehicle’s buffer, which will be utilized in catastrophe
scenarios.

RSRPn − RSRPs > A3offsets − CIOn, s or RSRPn >= RSRPs (1)

where

RSRPs Signal from source (serving) BS
RSRPn Signal from neighboring BS
A3 offsets Offset of the serving cell
CIOn, s Cell individual offset between the neighboring and serving cells.

The received signal strength indicator (RSSI) is a metric that indicates the overall
received wide-band power in all symbols, including all thermal and interference
noise. RSSI is not reported by vehicle to BS since it can be estimated from reference
signal received quality (RSRQ) and RSRP reported by UE.

RSSI = Serving cell power + interference power + noise.

Reference signal received power (RSRP) is a variation of RSSI.

RSRP(dBm) = RSSI(dBm) − 10 × log (12 × N).

Reference signal received quality(RSRQ) = RSRP/(RSSI/N).

where

• N = Number of physical resource blocks (PRBs).
• RSSI=Noise+ serving cell power + interference power during reference signal

(RS) symbol.
• RSRQ depends on serving cell power and the number of Tx antennas.

Signal Quality Algorithm

Step 1: Keep decoding BSs (cells) DMRS (PSBCH, PSCCH, PSSCH) by
measuring transmission power.
Step 2: Vehicle must collect all sensing information of reserved resources and
RSSI/RSRP measurements.
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Step 3: The vehicle must exclude its connection from the common resource block
(CBR) and make its available resource set.
Step 4: Select the Tx based with reliable BS based on the best signal strength.
Step 5: Sort the collected BS information according to signal quality from highest
to lowest (BS ranking based on the current parameter).
Step 6: Select the top 50% BSs and store the information in the UE’s buffer.
Step 7: Update the BS information in the buffer after T-time by collecting new BS
information (Step 2) then proceeding to Step 4 to ensure the reliability of buffer
information.
Step 8: If the number of BSs in the buffer is 0, reselection is triggered; go to Step
2.

3.3 Coverage-Based Network Selection

The source vehicle has to select best coverageBS based on large coverage area, which
is calculated based on the height of the antenna and transmitter power. Furthermore,
as shown in Fig. 3, the source car is getting signals from four different RSUs (RSU1,
RSU2), pedestrian, and adjacent car. Out of four coverage intersections, RSU2 is
providing more coverage to the source. The source vehicle can travel up to (D1)
distance at (T1) time without need of handover. This maintains the connection for
a long period. Once it reaches the radius of the coverage, it has to initiate the HO
discovery process.

Coverage Area Calculation:

The antenna’s height ‘h’ is located at point ‘S’ on the surface. ‘O’ is the center of
the antenna, and ‘Re’ is the radius of the place. Let ‘P’ be the point on the place at
a distance of ‘d’ from ‘S’. Beyond the ‘S’, the device cannot receive the signal from
the transmitter ‘T ’. Point TP is tangent of the place, hence the height of the tower
SP = PT = d.PT = d as shown in Fig. 5.

� OPT is right tringle. As per Pythagoras theorem, OT 2 = OP2 + PT 2

Therefore, (Re + h) 2 = Re2 + d2

Re2 + 2 Re h + h2 = Re2 + d2

Therefore, d2 = 2 Re h + h2

Hence, ‘h’ is a small value compared to the radius of the earth, so h2 can be
removed.

d2 = 2 Re h.
Therefore, d = √

2hRe
Coverage area is calculated as A = πd2

Time Calculation

Time = Distance/Speed

S = {BS1,BS2,BS3, . . . ,BSn}
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Fig. 5 Coverage area
calculation

∀d, t ∈ BS

where BS is base station, D1—maximum distance and T1—minimum time
If the source vehicle is traveling toward the destination, it has to change the BS

frequently. To avoid the number of HOs, the source vehicle has to calculate and
prepare the neighbor BSs distance (D1) and reaching time (T1) to prepare the HO
process. The local decision is made in the vehicle based on the stored value in the
queue of the vehicle’s buffer. Based on the highest (D1) value and minimum (T1)
value, the source vehicle has to choose maximum coverage BS for changing the HO
using BS (D1, T1).

Coverage Algorithm

Step 1: Set of available BSs will be based on the selected BSs from the link quality
algorithm.
Step 2: Calculate coverage area of BSs based on the ‘D1’ and ‘T1’.
Step 3: D1 and T1 values are stored in the buffer for selecting BSs.
Step 4: Sort the collected BS information according to D1 and T1 values from
highest to lowest (BS ranking based on the current parameter).
Step 5: Select the top 50% BSs and store the information in the UE’s buffer.
Step 6: Update the BS information in the buffer after T-time by collecting new
BS information (Step 2) to ensure the reliability of buffer information.
Step 7: If the number of BSs in the buffer is 0, reselection is triggered, go to Step
2.

3.4 Bandwidth-Based Network Selection

The researcher recommends counting the number of vehicle connections utilized on
PC5 and Uu interfaces to determine the number of user connections at a certain cell
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or BS. This techniquemay provide assured bandwidth to each vehicle while avoiding
congested network connections.

We make the following assumptions:

• Measure the number of users connected in the BS interface from time to time.
• To arrange BSs in the queue based on the available users and bandwidth.
• The best BS has to be selected from the above queue for HO.

Bandwidth calculation based on V2X interfaces is shown in Fig. 6.
To calculate the bandwidth need required, the following formula can be used:
(Application throughput) × (Number of concurrent users) =

Aggregate application throughput

BS = {Number of users, time).
S = {BS1, BS2, BS3,…., m}.
Bk(t) provided bandwidth of BS, k ∈ BS at time t,
Set of vehicles U = {1,2,3, …., n).
Bi(t) is the bandwidth needed for user, i ∈ U at time t,
Ai is a selected BS by the user i.

Bandwidth Algorithm

Step 1: Set of available BSs will be based on the selected BSs from link quality
algorithm.
Step 2: Determine the number of users currently connected in each BSs.
Step 3: Select best BSs with minimum number of users.
Step 4: Sort the collected BS information from lowest to highest users (BS ranking
based on the current parameter).
Step 5: Select the top 50% BSs and store the information in the UE’s buffer.
Step 6: Update the BS information in the buffer after T-time by collecting new
BS information (Step 2) to ensure the reliability of buffer information.
Step 7: If the number of BSs in the buffer is 0, reselection is triggered; go to Step
2.

Fig. 6 Bandwidth
calculation based on V2X
interfaces
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3.5 Hybrid Cell Selection Algorithm

Each vehicle has an option to select a BS based on the signal quality, coverage, and
number of users strategies mentioned earlier. The elimination of BSs that do not
pass the required specifications has already lessened the possibility of HO issues. An
optimization technique is introduced based on the above three parameters to identify
BS for HO.

Step 1: A vehicle must call the best result of signal quality, coverage, and
bandwidth algorithms.
Step 2: Predict a vehicle’s movement by searching through historical records
stored in a table.
Condition 1: If a vehicle record is found, select the BSs that the vehicle will
probably encounter in the trajectory. Proceed to Step 3.
Condition 2: If no historical record is found, proceed to Step 4.
Step 3: Any BS identified in Step 2, Condition 1 can be immediately used by the
vehicle for HO, eliminating the need to HO to other BSs.
Condition 1: If there is a change in the selected value (signal quality, coverage, or
bandwidth) in the currently used BS, other BSs can be evaluated for the next HO.
Condition 2: If the vehicle has existing connection history in the BSs, HO
preparation and authentication can be ignored.
Condition 3: If no BSs are available in the current trajectory, proceed to Step 1.
Step 4: Compare signal > St, coverage > Ct and bandwidth > Bt for each BS.
Step 5: Apply an optimization algorithm.
Step 6: Arrange in buffer.
Step 7: Select optimized BS for HO then save this information in a history table.
Step 8: If BS < = St or Ct or Bt.
Step 9: Go to Step 5 to select the next best option or else go to Step 1.

where

Ct Coverage threshold value,
St Signal threshold value and,
Bt Bandwidth threshold value.

4 Conclusion

Handover inHetNets has gained a lot of importance, especiallywith the emergence of
5G and 6G networks. This process presents a more challenging scenario in V2X due
to the high mobility nature of vehicles. Although 5G has extended its coverage, by
creating D2D communications, this can lead to a greater number of the HOs during
the UE mobility that greatly affects network performance. This paper proposes a
new approach to reduce issues affecting HO operations by the selection of best BSs
using methods that rely on signal quality, coverage area calculations, and bandwidth
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parameters. Furthermore, the author has proposed a new optimized algorithm using
the above-mentioned parameters to select the best cell for optimal handover decision
making. In future work, the proposed mechanism will be extensively evaluated using
a simulation tool.
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Utilization of Augmented Reality
Technology in the Campus Environment

Ford Lumban Gaol, Mufti Ikhsan Kamil, Aria Muhammad Iswardhana,
Steven Gusda Firnandes, Fazri Fahrezi, Tokuro Matsuo,
and Fonny Hutagalung

Abstract Technological advancements are accelerating in themodern day; one such
advancement is augmented reality (AR) technology. Naturally, these advancements
have an effect on various sectors of life, one of which is education. The education
industry will be the most impacted if campuses implement and deploy augmented
reality technology. One of these is through the use of augmented reality technology
as an application-based learning medium for students in order to motivate them to
learn and make it easier for them to improve their academic performance on campus.
The issue at hand is the absence of utilization of augmentation reality technology
as a learning medium on campus, which, of course, does not capitalize on technical
advancements to improve student interest in learning. This study employs a research
and development model. The method is divided into four phases: (1) planning; (2)
data collecting; (3) analysis, discussion, and development; and (4) documentation.
The findings of this study reveal that students enthusiastically support the usage of
augmented reality technology as a learningmedium in order to boost accomplishment
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and introduce new experiences through its use. However, it is required to have a
system capable of serving as a technological medium, so that the construction of a
system capable of serving as a medium for augmented reality may be easily accessed
by students, who hope that this system would enable them to better their academic
performance.

Keywords Technology · Education · Augmented reality · Application ·
Environment

1 Introduction

Augmented reality technology is a technical advancement that transports objects
from the virtual world to the actual world, allowing users to interact with them. [1]
Augmented reality (AR) is a term that refers to a technology that blends the real
and virtual worlds, making them interactive and in the form of three-dimensional
animation. [2] Augmented reality (AR) is a visual representation of a physical object
obtained directly or indirectly through the addition of data that can subsequently be
shown. Virtually, virtual objects are used to present information that humans find
offensive. [3] The utilization of VR technology in an educational setting constrains
AR not in terms of technology itself, but in how this technology is used and how
students learn.

Technology enables the establishment of a necessary learning environment
conducive to the most effective implementation of the learning process

Kiryakova Gabriela [4] apart from being used in domains such as health, the
military, and manufacturing, reality has also been incorporated into widely used
gadgets, like asmobile phones [5]. In a college context, augmented reality technology
is advantageous for giving real-time and unique information. Augmented reality is
being developed in a variety of fields, including entertainment, medical training,
design, robotics, manufacturing, and education. Specifically, e-learning is one of the
domains of learning where augmented reality applications are most widely used [6].
In education, particularly on college campuses, augmented reality technology can
broaden students’ perspectives and encourage them to be creative and imaginative,
making the learning process more efficient and less stodgy.

Suprihatiningrum [7] learning is a sequence of activities that include informa-
tion and the environment in order to facilitate the process of learning for pupils.
In essence, students use learning to grow their own potential [8]. Additionally, the
utilization of augmented reality technology can be employed as campus media to
assist prospective new students in promoting information about university facilities
and lectures on campus. [9] Learning is a collaborative activity including learners,
teachers, and instructional tools. With pupils experiencing cognitive stage develop-
ment, augmented reality technology may be favored for learning, particularly when
teaching abstract topics [10]. Sural [11] We require additional research and essential
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learning materials generated using augmented reality technology and then integrated
into the learning process.

By adopting augmented reality technology, information on brochures that are
frequently used to deliver information to kids in their environment can be added
in the form of virtual 3D information. As a result, by utilizing augmented reality,
critical elements not included in the brochure can be completed. The advancement
of augmented reality technology enables academics to create and assess augmented
reality-based learning experiences [12]. The results indicate that pupils can examine
brochures in greater detail using augmented reality technology.

The main goal with this technology is to attract the interest and attractiveness
of students in using AR technology. This technology is used as a tool other than
as a medium for learning, as well as a medium to promote the campus by utilizing
augmented reality technology. In addition, this technology is also capable of being
a communication medium, making it easier for marketing to be used and helping
student learning. Students also can see the environment or information from inside
the booklet will also feel more alive and real with the application of supporting
animations such as architectural buildings art such as paintings, trees, and others. So
that the teaching and learning process can do well, students should be invited to take
advantage of all the senses [13].

1.1 AR for Criminal Purpose

Most likely, there will be no potential that aims to commit crimes using augmented
reality technology, on the contrary, augmented reality technology can also be used
by the police as a technology medium in uncovering crimes.

Although there will likely be no potential for crime by utilizing this technology,
there is a small part that can potentially lead to criminal acts, namely by those who
are very skilled in utilizing and managing this technology, and making a technology
based on augmented reality that can perform hacking, phishing, and even digital
sexual harassment.

1.2 AR for Entertainment Purpose

Augmented reality, or AR, provides a new level to entertainment media by allowing
viewers to participate actively in the presentation, rather than as passive spectators
who can just watch and see. In a show that merges the actual and virtual worlds,
augmented reality adds interactivity and user involvement. Additionally, the impli-
cations inherent in this technology might serve as a catalyst for amusement in a
variety of contexts. The implications of this research are that it may have a beneficial
effect on the community, particularly students and campus parties, by demonstrating
that the use of augmented reality technology in this era is critical and significantly
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facilitates various activities such as learning, promotionalmedia, and communication
media, among others. Additionally, the findings of this study can contribute to the
field of knowledge since they explain a fast evolving technology and educate people
about how the usage of augmented reality technology can have a significant impact
on the evolution of human life. This research indicates that research has a significant
influence due to the usage of augmented reality technology, which benefits students
by allowing for the printing of brochures contained in wall magazines that can be
scanned using the AR application to generate a 3D model of the relevant brochure.

2 Research Technique

The technique we use as data collection is an online survey using a Google Form.
This survey will be given to respondents randomly consisting of friends who are
on campus, at home, and in the surrounding environment. Afterward, we conducted
a survey targeting as many as 20 respondents. In the survey, there were several
questions regarding the opinions of respondents regarding the use of AR technology
in the campus environment in the field of education [14].

From the results of an online survey conducted by respondents, they argue that the
use of AR technology in the campus environment is still underutilized, even though
the technology is very useful if used properly by the campus if used properly [15].

The following as shown in Fig. 1 is a flowchart that describes the techniques in
this research:

Additionally, we discovered that 100% of respondents agreed to deploy
augmented reality technology on campus to make it easier for students to study. This
is accomplished through the utilization of research and development methodologies
to build augmented reality technologies on campus to aid in student learning. We are
presenting this study report to learn about and utilize augmented reality technology
on a college campus.

• How does the private campus promote learning through the use of augmented
reality?

• What issues can arise as a result of implementing augmented reality?

3 Research Method

The purpose of this study is to determine the application and development of
augmented reality (AR) technology in the creation of more attractive and efficient
learning medium. This research employs both development and research method-
ologies. This strategy can result in the creation of a product based on study findings.
Method research and development is defined as research procedures that result in the
production of a product (which can be a model, module, or something else), and the
product has an effect [10, 16].
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Fig. 1 Research methods
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This approach of research and development can be utilized by researchers to
discover a model and determine its use. The concrete product is a learning media
product that students can use to supplement their courses using augmented reality
technology. Methods of research and development, abbreviated as R&D, have the
samemeaning as methods of development research. [7, 17] Educational research and
development (R&D) is the process by which educational goods are developed and
validated.

Educational development research is a method that instructional product
producers employ to create educational products. It is vital to incorporate appro-
priate hypothesis testing strategies in this type of quantitative study [11, 18]. The
research and development model is divided into four phases, which are as follows:

A. Planning Process: Prior to performing research, preparations are done for the
requirements. Preparations were made, which included a review of the literature
on augmented reality, markerless augmented reality, and problem formulation.

B. DataCollectionMethod: This process collects data via questionnaires distributed
to campus users, ranging from students to professors. The data obtained includes
information on the benefits of the augmented reality application and information
that was not included in the application of augmented reality or in the data
processing for analysis.

C. The analysis, discussion, and development process involve conducting an
analysis of the application, designing and designing, programming and
coding, implementing and testing, and evaluating the application that will be
used/implemented.

D. Documentation Process: Following the completion of the three preceding stages,
documentation is conducted to record the research findings.

A limited amount of product usability study was undertaken on campus to gage
student reactions and monitor student reactions to the usage of augmented reality
technology as a learning medium. This is made feasible through the distinction
between what is known and what should be known, which identifies what is missing
and undiscovered in technique, theory, and the research literature in general. By
identifying and analyzing these gaps, we can gain a better understanding of the study
being conducted [19].

The steps in analyzing the data in this study are as follows:

4 Descriptive Analysis

• Looking for the average or the mean of variable X and variable Y, with the
following formula:

My/y = y/N 13

Mx

x
= X

N
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• Looking for variance/deviation score (SD), with the formula:

S2x = x2

d.k
S2y =

y2

d.k

Sx = S2x Sy =
√
Y 2
x

14

• Looking for the highest score of X and Y

5 Hypothesis Testing Analysis

This analysis is used to test the truth of the proposed hypothesis, while the way
of analysis is through processing which will look for the relationship between X
variable data and Y variable.

The steps are as follows:

rxy = xy√(
�x2

)(
�y2

)15

Description:

rxy Correlation coefficient between x and y.
xy The product of x and y.
x Student perception variable about the use of AR.
y Student behavior variable.
� Sigma (amount).

6 Analysis of Significance Test

This analysis is tomake further interpretations by comparing the r value of the product
moment correlation coefficient (rxy) with the r table value (rt) with a significance
level of 1% or 5% as follows:

1. If the rxy value is greater than rt 1% or 5%, the results obtained are significant.
2. If the rxy value is less than rt 1% or 5%, the result obtained is non-significant.
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7 Research Result

The requirements needed to develop an augmented reality technology system are in
the form of adequate hardware and software and are also able to create an augmented
reality system properly. These needs include as follows:

Hardware requirements:

(a) Processor: Intel-i5 10600 k
(b) Graphics Card: NVIDIA Geforce GTX 1660
(c) Memory: 16 GB

Hardware is very useful in developing a system that will run because it is able
to manage inputted data and produce the expected output. In this case, the expected
output is the application of augmented reality technology as a learning medium in
the campus environment.

Software requirements:

(a) Game Engine Unity IDE version 5.2.2
(b) vuforia-unity-6-0-17.unitypackage
(c) Microsoft Windows 10

Besides hardware, there is also software that plays a role in detecting hardware
so that the system runs well in developing an augmented reality system as a learning
medium in the campus environment.

From the results of research that has been carried out to find out how to use
augmented reality technology in the campus environment in supporting learning and
what problemswill occur when using augmented reality technology. There are differ-
ences in terms of comparison of the results of this study with the previous studies.
The previous research revealed that augmented reality technology still cannot be
implemented properly on campus as a learning medium and many students object
to changing the existing system into the latest system using augmented reality tech-
nology. However, in the results of this study, many students support the change from
the old system to the newest system using augmented reality technology, and many
campuses have used this technology as a medium of learning in the classroom. The
following are the results of the research that has been carried out:

From the Table 1, these results show evidence that many students support the use
of augmented reality technology in the campus environment as a learning medium.
12 strongly agree, 14 agree, 9 neutral, 4 disagree, and 2 strongly disagree.

From the Table 2 which contains questions regarding the use of augmented reality
in the campus environment, many agree if it is applied in the campus environment
as a learning medium for various reasons and also the respondents think about the
impact that will be obtained if augmented reality is applied on campus.

We can learn from Table 3 that the problems that raised with the implementation
of augmented reality relate with cost. This can be explained that due to the advance
technology, the augmented reality will incur the high cost. Beside cost, there are
issues that become problems such as system problem and errors, features that do not



Utilization of Augmented Reality Technology in the Campus Environment 665

Table 1 Assessment from
students in the application of
augmented reality technology

Respondent Category

12 Strongly agree

14 Agree

9 Neutral

4 Disagree

2 Strongly disagree

Table 2 Augmented reality to support learning

Question Answer

Do you think augmented reality can support
learning? and please your reason?

Yes, because at this time, a lot of technology
is developing, so we have to use it

Of course, because augmented reality is
trending at the moment, and it is used for
learning

Sure, because many other campuses have
implemented it

Yes, augmented reality is able to support
learning because of its supportive features

Its function is to make things real into things
that are possible to support learning

What will be the impact if the implementation of
augmented reality is carried out?

Improved learning achieved

Learning just got easier

Benefit if used properly

Students can improvise their learning

Learning to be fun

support learning, the server is full and bugs occur, and augmented reality has not
been able to help to learn.

8 Discussion

According to the findings of the research and the table above, the majority of respon-
dents are students who profess to favor the presence of augmented reality technology.
They claim to be quite supportive of this technology as a means of enhancing their
accomplishments and adding new experiences. This is in contrast to prior studies
conducted by numerous academics addressing numerous students and lecturers who
objected to the use of this technology as a medium for learning due to its high cost
and limited accessibility. However, many schools are already using it as a mode of
instruction for students, and students are pleased with the system’s existence.
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Table 3 Problem to be faced

Question Answer

In your opinion, what are the problems that will
be faced with the implementation of augmented
reality?

Expensive cost

There are system problem and errors

Features that do not support learning

The server is full and bugs occur

Augmented reality has not been able to help
to learn

What are your hopes for augmented reality
technology as a learning tool?

Augmented reality can improve student
achievement

Able to make learning fun

Able to create a superior generation

Learning just got easier

Can make learning more effective and
efficient

9 Conclusion

The research indicates that students accept the use of augmented reality technology
as a medium for learning on campus in order to better their achievements and get new
experiences. The best method to utilize augmented reality technology as a teaching
tool is to build a system that assists studentswhile they are on campus. The system can
be constructed utilizing the hardware and software provided in the research results
since the hardware and software are suitable for the development of augmented
reality. The problems that may arise while employing augmented reality in a campus
environment, as reported by respondents, include a system that is unable of assisting
them in learning, system failures and bugs that impede their learning process, and
features that are incapable of assisting their learning. It could become an issue in
future. The respondents hope that this application will function properly and that it
will enable them to better their academic performance if this technology is employed
as a tool for learning.
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FPGA-Based Implementation
of Time-To-Digital Converter
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Abstract Time-to-digital converters are utilized to represent time in digital format
whenever the time pulse is given as an input. The vital requirements for mainstream
applications include a broad measurement range, low cost, high resolution, voltage
sensitivity, and temperature sensitivity. Previously, many TDCs have been designed
using application specific integrated circuits (ASICs), in order to attain resolution
more than 10 ps. But, implementation using ASIC does not provide reprogramming
feature. Therefore, this paper proposes the new concept of time-to-digital converter
(TDC) using FPGA with high resolution. In this concept, the given input signals
are sampled n number of times. The timing reference is obtained by feeding the
original clock signal to tapped delay lines. A single reference time period is obtained
in accordance with the periodicity for achieving high resolution. Finally, this high
resolution TDC is implemented in the VERILOG and synthesized using XILINX
FPGA. The performance of TDC is also evaluated in terms of power, delay, and area,
and a high resolution of 10 ps has been achieved.
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1 Introduction

Temperature, mass, or time are the well-known physical properties, and they are
processed through analog circuits by electrical quantities like voltage, current, charge,
or frequency. Then, the VLSI technology has been evolved with technology scaling
to achieve better performances such as size, speed, accurate, cost, and mainly resolu-
tion. Time domain signal processing can only be fully exploited if there is no analog
conversion step in time-to-digital conversion and is being fully digital. Technolog-
ical advances in CMOS are directed toward the optimization of digital circuits, and
hence, the conversion of analog time value to digital value with higher resolution
and accuracy is becoming important.

In applications, time intervals are measured using TDCs that can be implemented
using field programmable gate arrays (FPGAs). In TDC, the obtained analog time
is digitized to make it suitable for various applications. An FPGA integrated TDC
with nanosecond resolution is of great performance as the technology allows precise
control of the internal propagation time for a signal which is generated by a pulse
generator. The original time adder has been replaced by this pulse generator, and
linearity of pulse generator plays an important role, as the TDC resolution advances
to a few picoseconds. In the CMOS inverter, longer channel length (L) has been
adopted to optimize area and increase the dynamic range of delay line [1–4]. Finally,
the time subtractor (TS) is used to reduce offset errors and obtain better accuracy.
The goal of this work is to implement TDC in a Xilinx FPGA device to achieve better
resolution and accuracy.

2 Related Works

• Chun-Chi et al. [1] proposed a CMOS-based converter that converts both time and
temperature to corresponding digital values. For eliminating the time consumedby
full-custom CMOS design, the circuit is fully designed with digital CMOS logic
gates. The pulse-shrinking approach [3] with a subgate resolution is acquired
with simple circuit and without any complicated process. All digital pulse mixing
unit provides adequate time resolution as required. The fabrication of time-to-
digital converter is done using 0.35 micron CMOS technology. The effective time
resolution was approximately 45 ps.

• Chun-Chi et al. [5] proposed a highly accurate time-to-digital converter which
serves as the major circuit in various specific instrumentation systems utilized for
resolving the indefinite timing of signals. The cyclic delay line circuit has iden-
tical logic gates, thereby eliminating undesired shift resolution and the proposed
pulse-shrinking unit provided a good resolution. The proposed TDC converter
first converts the physical quantity into a time signal and then digitizes into a
digital code. The implementation of CMOS TDCs at picosecond range and good
resolution has widened various applications.
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• Maatta et al. [6] designed a time-to-digital converter and constructed six units,
and it has been tested. The stable performance of the time-to-digital converter is
obtained by the construction of interpolation electronics. The developed real-time
calibration procedure is used to improve the stability of the system. Synchronous
digital time interval is used in this operation, in which an analog interpolation
method improves the uncertainty of one clock cycle and has a better single-
shot precision of few picoseconds, and range of measurement is comparatively
less. The measured time interval is converted into the digital code during the
implementation, and the obtained digital code is based on synchronous counting
of the clock pulses of an oscillator. Here, the TDC is designed especially for
pulsed time of flight laser radar applications.

• Dudek et al. [7] proposed a technique that allows to achieve more resolution
with less dead-time. The resolution stabilization is achieved using a delay locked
loop against process variations and other conditions. They have proposed various
methods for digitizing short time intervals. For this process, fast counters have
been used and CMOS tapped delay line, and a voltage ramp is generated based on
analog method. An effective resolution is achieved by using a time unit as logic
buffer delay. This delay locked loop scheme changes the buffer delay values that
varies with temperature and power and stabilizes the delay value for the vernier
line to have high effective range for providing calibration automatically. A test
circuit is created using 0.7 µm CMOS process technology. The time-to-digital
converter has 128 delay stages, and 30 ps resolution has been obtained, stabilized
by the delay locked loop, with the accuracy more than1LSB.

• Malti Bansal et al. [8] discussed a taxonomical review of different designs of
multiplexers and demultiplexers. They have also discussed on various techniques
used in multiplexing that is employed in analog and digital electronics. This paper
discussed the improvement and development that has taken place in multiplexing,
and how the telephony multiplexing has taken a growth.

• Chun et al. [9] proposed a method for obtaining the frequency domain character-
istics of the jitter using the vernier delay line using the various schemes proposed
by different authors.

• Jansson et al. [10] proposed a high precision CMOS time-to-digital convertor
IC which measures the time interval using a counter and two level interpolator
implemented using stabilized delay lines for improving integral nonlinearity of
the interpolator.

• Mäntyniemi et al. [11] proposed a CMOS-based time-to-digital converter having
a resolution of 1.2 ps. In this work also, a counter and two-stage stabilized delay
line interpolation is used for time conversion. But, the total power consumption
is very high, particularly dominated by delay locked loops.

• Hwan et al. [12] proposed a two-level conversion time-to-digital conversion
scheme. In the first level, themulti-phase sampling technique is implementedwith
delay locked loop (DLL) for conversion, and in the second level, the sampling
clocks and input signal are further adjusted and fed to vernier delay line (VDL)
sampling circuit.
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3 Methodology Existing System

Time-to-digital converters (TDCs) [1] perform the conversion of analog input time
pulse into respective digital code. Several models for TDCs are done using simple
microcontrollers and othermethodologies like usingASIC, vernier delay line, etc. [3,
4, 9, 13, 14]. Many other frontend works have been done for the implementation of
TDCs. These ideas have some limitations like less resolution, more power consump-
tion, and the implementation using ASIC cannot be reprogrammed if needed. This
motivated us to implement TDC using FPGA.

Proposed System

The paper proposes the new concept of time-to-digital converter (TDC) using FPGA
with high resolution. The performance of TDC has been increased, and high reso-
lution has been achieved. TDC implemented using FPGA has the reprogrammable
capability. In this concept, the given input signals are sampled n number of times,
and the original clock is fed to the tapped delay line from which a timing refer-
ence is generated. For those timing references, delays are achieved. Those delays are
enfolded into a single reference period in accordance with the periodicity, and the
effective TDC resolution can be achieved. The novelty of this work is that FPGA can
be reprogrammed by a user, and besides it requires a smaller board space and can be
more energy efficient. Finally, this concept of high resolution of TDC is implemented
in the VERILOG and synthesized using XILINXFPGA.

A. Principle of Operation

In the LCD display, the digital format of the input time pulse will be displayed. The
input pulse is generated using pulse generator and fed to the upcoming components
like cyclic delay line for tapped delay, and the time subtractor is also used to reduce
the offset error. The counter counts the input pulse, and the digital format of time
will be displayed in the 7 segment LCD display. This implementation is done using
Xilinx FPGA Spartan 6 board where all the required components are integrated in
the board.

Thus, this project ensures the implementation of time-to-digital converter using
FPGA board.

B. General Block Diagram

Figure 1 shows the basic block diagram of the time-to-digital converter implemented
in our project. Here, the implementation is done using Xilinx FPGA board. The pulse
generator generates the input pulse. The delay has been achieved from cyclic delay
line by feeding the pulse obtained from pulse generator. The input pulse is fed to the
time subtractor from where offset error has been eliminated, and the output from TS
is given to counter which counts the time in accordance with the tapped delay line
and the counts at the counter is displayed as digital format of time in LCD integrated
in the FPGA board.



FPGA-Based Implementation of Time-To-Digital Converter 673

Fig. 1 Block diagram of the time-to-digital converter [1]

C. Implementation

The proposed TDC is implemented using FPGA board. All the hardware compo-
nents are integrated in FPGA board and interfaced with the software. It employs
pulse generator (PG), cyclic delay line (CDL), time subtractor (TS), and a counter
(CNT).Thevarious techniques like time amplification, time interpolation, andvernier
principle have been employed to obtain resolution higher than the other methodolo-
gies. Software simulation has been done as a frontend process to verify the Verilog
code for each submodule like pulse generator, cyclic delay line, time subtractor, and
counter and also for the entire module. Then, this simulated Verilog code has been
interfaced with the FPGA board for displaying the required digital format of time.

D. Development Procedure

Step 1: Verilog code has been written for each module like pulse generator, cyclic
delay line, time subtractor, and counter has been written.

Step 2: The written Verilog code has been verified, RTL schematic of the entire
module has been taken, and software simulation has been verified successfully.

Step 3: The verified code has been dumped into the FPGA Spartan 6 board for
hardware implementation.

Step 4: On implementation, the required digital format of the time is displayed
on the LCD integrated in the FPGA board.

So, by this process, the TDC has been implemented using Xilinx FPGA Spartan
6 board.

4 Results

The required digital format of time is displayed on the LCD, and the result is obtained
with greater accuracy and a high resolution of 10 ps compared to TDCs developed
with other methodologies. The performance of the entire system implemented using
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Table 1 Area utilized by the proposed system

S. No Components utilized Used % utilization

1 Number of slice registers (flip flops) 16 out of 11,440 1

2 Number of slice LUTs 12 out of 5720 1

3 Number of occupied slices 8 out of 1430 1

4 Number of MUXCYs used 8 out of
2860

1

5 Number of fully used LUT-FF pairs 13 out of 17 76

6 Logic utilization 11 out of 5720 1

7 Number of bonded IOs 12 out of 102 11

8 Number of BUFG/BUFGMUXs 1 out of 16 6

Spartan 6 FPGAboard is evaluated bymeasuring the power, area, and delay. From the
obtained delay results of the components, the maximum net delay of the system was
computed to be 40.805 ns. The total power consumption of the system is 15 mW.
Table 1 gives area utilized by the system in terms of the number of components
utilized and the percentage of utilization.

5 Experimental Outputs

The software implementation for the system has been done using Xilinx tool, and
the simulation has been verified using ISim. The hardware implementation has been
done in Spartan 6 FPGA board as in Fig. 2. The bitwise measurement range of
proposed TDC would be in hexadecimal, and till this hexadecimal range, the digital
count will be displayed in LCD.

Fig. 2 Experimental
hardware setup
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The individual modules and the entire module are simulated using Xilinx tool.
The RTL schematic of the entire module (TDC) is shown in Fig. 3. The simulation
waveforms (ISim outputs) are shown in Figs. 4, 5, 6, 7 and 8. The software simulation
has been successfully done, and the code has been verified.

Fig. 3 RTL schematic of entire module

Fig. 4 ISim output of the entire TDC module
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Fig. 5 ISim output of pulse generator

Fig. 6 ISim output of CDL

6 Conclusion

The FPGA implementation of the TDC has been done as a backend system like a
smart sensor that senses the time pulse and converts it to digital code obtained from
the counter. The implementation can be reprogrammed if needed as it is done using
FPGA board. The frontend process of software simulation has also been done before
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Fig. 7 ISim output of TS

Fig. 8 ISim output of counter

hardware implementation for verification. Also, the approach presented in this work
can be extended to any other application that requires TDC with reprogramming
capability.
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7 Future Scope

In future, it can be extended for any FPGA-related applications according to the
requirements. This can be used to develop a time sensor where the digital format of
time is required. Also this concept could be an example to implement time-to-digital
converters using FPGA board.
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Implementation of Smart Poultry Farm
Using Internet of Things

Bharati Ramteke and Snehlata Dongre

Abstract The world is growing expeditiously with the latest technologies taking
charge of the market these days. Every single person is now probing for an auto-
mated machine that can be utilized for all the indispensable official, household, or
industrial work so that they do not have to probe for laborers or workers for long. And
technology has upgraded with time and provides the best solutions. IoT also known
as Internet of things is a widely used technology to automate things nowadays. This
project proposes an automated poultry farm predicated on IoT, and the whole farm
will be covered with multiple sensors such as water level, sultriness sensor, tempera-
ture sensor, day–night sensor, along with a microcontroller to guide the system. The
main aim of this concept is to automate the working of poultry farms, check the water
level of the water bowl, and automatically turn on turn off lights, supply of pabulum,
etc.

Keywords Automatic system · Poultry farm · Sensors · Cleaning

1 Introduction

Shelters for birds like chickens, ducks, turkey, and geese are known as poultry farms.
The main motto behind the development of poultry farms is to take care of these
birds so that products like eggs, meat, and feathers can be produced on a large scale
and sold in the market. Poultry farming is widely done in India as an occupation, and
also it has a huge profit in a one-time investment. But there is a lot of work inside the
poultry farms such as cleaning of shades, supply ofwater and food to the birds, collec-
tion of eggs, maintaining the temperature as per the climate, and checking humidity
and oxygen level from time to time which requires manpower to complete the work.
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IoT is an essential platform where embedded sensors are connected to obtain the
expected result. Also, we can attach the hardware with the software, an Android, or a
Web application to control the functions of the system from anywhere. IoT is essen-
tially a platform where embedded contrivances are connected to the cyber world,
so they can accumulate and exchange data from an Android app. Thus, automatic
work of machines is increasingly paramount in modern agriculture, abbreviating
dependence on constant labor work, incrementing management scale and efficiency,
consummating the precision and consistency of product control, enabling enforceable
traceability enhancing aliment safety—all of whichmay achieve agricultural sustain-
ability. Our proposed work is completely focused on the parameters like maintaining
temperature and humidity inside the poultry farms, making the environment clean
and safe for birds living there, providing them food and water on time and alerting
the owner in any danger situation [1–7]. The system defined in the abstract is predi-
cated on the Internet of things (IoT) and will perform all the indispensable tasks of
a poultry farm and avail in incrementing the profit and outcomes.

2 Literature Review

Shoba et al. [8] presented an IoT-based system for viewing and controlling poultry
farms, as well as monitoring the poultry farms without any physical presence. The
system includes wireless sensors to keep the room temperature stable, analyze the
weight of the chickens, and provide water and food.

Elham et al. [9] presented a system in which an application for the Raspberry
Pi and a blockchain module is introduced. The blockchain is utilized to secure the
security of customer data from chicken farms.

Soh et al. [10] proposed a proposal for automatic chicken feeding using anArduino
UNO as the main module. The other module is used to check the temperature and
humidity, which is likewise done using the Arduino UNO.

Mumbelli et al. [11] proposed a novel model for monitoring and controlling all
project parameters using a combination of hardware and software. All of these oper-
ations are carried out via remote access via a mobile app. Temperature value and
actuators are the parameters used in this research study.

Dbouk et al. [12] provided a brief discussion on temperature control systems
used in chicken farms. Their goal is to optimize the temperature of the poultry
shade based on the needs. It has also been identified that maintaining an optimal
temperature is a difficult process. To address this issues, the authors presented an
IoT-based temperature control system based on the DHT11 sensor, which will save
chicken farm owners time and money.
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3 Proposed Methodology

This project includes IR sensor, temperature sensor, water-level sensor, day–night
sensor, MQ-2 sensor, servo motor, DC motor, exhaust fan, motor pump, OLED
display, solar plate, and the most important component of the project, i.e., ESP8266
microcontroller as in the above Fig. 1.

Module 1—In this module, the main working of the microcontroller will take
place, which is the brain of the project. The microcontroller will send a signal
to the water-level sensor to check the level of water in the bowl; if the level is
low, the motor pump will start automatically till the maximum level of water is
supplied.
Module 2—In this module, the working of food supply will take place with the
help of conveyor belt and DC motor, the food will be supplied from time to time,
and then, the area will be cleaned automatically soon. The conveyor belt will
move slowly and stop for some time so that the chicken can eat their food, and
then, the DC motor will stop rolling.
Module 3—This module focuses on automatic light turn on and off with respect
to the surrounding light, and this operation will take place with the help of a day–
night sensor. The working of the temperature sensor will take place here in this
module, temperature inside the farm will be maintained, and if not, the cooling
fan will be turned on.
Module 4—In this module, IR sensor is used to detect any suspicious entry or
presence around the poultry farm to alert the owner about theft and security. A
buzzer is used as an alarm here.
Module 5—In this module, MQ-2 sensor will work when the atmosphere inside
the farm gets too gassy or full of harmful gasses. After detecting high risk

Fig. 1 System architecture of smart poultry farm using IoT
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conditions, the exhaust fan will be turned on to refresh the room area and air
quality.
Module6—Thismodule has anOLEDdisplay as itsmain component, all the alerts
and information of the poultry farm like water level, air quality, temperature, etc.,
will be shown on the output screen.
Module 7—The final module of this project is solar plates which are used as
a backup component; when there is no power supply inside a poultry farm, the
system will get supply from solar energy.

4 System Working

The components related to the proposed work are shown from Figs. 2, 3, 4, 5, 6, 7,
8, 9, 10 and 11.

The working of the system will be as follows:

Step1: System turn on and microcontroller sends signal to the other sensors for
working.
Step 2: Water sensor is integrated with a water pump to check for water level and
supply water when needed using water-level detection.

Fig. 2 IR sensor

Fig. 3 DC motor
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Fig. 4 Exhaust fan

Fig. 5 Temperature sensor

Fig. 6 Esp8266 node
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Fig. 7 Water-level sensor

Fig. 8 LDR sensor

Fig. 9 Servo motor

Step 3: Conveyor belt with DC motor attached to it is doing the work of food
supply from time to time. The DC motor will oven with a conveyor belt attached
to it, and the food bowls will also move with it, the wait time for eating food will
be set after that the area will be cleaned automatically.
Step 4: The LDR sensor will work when it gets too dark and sunny automatically,
so that the farm lights will be turned on and off accordingly.
Step 5: For detection of any suspicious movement and presence of any person
around the poultry farm, the system will generate an alarm to alert the owner.
Step 6: To display the complete information about the room temperature, humidity
check, air quality, etc., will be shown on the OLED screen so the user gets updated
information all the time.
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Fig. 10 OLED display

Fig. 11 Water pump

5 Result and Discussions

Result image of smart poultry farm is shown in Fig. 12.

6 Conclusion

The system is able to monitor the poultry farm and control the operations of the
poultry farm. The proposed system is an amalgamation of wireless sensors tomanage
and monitor the poultry’s work more easily. The system supersedes the human labor
to aliment pabulum and dihydrogen monoxide into the containers. It surmounts the
labor quandaries in the poultry industry and it with avails to control temperature,
sultriness, air quality of the poultry farm.
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Fig. 12 Result image of
smart poultry farm
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Design and Implementation of a Solar
Powered Floating Device for Water
Quality Monitoring in Inland
Aquaculture Farms Using LoRa Wireless
Communication

G. Mageshkumar , Saggurthi Prabhakara Rao, S. Suthagar ,
K. Hemalatha, K. Gowtham, and T. Hariharan

Abstract Inland fish farming is one of the growing food industries in India. The
potential of this sector in creating an impact on the growth of the Indian economy is
not yet realized. The Government of India is constantly focusing on various oppor-
tunities to build a self-reliant nation. Fish is one of the major foods consumed by the
people of Southern India. Improper maintenance of aquafarms leads to health prob-
lems for the people who consume fish from these farms. In this paper, the types of
fish farming, the challenges, threats, and recent remedial actions taken to overcome
the challenges are discussed. A low-cost water quality monitoring system (WQMS)
based on long-range wireless communication (LoRaWC) powered by a solar panel
that floats on the water is proposed to improve the yield and quality of fish from
the aquafarms. The sensor node is designed to measure pH level, turbidity, total
dissolved solids (TDS), atmospheric temperature, humidity, and water level. The
measured values are transmitted to the cloud through a LoRa gateway for taking
necessary decisions to maintain the water quality in good condition. This method
improves the growth and health of the fish in the aquafarm which in turn provides
healthy food for mankind.

Keywords Aquaculture · Fish farm · Internet of things (IoT) · LoRaWAN · pH
sensor · Solar powered LoRa node · Total dissolved solids (TDS) ·Water quality
monitoring system
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1 Introduction

1.1 Definition

The process of breeding and artificially rearing various varieties of fish for commer-
cial food purposes is known as inland fish farming.

1.2 Fish Farming in India

For 950million people around the world, fish and fisheries products are their primary
source of protein, and they are an important part of the diet formanymore [2]. India is
the world’s second-largest fish manufacturer [3]. The fishing sector contributes 1%
to the GDP, of which 65% is contributed by inland fish farming. Inland farming
from less than 0.01% of the total volume of water on the planet, fisheries, and
aquaculture contributes more than 40% of global fish production [7]. In India, inland
aquaculture has long been the main fish production method. Ornamental fish culture
through inland fish farming can also be creating additional income for the nation
[18]. Figure 1 shows the growth of fish production value in billion Indian rupees
(INR) for the financial years from 2012 through 2018 [9]. As one can observe that
the demand is constantly growing it will be challenging to maintain the quality of
production [10].

Fig. 1 Fish production value in billion Indian rupees
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Table 1 Percentage contribution of fish production by inland and marine fish farming

Year Inland Marine

1950–51 29 71

1960–61 24 76

1970–71 38 62

1980–81 36 64

1990–91 40 60

2000–01 50 50

2010–11 61 39

2017–18 71 29

Fig. 2 Percentage contribution of inland and marine fisheries over the different period in India

Table 1 is taken from [1] and is represented as a graph in Fig. 2. The moving
average of the percentage contribution of inland and marine fisheries is plotted in
Fig. 2. From the plot, we can observe the trend that the inland fisheries are growing
every decade, and we can predict that it will still grow for the upcoming years, but
the trend in marine fisheries is falling down [9].

The most important fish species produced in pisciculture in India are Asian
seabass, Pearl spot, Tilapia, and Catfish. The average fish consumption of an Indian
is 5 kg per year. Indian Council of Medical Research (ICMR) recommends 12 kg
of fish per year due to its high mineral value [12]. Demand for fish and fish oil is
increasing day to day due to the increasing population. Those demands can be meet
out only by encouraging artificial fish farming.
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1.3 Motivation

Fishes grew artificially in pisciculture, which satisfies the protein need of many
people and fish production is also a commercial activity for the fish farmers. Healthy
fish growth is essential to attain both. Proper water quality maintenance is a major
thing to be ensured for this achievement [1]. Recent studies show that water pollution
is the major threat to fish production. Both Federation of Indian Animal Protection
Organizations (FIAPO) and All Creatures Great and Small (ACGS) combinedly
surveyed 250 fish farms across the ten highest fish-producing states in India [6].
Survey result says that the consumption of unhygienic water fishes can lead several
health issues in the human body. Excess lead and cadmium impurities are present in
water due to antibiotics and insecticides used for cultivation. None of the fish farms
had outlets for the recirculation of impure water. Due to dirt, 65% of fish farms had
a low dissolved oxygen level. Disease outbreaks to fishes due to these effects lead to
heavy commercial loss to farmers. In several instances, farmers selling these diseased
fish to minimize their losses. The situation is worrying. Unless immediate action is
taken either a commercial loss to the farmer or a life loss to a consumer may happen.
Heavy metals can reach the body in small quantities through food, water, and air [6].
The excess quantity of toxic heavy metals can even cause death in living organisms
by metabolic process interference. Also, there are other side effects such as fitness
reduction, reproduction interference, etc. due to presence of heavy metals in water.
Since heavymetals are not removed fromwater environments, they are contaminants
for fish [2]. The source for heavy metals in aquatic farm are feeds, insecticides, and
pesticides. Also, natural methods such as organic pollutants, mixing of sewage, and
garbage leaching in freshwater can cause increase in heavy metal. The measure of
lead (Pb), copper (Cu), and zinc in fish farms shows its excessiveness, which causes
severe health issues in human health by entering into the food chain by human
consumption of fish. The lead level in water depends on temperature, and the rate at
which fish accumulated leadwas affected by the salinity and temperature of thewater.

1.4 Challenges in Fish Farm

There are several present problems in inland fishing and, and this section discusses
them in brief.

– Demand is high, but the production is less.
– Seasonal variation affects the production, especially during summer water level is
to be maintained for proper growth of fishes.

– Temperature increase may pull down the water level maintained in the fish farms.
– Initial investment is high to create a fish farm.
– Lack of required minimal infrastructure.
– Human mentality of polluting an open water body.
– Outbreak of diseases in fishes.
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– Seed import without sufficient precautions.

There were several strategies suggested to overcome these challenges [7], diver-
sified production through integration with the agricultural field, focused attention
on producing seeds especially without disease outbreak, formulation against fish
disease, infrastructure development for both production and post-harvest activities,
establishing storage facilities for wastage reduction, initiating the practice of uti-
lizing effective and affordable technology in the fish production process. Improved
data collection will help the beginners to plan accordingly and decreased the chance
of initial wastage and losses [21]. Management system development for addressing
emerging issues, maintaining purity in water bodies, and conserving biodiversity.
Institutional supports to be developed to provide genetic and biotechnological assis-
tance in fish production and also helps the farmers in aspects such as site selection,
portfolio diversification, expansion, intensification, and better integration [17].More-
over, automation-related research is being carried out to improve the production of
aquafarms.

1.5 Types of Fish Farming

This section describes the recent trends that are followed by fish farmers all over the
world. Currently, there are four types of pisciculture in trend as shown in Fig. 3.

An intensive method of fish farming (IMFF) is a well-managed type of fish farm-
ing, where all efforts are made to achieve maximum fish production from aminimum
amount of water. Precision livestock fish farming (PLFF) is the use of sophisticated
technology to maximize each animal’s contribution. It is a tool for livestock man-

Fig. 3 Trends in pisciculture
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Fig. 4 Architecture of
recirculating aquaculture
system

agement that uses continuous automatic real-time animal tracking to enhance pro-
duction, reproduction, health, and safety, as well as the effects on the ecosystem. It
is a modern paradigm for aquaculture improvement. Open-ocean aquaculture can be
optimally positioned and controlled more efficiently with new technologies. Waste
is controlled by deep seas and faster winds, which hold it away from the vulnerable
nearshore habitats [5]. Legal rules on this activity, though, remain unclear, and since
open-ocean seas are rugged, technical challenges are complicated. Off-shore aqua-
culture needs to be included as one of the major activities for which spatial planning
and conservation measures need to be taken care of in order to develop fish farm-
ing [16]. In a recirculating aquaculture system, water from the culture is constantly
purified and reused. A recirculating aquaculture system is a closed-loop to control
the nitrogen compound content by oxidation of ammonia [25] as shown in Fig. 4.

2 Technology in Current Scenario

Saha et al. [19] propose an outline for monitoring of water quality for aquaculture
which is used using Arduino, Raspberry Pi and various sensors, an android applica-
tion, and a smartphone camera. The parameters for water quality used in this paper
are pH, color, temperature, and electrical conductivity. The use of an IoT device to
measure and regulate water parameters has been suggested by the author [3]. Ammo-
nia, water level, pH value, foul odour, temperature, and dissolved oxygen in the water
are both detected and monitored by the system. Scalable approach for water quality
monitoring using the LoRa module with the help of LoRaWAN protocol uses low-
power wide area network technology (LPWAN) [15]. The system designed by the
authors of [20] has a wireless LoRa module for sending and receiving sensor values,
adding sensors to the microcontroller, and a ThingSpeak IoT platform for testing
and visualizing water quality sensor values [22]. The device is made up of electrical,
mechanical, and networking elements that are all connected to the Internet of things
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(IoT) [3]. The electrical portion consists of a pi sensor, which offers real-time fish
video data collection and Raspberry Pi B+ module interfaces. In paper by Deng, a
model for the increasing status of aquaculture is created using an artificial neural
network [8]. The growing state model is being developed in this work, and the use
of artificial neural network technology can solve congestion problems in an expert
system affect several water quality parameters [4, 11, 14]. This method is proven
effective from the experimental results obtained. TNAU published research papers in
fisheries which contain guidelines to be followed for rearing, breeding, and mainte-
nance of popular commercial fishes [13]. The data provided in the website of TNAU
are taken as reference for fixing the threshold values for the proposed water quality
monitoring system.

3 Methodology

3.1 Parameters to Be Monitored

Water that uses for fish farming is considered suitable only based on certain param-
eters. These parameters include atmospheric parameters as well as water parameters
that decide the growth of fishes. The list of parameters that are monitored by the
proposed work is as follows,

– Temperature and humidity
– pH value
– Water level and quantity in liters
– Turbidity
– Total dissolved solids (TDS)
– Motor status.

3.2 Design of Sensor Node

The monitoring system contains five sensors for the measurement of water qual-
ity, quantity, and atmospheric condition parameters. DHT11 sensor is used for the
measurement of temperature in degree Celsius and humidity in percentage [23], HC-
SR04 is an ultrasonic sensor used for the measurement of water level in centimeters
similar to oil level as mentioned in [24], and water quantity in liters can be calculated
from water level, turbidity sensor for the measurement of turbidity in Nephelometric
Turbidity Unit (NTU), TDS sensor for the measurement of total dissolved solids in
parts per million, and pH sensor for the measurement of pH value. The measured
parameter values are sent to the LoRa gateway which in turn forwards the data to the
cloud using message queuing telemetry transport (MQTT) protocol. The parameters
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Fig. 6 Proposed architecture of the sensor node

are to be maintained in different levels for different species of fishes are available at
the Tamil Nadu Agricultural University (TNAU) portal [13]. The proposed system is
designed specifically to address the species that aremajorly produced in southern part
of India by inland fish farming. The sensor node is powered by a solar panel. LoRa
uses the frequency band of 865–867MHz in India. Arduino board with AtMega2560
microcontroller is used to interface the sensors and send the information to the LoRa
gateway. The architecture of the proposed system is shown in Fig. 6. The Arduino
is used as it the easy to program, and libraries are readily available for the Dragino
LoRa shield used to implement the proposed idea.

3.3 Solar Panel Selection

To ensure the usage of renewable energy sources, a solar power panel is used to
power up the LoRa sensor node. The total power requirement of the LoRa node is
calculated, and it is found that 12 V (5 W) solar panel is sufficient enough to power
the sensor node. Figure 7 shows the solar panels used for the power supply.

The total power consumption of all the components in the LoRa node is calculated
with the help of a datasheet of corresponding components, and it is shown in Table 2.
The design helps us to reduce the frequency of recharging and replacement of battery,
thereby it reduces the power consumption cost by 1/10 times.
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Fig. 7 Power supply unit

Table 2 Power requirement by the LoRa sensor nodes

S. No. Components Quantity Voltage (V) Current (mA) Power (mW)

1. DHT11 sensor 1 3.3/5 0.5–2.5 8.25

2. HC-SR04 sensor 1 3.3/5 15 49.5

3. Turbidity sensor 1 5 30 (Max) 150

4. TDS sensor 1 3.3/5 3–6 30

5. pH sensor 1 5 5–10 50

6. Buzzer 1 5 <30 150

7. LED 5 1.8–2.2 <20 22

4 Implementation

4.1 LoRa Node, Gateway, and Cloud Configuration

The work includes implementation of the hardware as per the architecture defined in
the earlier section. The integration of hardware with the cloud is achieved by linking
the LoRa gateway to the ThingSpeak channel to monitor the data from the nodes. In
this work, two sensor nodes are designed to monitor two tanks simultaneously. There
are two fish farming tanks of equal dimensions and capacity. The height of the tank
is 4 ft. (1.2 m), and the radius of the tank is 4 m as shown in Fig. 5a. The volume of
the tank is 15,000 L. At present, there are 3000 small Rohu fishes in tank 1. Rohu
fishes have a bony skeleton. After fishes grow to a certain level, half of the fishes will
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Fig. 8 Server settings in LoRa gateway to set up two MQTT channels

be transferred to tank 2. Then, both the tanks will have 1500 fishes approximately.
Manual monitoring of the TDS and pH is performed using digital TDS meter and
digital pH meter as shown in Fig. 5b, c respectively. The LoRa gateway has been
configured to receive signals from two of the nodes with node name 1111 and 2222
to monitor two tanks in the fish farm. The write application programming interface
(API) keys are also generated for each node by the gateway to communicate with the
node. Two channels have been created with names fish farm node 1 (FFN1 named
as 1111) and fish farm node 2 (FFN2 named as 2222) to monitor these two tanks
in ThingSpeak cloud as shown in Figs. 8 and 9. Each channel has eight field to
monitor and control as shown in Fig. 10. Lora nodes will transmit data packets with
a spreading factor of 7, coding rate of 4/5, and signal bandwidth of 125 kHz as
configured in the gateway.

Figure 11 is the setup of hardware under test in an indoor simulated environment.
The setup was able to monitor the required parameters using LoRa wireless com-
munication. The implementation of the proposed work is set to float on water in the
fish farm as shown in Fig. 12. The water quality and quantity parameters received
at the LoRa gateway are recorded in the logread section. The data will be in hex-
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Fig. 9 Channels in ThingSpeak cloud to collect the sensor data and monitor status of motor

adecimal format here. The data can be seen in numerical values by converting that
hexadecimal into a string. For every minute, one set of sensor values is updated in
the cloud.

5 Monitoring System

The LoRa gateway kept in the monitoring room is connected to the Internet, and
the data from the sensor node are pushed to the cloud by the gateway through the
ThingSpeak Channel. Figure 13 displays the data being monitored in the cloud by
the user (i.e., the farm owner).

6 Result and Discussion

The received data output of water quality and quantity parameters at the LoRa gate-
way under the logread section is shown in Fig. 14. The data will be in hexadecimal
format here. The data can be seen in numerical values by converting that hexadec-
imal into a string. For every minute, one set of values is updated. The parameters
monitored at the ThingSpeak cloud channels of the FFN2 are shown in Fig. 15. The
data of temperature, humidity, water level, water quantity, pH value, turbidity, TDS,
and motor status were obtained.
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Fig. 10 Eight fields in channel 1 to monitor FFN1

6.1 Website to Monitor Fish Farm Tanks

The work includes design of a Website to monitor the data in the table format that
displays the recently updated data in the cloud with an interval of thirty minutes. The
data of all the parameters in multiple nodes can be seen on the developed Website
(https://fishfarming123.000webhostapp.com/index.html). By clicking on the node at
right top corner of the Webpage, the data from the corresponding LoRa node can be
viewed as shown in Fig. 16.

https://fishfarming123.000webhostapp.com/index.html
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Fig. 11 Hardware implementation tested in a simulated environment

Fig. 12 Hardware implementation tested in a fish farm tank
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Fig. 13 LoRa gateway receives the data from two LoRa nodes and pushes the data to ThingSpeak
cloud

Fig. 14 Data received in LoRa gateway are observed using logread tab
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 15 Plot of a temperature, b humidity, c water level, d water quantity, e turbidity, f TDS, g pH
value, and h status of the motor
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Fig. 16 Website design to monitor the fish farm

Fig. 17 Data exported from the cloud

6.2 Discussion

The proposed system shall be scaled up to monitor nearly 100 tanks of the capacity
without worrying about the loss of data. When scaling for more number of tanks
to be monitored, the spreading factor shall be increased accordingly between 7 and
12. As we increase the spreading factor, the area covered is increased, but the data
rate will be decreased. The real-time monitored fish farm data of all the parameters
are exported in an excel sheet, and it is shown in Fig. 17, along with time and entry
id. One set of data is exported for 30 min, and thus, 9 sets of values were obtained
for 4.5 h. The proposed work stands as a proof of concept that monitoring the water
quality parameter can be implemented using LoRa wireless communication for the
better maintenance of inland fish farms.

7 Conclusion

The design of LoRaWAN-based water quality monitoring and automation system
for inland fish farming is implemented which is capable of monitoring the essential
water quality parameters that are required for proper fish growth. The LoRa-based
wireless sensor networks paved the way to build a smart monitoring system with



704 G. Mageshkumar et al.

lower power consumption and with long-range secured data transmission. Up to 300
fish tanks can be monitored within a 1 km radius with this setup. By implementing
this system in a fish farm, the water level and water quantity are always maintained at
the required level. The increase in values of pH, TDS, and turbidity will be observed,
and an indication for outlet pump for pumping out impure water and refilling pure
water is given. Thus, proper growth and health of fishes are achieved. More yield
and more profit to the fish farmer are obtained. The control mechanism provided in
the system enables the fish tank to be filled with fresh water by turning on the motor;
thereby, a balanced water quality is achieved to maintain a good environment for
the fishes in the aquafarm tank. The strict monitoring system helps the fish farmers
to avoid losses due to loss of fish lives because of poorly monitored fish farms. In
future, machine learning algorithms can be developed to predict the growth and yield
of fishes based on these water quality parameter values that were collected in the fish
farm.
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Abstract The following research paper deals with the technology in mobile phones
to identify school bullying in students who are constantly raped, which can be
reflected verbally, psychologically, physically, and virtually through social networks.
The study focuses on verifying the use of technology in health and harassment in
schools by identifying conflicts between teachers and students and between students,
in order to create an application to generate empathy in the classroom. The type
of methodology is experimental–exploratory analyzing causes and effects, whilst
the quantitative approach that attempts to arrive at a deductive process predomi-
nates. With regard to the collection of information, the questionnaire is used as a
tool and the survey as a technique for students in the ninth grade of basic general
education, as is the T.A.M. method (technology acceptance model). Therefore, the
“AfriEndly” application proved satisfactory within the research according to the
T.A.M. method, which revealed that the technology is accepted within the study
population. Keywords: Educational harassment, Mobile applications, Mobile health,
Self-esteem.
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1 Introduction

Miranda et al. [1] in his research, “Teachers’ Training: From Pedagogical Tradi-
tion to Virtual Learning Environments” highlights the creation of virtual spaces
according not only to the subject, but also to the current context, suitable scenarios
for the student, teacher, and the conformity of parents. ICTs not only contribute to an
improvement toward education as the simple fact of imparting knowledge, but also to
a refinement to access various intelligences such as emotional intelligence, which is
deeply investigated in the teacher, because by being emotionally intelligent, it favours
the teacher’s learning, the educational community, providing solutions focused on
technology, from the current context of its environment leading to psychological and
learning problems [2].

Thus, in the face of the health emergency due to COVID 19, it has caused chronic
illnesses and even death, for which reason society has been forced to lead a life
through virtuality, stressing the importance in educational, employment, and even
social continuity, from that time onwards. Society has become a subject of transfor-
mation moving from paper to computer or cellular. Information and communication
technologies (ICT) are therefore highlighted in education as a strategy for improving
quality and adapting to the current environment, and this would require changes not
only in methods, but also in instruments, i.e. in the use and benefit of education,
control and management of communication and information technology [1].

Additionally [3], some research has demonstrated the results of mobile well-being
applications toward the subject, concluding that they often provide tolerance within
distress, security within crisis, as well as future projection toward opportunities for
improvement. Emotionally and most importantly feel support in front of a mobile
health app. For that reason, applications motivated to contribute to the well-being
of mental health as well as physical must consider factors that protect the subject,
promoting personal worth, increasing self-esteem, as well as interpersonal relation-
ships, in addition to recognizing his own achievements and recognition of the need
for professional assistance, which leads to an openness to experience within one’s
own communication skills. Bullying School bullying has no gender, it can be male
or female; nor time, as it was evident from the biblical case of Cain and Abel, in
which there was physical violence by a sibling; nor age, since it can be present in
children, young people and adults, and involves anyone person who mistreats physi-
cally, through beatings; verbally, using insults to intimidate cyber, with manipulation
of social networks, as most abuses occur at an early age, usually against the weakest
person, implying unequal violence for obvious differences [4].

Because of the presence of school bullying, according to Smys and Raj [5], three
criteria should be considered as follows: The first is when a negative event against a
child occurs repeatedly; in the second, there must be instability in both the bullyer
and the victim; and in the third, consequently, a discrepancy develops between the
two. This investigation, after collecting data, revealed cases where there is almost
no intervention by teachers and parents, with consequences of suicides, including
firearm revenge attacks, on the part of the harassed.
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According to Smys and Raj [5], if school bullying is to be combated, it is essen-
tial to point out the role that each teacher must play, as well as to consider that
interrelationships are important so that those involved, such as the harassed, the
victim, or pedagogue, can develop, put forward projects, and projects have resources
that contain the aim of participatory intervention by those involved, addressing
cooperative changes in the environment and context in order to avoid school violence.

Self-esteem is associated with mental health, as it is the comfort it provides to
a person’s personality; however, without such health, the consequences become
serious, such as drug addiction and abuse, as well as school failure, loneliness,
and other problems moreover, with the passing of time and without professional
help, they worsen, resulting in a negative self-assessment, in which they may come
to be considered insecure and incapable, provoking susceptibility to criticism and
responding ineffectively to their surroundings. Social is to be an important external
factor, since one person’s perception of the other is estimated and influences his
well-being. [6]

2 Methodology

The A.D.D. methodology was used for the development of the study, i.e.: analysis;
design; development; implementation; and evaluation. Analysis (Fig. 1):

We analyzed as a pre-test the structured questionnaire addressed to students of
ninth-grade E.B.G. applied during hours of virtual classes. For this, the Mobincube
tool was an important factor to consider within the study, since it helped develop
an effective and feasible free app according to various users of YouTube platforms
(Fig. 2).

Fig. 1 Mobincube application
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Fig. 2 Mobincube application

Design: The purpose of the Mobincube interface is to interact the operation of
other systems in an easy way according to their use and effective between subject-
computer, which was conceived of relevance in generating an interface not only
feasible to use, but also optimum to any individual of different age. For this purpose,
in the development of the app, a “menu” was considered with 4 important buttons,
such as the harassment detector, the attacker, the victim, the suggestions the app
provides, and the credits.

Development: Mobincube offered us a free and easy to use software, thanks to the
fact that it is not mandatory to insert code, and whose development was with block
programming, accessing interfaces with interactive images, icons, text, and tables
(Fig. 3).

Harassment Detector: The main menu consists of a button called “harassment
detector,” which leads to a “test” Web page, which gets seven questions that the user
can answer in order to get at the end of the survey a result, i.e. the page will help you
to know if you suffer from bullying or not (Fig. 4).

Suggestions: The option called “recommendations” leads to a new screen showing
us two images, the young people guide us to a screen of suggestions that students
can make if they suffer from harassment, whilst the teacher’s image sends us to a
screen where he suggests their harassment inside the screen (Fig. 5).

Aggressor: It consists of a representative image of the aggressor, and below it
is seven behavioural traits that the aggressor possesses, the instant that the text of
each descriptor is crushed leads to a new page where it describes each of these
characteristics. Victim: It consists of an image representative of the harassed person
and beneath, and it is the behaviours that the victim usually has. Similarly, as soon
as each textual feature is crushed, a new screen is opened specifying and detailing
the attitude (Fig. 6).

Seek help: Within this, option is the emergency number known as 911, so that
students can call when they feel intimidated.
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Fig. 3 Main menu-harassment detector developed

Fig. 4 Suggestions developed
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Fig. 5 “Aggressor” and “victim” behaviour

Evaluation: The development of the technology acceptance model (T.A.M)
methodology was considered fundamental in order to determine whether the appli-
cation was rejected or accepted within the study population, in order to investigate
the impact of technology on society and how the population perceives such utility.

3 Results

1. Learning to use gamification and technology tools easy for me?

See Table 1 and Fig. 7.

Analysis and Discussion
Out of a total of 117 students representing 100% of the sample, 33.3% equivalent
to 39 students agree that the use of technological tools is easy to use, 32.5% totally
agree, 16.2% undecided, 10.3% disagree total disagreement with the 7.7% reported
by nine pupils. This allows us to recognize within the research that the majority of
E.G.B. ninth students agree that learning to use gamification and technology tools is
easy.
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Fig. 6 Seek help developed
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Fig. 7 Gamification and technological tools frequency. By: Pinto D. (2022)
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Fig. 8 Offensive comments. By: Pinto D. (2022)
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Fig. 9 Application to detect school bullying. By: Pinto D. (2022). By: Pinto, G (2021)

Table 1 Gamification and technological tools frequency percentage

Frequency Percentage

Totally disagree 9 7.7

Disagreement 12 10.3

Undecided 19 16.2

Agree 39 33.3

Totally agree 38 32.5

Total 117 100.0

2. How often have you been offended by comments made by your friends, either
through social media or in person?

See Table 2 and and Fig. 8.

Analysis and Discussion
Out of a total of 117 students corresponding to 100% of the sample, 47.01% equiva-
lent to 55 pupils have never been offended by any comment, 36.75% rarely, 10.26%
occasionally, 5.13% frequently reported by 6 pupils, and 0.85% very often reported
by 1 pupil. This allows us to recognize within the research that most of the ninth
E.G.B. students have been offended by some comments made by their peers, either

Table 2 Offensive comments

Ítems Frequency Percentage

Never 55 47.0

Rarely 43 36.8

Occasionally 12 10.3

Frequently 6 5.1

Very common 1 0.9

Total 117 100.0
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Table 3 Application to detect school bullying

Frequency Percentage

Yes 8 6.8

No 109 93.2

Total 117 100.0

through social media or in person, yet 43 of them indicated that they have rarely been
disgusted by any comments.

3. Are you aware of an app that detects bullying in schools or identifies bullying?

See Table 3 and Fig. 9.

Analysis and Discussion
Out of a total of 117 students, representing 100% of the sample, 93.16%, repre-
senting 109 students, pointed out that they were not familiar with any application to
detect harassment, and 6.84% indicated that they were aware of it. This allows us to
recognize within the research that the majority of students in the ninth year of E.G.B.
have no knowledge of any application that detects bullying in schools or identifies
bullying.

Verification of Hypotheses
For this research, it was relevant to check through the Kolmogorov–Smirnov statisti-
cian or K-S, through the two questions representative of the study of the research; the
questions are based on the object of study and the results manifested by the experi-
ment. Question number 17: Have you heard the term mobile health? Identified with
the mobile health variable, and question 5: How often have you been offended by
a comment made by your colleagues, either through social networks or in person?
represented by the dependent variable (school harassment) (see Table 4).

4 Conclusions

Bullying is a relevant factor to be observed in classrooms, since the consequences
it causes on students such as physical, verbal, psychological, and today cyber-
assaults are serious, as they can cause physical discomfort, stress, stomach, and even
headaches, constant nightmares, underperformance, and exclusion in the classroom.

Usually, the victim who is subjected to various forms of violence by his or her
aggressor suffers silently, as self-esteemand energy deteriorateswith each aggression
and humiliation. Students in the three ninth-grade parallels of general basic education
do not suffer from harassment from teachers teaching classes during the academic
period, however, he was able to identify that occasionally the majority of students
feel intimidated by their friends.
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Table 4 Kolmogorov–Smirnov test for a sample

Have you heard the term mobile
health?

How often have you been
offended by some comment
made by your friends, either by
mobile social media or person

N 117 117

Normal parametersa,b Media 1.94 1.76

Standard deviation 0.238 0.897

More extreme differences Absolute 0.539 0.272

Positive 0.401 0.272

Negative − 0.539 −0.198

Z de Kolmogorov–Smirnov 5.834 2.941

Sig. asintót. (bilateral) 0.000 0.000

(a) The contrast distribution is normal

(b) They have been calculated from data

Technology nowadays is used not only for interaction, but also for recommen-
dations of various topics that applications typically provide. Thus, the application
developed was in order to create a guide to help the victim, recommending various
ways of help such as telephone numbers, and was even a guide for teachers to know
the different actions they can take to avoid harassment and foster empathy.
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Machine Learning Techniques
for Automated Nuclear Atypia Detection
in Histopathology Images: A Review

Jithy Varghese and J. S. Saleema

Abstract Nuclear atypia identification is an important stage in pathology proce-
dures for breast cancer diagnosis andprognosis. The introduction of imageprocessing
techniques to automate nuclear atypia identification has made the very tedious, error-
prone, and time-consuming procedure of manually observing stained histopatholog-
ical slidesmuch easier. In the last decade, several solutions for resolving this problem
have emerged in the literature, and they have shown positive incremental advance-
ments in this field of study. The nuclear atypia count is an important measure to
consider when assessing breast cancer. This work provides a comprehensive review
of automated nuclear atypia scoring process which includes the current advance-
ments and future prospects for this critical undertaking, which will aid humanity in
the fight against cancer. In this study, we examine the various techniques applied in
detecting nuclear atypia in breast cancer as well as the major hurdles that must be
overcome and the use of benchmark datasets in this domain. This work provides a
comprehensive review of automated nuclear atypia scoring process which includes
the current advancements and prospects for this critical undertaking, which will aid
humanity in the fight against cancer.

Keywords Breast cancer · Machine learning · Nuclear pleomorphism ·
Histopathological image · Nuclear atypia detection · Deep learning

1 Introduction

Cancer is a phrase that refers to diseases that cause abnormal cell proliferation in
the body, resulting in tumours [1]. It can spread to other organs of the body from the
initial affected site. Every year, cancer claims the lives of huge number of people
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throughout theworld. According to the statistics report ofWorldHealth Organization
(WHO), the second major reason for mortality in the world is cancer [2].

According to the GLOBOCAN 2018 [3] report, 24.2% of cancer diagnosed
amongst women all over the world is breast cancer, and 15% of all cancer-related
death is due to breast cancer. Cancer patients’ chances of survival can be greatly
improved by early detection and treatment [2]. For better early detection of cancer,
intensive research investigations are being done worldwide [4]. Many medical
multi-imaging modalities are utilized screening and classification of breast cancer,
including histopathological images taken through biopsy, digital mammography,
sono-mammography, magnetic resonance imaging, and computerized thermography
[5].

As biopsy is a clinical procedure of tissue analysis for the screening of cancer
[5]. Tissues from vulnerable areas are carefully removed andmounted onmicroscope
slides. These images are called histopathological images. These images can be safely
preserved in digital format and transmitted over the Internet for future study [6].
Digital pathology has helped researchers to apply computer-assisted technology in
detection of biomarkers in cancer research [2]. The tedious and time-consuming tasks
of pathologists can be delegated to computers, and it can be accomplished with high
amount of accuracy [7–9]. Whole slide imaging (WSI) technology was introduced to
read and store the whole slide at very high magnification [2, 10]. It also aided in the
creation of many region of interest (ROI) images that were used to diagnose breast
cancer as malignant or non-cancerous [11]. A sample of a high-power field (HPF)
image of a breast cancer biopsy is shown in Fig. 1.

The cancer detection method in histopathological images usually includes clas-
sifying the image biopsy as malignant or non-cancerous. Pathologists classify the
images based on criteria such as form, colour, cytoplasm proportion, and size of the
nucleus of the cell. The contrast between normal and malignant cells is depicted in
Fig. 2 [12]. Score of nuclear atypia provides an estimate of the prognosis of disease

Fig. 1 HPF image of breast cancer histopathological image from MITOSIS-ATYPIA dataset
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Fig. 2 a Nuclear atypia, b tubule formation, c mitotic cell [13]

in the patient and aids in the development of specific treatment strategies for the
patient. According to the number of mitotic cells, tube formation, and nuclear pleo-
morphism, the cancer is classified as first, second, and third grade breast cancer.
Computerized nuclei delineation and classification, which are usually required for
cancer diagnosis and grading, are a time-consuming operation made more complex
in abnormal images by the majority of nuclei’s complex and irregular shape and size.

.

1.1 Grading and Staging

Grading and staging are the two major steps in the cancer treatment plan [14]. The
degree to which malignant tumours resemble the surrounding tissue is graded. The
main purpose of cancer grading is to identify the disease’s aggressiveness. Themalig-
nancies which can be differentiated well have a better prognosis than poorly differ-
entiated once because they are less aggressive [2]. The tumour’s aggressiveness is
a measure of its rate of growth and extension to other organs in the body. Staging
in cancer determines up to what extend the growth has advanced from the initial
affected organ to other organs of the body. Oncologists use grading and staging to
finalize the treatment options and anticipate disease progression [2].

The stage of the breast cancer can be understood using tumour, node, metastasis
(TNM) staging [2]. The stage of a tumour is determined by its size, spread, and
location. Stage T describes the size and spread of the tumour in the primary site
and adjacent organs. Stage N indicates the existence of cancer cells in the lymph
node [15]. This is an indication that the cancer is spreading. The lymphatic system
is the primary carrier which moves cancer cells to other organs of the body. Stage
M specifies that the cancer has extended to an organ other than the one where it was
diagnosed first [2].

According to Nottingham grading system (NGS) [2, 16], mitotic count, nuclear
pleomorphism (atypia), and tubule development are the three major characteristics
utilized for grading breast cancer. Nuclear atypia count is subjective in nature where
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Table 1 Breast cancer grading characteristics by NGS [2]

Parameter Score Criteria

Mitotic count 1 < 10 mitotic cells

2 10–19 mitotic cells

3 ≥ 20 mitotic cells

Nuclear pleomorphism (nuclear atypia) 1 Small and similar type nuclei

2 Moderately variable nuclei shape and size

3 Many nuclei with clear variation

Tubule formation 1 Tubule forms (> 75%)

2 Tubule forms (10–75%)

3 Tubule forms (< 10%)

the grading depends on the proficiency of the pathologist. Table 1 shows breast cancer
grading characteristics by NGS [2, 16].

1.2 Need for Automated Nuclear Atypia Detection

A pathologist analyzes stained histology slide under a microscope and manually
assigns a score to every criteria in NGS. A human grading approach is difficult,
tedious, and erroneous due to the inequality in the appearance of the cells and
numerous cells per high magnification field (HPF) [2]. These factors contribute
to a high amount of diversity in pathological results between observers [17]. Due
to lack of qualified pathologists in many nations, early cancer detection is chal-
lenging. As a result, cancer death rates in developing countries are high [3, 18].
In this case, automated diagnostic methods can help with a quicker and more
effective diagnosis. In this case, automated detection is the best option. In this
case, automated diagnostic technologies can help with rapid diagnosis and accurate
grading in order to define the optimal treatment strategy, lowering the cancer-related
death rate significantly [19].

1.3 Challenges in Nuclear Atypia Detection

In histopathology image analysis, detecting nuclear atypia automatically is a diffi-
cult task. Dissimilarity in texture shape and size of the nuclear atypia makes the
detection of nuclear atypia detection tough [2]. There are several cellular formations
that resemble nuclear atypia, but they are not atypia. Such resemblance increases
the false positive rate and thereby decrease the accuracy of classification [2, 20]. In
the manual staining of histology slides, there may be variation in the staining due
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to the human involvement. Apart from this, the colour intensity of the images varies
depending on the scanner used. Aperio and Hamamatsu are the most common type
of scanners used in histological images, and they have a significant amount of vari-
ation in colour intensity. So if we use colour component in feature extraction, then
it might affect the overall accuracy of classification process. To avoid this, various
colour normalization techniques are used in nuclear atypia detection approaches [2].

1.4 Dataset in the Public Domain

The researchers startedworkingmore in thefield of nuclear atypia detection due to the
public dataset availability through open challenges. The most common histopatho-
logical datasets available in the public domain for nuclear atypia scoring as per the
literature are given in the Table 2 [2].

Despite the fact that several datasets for breast cancer histopathological image
analysis such as TUPAC 2016, MITOSIS2012, MITOSIS ATYPIA14, AMIDA,
BRAEKHIS DATASET10, and BreCaHAD 2019 but none of them contain labelled
images for nuclear atypia detection. The MITOS-ATYPIA14 challenge dataset is
the best suited dataset for our topic of interest in this regard. As a result, in our
comparative study, we employed the MITOSiS-ATYPIA14 dataset.

In this review paper, the major emphasis is given to nuclear atypia characteristics
which is used to grade breast cancer. The paper focusses on the various techniques
and procedures for grading breast cancer, assesses the challenges that these tech-
niques encounter, and explores the strategy adopted by image analysis methods to
overcome these challenges. These tools assist in determining topics that have not
been thoroughly investigated in the field of nuclear atypia detection, which is where
future study will be focussed. The paper also discusses the various evaluationmetrics

Table 2 Public domain datasets for nuclear atypia scoring [2, 21]

Public dataset Year Explanation Image size

MITOS-2012 [22] 2012 50 HPF images at 40 ×
magnification

A:2084 × 2084
H:2250 × 2252
M:1360 × 1360

AMIDA [23] 2013 311 HPF of 23 subjects at 40×
magnification

2000 × 2000

MITOS- ATYPIA14
[24]

2014 1136 HPF images at 40×
magnification

A:1539 × 1376 H:1663 ×
1485

TUPAC 16 [25] 2016 73 breast cancer of different
patients at 40× magnification

2000 × 2000

BREAKHIS
DATASET10[26]

2018 9109 WSI of 82 patients 700 × 460

BreCaHAD
2019[27]

2019 162 WSI of 82 patients 1360 × 1024
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used in analyzing the detection of nuclear atypia. The following sections make up
the document. The first section contains an introduction, breast cancer grading, and
the need for nuclear atypia detection, the second section contains a literature review
in the field of nuclear atypia detection, the third section summarizes the different
evaluation performance measures used for the process of nuclear atypia scoring, the
fourth section does an analysis of existing techniques used in the field, and the fifth
section gives future prospects in the field of grading of breast cancer [2, 27].

2 Literature Review

For the detection of nuclear atypia, there are two types of histopathological image
analysis techniques. They are hand crafted feature-based algorithms that have been
constructed and feature-based algorithms. In handmade feature-based approaches,
image featuresmust be retrieved precisely. Pre-processing of image, nucleus segmen-
tation, feature extraction, and classification operations is all part of the handcrafted
feature-based method.

Pre-processing techniques such as noise smoothing, intensity normalization,
colour separation, thresholding, stain normalization, reduction, and augmentation
are used to improve the characteristics of histopathological images. After pre-
processing, nucleus segmentation is done [21]. For nuclei segmentation, many tech-
niques, such as active contour model, mean shift, and Gaussian model watershed,
[28–31] are frequently utilized. One of the most essential requirements for grading
breast cancer in histopathology images is extraction of features of biological struc-
tures such as lymphocytes and cancer nuclei. The morphological characteristics and
shape and size of these structures are frequently utilized as indicators of disease
severity. The collected features are given into the classification step, which analyzes
them statistically and typically uses machine learning techniques to categorize them
into multiple classes. K-means clustering, SVMs, Bayesian classifiers, and artificial
neural networks (ANNs) are some of the most often used classifiers. The steps of
handcrafted feature-based nuclear atypia detection are shown in Fig. 3.

Fig. 3 Steps of handcrafted feature-based nuclear atypia detection
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The second set of histopathological image classification methods includes trained
feature-based algorithms that extract high-level featureswithout direct feature extrac-
tion operation from histopathology images. Since the initiation of convolutional
neural networks (CNNs) learned feature-based approaches received a lot of attention
of researchers. Themajority of newly developed algorithms for breast cancer grading
[21] use convolutional neural networks (CNNs), transfer learning (TL), and residual
networks (RN) concepts.

2.1 Handcrafted Feature-Based Algorithms

2.1.1 Pre-processing Techniques

Pre-processing removes undesired distortions from images and improves very rele-
vant feature required for grading of histopathological images. The initial step in the
pre-processing is elimination of noises and artefacts from the images which has got
in at the time of slide preparation [32]. Apart from this stain normalization, colour
separation is also done to improve the quality of the image [30, 33]. Prior knowledge
on the stain vectors is used for stain normalization. Otsu thresholding, clustering,
and trust region optimization techniques are used for stain optimization. After stain
normalization, de-convolution technique is used for colour separation [34].

An adaptive technique was proposed in [35] to decrease colour variation. Colour
unmixing or colour de-convolution, a special instance of spectral unmixing, is used
by Veta et al. [31] and Basavanhally [36] to separate the stains. In paper [30], stain
normalization and colour separation are the pre-processing steps used. Wan et al.
[37] perform stain normalization which used non-linear mapping technique to adjust
image intensity discrepancies due to variations in tissue preparation.

2.1.2 Segmentation of Anatomical Structures

Nuclei identification and segmentation are important processes in cancer diagnosis.
Different features of nuclei, such as their morphological structure, size, and mitotic
nuclei count, are crucial for identifying the disease and understanding themalignancy
and intensity of the disease. Mainly, there are three types of nuclei segmentation
algorithms utilized in breast cancer grading. They are threshold-based approaches,
region growing-based techniques, and boundary-based techniques.

In an image, threshold can be used for distinguishing foreground objects from
the background objects. Choosing a right threshold value helps to convert the image
into a binary image which give adequate knowledge about the shape and size of the
nucleus [38]. This makes the feature extraction and classification process compara-
tively easy due to the reduced complexity of the images. Due to its simple concept,
many breast cancer classification systems are used thresholding approach for nuclei
segmentation [21].
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In [39], Petushi et al. use a combination of local morphological methods and
optimum adaptive thresholding. Later in [21, 40], Petushi et al. combine edge level-
ling andmorphological filling technique to determine the appropriate threshold value.
Weyn et al. [41] combined background smoothing and thresholding based on the
median of histogram intensity to get the contour of nuclei. Moncayo et al. [42] use
the hematoxylin contribution map and maximally stable extreme regions to segment
the nuclear region (MSER) where different thresholds are applied to the image, and
the areas which reflect the least change are labelled as maximally stable extreme
regions. The nuclei and the surrounds are then distinguished using open and close
morphological operations.

Anothermethod for image segmentation is region growth,which segregates neigh-
bourhood pixels based on homogeneity and adds them to a region where the simi-
larity criteria of the class are met. This method is applied for each of the pixels in the
neighbourhood region. The technique of region growing begins by choosing a seed
location based on certain criteria [21]. These discovered seed sites are then used to
expand these regions depending on some conditions. In noisy images with difficulty
to detect boundaries or edges, region growing algorithms are the best options.

After segmentation, [29] performs neoplasm localization using a multi-resolution
approach. Cell segmentations are performed on high-resolution pictures using Gaus-
sian colour models, whilst [31] uses a marker controlled watershed segmentation
approach. To discover the prospective nuclei, pre-processed images with indicated
locations with strong radial symmetry and local minima are used. The water shed
segmentation algorithm is then utilized to determine the nuclei’s contour. In [43], the
external margins of nuclei are segmented using a convex grouping technique that is
best suited for patchy and open vesicular nuclei found in breast cancer with a high
aggressiveness [21]. This irregular nuclei structure is segmented using the K-means
clustering algorithm [44].

The edge and intensity discontinuity in image are important features that provide
knowledge about object contours and are extensively utilized in image segmentation
and item identification. For nuclei segmentation of breast histopathology image,
many edge-based segmentation techniques have been used [21].

Cassato et al. [35] apply a difference of Gaussian (DoG) filter to the image. The
resultant edge map is then extracted using the Hough transform. With the edge map,
the boundary of the nuclei is defined using an active contour model. Faridi et al.
[45] used morphological feature extraction procedures and DOG filtering to detect
nuclei’s centre and the distance regularized level set evolution (DRLSE) technique to
recover nuclear border [21]. In paper [46] to find the candidate cell nuclei, the author
has employed morphological techniques and a distance transform. The thresholding
technique is applied to a gamma-corrected image to generate a binary image before
being subjected to morphological procedures like dilatation and erosion. Paper [47]
uses thresholding andmorphological filtering techniques for pre-processing and later
a snake-based method on an image to retrieve nuclear edges [21]. A polar space
transformation is conducted, and then, the nuclei boundary is identified with iterative
snake technique. For nuclei segmentation, Basavanhally et al. [36] developed a colour
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gradient-based geodesic active contour (CGAC) technique. In the gradient-based
technique, segmentation is achieved by minimizing an energy function that includes
a typical geodesic active contour [21].

For automatic segmentation of nuclei, many algorithms have been developed and
experimented. Due to the errors at the time of image capture and the diverse shape
and size of the nucleus, finding the region of interest and segmenting is considered
as a difficult task. The accuracy of the nuclear atypia detection technique is strongly
dependent on the success of the segmentation technique.

2.1.3 Feature Extraction

A crucial phase in the handcrafted feature-based technique, in which themost signifi-
cant features of an image are retrieved from a big number of features, is called feature
extraction. Excess cell proliferation in cancer tissues is caused by disruptions in the
cell life cycle, resulting in impaired cellular function [21]. The various grades of
cancer have different cellular characteristics. The majority of these characteristics
are graph-based topographical, morphological, and textural features. Various feature
extraction methods available in the literature for breast cancer grading are covered
in this section [21]. When compared to normal cells or nuclei, malignant cells differ
in size and shape, and pathologists utilize this difference to grade malignancy. The
form and size of a cell are frequently revealed by morphological trait. Smoothness,
symmetry, length of axes, roundness, and concavity are used to describe their shape,
whereas the radius, perimeter, and area of segmented nuclei are commonly used to
describe their size. For cancer identification and grading, morphological aspects of
the nucleus structures have been extracted and used by various algorithms.

For each of the images, Petushi et al. [39] calculated standard deviation, area,
intensity mean, the minimum intensity value, major and minor axes of the nuclei
that have been segmented. The feature vector generated is given for clustering along
with a binary decision tree. The features like mean value of intensity, area, and count
of nuclei are extracted from the source image in paper [45]. For cancer grading and
prediction, Veta et al. [31] considered the standard deviation and mean of the area of
the segmented nuclei for feature extraction.

Textural characteristics provide crucial information on the intensity variation of
pixel over a surface with respect to smoothness and regularity. Statistical, spectral,
and structural approaches are commonly used to extract textural information. This
section discusses about the papers which use various texture features for cancer
grading and classification.

In [40], texture features which help to calculate the density of cell nuclei are
used in supervised classification approaches such neural networks, decision trees,
linear classifiers, and quadratic classifiers. For nuclear grading of breast tumours,
Khan et al. [48] developed a textural-based characteristic called the geodesic mean
of region covariance descriptors (gmRC). In the next phase, K-nearest neighbour
(KNN) classifier is applied on gmRC matrix. Ojansivu et al. [49] used descriptors
such as local phase quantization (LPQ) and local binary patterns (LBPs) to create
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histograms that describe the image’s statistical textural qualities. Later, support vector
machine classifier is applied on the pre-processed image data for categorizing the
nuclear atypia score. A bag of features (BoF) with multi-scale descriptors is used to
represent the discovered nuclei in [42], and later, the K-means clustering algorithm
is utilized to split the extracted descriptors, which are then employed as the dictio-
nary’s atoms. Rezaeilouyeh in [50] used textural characteristics like shearlets for
cancer tissue classification using convolutional neural network (CNN) classifier. For
nuclear grading, Lu et al. [30] retrieved a set of morphological and textural parame-
ters like size of nuclei, mean, standard deviation, sum, and entropy of image features.
The histogram of each of these attributes is used for grading using an SVM classifier.
[43] uses features to reflect the size differences between mitotic nuclei and normal
nuclei. The feature set is made up of the mean and standard deviation of ten param-
eters like contrast, skewness, solidity, grey value, eccentricity, entropy, diameter,
area, smoothness, and symmetry retrieved from the segmented nuclei. Gandomkar
et al. [22] used texture-based feature extraction method to extract attributes from
histopathology slides which can identify the grade of the cancer. These features are
later analyzed and coupled with the ensemble of trees to evaluate and to calculate
the atypia count.

Topological features in a tumour tissue provide information on the structure and
spatial arrangement of nuclei. The spatial interdependence of the cells is represented
in this way using various forms of graphs, from which the required information
for classification is derived. For cancer grading, graph-based criteria are frequently
combined with morphological or textural features.

Naik et al. [51], Das et al. [21] extracts many morphological and graphical repre-
sentations of features usingVoronoi diagram (VD), Delaunay triangulation (DT), and
minimal spanning tree (MST) for automated breast cancer grading. Apart from that
morphological features as well as boundary features derived from nuclear structure
are subjected to principal component analysis (PCA) for feature reduction, and clas-
sification is carried out later using an SVM classifier. Textural features and graphical
representation of features using MST, VD, and DT are used to represent the archi-
tecture of nuclei and grade cancer in Doyle et al. [21, 52]. The textural features like
standard deviation, minimum to maximum ratio, and average are included in the
study along with graph-based features, and these two feature vectors are subjected to
spectral clustering (SC) techniques to reduce the number of features, which is then
supplied to the SVM classifier. In paper [53], Wan et al. apply Gabor filters, kirsch
filters to access pixel level features, object-based features are extracted throughMST,
DT, VDs, and convolutional neural networks (CNNs) helps to extract semantic level
features, and this helps to identify heterogeneity of cancerous tissue. Later, graph
embedding technique is used to reduce the dimensionality of the image, and the
resultant image is given to SVM classifier [21]. [48] presents a novel image level
descriptor based on area covariances for assessing breast full slide images. The image
is divided into non-overlapping area and region covariance (RC) which is calculated
for each area. To extract features of this area, maximum response 8(MR8) filter banks
are used [21]. The extracted RC descriptors form points on Riemannian manifold.
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This is integrated to get single image descriptor called geodesic geometric mean of
region covariance, and later, geodesic K-nearest neighbour classifier (GKNN) is used
for grading the breast cancer [21].

2.1.4 Image Classification

The features retrieved from tumour tissue are required for cancer classification and
grading. Classifiers are divided into learning and testing phase. The characteris-
tics retrieved from digital annotated slides are used to train the classifier during the
learning phase [21]. These classifiers are then put to the test with previously unseen
data. Algorithms such asGaussianmixturemodels, K-nearest neighbourhood (KNN)
algorithm, decision tree, random forest classifier (RF), Bayes classifiers, and super-
vised learning techniques are used for nuclear atypia detection widely. Table 3 gives
details of the few most frequently used machine learning techniques in the domain
of nuclear atypia scoring. The most widely used deep learning (DL) techniques can
avoid explicit feature extraction process [21] and organize discriminative information
of the data as its in built functionality.

The cancer features derived from histopathology images are used in an auto-
mated breast cancer grading system. This could necessitate precise identification
and segmentation of biological structures, which is a difficult operation due to the
complex structure of histologic data. As a result, computerized intelligent systems
for nuclear atypia scoring are in high demand.

2.2 Learned Feature-Based Algorithms

Deep neural networks (DNNs) have been widely used to solve a variety of medical
image analysis problems like genetic disorder identification, speech recognition,
Alzheimer’s disease classification, etc. DL methods have outperformed traditional
methods in several areas. This does not necessitate the feature extraction phase.
The layers are capable of learning an implicit representation of the raw input by
themselves. Several deep learning algorithms for nuclear atypia scoring have recently
appeared in the literature. In this section,wewill go through the existing deep learning
techniques used in the domain of nuclear atypia detection. Figure 4 shows the learned
feature-based nuclear atypia detection process.

Rezaeilouyeh et al. [50] employed the magnitude and phase shearlet coefficients
as secondary information for the neural network to train CNN and classify cancer.
For the classification of breast cancer images, Rakhlin et al. [55] employ a gradient
boosting method pre-trained CNN on Image Net. Bardou et al. [56] used CNNwith a
fully connected classifier layer to classify cancer subtypes using handcrafted features
[21].

To extract details from nuclei in different scale in paper [57], Araujo et al. applied
CNN architecture. In [58], author proposed a deep convolutional activation feature
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Table 3 Nuclear atypia scoring using handcrafted feature-based machine learning technique

Paper Pre-processing
technique

Segmentation
technique

Feature
extraction
technique

Classification
technique

Cosatto et al.
[35]

Adaptive
thresholding
technique

Active contour
using Hough
transform

Texture and
shape features

SVM

Naik et al. [51] – Bayesian
classifier

Morphological
and graph-based
features

SVM

Dalle et al. [29] – Region growing Morphological
features

–

Dalle et al. [46] – Boundary Size, shape, and
texture features

Gaussian mixture
model

Huang et al.
[47]

– Snake-based
algorithm

Size and textural
features

Bayesian classifier

Veta et al. [21,
31]

Colour
normalization

Watershed
segmentation

Morphological
features

–

Basavanhally
et al. [21, 36]

Orthonormal
transformation of
RGB vectors

Snake-based
segmentation

Textural and
graph-based
features

Random forest

Lu et al. [30] Stain
normalization
and colour
de-convolution

Region growing Morphological
features

SVM

Maqlin et al.
[21, 43]

– K-means
clustering

Mean and
standard
deviation of
textural and
morphological
features

Artificial neural
network

Moncayo et al.
[21, 42]

Colour
de-convolution

Threshold Textural features SVM

Faridi et al. [45] Unmixing of
colour channels

Boundary Morphological
features

SVM

Wan et al. [37] Stain
normalization

Snake-based
segmentation

Textural,
graph-based, and
CNN derived
features

SVM-based
cascaded ensemble
classifiers

Gandomkar
et al. [21, 54]

Stain
normalization
and colour
de-convolution

Threshold Textural features Multiple regression
trees

Khan et al. [21,
48]

– – Geodesic mean
of region
covariance
descriptors

Geodesic K-nearest
neighbour
classifier(GKNN)
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Fig. 4 Learned feature-based nuclear atypia detection process

(DCAF) for classification of histopathological images. In this, a pre-trained CNN
for feature extraction is used, and later, it is fed into a new classifier that has been
trainedonproblemspecific data.Nahid et al. [59] categorize histopathological images
using long short-termmemory (LSTM) and an integrated CNN+ LSTMmodel, and
a softmax and SVM layers employ the extracted global and local information to
determine the class. Guo et al. [60] used a CNN architecture that combines patch
level voting, merging module and reduces generalization of error using hierarchy
voting approach and bagging technique [21].

Golatkar et al. [61] used Inception-V3 CNN technique on patches extracted based
on nuclei density for histological breast cancer classification as the initial step and in
the later stage of the process, majority voting technique was used for the final clas-
sification [21]. For grading breast cancer, Jannesari et al. [62] employed pre-trained
ResNet, ImageNet, and inception model networks. For the multiclass histopatho-
logical image classification, Jiang et al. [63] integrated the squeeze and excitation
patch and the ResNet model, which reduced the number of parameters and thereby
avoiding the problem ofmodel over fitting [21]. In [33] in order to adaptively identify
the sample, the author has proposed batch mode active learning on the Riemannian
manifold for breast cancer nuclear atypia scoring [21, 64]. In [65], the author proposed
sparse coding and dictionary learning on symmetric positive definite (SPD)matrices.
The sparse coding problem on the SPD manifold is a convex problem in the higher
dimensional reproducing kernel Hilbert space (RKHS), which allows for greater use
of the reparability of histopathological images [21, 65].

Recently, generative adversarial networks (GANs) are recently widely employed
in biomedical area of research [26] such as medical image reconstruction, image
generation, segmentation, classification, and histopathological image analysis since
its beginnings [66]. GAN can be used for artificially staining digital pathology
images which helps to avoid the problems created through manual staining and
thereby reduce the effort and expense of staining process [66]. GANmodels are also
used to eliminate unknowing and intentional discolorations in stained histopathology
pictures that could impair analysis usingdeep learning algorithm.Onbreast histology,
Xu et al. [67] employed a multi-resolution convolutional network with plurality
voting approach for nuclear atypia detection [66].
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Conditional GANs [68] are a type of GAN conditioned on labelled images whilst
attempting to match the target data directly. This necessitates precisely labelled and
registered dataset for training, which might be costly and laborious in histopatholog-
ical dataset [66]. A coupled GAN (CoGAN) [69] is a GAN version that share weights
of layers and combines two GANs to learn a joint distribution from only the resid-
uals [66]. Disadvantage of this GANmodel is mode collapse and the gradient growth
and instabilities during the process of training. GAN variant [53] recommends that
the Wasserstein distance can used to improve the model. The convergence of these
methodologies is still uncertain, its implications are still unknown, and the level of
computational complexity is likewise quite high [66].

In [66], the author proposed NAS-SGAN to overcome the shortage of labelled
images. It is a stacked feature matching semi-supervised generative adversarial
network (GAN) technique used for breast cancer grading. The author used the
ability of semi-supervised GAN (SGAN) for representing the distribution of data
by utilizing the unlabelled and labelled samples [66]. A combined training of the
discriminator with the use of feature matching and layered architecture also makes
the model much more stable than other GAN models. Deep learning methods for
nuclear atypia scoring are summarized in Table 4

2.3 Evaluation Metrics

The evaluationmetrics are used to assess the trained classifier model’s generalization
ability as well as a model evaluation assessor. They are used to evaluate and summa-
rize the efficiency of the classifier model when it is put to the test with data that has
not been seen before. For quantitatively summarizing the outcomes, the majority of
the approaches we looked at used confusion metrics as the validation metrics.

Performance and quality of classification model are interpreted with confusion
matrix table. The true negative (TN), true positive (TP), false positive (FP), and false
negative values of the confusion metrics are used to calculate the following metrics
like accuracy (Acc), precision (Pr), specificity (TNR), sensitivity or recall (Re), and
F1 score (FS), Matthew’s correlation coefficient (MCC), false negative rate (FNR),
true negative rate (TNR), true positive rate (TPR), false positive rate (FPR), and
negative predictive value (NPV) to evaluate the performance of the model classifier.

Receiver operating characteristics (ROC) graphs are an excellent way for
analyzing classifiers and visualizing their performance. The relative trade-off
between the true positive rate (TPR) and the false positive rate (FPR) at various
thresholds is depicted by a ROC curve. The area under the curve (AUC) can be
measured to see how well the extracted features can distinguish between different
categories of breast cancer. The system is better if the area beneath the curves is
larger. Table 5 shows the most commonly used validation metrics in the nuclear
atypia detection papers which discussed in the literature review.
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Table 4 Nuclear atypia scoring using deep learning techniques

Paper Classification
technique used

Pros of the
technique

Cons of the
technique

Araujo et al. [57] CNN Extract details from
nuclei in different scale

Imbalances in the class
is not considered

Rakhlin et al. [55]] CNN Transfer learning using
ImageNet

No pre-processing

Bardou et al. [56] CNN Combination of
handcrafted and
learned features

Multi-class
classification is not
efficient

Spanhol et al. [58] DL Pre-trained deep
convolutional
activation feature

Complicated structures
in the image will pull
down the accuracy

Nahid et al. [59] DL Integrated CNN and
long short-term
memory (LSTM)
model guided by
structural and
statistical features

Small dataset

Guo et al. [60] DL CNN combined with
hierarchy voting and
bagging technique
which shows good
performance

Sensitivity value is low

Golatkar et al. [26] CNN variants Pre-trained CNN
Inception-v3 is used

Grading accuracy is
low

Rezaeilouyeh et al.
[50]

DL Improved accuracy due
to DNN fed with
shearlet coefficients

Very complex process

Xu et al. [67] DL Multi-resolution
convolutional network
combined with
plurality voting

Multiple levels of
training required

Jannesari et al. [62] CNN variants High sensitivity
achieved through
combination of
residual network and
inception network

Requires fine tuning of
parameters

Jiang et al. [63] CNN variants ReSNet with reduced
set of parameters

Very complex process

(continued)
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Table 4 (continued)

Paper Classification
technique used

Pros of the
technique

Cons of the
technique

Asha Das et al. [64] Batch mode active
learning(BMAL)

Active learning on
Riemannian manifold
helped to reduce
manual effort in
labelling the images

Very complex process

Asha Das et al. [65] Kernel-based sparse
coding and dictionary
learning(KSCDL)

A sparse coding and
dictionary learning on
SPD matrices provide a
better discrimination

Very complex process

Gulrajani et al. [53] WGAN-GP GAN model which use
Wasserstein distance

Very complex
computation process

Liu et al. [69] CoGAN Coupled GAN which
share weights and learn
with join distribution

Gradient expansion,
vanishing, and mode
collapse aresues whist
training

Mirza et al. [68] CGAN GAN model which is
conditioned on labelled
images

Needs perfectly
annotated data

Asha Das et al. [66] CNN variant
NAS-SGAN model

A semi-supervised
generative adversarial
training, which
improves accuracy and
robustness with limited
annotated data

Not using clustering
properties for improved
classification accuracy

2.4 Performance Analysis of Nuclear Atypia Scoring
Algorithms

The histopathological image classification continues to be a difficult task due to the
huge storage requirement of the image data. Furthermore, the processing required
for the image analysis and classification is huge and can take several hours. As
a result, computer analysis of histopathological images frequently necessitates the
employment of highly efficient computing technologies such asmulti-core processors
and graphics processing units (GPUs) that are required to speed up the processing.
A comparison of the many strategies detailed in the literature is time-consuming
because each method uses its own unique dataset, and the findings are given using
different assessment measures. This section discusses a comparative examination of
some papers which had worked on breast cancer nuclear atypia scoring [24].

The papers included in the comparative analysis are geodesic-distance-based K-
nearest neighbour (GKNN) classifier [48, 66], support vector machine [30], deep
neural network shearlet transform [50], multi-resolution convolutional network with
plurality voting (MR-CN-PV) model [66, 67], batch mode active learning (BMAL)
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Table 5 Validation metrics in the nuclear atypia detection

Metrics Formula Description

TP Count of nuclear atypia cells classified
correctly

TN Count of non-nuclear atypia cells
classified correctly

FP Count of nuclear atypia classified
incorrectly

FN Count of non-nuclear atypia classified
incorrectly

Accuracy (Ac) TP+TN
TP+TN+FN+FP It calculates the proportion of right

classifications to the total number of test
data analyzed

Precision (Pr) TP
TP+FP Count of correctly identified positives

F1-score (Fs) 2∗Precision∗Recall
Precision+Recall Harmonic mean of sensitivity gives

F1-score

Specificity TN
TN+FP Count of correctly identified negatives

Sensitivity TP
TP+FN Calculates the count of correctly

identified positives

Error rate FP+FN
TP+TN+FP+FN The ratio of inaccurate classifications to

the total number of test data analyzed

MCC (TP∗TN−FP∗FN)√
(TP+FP)(TP+FN)(TN+FP)(TN+FN)

The observed classifications’ correlation
coefficient with the projected
classifications

NPV TN
TN+FN The percentage of negatives properly

detected out of the total samples in the
negative class

FPR FP
FP+TN The proportion of negative samples that

were incorrectly classified as positive to
the count of negative samples

FNR FN
FN+TP The count of positive samples that was

incorrectly forecasted as negative to the
count of negative samples

[64, 66], kernel-based sparse coding and dictionary learning (KSCDL) [65, 66],
WassersteinGAN-gradient penalty (WGAN-GP) [53], coupledGAN (CoGAN) [69],
conditional GAN (CGAN) [66, 68], and nuclear atypia scoring semi-supervised
generative adversarial network (NAS-SGAN) [66]. Tables 6 and 7 show analysis of
performance of nuclear atypia scoring on the Aperio and Hamamatsu dataset.

The KSCDL technique was chosen for analysis because they investigate histolog-
ical breast images in a non-Euclidean framework, and its performancewas good [65].
In addition, the SVM, DNN-shearlet, GKNN, and MR-CN-PV were also taken into
consideration for comparisonbecause of their outstanding results in textural,morpho-
logical, deep learning, and transfer learning-based algorithms. Furthermore, batch
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Table 6 Performance analysis of nuclear atypia scoring algorithms on Aperio dataset [21]

Paper Algorithm Acc Re TNR Pr FS MCC

Khan et al. [48] GKNN 0.797 0.562 0.782 0.631 0.565 0.393

Lu et al. [30] SVM 0.780 0.455 0.771 0.445 0.447 0.262

Rezaeilouyeh et al. [50] DNN-shearlet 0.720 0.333 0.666 0.250 0.285 0.163

Xu et al. [67] MR-CN-PV 0.800 0.325 0.672 0.330 0.317 0.030

Asha et al. [64] BMAL 0.853 0.785 0.874 0.762 0.790 0.665

Asha et al. [65] KSCDL 0.826 0.762 0.855 0.721 0.741 0.621

Gulrajani et al. [53] WGAN-GP 0.875 0.813 0.902 0.786 0.813 0.701

Liu et al. [69] CoGAN 0.873 0.811 0.900 0.785 0.812 0.698

Mirza et al. [68] CGAN 0.857 0.792 0.880 0.767 0.790 0.667

Asha et al. [66] NAS-SGAN 0.982 0.964 0.974 0.965 0.963 0.940

Table 7 Performance analysis of nuclear atypia scoring algorithms on Hamamatsu dataset [21]

Paper Algorithm Acc Re TNR Pr FS MCC

Khan et al. [48] GKNN 0.812 0.571 0.779 0.627 0.569 0.395

Lu et al. [30] SVM 0.756 0.406 0.726 0.423 0.402 0.181

Rezaeilouyeh et al. [50] DNN-shearlet 0.747 0.333 0.666 0.249 0.285 0.173

Xu et al. [67] MR-CN-PV 0.702 0.476 0.726 0.520 0.492 0.224

Asha et al. [64] BMAL 0.864 0.797 0.880 0.769 0.781 0.653

Asha et al. [65] KSCDL 0.829 0.761 0.844 0.722 0.742 0.621

Gulrajani et al. [53] WGAN-GP 0.885 0.815 0.904 0.795 0.814 0.677

Liu et al. [69] CoGAN 0.868 0.812 0.901 0.793 0.813 0.674

Mirza et al. [68] CGAN 0.868 0.799 0.881 0.770 0.782 0.654

Asha et al. [66] NAS-SGAN 0.984 0.975 0.982 0.975 0.974 0.956

mode active learning on Riemannian manifold (BMALR) approach was consid-
ered for the comparison due to the active learning used in it [64, 66]. The method
was used to reduce the requirement for a labelled dataset. The problem of getting
precisely labelled and registered data which is often costly and laborious in the case
of histopathology images is resolved to an extend by the use of by the generative
adversarial network [66]. Three papers which use GAN concept were chosen for
comparative analysis due to exceptional accuracy level when compared to their tech-
niques. Out of the three techniques, complexity and issue of convergence were the
disadvantages of CoGAN and CGAN when compared to NAS-SGAN. Amongst
all the three techniques which use GAN concept, the NAS-SGAN which use semi-
supervised GAN concept was able to resolve the stability issue to an extend and
SGANs using its stacked feature matching it was able to collect the data distribu-
tion more effectively using both labelled and unlabelled data [66]. Figures 5 and 6
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Fig. 5 Performance analysis of nuclear atypia scoring algorithms on Aperio dataset

Fig. 6 Performance analysis of nuclear atypia scoring algorithms on Hamamatsu dataset

show the performance analysis of nuclear atypia scoring algorithms on Aperio and
Hamamatsu dataset [21]

2.5 Conclusion

The significant challenges of nuclear atypia detection in histopathological breast
tissue image analysis are distortions of image caused by inaccurate slide prepa-
ration, complicated structure of the underlying biological pattern, lack of stability
as well as inter- and intra-observer variation, which can affect diagnostic accuracy
and therapy planning. These challenges can be overcome with the help of computer
aided analytical techniques. This study reviews the methodologies used for nuclear



736 J. Varghese and J. S. Saleema

atypia detection process in breast cancer grading, obstacles in existing computer-
ized automated grading process, prospective techniques of computer-assisted grading
for the disease diagnosis. This research is an attempt to synthesize information to
learn about the most recent changes in analyzing characteristics for breast cancer
grading and provide a summary of the precision and reliability of various methods
in the domain of nuclear atypia detection. The findings shows that deep learning
has exploded in popularity in the field of nuclear atypia detection as a result of its
superior results. Approaches based on deep learning offer higher prospects in the
future. In deep learning technique, generative adversarial network (GAN) outper-
forms non-adversarial and deep learning networks because adversarial training uses
the discriminator network to train the generator network, resulting in improvedmodel
performance. GAN also provides provision for automatic staining, and it performs
well even without perfectly annotated dataset. We also found that public datasets and
open challenges have a good impact on research on histopathological image analysis,
and most of the studies in the literature used public dataset. In the future variations,
of GAN technique can be developed with acceptable performance levels for clinical
applications. This study could serve as inspiration for future research.
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Security Tradeoff in Network
Virtualization and Their
Countermeasures

Nayeem Ahmad Khan and Mohammed Al Qurashi

Abstract To minimize the ever-growing infrastructure within data centers and
other critical concerns such as availability and scalability, network virtualization
technology has gained favor not just among the technology profession but also
among infrastructure managers. Network virtualization is the abstraction of network
resources from their conventional delivery in hardware to software. Numerous phys-
ical networks may be combined into a single virtual, software-based network using
network virtualization, or a single physical network can be divided into multiple
distinct and independent virtual networks using network virtualization. Network
virtualization is considered a lifeline for cloud computing for distributed services.
Network virtualization is widely used to increase the efficiency of computing
services. Like other technologies, network virtualization encounters significant secu-
rity issues that make it vulnerable to attacks such as distributed denial of service
(DDoS) or denial of service (DoS). Therefore, it is critical to formulating an effective
solution to address these security threats. This study proposes an effective solution
to minimize the security threats to network virtualization. The proposed solution is
based on the use of Confidence-Based Filtering, Hop Count Filtering, and Cloud
Trace.

Keywords Virtualization · Virtual machines · Attacks · Distributed denial of
service · Confidence-based filtering · Hop count filtering · Cloud trace back

1 Introduction

The demand for network function virtualization and network virtualization is
increasing with the trend of transforming new IP infrastructures on today’s networks.
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Network virtualization allows the creation of a virtual network over a single physical
network, while network function virtualization enables virtual machines to perform
the network functions in a cloud infrastructure [1]. Security challenges to both tech-
niques make them vulnerable to DoS and DDoS threats. A DoS attack attempts to
make a computer or network resource unavailable to its intended users [2]. Network
function virtualization is a technique that enables the creation of virtual network
functions in the cloud infrastructure. The virtual network function can be deployed
on the cloud infrastructure and can be used to provide network functions such as
firewalls, load balancers, and VPNs. The virtual network functions can be used to
create a virtual network that is indistinguishable from a physical network. Virtual
network functions can also be deployed on a private cloud infrastructure that is owned
and operated by an enterprise. Virtualized network functions can provide a number
of advantages over physical network functions. Virtualized network functions can
be deployed more flexibly than physical network functions and can be scaled up or
down in response to changing network requirements. Virtualized network services
can also be moved from one location to another, allowing network functions to be
deployed in an on-demand manner and provisioned on an as-needed basis. This
contrasts with traditional network services, which are typically provisioned at the
time of deployment [3].

Network virtualization encounters common security threats include disclosure,
deception, disruption, andusurpation [4].Disclosure occurswhenprivate information
leaks through the physical resources that virtual networks share. Deceptions include
identity fraud, loss of registry entries, and reply attacks. Disruption happens due to
the mismanagement of resources and physical device failures. Usurpation attacks
allow attackers to access sensitive information on virtual routers. NFV, on the other
hand, faces network function-specific security problems that refer to attacks occurring
directly on the network resources [5]. The private use of NFV can narrow down the
attackers to insiders who have access to the system, but public use of NFV poses
greater threats as attackers can use public or third-party network attach like DDoS
and DoS to access the system.

DoS is a common threat to any organization. It occurs when attackers flood the
server with fraudulent contents, causing it to crash. On the other hand, DDoS is
more dangerous than DoS, as attacks on the system come from various locations and
through a different Internet connections [6]. Both can cause temporary to perma-
nent crashes on the server, making it unavailable to use. Recently, DoS and DDoS
are becoming massive threats to virtualization, causing its system and network to
crash and thus become unavailable to users. Some defense mechanisms have been
constructed to address these threats, such as Intrusion Detection System (IDS),
Hybrid IntrusionDetectionSystem (H-IDS),Confidence-BasedFiltering (CBF),Hop
Count Filtering (HOC), and Cloud Trace Back (CTB) [7]. Despite their effective-
ness, each mechanism has weaknesses that still allow attackers to enter the network.
Therefore, this study proposes a combination of CBF, H-IDS, and CTB approaches
to provide better security for virtualization. The purpose of combining these mech-
anisms is to cover each other’s loopholes through their strengths, thus, providing
full-coverage protection for the network.
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2 Existing Sloutions

2.1 Intrusion Detection System (IDS)

The IDS detects DoS attacks present on the virtual machine, both through the internal
and external machines. Real-time IDS involves the sniffer, feature extraction process,
and a machine learning classifier such as One-Class Support Vector Machine (SVM)
[8]. The feature extraction process is used to extract the features from the packets.
The machine learning classifiers are used to classify the packets into normal and
DoS attacks [9]. Then, the feature extraction script takes the input from the captured
IP header fields and selected traffic features to calculate the receiving IP address.
The traffic flow is then distributed into the UDP, ICMP, TCP, and others based on
their protocol field. The classifier applies these features to determine the abnormal
and normal data instances. Through the transformation method used by One-Class
SVM, the decision boundary within a higher dimension space is formed [10]. An
alert system then sends a notification to the cloud administrator for the detected DoS
attack.

2.2 Hybrid Intrusion Detection System (H-IDS)

The H-IDS improves the detection of DDoS attacks by shortening detection delay
and increasing detection accuracy.

As shown inFig. 1 [11], aDDoSattack is processed to obtain features of the normal
traffic in the observed data. Signature-based and anomaly-based detection blocks are
linked to the data in order to identify attacks. The decision combiner examines the
detector’s output together with the sensitivity parameter before an alarm notifies
the administrator about the attack. The H-IDS consists of feature extraction and
activity model computation, an anomaly-based detector, a signature-based detector,
and a hybrid detection engine (HDE) [12]. In the feature extraction stage, the H-IDS
extracts feature from data streams. The activity model computation stage computes
the activitymodel for each user. First, theH-IDS forms an activitymodel and removes
some features such as packet interarrival time. Then, the anomaly-based detector,
which differentiates abnormal from normal traffic, and the signature-based detector,
which works with predefined signature sets to enable the alarm upon detection, are
implemented after feature extraction. Lastly, the HDE in the decision combiner uses
the combined output from both detectors to improve detection performance before
it notifies the administrator.
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Fig. 1 H-IDS model

2.3 Confidence-Based Filtering (CBF)

CBF works on both the attack and non-attack periods with the aim of preventing the
occurrence of DDoS at the network and transport layer [13]. During the non-attack
period, CBF secures the collection of legitimate packets and evaluates them to create
a normal profile from the attribute pair in their TCP and IP headers. The computed
confidence value shows the patterns in the attribute pair; a higher occurrence means
a higher confidence value. In the attack period, computed CBF scores are compared
with the standard value to determine the legitimacy of the packet; when the CBF
score is higher than the threshold value, the packet is legitimate. This mechanism
promotes high computational efficiency and speed, which is ideal for large network
traffic [14].

2.4 Hop Count Filtering (HCF)

The main purpose of HCF is to spoof and classify the legitimate packet. HCF can
remove almost all spoofed IP packets from a traffic attack; thus, protecting the server
from further damage. TheHCFmakes it difficult for attackers to forge the information
header of IP addresses and determine between spoofed and legitimate packets [15].
This mechanism obtains packets from the attacked traffic at the Window Matrix
through the genetic algorithm. The GA reduces the overhead computational for HCF
since this solution still needs to calculate the Hop Counting Information per packet,
resulting in increased computational overhead [16].

2.5 Cloud Trace Back (CTB)

CTB traces the source of all attacks and is commonly used to determine the source
of DDoS attacks accurately. Figure 2 [17] shows how CTB is placed before the
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Fig. 2 CTB model

web server, making the Cloud Trace Back Mark its header. Through this, all service
requests will be marked in CTB, which will remove the service provider address and
hinder direct attacks on the requests. When an attack occurs, the user will send a
request message based on the service description to the CTB, and the mechanism
will be placed on the header. The service will then be sent to the web server for
reconstruction. If the message is found abnormal, a notification will be given to the
request owner for further messages and processing requests [18].

3 Proposed Solution

Theproposed solution is to combine three solutions presented inSect. 2:CBF,H-IDS,
and CTB. The role of the CBF is to prevent DDoS/DoS attacks at the network and
transport layer. It is used as the first line of defense because its computational time is
shorter thanH-IDS. After CBF detects abnormal data packets, the H-IDSwill follow;
if not, the system will end. To provide improved performance at the CBF level, a
more efficient hash algorithm is necessary to help in boosting the speed and accuracy
of CBF’s filtering method. The weakness of CBF that H-IDS covers is the low accu-
racy of the solution for detection. Through the anomaly-based detector, the H-IDS
can accurately detect unidentified attacks. H-IDS also performs machine language
techniques using the genetic algorithm and artificial neural network, enhancing the
accuracy of detecting the system’s attackers and reducing false alarms. However, the
solution also needs to remove the feature extraction since this will already be the
task of the CBF layer.

H-IDS’s weakness is that it often misclassifies minority classes of attacks. The
CTB covers this weakness as it can detect most of the sources of attack messages
accurately within a few seconds. CTB also addresses the weakness of H-IDS in
detecting attacks only at the network layer DDoS and not on the application layer.
CTB detects an attack on the application layer DDoS while CBF detects those from
the network layer DDoS. The CTB’s main role is tracing and identifying the IP
address of the attacker after receiving the abnormal network from the H-IDS layer.
Figure 3 shows the process of the proposed solution.
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Fig. 3 Proposed model

The proposed solution fulfills the following criteria:

• Provides quick response during the attack phase
• Reduces the false alarm rate
• Utilizes anomaly-based approach for detecting unidentified attacks
• Accurately identifies the source of an attack
• Traces bask the attacker’s IP address.

4 Discussion and Analysis

As noted, the proposed solution is composed of three models that start with CBF,
then H-IDS, and lastly, the CTB. The combination of these approaches resulted in an
increased level of security for virtualization. A detailed step for the proposed solution
is presented below.

Steps for proposed solution:

1. Gather data packets from the system of the receiver
2. Filter and process the data packets
3. Implement anomaly-based and signature-based techniques if data packets are

abnormal
4. Remove data packets and end system if data packets are normal
5. Use traceback if both anomaly and signature return as abnormal
6. Use traceback if an anomaly is abnormal and the signature is normal
7. Use traceback if an anomaly is normal and the signature is abnormal
8. Don’t implement traceback if both anomaly and signature return as normal
9. The attacker should be found after a successful traceback.

The presented steps are proven and justified through a mathematical solution
named resolution. First, we formulated a hypothesis or the expected result from the
model, which is finding the attacker. This hypothesis needs to be negated as the
first step of the resolution technique. Next, the steps for the proposed solution were
transformed intomathematical statements. Then,we applied the rules and regulations
of the resolution rule on themathematical statements. The resolution ends if the result
ends upwith an empty set; thismeans that the hypothesis is proven true. The proposed
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solution is logically correct and acceptable if the resolution technique results in an
empty set.

Solution

Step 1: Contradict the hypothesis
The negated hypothesis is that the attacker is not found.

Step 2: Assign mathematical values on the steps

A. Gather data packets from the receiver system
B. Process data packets
C. Abnormal result
D. Use anomaly technique
E. Use signature technique
F. Anomaly is abnormal
G. Signature is abnormal
H. Use trace back
I. Attacker is found

Step 3: Resolution
The resolution 1 to 9 is gained from the proposed steps 1–9.

1. A
2. B
3. C → D ∧ E
4. ¬C → ¬D ∧ ¬E ∧ ¬A ∧ ¬B
5. F ∧ G → H
6. F ∧ ¬G → H
7. ¬F ∧ G → H
8. ¬F ∧ ¬G → ¬H
9. H → I
10. ¬I Negation of hypothesis
11. C ∨ (¬D ∧ ¬E ∧ ¬B)Modus Tollen Step 1 & 4
12. C ∨ (¬D ∧ ¬E) Negation using Step 2 & 11
13. [] Negation using Step 3 & 12
14. [] Negation using Step 5 & 8
15. ¬F ∨ G ∨ H Modus Tollen using Step 6
16. F ∨ ¬G ∨ H Modus Tollen using Step 7
17. H Negation using Step 15 & 16
18. I Modus Tollen using Step 9 & 17
19. [] Negation using Step 10 & 18

The results of the resolution technique show an empty set which means that the
hypothesis is true and that the proposed model is logical and can be accepted as a
solution for security threats in virtual environments. After the attacker is found and
the traceback method gains their IP address, the packet from this IP address will be
blocked, thus, preventing it from entering the virtualized network.
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5 Conclusion

Virtualization is a highly demanded technology that constantly faces security threats
such as DoS and DDoS. This paper identified and reviewed existing solutions that
address these security issues, such as the IDS, H-IDS, CBF, HCF, and CTB. Consid-
ering that each of the current solutions has weaknesses, we proposed a model that
strengthens virtualization security. The proposed solution combines CBF, H-IDS,
and CTB approaches in one system. CBF acts as the first line of defense that filters
data packets. H-IDS, then, accurately detects DDoS/DoS attacks. The CTB is then
used to trace back the source of the attack and determine its IP address. Through
a resolution rule, the proposed model was evaluated, and its result proves that our
proposed solution is logically true and can be accepted as an effective model for
protecting the virtualized environment from DDoS/DoS attacks.
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Current Waste Management Issues
in Developing Countries and IoT-Based
Solutions in Prospect of Smart City
Development

Mohd Anjum, Sana Shahab, Ummatul Fatima, and M. Sarosh Umar

Abstract In the last half century, waste generation has grownmulti-fold worldwide,
so solid waste management has emerged as a ubiquitous problem. This unmanaged
waste affects human health, creates environmental pollution, and is an obstacle to
the sustainable development of urban regions. The study has identified issues related
to the existing SWM service framework, especially in developing countries. It has
briefly discussed the concept of smart and sustainable urban development, i.e., smart
cities, to develop an understanding of SWM services in the context of smart city
services. It also explains that the SWM services are crucial for creating the smart
environment, one of the smart city development vision components. The literature
is reviewed in the context of technical opportunities in SWM. The study has uncov-
ered various technologies, namely spatial technologies, identification technologies,
data acquisition technologies, data communication technologies, and artificial intel-
ligence, to develop smart solutions for different services related to SWM systems.
These identified technologies have a broad range of practical applications in various
phases of the SWMservice process, from its inception to the final disposal; therefore,
they can be effectively used to overcome the identified problems. The research has
built a smart bin using an ultrasonic sensor to overcome the issue of real-time waste
monitoring. It has also implemented the RFID-based waste collection system and
demonstrated the results.
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1 Introduction

The huge amount of municipal solid waste (MSW) generated has emerged as
an attention-seeking issue, especially in developing countries, due to fast urban-
ization, remarkable socio-economic growth, and unprecedented population growth.
Solid waste management (SWM) is a ubiquitous problem impacting the whole world
in regard to environmental degradation and human and animal health. According to
the world bank statistics [1], 2.01 billion tons (5.5 million tons per day) of MSW are
produced annually at the global level and are expected to grow to 3.40 billion tons by
2050. Approximately 33% of total MSW is not managed scientifically to protect the
environment and human health. In developing countries, this percentage is signifi-
cantly higher than 33%. These statistics have also predicted that the volume of global
waste generated by 2030 and 2050 will be approximately 2.59 and 3.40 billion tons
per annum [1]. Furthermore, the urban areas of developing countries have shown an
exponential increase in waste generation. Nowadays, most of these areas have been
implementing Internet of Things (IoT)-enabled services to build smart cities.

The fundamental problems related to MSW, especially in developing countries,
start at its inception and at the starting point of the SWM service process. The study
has identified various issues related to the SWM system in developing countries.
One of these major issues is that people do not possess a serious attitude toward
waste and a lack knowledge about the consequences of open disposal, so they do not
take proper care when throwing waste. Consequently, the waste flood seems around
a lot of bins. Secondly, improper collection schedules, lack of bin monitoring, and
inadequate size of bins to accommodate the waste dropped between two consecutive
collections also give birth to the same problem. Inappropriate bin allocation and
positioning push people to dump the waste at the roadside and in residential areas.
Predicting waste generation is also necessary to develop a sustainable SWM system
for managing future waste generation. These are the many factors that instigated the
development of an advanced technology-based and cost-effective SWM system for
proper management. Moreover, with the existing SWM systems, it is not feasible to
collect, transport, and dispose of such waste in the future. The study has identified
and analyzed various technologies to develop a smart SWM system. The paper has
also implemented a smart bin using an ultrasonic sensor and an RFID-based waste
collection system. A conceptual architecture of an RFID-based waste collection and
monitoring system is shown.

The study is structured as follows: Sect. 2 sketches the picture of a typical SWM
system, and various issues related to the existing SWM system are explained in
Sect. 3. Section 4 defines the concept of a smart city and explains SWM services
in the context of smart city development. Section 5 demonstrates the smart SWM
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system and various technologies involved in its development. Section 6 illustrates
the experimental setup and testing results of a simplified smart bin and RFID-based
waste collection system. The study is concluded in Sect. 7.

2 Solid Waste Management

Generally, the term “Solid waste management” is interchangeably used for munic-
ipal solid waste management. SWM is observed as one of the integral components
of urban services that comprise a set of different tasks from collecting waste from
households, streets, and marketplaces to final disposal as landfill or recycling. It
involves various processes and actions needed to handle the waste from its inception
to final disposal. SWM problems are significantly more severe in developing coun-
tries compared to developed countries. Based on the literature survey and reports, it
is concluded that the major factors behind the waste management problems are inef-
ficient collection processes, high cost, and no monitoring of waste [1]. These factors
lead to poor waste management practices that directly depreciate the resources,
energy extracted, and recycled materials from a significant portion of the MSW.
MSWismost commonlypronounced as “solidwaste”, “waste”, “garbage,” or “trash.”
SWM is needed to obtain sustainable urban development by collecting, transporting,
recycling, and disposing of solid waste at the appropriate time to reduce the harmful
impact on humans, the environment, and animals [2]. The SWM processes mainly
consist of the deployment of bins, the collection of waste, and transportation and
recycling for disposal. Recycling is the process of converting waste into useful
raw materials. Figure 1 depicts the various stages involved in the SWM service
framework.

Fig. 1 Different stages in the SWM service framework
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3 Issues in Current SWM System

Based on the literature analysis, published reports, and surveys, several issues are
identified in the existing SWM system, especially in developing countries like India.
These issues are enumerated as follows:

3.1 No Prediction About Future Waste Generation

The existing SWM system does not monitor waste, so municipalities lack data about
waste generation. As a result, municipalities cannot predict the amount of waste
generation in the future. This lack of prediction will lead to improper SWM-related
infrastructure development and the need for more resources as municipalities do not
know how much waste they will manage in the future.

3.2 Scarcity of Data Analytics Tools Applications

The regular SWM system neither involves any real-time waste data nor performs
regular offline surveys to collect valuable data related to waste generation. Conse-
quently, municipalities lack data and cannot apply any data analytics tool to deter-
mine the waste generation patterns in a particular area or bin. This scarcity leads to
inappropriate planning and poor services.

3.3 Low Efficiency in Waste Collection

The regular SWM system comprises a fleet of waste collection vehicles and their
drivers, who follow a predefined, fixed path without any information about the status
of the bin. This system does not measure the current waste level (empty, semi-
empty, and full) in the bin. Therefore, drivers visit all the bins. As a result, semi-
empty bins are emptied, and in contrast, already-filled ones need to wait until the
following collection round. Furthermore, since drivers visit empty bins, waste collec-
tion through predefined fixed paths yields a waste of time, fuel consumption, and
excessive use of resources. The system performs inefficiently and requires high oper-
ational costs. Overall, this system does not have the tools and techniques to optimize
schedules andwaste collection routes. Lowefficiency is considered amajor drawback
of the current system.
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3.4 No Real-Time Monitoring

The existing system does not perform real-time tracking of bin and waste collec-
tion vehicles. Besides the current waste level monitoring, the system does not
measure environmental and hazardous indicators such as temperature and methane
gas concentration; therefore, it is impossible to know when a fire occurs in the bin.
In addition, another drawback is being unable to track if any movement happens in
the bin.

3.5 Unavailability of Online Platform or Web Portal

The current system does not have any type of platform or web portal to keep track
of the drivers operating on the field. Furthermore, there is no such platform or web
portal to enable the citizens to participate in SWM services such as registering a
complaint and urgent services to remove waste scattered or dumped in residential
areas.

3.6 No İllegal Dump Monitoring

The existing SWM system does not comprise any process to identify and localize
the illegal waste dumps on roadsides and in residential areas. Also, it does not
perform regular surveys and checks to determine these dumps. But the employees
from the municipality manually verify it if someone makes a complaint regarding
it and remove it if it is found. This traditional method of illegal dump identification
and collection comprises humans who move around the city to identify the illegal
dumps. Nowadays, the frequency of waste dumping on streets and roadsides has
significantly increased as a consequence of growingwaste generation and the scarcity
of dumping spots. This open dumping primarily impacts the cleanliness of the city
and deteriorates the surrounding environment and the inhabitants’ health.

3.7 No Analysis of Citizens’ Behavior Toward Waste

The existing SWM system does not assess the role of citizens in successful waste
management. People play an essential role in making the waste collection process
highly efficient in time and energy. If people are attentive and know about the conse-
quences of waste scattering in the open, they will take proper care when dropping
waste so that it cannot drop outside the bin. But according to the survey performed,
people have very little awareness about the consequences of waste scattering. They
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do not possess a positive attitude towardwaste, especially in developing and econom-
ically weak countries. Therefore, they do not take proper care and drop the waste
around the bin. Due to people’s behavior, a flood of waste seems to be in the vicinity
of the bins. This attitude leads to environmental pollution, damages the cleanliness of
the city, andmakes the process of waste collection from the bin very time-consuming,
tedious, and inefficient.

4 Concept of the Smart City

Nowadays, the paradigm of development has completely shifted from conven-
tional methodology to the approach of smart and sustainable development, a most
popular catchphrase in contemporary development. The incorporation of innovation
in sustainable development has evolved due to the pervasiveness of IoT technology
and ubiquitous Internet connectivity. The development of urban areas innovatively
and sustainably is called a “smart city.” Now, the term “smart” is defined as an urban
region incorporatedwith intelligent systems or a citywith plans, concepts, and people
with intelligent understanding. Here, smart systems are not bound to information and
communication technology (ICT) based ones; the term “smart” refers to the intelli-
gence to create newdesigns, organizations, services, etc. According to this viewpoint,
the smartness of a city can be interpreted as the ability to integrate all its resources to
effectively attain the goals and fulfill the set objectives and purposes [3]. A smart city
is an urban area that incorporates spatial technologies, IoT technologies, and ICT to
transfer information for regulating the resources and managing the city services in
an efficient way [4]. One of these services is waste collection and transportation to
recycling and landfill disposal facilities [5].

Furthermore, a smart city is also defined as a city that functions competently and
progressively in the following fundamental elements; smart economy, smartmobility,
smart environment, smart people, smart living, and smart governance. It is built over
the combination of intelligent features and activities of self-decisive and has self-
sufficient and sustaining well-informed people [6]. This definition of a “smart city”
implies that it is a concept used to depict the novel plans and goals to develop and build
urban regions. It focuses on ICT and IoT technologies for information exchange and
significantly highlights the applications of spatial technologies, data acquisition, and
identification technologies to persuade smart and sustainable urban development. It
exploits the existing and new resources in an optimal way and collectively applies
the human resources and technological infrastructure in the development process
[7]. It primarily manages urban infrastructure, such as urban transportation, energy
distribution and utilization, governance, civic services, environmental monitoring,
resource conservation and utilization, healthcare services, etc., in smart and sustain-
able ways. It also critically analyzes the different application aspects of technologies
to optimally utilize the physical infrastructure for developing the novel and smart
SWM system [8]. Figure 2 displays the components of a smart city with their focused
areas.
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Fig. 2 Main components of a smart city

All the above definitions imply that the smart city focuses on sixmajor challenges:
“Providing an economic base; building efficient urban infrastructure; improving
the quality of life and place; ensuring social integration; conserving natural and
environmental qualities; and guaranteeing good governance [9].”

4.1 Smart Economy

It incorporates technology and innovation to reinforce business activities, employ-
ment opportunities, and urban development [10]. It adopts innovation, new
entrepreneurial initiatives, resource efficiency, sustainability, trademarks, increased
labor market productivity, competitiveness, high social welfare, flexibility, and
integration with the global market to improve citizens’ quality of life [11].

4.2 Smart Mobility

It is an intelligent transport and mobility network with multiple modes of transporta-
tion. It incorporates advanced technology in transportation, such as real-time moni-
toring and control systems. It is just a rethinking of the existingmobility infrastructure
used in daily life and business [12, 13].
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4.3 Smart Environment

It connects computers and intelligent devices to daily life activities and tasks. It
allows users to engage and interact seamlessly with their immediate surroundings for
better understanding and control. It has evolved with the introduction of intelligent
technologies such as IoT, software-based services, etc. It comprises smart cities,
smart manufacturing, and smart and green homes. It is also used to protect and
manage natural resources such as SWMsystems, emission control, renewable energy
real-time pollution, and atmosphere parameter monitoring [14].

4.4 Smart People

They possess enhanced creativity, a lifelong zeal to learn, open innovation with open-
mindedness, and social and ethnic plurality. They also have the flexibility to adapt to
the changing environment and the desire to contribute to the knowledge pool. They
believe in democratic principles and involvement in public life [15].

4.5 Smart Living

It is the contemporary trend of living incorporating innovation to enhance the living
standard in urban spaces. It provides the opportunity for people to benefit from the
new ways of living life. It comprises indigenous and innovative solutions to make
life easier and more effective through social integration [16].

4.6 Smart Governance

It is established in the smart city and involves technology and innovations for engage-
ment, welfare, and services. It effectively utilizes cutting-edge technologies, espe-
cially ICT, enhancing decision-making through greater collaboration among various
stakeholders. It allows more significant involvement of citizens in government
approaches [17, 18].

Besides the six components listed above, two additional components are also
essential for a smart city vision.
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4.7 Smart Infrastructure

It integrates the city infrastructure, such as water supply and energy distribution
networks, streets, buildings, etc., with intelligent technologies, namely sensors, smart
grids, surveillance systems, etc. It is termed a “cyber-physical system” that integrates
the management of all elements in a single window and incorporates various tech-
nological tools to compile and analyze data for improving efficiency, sustainability,
productivity, and safety objectives [19].

4.8 Smart Services

It uses ICT, IoT, and other advanced technologies to deliver health care, hospitality
education, safety and security, and other services in the entire urban space. It is a
digital service that reacts and performs decisions actions on the analysis of data
collected from networks, intelligent technical systems, and various platforms [20].

Moreover, these components are interconnected through ICT infrastructure and
require data collection. They are also integrated with the hard-urban infrastructure
to provide intelligent services to all residents of a city. In addition, governance and
control over the subsystems are essential to becoming a smart city vision andmission
success. Figure 3 displays the conceptual architecture of a smart city. It is deduced
that a smart city comprises a broader range of services in the urban space to provide
life with dignity and prosperity on a healthy planet. Smart SWM is one of the vital
services to create a clean and green city that ultimately contributes to building a
smart environment.

5 Smart SWM System

In the current era of urban development, the concept of a “smart city” has significantly
emerged to improve the quality of life through the integration of ICT, IoT, and other
cutting-edge technologies. Therefore, the traditional SWM system must be migrated
to an intelligent SWM system in urban areas for waste collection, transportation,
disposal, planning, and policymaking to achieve the goal of a smart environment,
one of the components of the concept of the smart citymission. Figure 4 demonstrates
the service framework of an ICT and IoT-enabled smart city, where SWM is one of
the services.

Now, a smart SWM system can be defined as a system that involves the utiliza-
tion of ICT and other cutting-edge technologies to make the waste collection and
transportation process more efficient in terms of running costs, time, and resource
utilization in an environmentally safermanner. Generally, these systems are equipped
with IoT and ICT components used to capture and transfer data in real time. The
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Fig. 3 Conceptual architecture of a smart city

Fig. 4 Conceptual service model of an ICT and IoT-enabled smart and sustainable city

collected data helps optimize waste collection routes and schedules and prompts
future innovation. Figure 5 presents a schematic smart SWM system built based on
the literature analysis.

This study primarily concentrates on the progress of applications of advanced
technologies in SWM systems. A thorough analysis of the literature is performed to
achieve this goal, and different ICT, IoT devices, and image processing technolo-
gies are identified that have been applied in developing an intelligent SWM service
framework. The identified technologies are an effective solution to overcome the
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Fig. 5 Schematic diagram of a smart SWM system

identified issues in the existing SWM systems. The identified technologies and their
applications are listed in Table 1. A detailed discussion about each technology with
its functions, applications, and limitations is presented in the subsequent sections.

6 Experimental Prototypes and Results

The previous section has demonstrated a schematic diagram of an IoT-based SWM
framework. This framework consists of a smart bin that incorporates an ultrasonic
sensor, a GSM module, and an RFID tag. The following subsections explain the
physical architecture of the smart bin and the experimental results.

6.1 Smart Bin Architecture and Testing Results

Figure 6 depicts the schematic block diagram of a simplified smart bin with the
installation of different devices. The implemented architecture consists of anArduino
Uno microcontroller board in its core, which is connected with an ultrasonic sensor
to measure the waste inside the bin, a light-emitting diode (LED) indicator to show
the certain levels of waste in the bin, and a GSM module to transfer the captured
data.

Figure 7 shows the hardware connections of different peripheral devices with
the microcontroller. The ultrasonic sensor HC-SR04 needs a trigger signal to start
measuring the distance. As soon as the ultrasonic sensor receives the trigger signal
from the microcontroller, it generates an ultrasonic wave and starts the timer. When
the echo signal is received after being reflected from the target, the timer stops, and
at the same moment, a high output signal from the ultrasonic sensor is transmitted to
the microcontroller. The duration of this output signal is the time difference between
the transmitted ultrasonic signal and the received echo signal. Therefore, the trigger
and echo pins of the ultrasonic sensor are coupled with the input/output pins of
the microcontroller. The GSM module SIM900 is in serial with the microcontroller,
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Table 1 Different technologies and their applications in the SWM service system

Category Examples Potential applications in SWM
system

Spatial technologies GIS Disposal sites identification and
selection, bin allocation and
management, and route
identification and optimization
for waste collection

GPS Bin and collection vehicle
location tracking

Identification technologies Barcode quick response (Q.R.)
code RFID

Bin identification

Data acquisition
technologies

Ultrasonic and infrared sensor Waste level measurement inside
the bin

Load cell sensor Waste weight measurement

Accelerometer and proximity Compute the bin lid state

Biosensor gas sensor Detect the hazardous gas and
chemicals inside the bin to stop
the diffusion in the environment

Temperature Measure the temperature to
control the fire

Humidity Measure the humidity inside the
bin to prevent the decomposition
of biodegradable material

Data communication
technologies

ZigBee, Wi-Fi, Bluetooth Long-range communication

VHFR, LoRa, and GSM Short-range communication

Artificial intelligence
(artificial neural network)

Convolutional neural network
(CNN)
Long short-term memory
(LSTM)

Waste detection and
classification—glass, metal,
trash, cardboard, plastic,
medical, recyclable,
non-recyclable, e-Waste,
polyethene, organic, inorganic,
etc. Object detection—battery,
waste bags, etc.
Waste forecasting and gas
prediction inside the bin

as the RX and TX ports of the SIM900 are coupled with the TX and RX ports
of the Arduino Uno board. Both LEDs are attached to the input/output pins of the
microcontroller.

The testing is done to confirm that the built smart bin is measuring the waste
level properly. To perform the testing, two threshold levels of waste are fixed as TL1
and TL2. TL1 is fixed approximately at 75%, while TL2 is fixed approximately at
90% of the height of the bin from the bottom. When the waste reaches level TL1,
the first warning message is sent by the microcontroller through the GSM module
to the municipal authority, and the green LED turns ON. The second warning is
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Fig. 6 Schematic block diagram of a simplified smart bin

Fig. 7 Typical connection diagram of smart bin components

sent as soon as the waste level crosses level TL2 and the red LED turns ON. LEDs
are incorporated to show the waste level in the bin to the people. The testing was
also performed for the empty bin or the level of waste below TL1. In this situation,
neither a warning message was sent, nor any LED turned ON. The received warning
messages are shown in Fig. 8.
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Fig. 8 Received warnings after crossing the threshold TL1 and TL2

Fig. 9 Schematic diagram of bin identification using RFID reader and tag

6.2 RFID-Based Waste Collection from Smart Bins

Figure 9 displays the system architecture of the bin identification forwaste collection.
The placement of devices and communication flow are also depicted. The prototype
incorporates a microcontroller in its core, an RFID reader, a GSM module at the
peripheral, and an RFID tag mounted on the outer surface of the bin.

6.3 System Workflow and Testing Results

When the RFID reader mounted on the waste collection vehicle comes under the
frequency range of the RFID tag on the bin, then the reader sends a request signal to
the tag. Then the tag responds, and the reader starts reading data from the tag. The
captured data is sent to the microcontroller for further processing. The valid data is
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Fig. 10 Connection interface of microcontroller with the RFID reader

Table 2 Information of visited bins in the database

S. No. Bin ID Tag No. Date and time Status

1 B1 000007EC2AB4 19/12/2018 11:05:18 Collected

2 B2 00000AD31DF6 19/12/2018 11:35:39 Collected

3 B3 000008A4002E 19/12/2018 11:59:02 Collected

4 B1 000007EC2AB4 20/12/2018 10:08:38 Collected

5 B2 00000AD31DF6 20/12/2018 11:01:21 Collected

6 B3 000008A4002E 20/12/2018 11:40:09 Collected

7 B1 000007EC2AB4 21/12/2018 11:10:11 Collected

8 B2 00000AD31DF6 21/12/2018 11:49:56 Collected

9 B3 000008A4002E 21/12/2018 12:20:29 Collected

converted into a pre-specified format; otherwise, it is discarded. This data is sent to
the central server using the GSMmodule and updated in the database. The hardware
interface connection setup of theArduinomicrocontroller with RFID reader is shown
in Fig. 10, and testing results are given in Table 2.

The above RFID-based waste collection system does not incorporate any system
to monitor the collection truck and find the waste in the bin and its surroundings.
Due to physical infrastructure constraints, these functions are not involved in the
experimental setup. Therefore, a conceptual system that involves the above features
and its architecture is depicted in Fig. 11. This architecture comprises bins with
an RFID tag, a truck, and a monitoring station. The truck is mounted with data
acquisition devices, namely an RFID reader to read data from the tag, a camera to
capture images before and after waste collection from the bin, GPS to determine the
truck’s real-time location, and aGSMmodule to send the captured data by acquisition
to the central server. The waste monitoring station consists of a GSM receiver, a GIS
program, and a database and a webpage for the user interface.
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Fig. 11 Conceptual architecture of RFID-based waste collection and monitoring system

7 Conclusion

The study concludes that the SWM service framework has shifted from the tradi-
tional approach to an advanced technology-based smart system. These technologies
have played a vital role in increasing collection efficiency, minimizing the adverse
consequences of waste on the environment, and overall improving the cleanliness of
the city. Spatial technologies enhance planning, route identification and optimiza-
tion, collection vehicle tracking and scheduling, and environmental impact assess-
ment. Identification technologies such as barcodes and RFID have transformed the
waste segregation process from manual to automatic sorting. They have also used
recycling process intelligence, reducing disposal landfills, and identifying bins and
trucks. Various sensors have been incorporated to measure the waste level in the bin,
and environmental parameters, namely humidity, temperature, and gas concentra-
tion. Image processing has been utilized for waste sorting, waste dump detection,
street cleanliness assessment, and various activity identification and classification in
the proximity of bins. Finally, different types of captured data are sent to a central
server through various communication technologies, making the system accessible
in real-time.

The study has demonstrated a smart bin using an ultrasonic sensor for real-time
monitoring of the waste level inside the bin. The study has also implemented an
RFID-based waste collection system and illustrated the results. The implemented
system resolves the issue related to real-time monitoring.
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Image Forgery Detection: A Review

Preethi Vijayakumar, Elizabeth Mathew, M. Gayathry Devi, P. T. Monisha,
C. Anjali, and Jisha John

Abstract Images can now be easily modified due to advances in digital image pro-
cessing. Image forgery is the process of manipulating or changing a digital image in
order to conceal vital information. Nowadays, as technology advances and the per-
formance of low-cost computers improves, forgery in images has rapidly increased.
Fraudulent images are quite impossible to recognize and detect through human eyes.
The process of modifying fake images has been made extremely easy with power-
ful editing tools that are available for free. The software used works so well that
it’s tough to tell the difference between legitimate and faked photos. Because digi-
tal photographs and images are used in so many locations, detecting digital image
counterfeiting is critical as it can be a misuse of technology and image authenticity is
essential in various social platforms. There are several forgery techniques developed
to find the authenticity of images. This paper will benefit researchers in compre-
hending current algorithms and strategies in this sector, with the goal of eventually
developing new and more efficient detection algorithms.

Keywords Image forgery · Copy-move · Splicing

1 Introduction

Forgery in images means manipulation of the digital image to hide some substantive
or useful information of the image. Image forgery is not new. As powerful image
processing software is already widely available, digital images are now simpler to
manipulate and edit. These tools are versatile and come with a user interface. Manip-
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Fig. 1 Copy-move and spliced image forgery

ulation and tampering of images may now be done efficiently not just by experts
but even by inexperienced users. These manipulated images are unrecognizable and
appear so genuine in perception that they lose their legitimacy. The authenticity of
digital images cannot be detected by the human eyes as it does not leave any visual
clue indicating the forgery. Scientific advances in the realmof computer graphics have
led to development ofmany picture editing applications, including Photoshop, Light-
room, and others. This modifies the image’s content without creating any irrefutable
evidence of fraud. Today’s advanced image editing software allows anyone to make
quick and easy changes to their photographs and images. As a result, detecting these
alterations and adjustments becomes difficult for people and the reliability and cred-
ibility of digital images come under scrutiny (Fig. 1).

Abuse of digital forgeries has been regarded as a severe concern in several fields.
In a variety of social situations, image authenticity is significant. Establishing tech-
niques to confirm the validity and veracity of digital photographs is critical, especially
when these photos are used as evidence in court, as part of medical reports, as reports
with large financial expenditures, as part of recovery records, or even images of
crime scenes for investigation. As a result, one of the most essential aspects of image
forensics is the identification of digital image falsification. Splicing and copy-move
forgeries examples are depicted above from paper [1].

1.1 Types of Forgery

There are two basic approaches of tampering with digital images: active and passive
which can be further divided as shown in Fig. 2.
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Fig. 2 Image forgery classification

Active forgery requires prior information about the image. It typically involves
coming up with varied types of inserting watermarks or fingerprints of the image
content into the digital image. Active forgery can be categorized as:

A. Digital Signature—Signatures are one of the most important methods of getting
a person’s validation for the information in a document since they are made up
of a mix of individual textual elements. It is a mathematical strategy that helps in
preventing image alteration, such as spoofing, and maintaining image integrity.

B. Digital Watermarking—It is the practice of embedding a digital code into digital
information such as a picture, video, or other type of file. It is mostly employed
in copyright and to conceal certain important information.

Passive forgery acts in the form of a blind detection, that is, there is no prior
knowledge about the image with this procedure. It identifies digital image fraud by
examining unique inherent clues or patterns that appear during the manipulation or
creation of digital images. Types of passive forgery include:

A. Splicing—This type of forgery means copying one or more sections from a
source image and pasting them onto a destination image.

B. Copy-Move Forgery—This sort of forgeries entails copying and pasting one or
more elements of a picture onto the same image.

C. Image Retouching—This is the process of making minor alterations to an image
in order to prepare it for a final presentation, such as polishing.

D. Image Resampling—This is the forgery where the image’s pixel count is modi-
fied.

2 Literature Review

The system’s first section focuses on detecting copy-move forgeries. The method’s
second part is recolored picture detection. The proposed method in [1] uses the
structural similarity index and a threshold value to determine the degree of similarity
between altered and original images. A rectangle mark is used to highlight the altered
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area.Detection of recolored images uses Interchannel correlation and the illumination
consistency for feature extraction. When the system was employed to detect picture
alteration using copy-move and recoloring, it produced a high-quality result for both
types of image forgeries.

The authors of [2] proposed a system where the Expectation-Maximization (EM)
rule is used to analyze a digital image. The first phase involves extraction of features
using the Scale Invariant Feature Transform (SIFT) and key comparison. Phase two
was dedicated to data collecting and forgery detection, while the third phase was
dedicated to determining the manipulation area. SIFT aligns the image with the
feature keypoints, then applies geometric transformations to rotation and scaling. The
EM rule is a two-step method. In E-step, it estimates the probability of every sample
to each model and within M-step, it will evaluate a precise correlation between the
samples. The tampering of the images is displayed through a red rectangular region
which is determined through the variation of frequencies. The image is cast if there
is a smooth frequency. The image has been tampered with if the output indicates a
frequency.

The spliced image’s textural examination is employed in paper [3] to detect
image forensics. Ground truth’s feature set masks Find Gray level regional Max-
ima (FGM) and Entropy-based Edge (EbE) is extracted from the forged picture’s
localized entropy of the median filter residual (MFR). For the ground truth mask, the
local range is also used to derive the feature set. For solely the performance evalua-
tion of the suggested technique, a cubic SVM classifier was used to train the given
novel feature vector. On five distinct kinds of images, the proposed image forensics
detection technique (IFD) was put to the test: median filtered, JPEG compressed,
average filtered, and so on. An input image is used to identify the Cut-Paste zone
in the proposed system for identification of spliced image forensics, eliminating the
necessity for a trained SVM classifier.

A convolutional neural network is used in this paper [4] to present a new deep
learning-based picture forgery detection method (CNN). This method detects coun-
terfeit medical pictures by using a CNN. To generate an estimated noisy image, a
Weiner filter-based noise reduction is applied to an input image. The Convolutional
Neural Network is given a regression filter and normalization. This information is
sent to the Residual Network, which determines whether the image is altered or real.

The five stages of the ImageCopy-Move ForgeryDetections (IC-MFDs) proposed
in paper [5] are: pre-processing of the image, image partitioning into overlapping
blocks, evaluating each block’s mean and standard deviation, lexicographically cat-
aloguing feature maps, and feeding the feature vector to the Support Vector Machine
(SVM) classifier to assess whether the image is authentic or forged. Experiments
using a standard dataset of copy-move forged pictures, MICC-F220, are used to test
the proposed approach.

Kanwal et al. [6] provided two approaches for detecting forgeries. Two kinds
of features are obtained from the first method, Local Binary Pattern (LBP) and
Local Ternary Pattern (LTP). LBP was first presented for extracting local image
characteristics and has a two-valued code matrix, however LTP was offered as a
better alternative to LBP because it generates three-valued code. However, LTP was
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offered as a better alternative to LBP because it generates three-valued code, the
Support Vector Machine (SVM) receives this vector. The second method uses Fast
Fourier Transform (FFT) and Enhanced Local Ternary Pattern (ELTP). The Discrete
Fourier transform (DFT) can be computed using the FFT method and ELTP is an
extended variant of LTP that achieves superior picture features. In this approach, the
resulting feature vector containing each FFT block of the picture is assigned an ELTP
code, which is subsequently given to SVM for classification as forged or legitimate.

The authors of [7] suggested a spliced image detection technique based onMarkov
characteristics. The DCT domain extracts two types of Markov features: coefficient-
wise and block-wiseMarkov features. The first used coefficient correlations between
consecutive blocks, while the second used correlations between adjacent coefficients.
The two Markov characteristics are merged to create a feature vector, which is then
used to detect spliced and authentic images using theSupportVectorMachine (SVM).

The research [8] proposed a method for detecting spliced forgeries by using Dis-
creteWavelet Transform (DWT) and histograms of discriminative robust local binary
patterns. A color image is transformed to the YCbCr color space, and then DWT is
applied to the Cb and Cr components of the digital image. The texture variation in
each DWT subband is described using the Dominant Rotated Local Binary Pattern
(DRLBP). The feature vector is created by concatenating the DRLBP from each sub-
band. The Support Vector Machine (SVM) classifier is used to obtain and assess the
performance of the DWT-DRLBP descriptor. Experimentation and evaluation was
done using three publicly available benchmark datasets.

The authors of [9] combined block-based and keypoint-based forgery detection
algorithms with adaptive overlapped segmentation and feature point matching. The
image gets decomposed into different super pixels by the adaptive overlapped seg-
mentation algorithm. The feature points are extracted using the Speeded Up Robust
Features (SURF) technique. The extracted features get paired to one another and
if the match exceeds the predefined limit, the regions suspected of forgery will be
highlighted, and combined regions will be created. To depict the discovered forgery
regions, morphological techniques are applied to the merged regions.

Abdalla et al. [10] proposed a system that uses Generative Adversarial Networks
(GAN) and Convolutional Neural Networks (CNN). The GAN is composed of a
generator and a discriminator where the generator creates an image from random
noise input and the discriminator detects whether the image is genuine. CNN was
used for feature extraction. The data is fed into two networks (GAN and CNN) before
being sent to a linear classifier and being localized.

The paper [11] is split into two parts. To begin, a hybridmethod is provided, which
combines existing block-based and non-block-based copy-move forging algorithms.
Secondly, the performance of the proposed technique is evaluated using a range of
picture characteristics such as SIFT, SURF, MSER, MinEigen, FAST, and Harris.
The results of the study indicate that the proposed picture forgery detection sys-
tem is able to detect copy-move forgery with high accuracy and speed. Apart from
that, the proposed technique works well with graphics that have been smoothed and
brightened.
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Using the Local Binary Pattern (LBP) and the Discrete Cosine Transform (DCT),
the paper [12] proposed a method for detecting splicing image frauds. The input
image’s chrominance component is first separated into overlapping blocks. The LBP
is then calculated for each block and converted into the frequency domain utilizing
2D DCT. Finally, the standard deviations of DCT coefficients of all the blocks was
determined and used as features in a Support Vector Machine classification (SVM).

A technique for recognizing duplicate regions in photographs that takes advantage
of statistical characteristics of the image was given in this study [13]. The mean and
variance were used to divide the image into pixel blocks. The variance is used to
determine how each pixel in a block differs from its neighbors, while the mean is
used to determine what factors contribute to the pixel intensity of each individual
element in the image. The proposed method is assessed and compared using the
Discrete Wavelet Transform (DWT) of an image, and then similarity and threshold
are determined. It has been proven that the algorithms presented outperform existing
approaches.

The authors of [14] developed a deep learning-based solution for identifying
image splicing. The input image was initially preprocessed using the ‘Noiseprint’
approach, which suppressed the image content, to get the noise residual. The popular
ResNet-50 network was then used as a feature extractor. Finally, using the Support
Vector Machine (SVM) classifier, the obtained features were classed as spliced or
authentic indicating class 0 and 1 respectively with a RBF kernel.

The image is separated into square pieces that overlap and have a fixed side length,
and each of the blocks is broken into evenly spaced k subblocks using the suggested
algorithm in paper [15]. A k-dimensional vector is created by combining the pixel
intensities of each sub-block, which is then used as an attribute for each block, using
a sliding window. A KD-tree is used to hold the combined features of all blocks.
Each node’s block in the KD-tree is compared to its nearest neighbor’s block. The
two blocks are considered clones if their correlation is greater than a predetermined
threshold. The following are the important steps of the algorithm: first, divide the
image to be studied into overlappingblocksfirst.Generate feature vectors fromblocks
in the second step. Third, construct a KD-tree using the feature vectors. Finally, in
the KD-tree, look for near duplicate nodes and use a block matching algorithm to
detect forgeries. A KD-tree is used to hold the combined features of all blocks. The
block that corresponds to every node in the KD-tree is compared to the block that
corresponds to the node’s nearest neighbor.

3 Comparative Study

Table 1 summarizes a comparison study of the various methodologies reported in
the publications along with their limitations.

Some of the issues encountered in these existing approaches was data set images
were less leading to less accuracy. Most of the approaches just said the images were
tampered and forgery has taken place, but did not specify which forgery it was.
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Table 1 Comparison between different image forgery methods

Authors Method used Accuracy (%) Drawbacks

Jijina et al. [1] Structural similarity index
(SSIM) and convolutional
neural network (CNN)

82.46 Produces false positive and false
negative

Alkawaz et al. [2] Expectation maximization
algorithm (EM rule)

– Does not specify which type of
forgery has taken place

Rhee [3] Median filter residual
(MFR)

98 Cannot detect spliced region

Purvisha and
Kumar [4]

Deep learning using
convolutional neural
network (CNN)

– No efficient performance

Ahmed et al. [5] Spatial feature domain 98.44 Other types of image forgeries
were not distinguished

Kanwal et al. [6] Fast Fourier transform
(FFT) and enhanced local
ternary pattern (ELTP)

88.62 Uses complex operations like
FFT, could not localize the
spliced region and was not
performed for other types of
forgeries

Pham et al. [7] Coefficient-wise and
block-wise Markov
features

96.90 Was done for spliced images only
and localization was not
performed

Siddiqi et al. [8] Discrete wavelet transform
(DWT) and dominant
rotated local binary pattern
(DRLBP)

98.95 Could not detect spliced region
and was not performed for other
types of forgeries

Sreelakshmy and
Anver [9]

Adaptive overlapped
segmentation algorithm
and speeded up robust
features (SURF)

– Was not performed for other
types of forgeries and SURF
could not being able to locate the
exact borderlines of the identical
regions

Abdalla et al. [10] Generative adversarial
networks (GAN) and
convolutional neural
networks (CNN)

93–97 Not performed for other forgery
types

Khan et al. [11] Block-based and
non-block-based technique

74–90 Could not be done for splicing
and geometry-based forgeries

Alahmadi et al. [12] Local binary pattern
(LBP) and discrete cosine
transform (DCT)

97 Not performed for other forgery
types

Dixit et al. [13] Statistical image features
with discrete wavelet
transform (DWT)

98 Copy-scale-move and
copy-rotate-move duplicated
image portions can be closely
examined

Meena and Tyagi [14] Noiseprint and ResNet-50 97.24 Could not localize spliced region

Moussa [15] Block matching and
KD-tree

94–96 Can make the algorithm parallel
for extra large data set
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Existing systems were able to detect either Copy-Move forgery or Spliced forgery
but not both together. As mentioned earlier, these two types of forgeries are the most
widely used. But most of the systems detect only one forgery type and a combination
of both techniques is not widely used. The systems could detect whether forgery
had occurred, but they could not pinpoint where it had happened. Localization or
masking was not there in most of the approaches.

4 Conclusion

Detecting digital image forgery is becoming extremely relevant. Images in court-
rooms, in medical reports and the military are vital in making important decisions.
Through social media, false images or forged images might lead to negative conse-
quences or even endanger a person’s life. A lot of image forgery detection techniques
have been introduced nowadays. Since passive techniques don’t require any prior
information, they are becoming more popular.

As discussed in the paper there are various approaches to image forgery detec-
tion. All these methods are able to detect different kinds of forgery. But their effi-
ciency varies. Some methods fail to discover the real forged region, while others
have extremely long processing times. This means that the techniques mainly have
drawbacks like accuracy of detection, high time complexities, and are not efficient
against attacks like rotation, scaling, brightness adjustments, etc. Another significant
disadvantage is that the approach developed for copy-move forgeries is incompatible
with image splicing or resampling, and vice versa.

An efficient way to detect image forgery would be a system that uses highly
advanced deep learning and image processing tools having a large data set. The
system should be able to detect atleast two or more passive forgery techniques and
localize where the forgery has taken place. As a result of these constraints, there is
potential for developing amore effective and faster image forgery detection approach
that can overcome them. An image forgery technique that can identify more than one
type of image forgery and localize the forged area is not available. In spite of having
various techniques to identify image altering, the demand for an advanced method
to detect digital image forgery is becoming more essential every day.
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Two Stage Deep Learning Channel
Estimation Scheme for Massive MIMO
Systems

B. Pradheep T. Rajan and N. Muthukumaran

Abstract In the proposed method, we are concentrating on channel estimation for
the massive MIMO systems using Deep Learning. In the existing model, we build up
the channel estimation scheme for the case where the number of transmit antennas is
larger than the pilot length. In the proposed plan, we are having two phase estimation
processes: (i) DL-based pilot-Assisted channel estimation (DLPACE) and (ii) DL-
based data-Assisted iterative channel estimation (DLDAICE). In the initial phase,
the channel estimator and pilot itself are combined and intended by using Neural
Network with Deep Learning (NND) and Neural Network with Two layer (NNT).
In the second phase, we can use another NND in iterative mode to make further
improvement in the precision of channel estimation. From the result, it reveals that
the proposed scheme has delivered improved output than the conventional scheme.

Keywords NNT · NND · Channel estimation · Massive MIMO system · Deep
learning

1 Introduction

Multiple input andmultiple-output (MIMO) havingmassivemeasure antenna collec-
tions that’s speculated to referred to as bigMIMO is one of themaximumencouraging
strategies in-order to boom the information fee and to maintain the excessive conver-
sation reliability for destiny the Wi-Fi structures [1, 2]. In this form of big MIMO
machine, a massive measure antenna collection is located at the bottom station (BS)
to distribute a significant antenna improvement, and it is especially relies upon at
the accuracy of the channel estimation. Thus, finding the precise channel estima-
tion could be significant thing to make certain such dedications of the big MIMO
strategies. The channel estimation troubles for the bigMIMOstructureswhich is typi-
cally primarily based totally at the linear minimal imply rectangular error (LMMSE)
method, [3–5]. The fashionable statementwhich includes [3–5] is that the pilot period
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Ls that’s identical to that ormore than the range of transmit antennasNt , that ismostly
a large quantity withinside the downlink of big MIMO. Neglecting this statement of
Ls ≥ Nt , overall act of the channel estimator is drastically weaken, as tested in [6]
for the conventional channel estimator. For the big MIMO machine nevertheless, its
miles tough to defend the knowledge of Ls ≥Nt for three major reasons. The primary
motive is to confirm that the Ls ≥ Nt , huge quantity of time useful resource ought
to be used to check the transmission, which ends up in reduced useful resource for
the transmission of the information, which ends up in very small spectral efficiencLy
[7–9]. Secondly, the complexity in the computational wished for channel estimation
will boom as increasing in s. And Finally making sure Ls ≥ Nt won’t capable of
occur, the motive in the back of the non-incidence is the Ls cannot be large than the
channel coherence interval, that’s commonly out of control [10, 11]. It could be very
crucial to broaden a channel estimation scheme withinside the big MIMO machine
for Ls < Nt but its miles a totally tough trouble for growing an powerful channel
estimator for Ls < Nt due to the fact of the subsequent reasons. Let us anticipate Ls

≥ Nt , S is the pilot matrix that’s certainly calculated where the row vectors have
been orthogonal, that is required to eradicate the interference with the various pilot
sequences that is communicated from one of a kind antenna [12–14]. At Ls < Nt ,
its miles not likely to layout the pilot matrix S withinside the above referred to way.
(1) This approach that the trouble regarded withinside the channel estimator must be
collectively solved with the trouble of manipulative the pilot S, which seems be very
tough method due to the fact the excessive appearing shape of S isn’t always precise
while Ls < Nt . Additional trouble is that, while Ls < Nt , here may be no assurance
which the LMMSE is an top notch channel estimator [15, 16]. Next in this approach
that withinside the channel estimator layout, one ought to now no longer certainly
limit the channel estimator maintained as linear, if you want to mean that the trouble
handy is a nonlinear optimization trouble. Overall, the impartial issues of the pilot
layout and the estimation of channel are certainly very tough, now no longer to say
their joint optimization issues, wherein the truth, it ought to be resolved on the end.
In above, we’ve mentioned about the demanding situations to be keep away from
and to set up a totally powerful the mechanism of estimating the channel for the
massive MIMO system while at Ls < Nt , we commonly yield a one of a kind method
through advancing the deep learning primarily constructed totally on channel esti-
mation scheme with two degree. At the primary degree of channel estimation, we’re
focusing on lowering the imply rectangular error (MSE) through assemble each the
(NNT) Neural Network with Two Layer and (NND) Neural Network with Deep
Learning [17, 18]. At 2D degree, in addition development withinside the channel
estimation overall performance may be made through adopting an repeated channel
estimation method through building every other NND as an extra channel estimator,
wherein information detection and channel estimation are achieved again and again
to refine the overall performance for channel estimation. Thus the consequences
demonstrates that the given proposed channel method will significantly exceeds the
modern current method.
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2 Channel Estimation Stages

This section represents the explanation for the two-degree channel estimation tech-
nique, and this is contained on this paper pilot-Assisted channel estimation (PACE)
technique anddata-Assisted iterative channel estimation (DAICE) technique.Webest
recognition at the downlink componentwithinside the bigMIMOsystem,wherein the
transmitter segment is about withNt antennas andNr antennas receiver. The channel
which used between the transmitter section and the receiver section is mentioned by
H ∈ CNr × Nt . In this paper, the channel which is not reciprocal due to the fact we
keep in mind the frequency department multiplexing (FDD), and additionally, the
channel is dependable upon the of L̃ time slots with coherence block due to the block
fading channel model.

2.1 Pilot-Assisted Channel Estimation (PACE)

At the preliminary, the coherence fading block which is present inner to Ls time slots
and the pilot S ∈ CNr × Ls which begins off evolved from sender to the receiver
phase and the pilot sign that is acquired is noted as Ys ∈ CNr × Ls is given by

YS = HS + ZS (1)

where Zs ∈CNr × Ls denote the noisematrix. TheMSE values of channel estimation
may be minimized and the channelH is envisioned via way of means of the usage of
the information of pilot S and the obtained pilot sign YS . The illustration of trouble
in channel estimation in a handy shape, we want to say the matrix in vector shape
which is YS = Vec(YS) ∈ CNrLs∗1. Updated received signal Eq. (1) mentioned as,

YS = (
ST ⊗ I Nr

)
h + ZS (2)

By using the obtained sign Ys, the information of the channel estimator with S
pilot is denoted via way of means of F(・) is used to guess the channel h. The
problem in this approach of channel estimator which will be joint problem of the
channel estimator F(・) and pilot S which can be written as,

min
s, F(·) E

[∥∥∥h − ĥs
∥∥∥
2
]

(3)



782 B. P. T. Rajan and N. Muthukumaran

2.2 Data-Assisted Iterative Channel Estimation (DAICE)

This is the next phase channel estimation process in which the pilot S is transmitted,
after the time interval Ld , the data X ∈ CNt × Ld are transmitted to the receiving
side, wherein Ld = L − Ls. The obtained signal Yx ∈ CNr × Ld is given by

Yx = HX + Zx (4)

in which Zx ∈ CNr × Ld represented noise matrix. From the previous stage using
the PACE, the ĥs was obtained. From the first stage of X, we can estimated and it is
termed as X̂ . Now in the second stage, we just take X̂ as the pilot signal and then
we are going to estimate channel h and it is denoted as hX

∧

. The same procedure
is repeated in additional to improve the performance of data detection and channel
estimation until K th iteration.

3 Neural Network Channel Estımatıon Using Deep
Learning

Here we will progress a neural network using DL-based channel estimation scheme.
This channel estimation scheme usingDeep Learning structure consists of two stages
which are represented as DLPACE and DLDAICE.

3.1 DL-Based First Stage Pilot Assisted Channel Estimation
(DLPACE):

To enterprise a pilot S, assume a NNT as a pilot designer, the following consideration
are taken into account: The signal component (ST ⊗ INr)h in (2) that will remove
the noise source ZS can be modeled exactly in the NNT output only when h is the
input of the NNT, and the weight matrix of the NNT is given by (ST ⊗ INr) with
activation functions which is unity and all zero biases. After the whole accepted
received signal YS in (2) can be mentioned by the summation of the output NNT and
the noise function ZS . In the first stage scheme, a NND acts as channel estimator
which is nonlinear F(・) and is represented as NND1. The vector polarization and
weight matrix are present in the m-th hidden layer of NND1 are represented byWm

and am for m = 1, 2,…, M1, respectively.
Let us have in mind that there are M1 hidden layers, then the predicted channel

hs
∧

may be preciously mentioned as

hs
∧

= W0ϕM1(WM1ϕM1−1(. . . ϕ1(W1YS + a1) . . .) + aM1) + a0,
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Fig. 1 Stage 1—DL-based pilot-Assisted channel estimation and Stage 2—DL-based data-
Assisted iterative channel estimation

in which ϕm (・) indicates the mth hidden layer activation capabilities on the given
nodes. Here we practice the rectified linear unit (ReLU) because the characteristics
activation on the nodes of all hidden layers. On the finishing touch of NNT and the
NND1 training, the pilot S in (P1) may be acquired with the aid of using clearly
analyzing the burden matrix (ST ⊗ INr) of the NNT.

3.2 DL-Based Second Stage Data-Assisted Iterative Channel
Estimation (DLDAICE)

As in addition to enhance the performance of the channel estimation,we are in need to
add another NND, that is signifiedwith the aid of usingNND2, as a channel estimator
withinside the second stage. Likewise mentioned in (4), hX

∧

(K), the channel which
is anticipated with the aid of using the usage of the acquired information sign YX

and the estimation of information X̂ (K), that is anticipated with the aid of using the
usage of the LMMSE detector. Then the mixed vector of YX and vec (X̂ (K)) are the
entered onto the NND2 and the result of the NND2 which is anticipated channel hX

∧

(K) as provided in Fig. 1. The unfairness vector and the weight matrix withinside the
mth hidden layer of the NND2 are denoted with the aid of using QM (K) and bM (K)
for m = 1,2,...,M2, respectively. There are M2 hidden layers, the anticipated channel
hX

∧

(K) may be scientifically represented as,

hX

∧(K ) = Q(K )
0 ϕM2

(

Q(K )
M2ϕM2−1

(

. . . ϕ1

(

Q(K )
1

[
Y T
X , Vec

(
X (K )

∧)T
]T

+ b(K )
1

)
· · · ) + b(K )

M2

)
+ b(K )

0

.

3.3 Proposed Scheme Training Method

In the preceding stage, knowledge ofNNTandNND1 for combined layout of the pilot
S and the channel estimator F(・) has been made in which the channel estimation
of MSE is decreased as withinside the P1 (Problem). Then the characteristic loss is
about to be the pattern suggest of squared mistakes as given as,



784 B. P. T. Rajan and N. Muthukumaran

JS = 1

|H | �

[∥∥
∥h − ĥs

∥∥
∥
2
]

(5)

where H indicates the channel samples sets created for exercise purpose. Stochastic
gradient descent (SGD) method is applicable to renew all the biases of the NND1
and weights which is given as θs ← θs − α∇θs Js.

In the following stage, NND2 is educated for manipulating the channel estimator
G(K )(・) such that the channel estimation by MSE may be decreased as mentioned
in the P2 (problem). i.e., the loss feature is ready to imply the pattern of squared
mistakes on the kth iteration is mentioned below:

J (K )
X = 1

|H | �

[∥∥∥h − ĥ(K )
x

∥∥∥
2
]

(6)

The SGD approach is used to replace all of the weights and biases of the NND2
as follows θx ← θx − α∇θx Jx in which θx represents the biases and set of weights
of NND2. The second-degree technique is typically repeated one and continually
converges due to the fact the SGD approach in no way enlarges the price feature
of (7). It is for the reason that the given set of rules converges inside 5 iterations.
Computational complexity is awhole lotmuch less issue in offline gaining knowledge
of due to the fact time isn’t strictly restricted. When the advanced system is skilled,
the pilot S, DL-primarily based totally pilot-Assisted channel estimator F(・), and
DL-primarily based totally data-Assisted channel estimator G(K ) (・) are directly
received through NNT, weight matrix, weights and biases of NND1, and people
of NND2, respectively. In the case of on-line gaining knowledge of the channel
estimation in case of computational complexity, and it may be given as follow;
O((M2 − 1)ηλ2

2, in which η shows the range of repetitions and λi shows the range
of nodes in every NND-I hidden layers.

4 Sımulatıon Results

The simulating results for the massive MIMO structure may be bear in mind with the
pilot strength constraint to be for the reason that Es = LsTPs and additionally with
Nr = 16, Nt = 64, and L = 64. In which T citing the time slot period and Ps citing
the transmit power. At the simulating time can set T = 1 and Ps = 1. In this current
method, set α = 0.001, λ1 = 2NrLs, M1 = M2 = 5, and λ2 = 2(Nt + Nr)Ld . The
signal to noise ratio (SNR) that represented as γ = 1

σ 2 , in which σ 2 = σ 2
S = σ 2

x .
There are over 25 epochs with 110 noise samples and 110 channel samples and
additionally for overall performance assessment makes uses of 104 samples apart
from training samples. In this regard, we are evaluating the proposed method with
the existing scheme to the massive MIMO channel.

From the Fig. 2, we are able to look at the MSE of channel estimation vs SNR is
proven for Ls = 19. By using the check channel samples on this proposed estimation
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of channel scheme, can able to receive the channel estimation of MSE. From this
output of the complete SNR range,we are able to visualize that the proposed approach
produces an improved overall performance than the traditional scheme. This proves
that the proposed scheme, the usage of the pilot, and channel estimator was well
implemented; additionally, the overall performance of the channel estimation is step
by step more suitable with the aid of the DLCE.

In Fig. 3, we can see that the lower limit of the capacity is plotted against the SNR
with Ls = 20. The lower limit of capacity and this lower limit is very close to the
exact capacity mentioned in [6]. We can clearly observed that the current estimation
of channel method achieve better in terms of CLow compared to the existing scheme
for the whole SNR range.

Fig. 2 MSE comparison for
the channel estimation
schemes

Fig. 3 Comparison of lower
bound capacity with SNR
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From Fig. 4, MSE is measured as opposed to Ls, in very huge range of Ls values
(for e.g., Ls > 50). When as compared to the proposed estimation of channel method,
theMean Square Error value of the traditional estimation of channel method is lower.
However, while we examine the Ls and Ld , if the Ls data could be very huge, then
the data transmission time Ld turns to be very small, which will result to smaller
capacity which is represented in Fig. 5.

From Fig. 5, it will plotted between CLow and Ls. When Ls = 19, can able to
visualize the expansion of lower bound of capacity. Since for each of the channel
estimation method, it could be observed that the performance of data rate degrades
one of the two condition if Ls is too short (because of an excessive amount of error
in channel estimation), else if Ls is too long (because of too few remaining resources

Fig. 4 Comparison of MSE
with pilot length

Fig. 5 Lower bound
capacity with pilot length
comparison
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available for data transmission). The complexity of computational for the existing
scheme, which is able to be slightly beyond the complexity of the computational for
the proposed scheme once the parameters from the simulations are considered.

5 Conclusıon and Future Scope

From all, the parameter is considered with the simulation outputs and we can have
a clear cut conclusion that the proposed method which is channel estimation-based
Deep Learning scheme which is represented for the massive MIMO system which
provides an improved performance when compared to the traditional channel esti-
mation scheme. İn the future scope, we can add hybrid precoding design with this
channel estimation scheme to ease the complexity for the MMwave massive MIMO
system.
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Gamification as a Tool in Psychomotor
Development: Case of Study Elementary
School

Carlos Fabián Martínez Vásquez , Genesis Dayana Pinto Almeida ,
Evelyn Paulina Rovalino Ortega , and José David Sillagana Torres

Abstract The following research work deals with the Integratec game and
psychomotor development, with the purpose of helping in the progress of skills
that have been affected during the pandemic, those skills can be evidenced in the
educational, social and family field. The study is focused on verifying the imple-
mentation of games in the educational environment to build up motor, affective and
cognitive areas in students, and this implements the Integratec platform to interact
and improve the learning abilities of schoolchildren. The type of methodology is
experimental and exploratory and analyzing causes and effects, and the approach is
qualitative and quantitative; qualitative, because qualities, behaviors and conducts
were analyzed; quantitative, because data were obtained, tabulated, processed and
interpreted. As for the collection of information, two techniques were applied, the
first one, the survey and the second one, the structured observation together with their
instruments, questionnaire of questions and observation form, directed to teachers
and students of the third year of General Basic Education. The population that was
worked on belongs to the “CEC” Educational Unit with 3 teachers and 30 students
of the third year of General Basic Education. The Chi-square parameter was used to
test the hypothesis. According to the experimentation, it is evident that the teachers
apply games that allow the development of cognitive, affective and motor areas of
the students; however, some students have difficulties at the time of carrying out
activities and games implemented by their teachers.
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1 Introduction

Zamora [1] In your research “Use of the game and the strengthening of motor skills,”
highlights that the game focused on learning allow improving the way students
learn, with the purpose of strengthening skills, such as problem solving, improving
communication, good organization, teamwork, creativity and innovation. In addition,
currently, educational demands are becoming stronger, since educational institutions
require teachers who master technological tools with great efficiency and effective-
ness. For this reason, it is important that teachers are trained and investigate new
technological tools that are used for learning and psychomotor development. Since,
due to the “COVID 19” pandemic, psychomotor development is affected in many
children and adolescents, due to the fact that confinement during the health emergency
prevented them from practicing activities and games that help in the development of
fine and gross motor skills.

The problem for which it was decided to investigate this topic arises because in
Ecuadorian education, it has been shown that the majority of Ecuadorian teachers
have difficulties in the use and implementation of technological tools that are related
to gamification and help psychomotor development, it is for that reason, it has imple-
mented the Integratec digital page to help in the development of emotional, cognitive
and psychomotor aspects of students. It is like this that, the teachers must direct the
game with the contents to teach, it does not have to be a totally free game, since
the teachers must understand and analyze in depth the activities to be implemented
in the classroom for learning to be useful, in order to have a good performance in
attitudes and strengthening the skills of schoolchildren [2].

In addition, children and young people can easily access an endless number
of online games, which in many cases include violent content and inappropriate
language, that with carries to physical and verbal violence in the individual, which
can later be reflected in the family, school or social environment. For this reason, the
teachers in the educational field must investigate, select and adapt games and activi-
ties that generate meaningful learning and do not generate undesirable behaviors in
their students [4].

Gamification as a tool in psychomotor development is defined as the technique
that favorsmeeting the proposed objectives through the implementation of innovative
games that can be played in any space, in order to get students to observe, explore,
participate and acquire significant learning through the use of their body parts “fine
and gross motor skills” developing skills that will be useful in the environment in
which they find themselves. The game is important in the educational field for the
development of skills of children and young people, since they are the ones who play
the most during their growth, which means that through educational processes, the
subjects are becoming aware of the real [4].

According to Pinto [2] who mentions that: The Integratec game is found on the
digital page strikingly, whose software has a set of instructions redirected to be
practical in a virtual or face-to-face way, thus integrating documents, videos, games
of brain gymnastics, mental, memory, riddles and even stories. The page provides
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access to other pages that allow interaction through games for the development of
cognitive and motor skills. Thus, the Integratec game must be expanded at the school
level and be discussed among teachers about its advantages and disadvantages, in
order to maximize its potential and be used to teach most content.

2 Methodology

The ADDIE methodology was used for the development of the research work.
“Analysis, Design, Development, Implementation and Evaluation (Fig. 1).”

Memory games: In the main menu, there is a button called memory game, directing
to a web page “Arbol ABC,” where there are memory activities that allow interaction
between teacher and student, as well as an interactive video to implement it virtually
or in person (Fig. 2).

Mental games: Inside this option, there are activities that stimulate the different
types of memory, either to short, medium or long term (Fig. 3).

Stories: Inside this section, there are activities that help the development of imagi-
nation and creativity, in order to get into real events or a fictional world to generate
good attitudes, values and ethical concepts in students (Fig. 4).

Riddles: This section presents contents that allow students to analyze, reflect and
give an answer that may or may not be correct (Fig. 5).

Fig. 1 Integratec platform menu
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Fig. 2 Memory games

Fig. 3 Mental games

Brain gymnastics: Inside this option, there are documents and videos that provide
indications to implement this activity in class, since it allows the brain to be activated,
and so the student learns in an entertaining way (Fig. 6).

Videos: The Integratec platform consists of videos compiled from the YouTube
platform showing brain gymnastics activities, stories, riddles, mental and memory
games that allow the integral development of individuals (Fig. 7).

Documents: The Integratec platform contains files, such as; stories, brain gymnastics
and riddles that can be downloaded or viewed from theweb browser, with the purpose
of carrying out activities that motivate children and young people in the classroom
(Fig. 8).
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Fig. 4 Stories

Fig. 5 Accessing the riddles

Evaluation: The application of the observation form was considered, with the
purpose of verifying the Integratec platform was valid or rejected within the study
population, with the objective of investigating the impact of the contents it provides
in the educational field and how individuals perceive such usefulness (Fig. 9).
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Fig. 6 Brain gymnastics

Fig. 7 Videos

Fig. 8 Documents

1 2 

0 0 0 

33.33% 
66.66% 

0% 0% 0% 0%

100%

Very o�en Frequently Occasionally Rarely Never

Frequency Percentage

Fig. 9 Implementation of games. By Martínez C. (2022)
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3 Results

1. How often do you implement games in class?
See Table 1.

Analysis and Discussion
Out of a total of 3 teachers surveyed, which represents 100%, 2 (67%) affirm that
they implement games in class very frequently, while 1 (33%) indicates that they
implement them frequently. This makes it possible to establish that very frequently
and frequently the teachers of the third year of EGB of the “CEC” Educational
Unit implement games in class, which is a positive aspect, since through games the
children can learn, discover and strengthen new skills.

2. How often do you use innovative strategies to encourage play and strengthen
psychomotor development?

See Table 2 and Fig. 10.

Analysis and Discussion
Of a total of 3 teachers surveyed, 67% says that they frequently use innovative
strategies to promote the play and strengthen psychomotor development, while 33%
indicate that they use them very frequently. This allows us to establish that teachers
very frequently and frequently use innovative strategies to promote the play and
strengthen psychomotor development, so demonstrating their concern for promote
the development of their students in terms of their learning and development of
different types of skills.

Table 1 Implementation of games frequency percentage

Frequency Percentage (%)

Very often 2 67

Frequently 1 33

Occasionally 0 0

Rarely 0 0

Never 0 0

Total 3 100

1 2 

0 0 0 

33.33% 66.66% 

0% 0% 0% 0%

100%

Very o�en Frequently Occasionally Rarely Never

Frequency Percentage

Fig. 10 Strategies to promote the play. By Martínez (2022)
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Table 2 Strategies to promote the play

Frequency Percentage (%)

Very often 1 33,33

Frequently 2 66.66

Occasionally 0 0

Rarely 0 0

Never 0 0

Total 3 100

3. Gives his best during the game (Table 3 and Fig. 11).

Analysis and Discussion
Of a total of 30 children observed, representing 100%, 14 students (46%) almost
always give their best during the game; 8 (27%) always give their best; 5 (17%)
sometimes; 3 (10%) rarely; and 0% (0%) never. This makes it possible to establish
that most of the children contribute their best during the game implemented by the
teacher, while a minority sometimes and rarely contributes their best, which means
that most of the students like to participate in activities implemented by the teacher.

4. Easily integrated into the games implemented by the teacher (Table 4 and
Fig. 12).

8 14 5 
3 

27% 46% 17% 10% 

Always Almost always Some�mes Rarely

Frequency Percentage

Fig. 11 Gives the best in the game. By Martínez C. (2022)

Table 3 Gives the best in the game

Frequency Percentage (%)

Always 8 27

Almost always 14 46

Sometimes 5 17

Rarely 3 10

Never 0 0

Total 30 100
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11 12 4 3 

37% 40% 13% 10% 

Always Almost always Some�mes Rarely

Frequency Percentage

Fig. 12 Easily integrated to the games. By Martínez C. (2022)

Table 4 Easily integrated to the games

Frequency Percentage (%)

Always 11 37

Almost always 12 40

Sometimes 4 13

Rarely 3 10

Never 0 0

Total 30 100

Analysis and Discussion
From a total of 30 boys and girls observed, representing 100%, it is obtained that 12
students, representing 40%, almost always integrate easily to the games implemented
by the teacher; 11, representing 37%, always integrate easily; 4, representing 13%,
sometimes; 3, representing 10%, rarely; and 0%, never. This allows us to establish
that most of the students integrate easily in the games implemented by the teacher;
while there are few students who have difficulty in integrating. This may be due to
the fact that the children did not pay adequate attention, or there was a distractor,
causing them not to understand the activity implemented by the teacher.

Verification of Hypotheses
For this research, it was essential to verify the hypothesis by means of the Chi-square
statistic, based on two questions representative of the research study; the questions
are based on the object of study and the results shown by the experiment. Item 2
“gives the best of himself during the game” identified with the Independent Variable
(Integratec Game) and Item 6 “executes activities in a coordinated manner and with
adequate control of strength and muscle tone such as throwing, catching and kicking
balls” represented with the Dependent Variable (Psychomotor Development) were
taken into consideration.

Data collection and statistical calculation
Frequency of observed and expected values

Contingency table. Gives the best of himself during the game. * Executes activities in a
coordinated manner and with adequate control of strength and muscle tone such as throwing,
catching and kicking balls

(continued)
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(continued)

Executes activities in a coordinated
manner and with adequate control of
strength and muscle tone such as throwing,
catching and kicking balls

Total

Rarely Sometimes Usually Always

Gives the best
of himself
during the
game

Rarely Recount 2 1 0 0 3

Frequency
spread

0.2 0.4 0.6 1.8 3.0

Sometimes Recount 0 3 2 0 5

Frequency
spread

0.3 0.7 1.0 3.0 5.0

Usually Recount 0 0 4 10 14

Frequency
spread

0.9 1.9 2.8 8.4 14.0

Always Recount 0 0 0 8 8

Expected
frequency

0.5 1.1 1.6 4.8 8.0

Total Recount 2 4 6 18 30

Expected
frequency

2.0 4.0 6.0 18.0 30.0

4 Conclusions

The play is an essential activity that should be implemented in the classroom,
since due to several factors; schoolchildren do not develop their cognitive, motor
and affective skills satisfactorily, making it impossible in many cases to acquire
knowledge.

In general, the students who have not developed basic skills have difficulties when
participating in activities and games carried out by the teacher. Most of the students
in the two parallel years of the third year of General Basic Education have developed
the psychomotor aspect; however, there are students who still need to strengthen
these skills, which are importance for the child to continue advancing in his or her
integral development.

The technology in the contemporary world has made it possible to develop
contents in an entertaining way, so teachers in the educational field should direct
games and activities that make it possible to strengthen abilities and skills, so that
schoolchildren awaken their curiosity, liveliness and become self-confident.
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The Implementation of Octave-S
in the Risk Management Measurement
of Information System in the Department
of Communication, Informatics,
and Statistics

Oggsa Sukardi, Ford Lumban Gaol, and Tokuro Matsuo

Abstract An information system is an important part in an organization to support
business processes and to achieve its vision and mission. The information system
nowadays has been one of the assets that ought to be protected by an organization.
The Department of Communication, Informatics, and Statistics has the information
systemsupporting its various operational activities. In order to protect the information
system,OCTAVE-Smethod as themanagementmethod is used. It is expected that the
OCTAVE-S method can manage the risks to the information system as the asset by
specifying the possible risks and developing countermeasures and mitigation plans
for each of the risks.

Keywords Information system · Risk management · OCTAVE-S

1 Introduction

The development of technology in state of institutions is increasing and thus, the
necessity to acquire information is also increasing in terms of its accuracy and time
efficiency [1]. To integrate the information system into the service activities, the
support of proper Information Technology (IT) assets is needed [2]. Each of those
assets has a role in supporting the stability of IT services in the office of The Depart-
ment of Communication, Informatics, and Statistics. If one of the assets encounters
an unexpected problem, the whole given IT services will be affected, and therefore,
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the riskmanagement of IT assets is needed.However, the conducted riskmanagement
is still passive nowadays [3].

One of the methods to conduct the risk assessment is the OCTAVE method [4].
It is expected that with this research, the IT provider in the office of The Depart-
ment of Communication, Informatics, and Statistics will be more aware of the risk
management importance for the IT assets and will be able to give supports to arrange
strategies in order to prevent the possible threats in the information system and
its infrastructure supporting The Department of Communication, Informatics, and
Statistics [5].

2 Research Method

This research is conducted through several stages [6, 7]. The first stage is by
conducting a preliminary study, which is finding articles, books, and other sources
related to the research topic as well as learning the information about a company.

Based on the above diagram about the framework, it can be explained that the risk
management processes in the information system at The Department of Communi-
cation, Informatics, and Statistics use the OCTAVE-S method with its three main
phases, which are:

1. Building threat-based asset profiles
2. Identifying infrastructure vulnerabilities
3. Developing security strategies and plans.

3 Discussion

3.1 Building Threat-Based Asset Profiles (Model
of OCTAVE-S Phase 1)

This stage aims to know the measure of the risk impacts that will be undergone
by The Department of Communication, Informatics, and Statistics. To know the
measure of the risk impacts, the data collection is done through the process of filling
questionnaires together with the written questions to the staff of The Department of
Communication, Informatics, and Statistics. The results of the questionnaires and
the written questions will be examined in order to produce a formulation of the risk
impacts that will be undergone by The Department of Communication, Informatics,
and Statistics [8].

In the guideline of OCTAVE-S model from Alberts et al. (2005), three stages of
risk impacts can be undergone by an organization. They are Low Impact which is
the lowest stage of risk impacts, Medium Impact which is the intermediate stage
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of risk impacts, and High Impact which is the highest stage of risk impacts in an
organization [5].

In formulating the risk impacts on the aspect of productivity, the level formula-
tion of risk impacts should refer to staff’s extra working hours with the intention
to cope with the existing risks in The Department of Communication, Informatics,
and Statistics [9]. Risk Impacts on the Aspect of Reputation is given in Table 1. The
data about the staff’s working hours in The Department of Communication, Infor-
matics, and Statistics are taken based on the results of the answers from the questions
and questionnaires filled by The Department of Communication, Informatics, and
Statistics. Risk impacts on the aspect of productivity is given in Table 2.

The next step is to identify information assets of The Department of Communi-
cation, Informatics, and Statistics. The assets of the information system are arranged
in a form of Table that delineates the role of each information system owned by The
Department of Communication, Informatics, and Statistics in running its service role.
The information system assets of The Department of Communication, Information
and Statistics is given in Table 3.

Besides the information system asset, employees as assets are also included in
the OCTAVE-S process which will become one of resources to do the analysis of
the existing risks. In The Department of Communication, Informatics, and Statistics,
the IT staff work together to build and support the development of the information
system as well as to keep the system running in a stable pace.

The next step is to do security evaluation in The Department of Communication,
Informatics, and Statistics for which OCTAVE-S has 15 activities employed to iden-
tify security practices of the information system. In determining security practices
of an organization, the security practice value is symbolized by color cards of which

Table 1 Risk impacts on the aspect of reputation

Reputation of
Services

Low impact Medium impact High impact

Reputation The reputation is
barely affected
and needs no
effort to recover
the reputation

The reputation
decreases and is
badly impacted so
that an action and
cost is needed to
recover the
reputation

The reputation
becomes
considerably bad
so that it is almost
impossible to
recover

Table 2 Risk impacts on the aspect of productivity

Productivity

Impact type Low impact Medium impact High impact

Staff’s working hours Staff’s working hours
are added 1–3 h per
day in order to cope
with risk impacts

Staff’s working hours
are added 3–6 h per
day in order to cope
with risk impacts

Staff’s working hours
are added 6 h per day
in order to cope with
risk impacts
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Table 3 The information system assets of The Department of Communication, Informatics, and
Statistics

Information system and applications

No System Information Application and
services

Other assests

1 Jaga Riau APBD (Regional Income
and Expenditure Budgets) of
Riau Province and the data
of schools in Riau Province

• PHP 7
• MySQL

2 e-office The data of letters and
administrations related to
DISKOMINFOTIK of Riau
Province

• PHP
• XML
• SQL Server

3 e-Absen The data of the staff’s
attendances in
DISKOMINFOTIK of Riau
Province

• PHP
• SQL Server

e-office

4 Streaming Riau Live streaming of the
existing activities in the
Regional Government of
Riau Province

• PHP
• SQL Server

each of the cards represents the implementation level of the security practices based
on qualities in TheDepartment of Communication, Informatics, and Statistics. Based
on the evaluation results of 15 security activities, it can be concluded through the
following graphic:

Based on the Fig. 1, it can be concluded that most of the security practices with
OCTAVE-S model conducted in The Department of Communication, Informatics,
and Statistics are in the category of dissatisfaction (42 activities are in the red status)
meaning that most of the security activities have not been yet implemented well
by The Department of Communication, Informatics, and Statistics. On the other
hand, the yellow status has 28 activities while the green status has 3 activities. This
security evaluation data has been obtained from some respondents that are associated
and have knowledge of security practices, and the data obtained is calculated using
the Likert Scale method.

The next step is to determine the critical assets. Based on the guideline of
OCTAVE-S model and questionnaires filled by The Department of Communication,
Informatics, and Statistics, the security needs for important assets in The Depart-
ment of Communication, Informatics, and Statistics are divided into three categories,
which areConfidentiality, Integrity, and danAvailability. The following identification
result of security needs is for critical assets of The Department of Communication,
Informatics, and Statistics. Identification of the needs for e-office critical assets are
given in Table 4.
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Fig. 1 Graphic of security practices in The Department of Communication, Informatics, and
Statistics

Table 4 Identification of the needs for e-office critical assets

Critical assets Selection basis Description

e-office The reason is that this system
makes the staff easily perform the
delivery of reports on service
activities, financial statements, and
letters of administrative service as
well as makes the staff who serve
out of town easily access
information and documents so that
they do not have to be in the office
to do so. This kind of system is the
most accessed asset by the party of
The Department of
Communication, Informatics, and
Statistics

All the employees in Riau
Province

Related assets Security requirements Security requirements focus

Information:
Information of reports on
service activities
Information of letters of
service

Confidentially:
Information of service activities
may only be accessed by the
employees who have the
authorization to their account

Confidentially
Availability

Financial:
Information of APBD
(Regional Income and
Expenditure Budgets)

Integrity:
The stored data of reports and
information have to be clear and
suitable for the used necessities

Services and
Application:
Database: My SQL
Tools: Notepad + + ,
Sublime
Server: Xampp

Availability:
The access to this system has to be
available wherever the employees
are as well as easy to access by the
employees so that every letter can
be quickly verified
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Table 5 System of interest, access points, and system access by people

Component class Access path Hardware

Server Internal network Internal PC

External network Laptop

External PC

3.2 Identifying Infrastructure Vulnerabilities (Model
of OCTAVE-S Phase 2)

This stage is a process of identifying how an actor can access the important assets
in The Department of Communication, Informatics, and Statistics. Based on the
results of questionnaires and analyses referring to the guideline of OCTAVE-Smodel
from Alberts, C., et al. (2005), it can be concluded that the system which is in
the closest relation with the important assets of information in The Department of
Communication, Informatics, and Statistics is e-office information system [10].

The following table explains about the components related to the critical assets of
TheDepartment of Communication, Informatics, and Statistics. These data are based
on the results of an interview with The Department of Communication, Informatics,
and Statistics [11].

Based on the Table 5, the e-office information system can be accessed by both
internal and external networks. In the internal network, hardware that can access the
assets is PC connected to the internal network of TheDepartment of Communication,
Informatics, and Statistics. Meanwhile in the external network, outsiders can access
the assets by using an Internet network. Server, which is the class component, is used
as the location of e-office information system stored and utilized as the database of
this system.The server has public IP in order that the e-office systemcan be accessible
for other services by using an Internet network [12].

3.3 Develop Security Strategies and Plans (Model
OCTAVE-S Fase 3)

Based on the evaluation of threats and risks in The Department of Communication,
Informatics, and Statistics, the next step is to determine mitigation plans of the risks.
The risk mitigation plans are established from the result of the discussion with IT
staff in The Department of Communication, Informatics, and Statistics and the one
with experts in relation to the existing important assets. The further mitigation plans
are as follows [13].

1. Awareness of Security and Training

In this aspect, the neededmitigation is to conduct a training related to the information
security and important asset for all the staff in The Department of Communication,
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Informatics, and Statistics so that the staff’s awareness of security and responsibility
can be well increased. Moreover, the training should be conducted periodically in
order to continuously increase the knowledge of information security along with the
development of information technology.

2. Security Strategies

In this aspect, the needed mitigation is to arrange the strategies for the organization
by incorporating elements of the security information. The elements of the secu-
rity information should be linked to the vision and mission of The Department of
Communication, Informatics, and Statistics so that the arranged strategies will refer
to the vision and mission consistently. The strategies are periodically re-reviewed so
that the result of the review will create a new strategy which is more integrated with
the security.

3. Security Policies and Regulations

In this aspect, the mitigation in The Department of Communication, Informatics, and
Statistics should have clearly documented regulations and StandardOperating Proce-
dure (SOP) in executing security actions or accesses to information. The arranged
regulations can refer to the existing state constitution and be communicated with the
head of department so that the regulations can be well socialized to the staff of The
Department of Communication, Informatics, and Statistics.

4. Collaborative Security Management

In this aspect, The Department of Communication, Informatics, and Statistics should
have policies and regulations of the use of vendor services in doing the efforts for
the information security. The role of security and vendor’s responsibilities ought to
be determined and documented in line with the security policies of The Department
of Communication, Informatics, and Statistics.

5. Management Plans for Disasters

For themitigation activities in this aspect, TheDepartment of Communication, Infor-
matics, and Statistics should conduct an analysis of the operational activities related
to the existing information system and important data so that the result of the analysis
can be documented and monitored.

6. Security Monitoring and Auditing

In this aspect, The Department of Communication, Informatics, and Statistics should
conduct the process of auditing periodically in order to ensure whether the security
strategies have run in line with the established regulations as well as the vision
and mission of The Department of Communication, Informatics, and Statistics.
The anomalous findings are analyzed and given an action to prevent the occur-
rence of threats which can disturb the business processes of The Department of
Communication, Informatics, and Statistics.



808 O. Sukardi et al.

The activities of risk mitigation will run well if The Department of Communica-
tion, Informatics, and Statistics follows the following things [10]:

1. The mitigation process is conducted consistently.
2. The support of the head of department is available.
3. The support of IT staff who participate in the mitigation process is available.
4. The policies or standards in conducting specific things which have a high-risk

value are realized.
5. The training for the staff who have weak security awareness is held.

4 Conclusion and Suggestion

4.1 Conclusion

Based on the result of the research conducted in The Department of Communication,
Informatics, and Statistics, it is conclusive that:

1. The Department of Communication, Informatics, and Statistics has not yet
implemented the risk management of IT assets specifically the information
system.

2. After the measurement with OCTAVE-S has been conducted, the possible risks
in The Department of Communication, Informatics, and Statistics are in the
aspects of Security Awareness and Training, Security Strategy, Security Policies
and Regulations, Collaborative Security Management, Contingency Planning/
Disaster Recovery, Physical Access Control, Monitoring and Auditing IT Secu-
rity, Authentication and Authorization, Vulnerability Management, Encryption,
Architecture and Design of Security, Incident Management.

3. Mitigation on the IT assets specifically the information system inTheDepartment
of Communication, Informatics, and Statistics is done by the following ways:

(a) Conducting periodic security training followed by the all staff as well as
reviewing the security knowledge.

(b) Conducting documentation of the existing policies and regulations incorpo-
rating the elements of security and the existing vision and mission and then,
socializing the regulations to the all staff and existing vendors.

(c) Consistently performing activities of auditing and security monitoring in
order to ensure whether the security strategies have been well conducted in
line with the established policies and regulations as well as to take an action
when there are anomalous activities.

(d) Making and conducting socialization to formal procedures related to autho-
rization and authentication toward rights of the access to the existing impor-
tant information so that the use of information can be well handled and
documented.
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4.2 Suggestion

Based on the explanation of the conclusion, the proposed suggestions are as follows:

1. To protect the IT assets in The Department of Communication, Informatics, and
Statistics, companies can implement the risk management of the IT assets so that
the impacts of the risks can be minimalized.

2. Companies can follow the mitigation process identified with the OCTAVE-S
method by arranging formal procedures, conducting documentation of every
management activity of IT assets, and providing training for staff and the third
parties.

3. To decrease risk possibilities measured with the OCTAVE-S method in this
research, The Department of Communication, Informatics, and Statistics can
measure the risks with the OCTAVE-S method routinely based on the schedule
determined by companies.
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Data Protection Using Scrambling
Technique

Pothuka Madhuri and E. Prabhu

Abstract Nowadays, securing information is one of the major concerns. It deals
with preventing the data from unauthorized access, modification, cloning, attacking,
and tampering. As a result, many cryptography algorithms such as AES, DES, RSA,
and blowfish have been developed to overcome all threats and to improve security.
But then, fast growth in computers may threaten these cryptography algorithms. This
paper proposes two levels of security wherein data passes through two phases: one is
encryption, and the second one is through scrambling. At the encryption phase, data
is encrypted based on the array of elements that are considered. At the scrambling
phase, the data is scrambled based on the proposed scrambling algorithm. This paper
considers three performance metrics: time, space, and security.

Keywords Encryption · Decryption · Scrambler · De-scrambler · Prime number ·
Hardware Trojan · Verilog hardware description language · QuestaSim 10.4e

1 Introduction

Cryptography [1] is the technique of information security that deals with modifying
data in such a manner that it is comprehensible to someone who is unaware of a
secret. Modern cryptography is mostly based on mathematical computations. For
modern computers, it is simple to perform those computations with a key, but then
it is difficult enough to guess in the absence of the same key. Which means the true
security of the data is determined by the encryption key employed. For example, if
the algorithm uses a length of 4 bit key, the possible key combinations are 16. As a
result, 16 different combinations must be explored in order to expose the information
via a brute force approach.

Cryptography is categorized into two types: symmetric key algorithms and asym-
metric key algorithms. Symmetric key algorithms [1] are concerned with a single
key. The same key is used for both encryption and decryption. The key is sent to
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those who require access to the data. Security is entirely dependent on the key used
in this case. Any unintentional exposure of the key to non-authorized people results
in the compromise of the entire system. The only shortcoming of the symmetric
key technique is that it requires a secure key exchange, making it ideal only for
safeguarding data for an individual or a small number of individuals. A few of the
symmetric algorithms are: Data Encryption Standard (DES),Advanced Encryption
Standard (AES), blowfish, and twofish [2].

Asymmetric key algorithms encrypt and decrypt data using a pair of keys. The
keys are classified as either public or private. The private key is kept secret by the
owner and is used to decrypt the encrypted data with the public key, which is freely
available to everyone in the public domain. The data encrypted with the private key
may be decrypted with the public key. To verify this, only the user of the private
key is able to encrypt data. Because asymmetric key algorithms do not rely on a
single key, they are more secure than symmetric algorithms. The key problem with
asymmetric algorithms is that they are computationally expensive,whichmakes them
difficult to use often within a process [3–6]. The three key criteria that separate a
good algorithm from a bad algorithm are time, space, and security. The application
in which the algorithm is utilized is critical in deciding which algorithm to employ.
In this paper, we offer a method in which data passes through two phases: the first
encrypts the data, and the second scrambles it.

The motivation behind implementing the scrambling technique is, all the above
algorithms mentioned are using the concept of key for encryption and decryption of
the data. Whereas, the scrambling is a different technique to secure the information
where no key is used. As per the proposed algorithm the data changes based on the
scrambler and based on the user defined prime numbers considered for encryption
process. So, to reverse engineer and get the actual data information the attacker needs
to go through huge number of permutations and it is even hard to go through all the
iterations and come to the conclusion about the actual data.

The entirety of the paper is structured as follows: Sect. 3 introduces the proposed
methodology, Sect. 4 outlines the attack on proposed scheme, Sect. 5 discuss the
performance metrics, Sect. 6 explains the results and discussions, and Sect. 7 covers
the conclusion.

2 Literature Survey

Theencryption is amost used technology for protecting the sensitive information.The
analysis of the different types of encryption algorithms are done as a part of literature
survey. Let’s discuss about theAES [2] algorithmfirst. To encrypt sensitive data, AES
is used in hardware and software around the globe.AsymmetricKeyEncryption is the
name given to the encryption technique when distinct keys are used to both encrypt
and decrypt the data. Even if the keys are distinct, they are mathematically related,
making it possible to recover the plain text by decrypting the cipher text. In this
system, each user is required to have a set of two dissimilar keys a, private key and a
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public key. When one key is used for encryption, the other may be used to decode the
cipher text and restore the original plain text. These keys are mathematically related.
It demands that the private key be kept a closely guarded secret and the public key
placed in a public repository. Consequently, this encryption method is also known
as public key encryption. Although the user’s public and private keys are related, it
is computationally impossible to distinguish one from the other. This is a benefit of
the plan. When Host1 has to transfer information to Host2, he gets the recipient’s
public key from the repository, encrypts the information, and sends it. The plain text
is extracted by Host2 using his private key. The amount of processing power needed
by a computer system to operate an asymmetric algorithm is greater. Coming to the
DES [2], the popularity of the DES has been discovered to be somewhat declining as
a result of the discovery that DES is susceptible to very strong assaults. Since DES
is a block cipher, it encrypts data in blocks of 64 bits each. As a result, DES receives
64 bits of plain text as input and outputs 64 bits of cipher text. With a few minor
variations, the same method and key are utilized for encryption and decryption. And
about RSA [2]. The concept of RSA is based on the fact that big integers are hard
to factor. The public key is made up of two numbers, one of which is the product
of two enormous prime numbers. The same two prime numbers are also used to
create the private key. Therefore, the private key is compromised if someone is able
to factorize the huge integer. As a result, the key size completely determines how
strong an encryption is, and doubling or tripling the key size significantly boosts
encryption strength. RSA keys may normally be 1024 or 2048 bits long, however
experts think that keys with 1024 bits could be cracked soon. But as of right now, it
appears to be an impossible feat [7, 8]. Obfuscation technique and Hardware Trojan
detection techniques with different methods are discussed in [9–11].

3 Proposed Methodology

According to Fig. 1, the proposedmethodology ismade up of four blocks: encryption,
scrambler, de-scrambler, and decryption. Let’s start with the block diagram before
digging into the functionality of each block. First, the input data is fed into the
encryption block. Where the data is encrypted in the format based on the proposed
scheme outlined in Sect. 3.1. Then the encrypted data is fed to the scrambler, where
the data is scrambled based on the proposed algorithm discussed in Sect. 3.2. Then
to the de-scrambler and the decryption block and detailed explanation about the
de-scrambler and decryption blocks functionality is discussed in Sects. 3.3 and 3.4.

3.1 Encryption

Encryption is the process of changing information or data into another format in
order to prevent unauthorized access to the data. In the proposed encryption scheme,
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Fig. 1 Block diagram of
proposed methodology

Table 1 Prime numbers consideration for encryption

a(0) a(1) a(2) a(3) a(4) a(5) a(6) a(7)

Prime
Numbers

2 5 3 11 7 23 19 31

Input
Data

0 1 0 0 1 1 0 1

Result 5 × 7x23 × 31 = (24,955)10 = (110_0001_0111_1011)2

the data is encrypted based on the array of prime number elements selected by the
user. Let’s consider an example. Suppose the input data is an 8-bit binary number as
follows: (01,001,101)2. Create an array with eight unique prime numbers: e.g., a(8)
= 2,5,3,11,7,23,19,31 arranged in a specific order. Above the 8-bit binary number,
a prime number must be assigned to each bit, as shown in Table 1. Then multiply
the prime numbers that are positioned bit 1 that results in (110000101111011)2. The
resultant data is the encrypted data. If you compare the encrypted data and actual
data, the encrypted data is longer than the actual data. For different data inputs, the
encrypted data varies, and the length of the results will be different.

So, here, to standardize the block size, we consider the maximum possible value,
i.e., the result of the multiplication of all array elements. Max = (2 × 5x3 × 11x7
× 23x19 × 31) = (31,293,570)10. If we convert the decimal to binary, it results in
25 bit data (1110111011000000010000010)2. If the array elements are considered
as Table 1, then the block size should be 25 bits long. If the array of the elements
varies, the block size will also vary. Now the result of encrypted data becomes
(0000000000110000101111011)2 instead of (110000101111011)2.

The proposed encryption scheme converts the input data based on the array of
prime numbers considered and, by performing the multiplication of each block of
prime numbers, results in the encrypted data.

3.2 Scrambler

As the encrypted data is input into the scrambler block, The 25-bit encrypted data is
scrambled using the proposed algorithm. The proposed methodology for the scram-
bler and de-scrambler are performed as follows: The encrypted data obtained from
the encryption block is act as an input to the scrambler as depicted in the Fig. 1 and
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the encrypted data can either be even or odd. There are certain slight modifications
that has to be understood between them.

When encrypted data is EVEN: Firstly, it is necessary to index all bits starting from
the LSB. Differentiate the data by position of bits and classify them into two groups:
even position bits into one group and odd position bits into another. Consider the
group that contains odd bits of the data, reverse these bits and then finally concatenate
them with the even bits. The reversal operation performed earlier is called Scram-
bling, which is responsible by the ‘Scrambler’. The data obtained at this point is
called as the ‘scrambled output’. Final step is to de-scramble the output obtained by
the scrambler. In de-scrambler the bits are re-ordered first from the MSB and next
from the LSB. Repeat this to all the elements to complete the process.

Similarly when the encrypted data is ODD: Repeat the same scrambling process
that is opted when encrypted data is even, now get the scrambled data. De-scrambler
varies slightly when the considered encrypted data is odd that is described in the
Sect. 3.3. This is repeated for all the elements.

3.3 De-scrambler

The scrambled data is input to the de-scrambler. Even if it is an odd branch or even
a branch, till scrambling step, the procedure is the same.

The algorithm varies in the de-scrambler step. Here in the de-scrambler, the shuf-
fling of the scrambled bits happens. It depends on the encrypted data. If the encrypted
data is odd, the shuffling will start from the LSB first. If it is even, the shuffling starts
from the MSB. As an example suppose the scrambled data that need to process is of
8-bit length and let’s consider the scrambled data as: arr = 10110100.

If the encrypted data is EVEN the shuffling of the scrambled data starts from
“MSB” i.e., arr[8],arr[0],arr[7],arr[1],arr[6],arr[2],arr[5],arr[3],arr[4] which resulted
the de-scrambled output as: 1000110.

If the encrypted data is ODD the shuffling of scrambled data starts from
“LSB” i.e.,arr[0],arr[8],arr[1],arr[7],arr[2],arr[6],arr[3],arr[5] which resulted in the
de-scrambled output as: 01001101.

3.4 Decryption

The de-scrambled data is input to the decryption block. Conversion of encryption data
to normal basic data requires the decryption process to be performed. So, to retrieve
the original data, we divide the de-scrambled output, i.e., (24,955)10 by all the prime
numbers that are considered while encryption. From Table 2, we realize that there
are four ones in the locations a(1), a(4), a(5), a(7). These array bit positions are filled
with ones and the remaining bit positions are filled with zeros. In encryption, data
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Table 2 Decryption mechanism

a(0) a(1) a(2) a(3) a(4) a(5) a(6) a(7)

Encrypted data (24,955)10

Divisible prime numbers 2 5 3 11 7 23 19 31

Input data 0 1 0 0 1 1 0 1

is encrypted by performing multiplication, and in decryption, data is decrypted by
performing division.

4 Trojan Attack on the Proposed Methodology

Hardware Trojan [3–6] attacks on integrated circuits have emerged as a key security
problem.These attacks include untrustworthy personnel, design tools, or components
modifying an IC during design or manufacture in an untrustworthy design house or
foundry. These assaults take the form of malicious alterations to electronic hardware
at various phases of the integrated circuit’s life cycle. Such changes can cause an
IC to behave in an unexpected way or enable covert channels or back doors through
which sensitive information can be exposed. With varied activation mechanisms
referred to as triggers which triggers the Trojans and impacts referred to as payloads
as the impact on the Trojan trigger will effect the payload, the number of potential
Trojans for an IC of modest complexity can be inordinately enormous. An adversary
might launch such an attack with the goal of causing operational failure or leaking
sensitive information from inside the chip. As illustrated in the Fig. 2, the Hardware
Trojan structure is made up of trigger logic and payload logic. To activate the Trojan,
the trigger logic is employed as a trigger. When the Trojan is triggered, it modifies
the real signal and has an influence on the payload data. Such malicious additions
behave as “spies or terrorists on a chip,” and can be incredibly strong, potentially
causing disastrous repercussions in a variety of applications. These harmful circuits
have been termed “hardware Trojans” in contrast to software Trojans, which attack
a computer’s operating system (OS).

The name is derived from a mythical episode attributed to the ancient Greeks
during the Trojan War, in which the Trojan army was given a wooden horse, which
they took into their city walls without understanding the enemy (Greek) soldiers
were hidden inside the hollow horse. The seemingly trustworthy horse morphed into
a strong and wicked weapon that had a significant impact on the outcome of the
Trojan war. A hardware Trojan mainly have two key characteristics, similar to its
mythological analogy as described:

1. It should posses to have a malicious intent.
2. It should escape detection throughout the post-manufacturing test/validation

phase.
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Fig. 2 Hardware Trojan

The current economic situation exacerbates the vulnerability to Trojan attacks.
The trigger mechanisms in the hardware Trojan are divided into two types: analog
and digital. In this research, the focus of study is on digital Trojans. Again, digital
Trojans are divided into two types: combinational and sequential. Combinational
Trojans deals with the fact that if a change in the inputs are detected, the output
is activated. Sequential Trojans, on the other hand, are triggered when a certain
sequence occurs.

The FSM [12, 13] based sequential attack is performed by inserting the sequential
Hardware Trojan [14, 15]. In the design phase of the IC life cycle, the hardware
Trojan is inserted. The Finite State Machine (FSM) based Trojan attack is proposed
as shown in Fig. 3. As the FSM processes the serial data only. It is not possible to
fed the parallel data from the scrambler. So, Parallel in Serial Out (PISO) is used to
convert the parallel data to serial and fed the serial data to the FSM. The PISO is a
shift register which stores the data, and the data is delayed by number of stages times
the clock period and shifts for every clock cycle. It enables the parallel data loading
into all stages prior to any actual shifting takes place. The serial data from PISO is
fed to the FSM. And FSM is designed in such a way that if a particular sequence is
detected, then the Trojan trigger will occur. The FSM output acts as a select line to
the multiplexer, where the multiplexer is supposed to send the corrupted data from
the memory or actual scrambler data to the de-scrambler block based on the FSM
output depicted in Fig. 3.

5 Performance

The performance section deals with the performance metrics that are considered. In
this paper, time, space, and area are targeted as performance metrics.
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Fig. 3 Hardware Trojan insertion on proposed methodology

5.1 Time

The time criteria are determined by the prime numbers that the user considers during
the encryption and decryption procedure. When higher digit prime numbers are
used, the computation of multiplication takes time during the encryption process,
and division takes time during the decryption process. So, if time is an essential
element for the user, he or she must pick prime numbers carefully.

5.2 Space

The space criteria depend on how many prime numbers to choose and the values
that have been chosen. Suppose ‘x’ ranges from 1 to 8. If x = 1, the minimum prime
number to be used is 2, which is represented using max= 2, i.e., two binary bits are
required to represent the decimal number 2. The overhead proportion is calculated
using max/x, which is 2/1, resulting in a value of 2. If x = 2, the two minimum
prime numbers selected are 2 and 3. As a result, the maximum outcome will be 6. To
represent the decimal digit 6 in binary, 3 bits are required. The overhead proportion
is computed as 3/2, yielding 1.5. The overhead proportion is shown in the Table 3
for the first eight prime numbers.

Assume the user requires a threshold of overhead of 5. He or she must determine
the overhead fraction of the prime numbers using the technique outlined in the Table

Table 3 Overhead analysis of first eight prime numbers [1]

2 3 5 7 11 13 19 19

x 1 2 3 4 5 6 7 8

Max result 2 6 30 210 2310 30,030 51,510 9,699,690

Max 2 3 5 8 12 15 19 24

Overhead 2 1.5 1.67 2 2.4 2.5 2.71 3
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3. If the threshold value is constrained to 5, the calculations are completed by treating
the threshold as 5. If the threshold value is restricted to 5, the observations are free
to pick any prime integer between 1 and 26. By considering the 26th prime number
the max result is 129 bits. Overhead will be max/x = 129/6 which results to 4.96. It
is entirely depending on the user that the amount of overhead to be chosen. To have
a higher security the user is free to choose any value of x. So, how can the overhead
be specified? The answer is that it totally depends on the application in which this
technique is used.

For example, if x is 8, the prime numbers evaluated for encryption are
2,3,5,7,11,13, and the eighth prime number is 1511. To select the block size in the
encryption procedure, we multiply all the prime integers. The result is 771,280,610
(7.71E+08), which will need a maximum of 30 binary bits to represent. The resulting
overhead is max/x = 30/8= 3.75. Even if the overhead is smaller than the threshold
value of 5, the user must make time trade-offs. If he or she chooses the larger prime
number, encryption and decryption will take time. The conclusion is that even if we
consider the highest prime number as a random 8 th number, the overhead fraction
will still be less than 4, and how can we gain from this? This is addressed under the
section on security.

5.3 Security

Assume the attacker has an extremely fast computer and is able to locate all of the
possibilities. It should be noted that nothing can be done unless we have all of the
prime number values and their orders. The challenge is estimating how many prime
numbers will be used, their values, and their order. Assume we choose eight unique
integers that maps to “r” in Eq. 1 from a set of 26 prime numbers, relates to “n” in
the Eq. 1 with no duplication and that the order is important. The permutations for
processing the numbers is represented as “P”. Equation 1 describes the permutations
formula.

P = n!/(n − r)! (1)

Assuming, n = 20 and r = 8, then p = 9.7E+18. Fortunately, attacker does not
know the right order of all the bits and the prime numbers considered.

6 Results and Discussions

The simulations are carried out using Verilog [15] as a Hardware Description
Language on QuestaSim 10.4e simulator. To exercise the design, different input
patterns are been generated and the simulation results are obtained. Figure 4 describes
the results on the proposed methodology as shown in the Fig. 1. The generated
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clock frequency is 50 GHz, and the input data is driven to the top module where
all the internal components connections will be present. After the reset being de-
asserted this data is fed to encryption block. The encrypted data is transferred to
the scrambler block after the input data is encrypted using the encryption method
as shown in Table 1. This scrambler block scrambles the encrypted data, making it
more difficult for attackers to decrypt it. The scrambler block is followed by the de-
scrambler block, which uses the de-scrambling algorithm to decode the scrambled
input as depicted in Fig. 2. The de-scrambled output is transferred to the decryp-
tion block, which decrypt’s it using the decryption algorithm illustrated in Table 2,
which is the opposite of the encryption algorithm. The simulations are extended for
the 16-bit input data as well by considering the 16 different prime numbers, i.e.,
2,5,3,11,7,26,19,31,41,47,71,89,97,53,73, and the results are captured in Fig. 5.

The simulations are been carried out by inserting the FSM-based Trojan depicted
in the Fig. 3. Here, two state Mealy FSM is been considered. So, two bits out of
scrambled data are fed to the PISO block. FSM is designed in such a way that, it will
be trigger only when it will detect the 2’b10 sequence from PISO. If this sequence
is not detected the results are normal as in Fig. 4. As shown in the Fig. 6 once
the FSM detects the 2’b10 sequence, the FSM is triggered and which results in the
transfer of undesired data to the de-scrambler, from memory through multiplexer.

Fig. 4 Simulation waveform of the proposed methodology without Trojan attack for 8-bit input
data

Fig. 5 Simulation waveform of the proposed methodology without Trojan attack for 16-bit input
data
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Fig. 6 Simulation waveform of the proposed methodology with Trojan attack

The multiplexer has two inputs, one from the needed scrambled output and the
other from the attacker’s undesirable data from memory. As, the FSM is triggered
the undesirable data is fed to de-scrambler. As a result of this, the system outputs
unexpected data.

7 Conclusion

The present-day data is being subjected to different security issues, which promotes
more research on the different ways the data could be encrypted. Hence, an efficient
two-level encryption methodology, including the scrambler and de-scrambler tech-
nique has been formulated, ensuring double security. Firstly, a simple scrambling
and de-scrambler methodology has been discussed. This has been implemented in
the practical scenario, where a Trojan has been inserted. The discussed technique
has been used to safeguard the actual data from the adversary. The scrambled data
must always be same as the de-scrambled data, unless the Trojan is inserted. Once
the data is attacked by the Trojan, the scram bled data and the de-scrambled data
no longer remain same. This therefore makes the adversary retrieve the wrong data.
The scrambling and de-scrambler significantly increases the difficulty in detecting
the original data, hence allowing better encryption.
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Impact of Industrial Revolution 4.0
on Vietnamese Ethnic Minority Human
Resources

Hien Thu Thi Ta, Trung Tran, and Phuong Thuy Thi Nguyen

Abstract Industry 4.0 is upon us with the dynamic developments in science and
technology that are creating significant changes in global production. As a result,
Vietnam is experiencing profound changes, requiring its labor force to meet the
demands of a modern, digital world. To meet that requirement, Vietnam must solve
new problems, including training and retraining its workforce to build a contingent
of cadres and civil servants to develop economic opportunities in ethnic minority
areas. This study examines 464 questionnaires from managers in nine provinces
representing disparate ethnic minority regions of Vietnam. Our results indicate a
positive effect of Industry 4.0 awareness on physical andmental strength andmanage-
rial acumen. Furthermore, it positively impacts the development of ethnic minority
human resources. Based on the influence level of factors, the authors propose several
solutions to promote positive impacts and mitigate the adverse effects of Industry
4.0 for developing Vietnamese ethnic minority human resources.

Keywords Industrial revolution 4.0 · Influencing factors · Human resources ·
Ethnic minority managers · Human resource development · Ethnic minorities

1 Introduction

Humanity is entering a new era—the digital age ushered in by the Fourth Industrial
Revolution (Industry 4.0). The advancements in science and technology, especially
digital technology, connected networks, and metadata, are the tools and means to
help connect globally and promote profound change in all fields in the world, from
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production, business, culture, society, defense, and security services of all countries.
However, Industry 4.0 is posing new challenges for countries especially developing
countries like Vietnam, which require high-quality human resources to adapt and
keep pace with a rapidly evolving society.

Currently, Vietnam ranks 15th among the most populous countries globally, ninth
in Asia, and third in Southeast Asia [1]. Vietnam’s population is primarily rural
(approximately 68%), especially the ethnic minority workforce, accounting for a
significant proportion, often living in remote or mountainous areas with challenging
terrain and undeveloped socio-economic conditions. The breakneck development of
science and technology during Industry 4.0 profoundly impacts the people in rural
Vietnamese communities. The problem lies in the solutions to improve public aware-
ness and develop socio-economic channels for ethnic minorities in mountainous
areas to meet the integration demands of the latest technological revolution. One key
initiative to achieve this goal is establishing ethnicminority human resources because
the human resource component is considered the most critical and vital factor for
determining growth and socio-economic development. At the same time, it is a deci-
sive factor in the exploitation, use, protection, and regeneration of other resources.
Ethnic human resource development is one of the three strategic breakthroughs insti-
tutionalized in Resolution 52/NQ-CP by the Government of Vietnam to promote and
develop ethnic minority human resources during 2016–2020 until 2030 [2]. To meet
that goal, Vietnam must build cadres of civil servants with sufficient quantity and
quality assurance. Raising awareness among officials and civil servants about the new
Industrial Revolution 4.0; training and retraining to equip cadres and civil servants
with professional knowledge to meet Industry 4.0 requirements and international
integration, and developing strategies to attract talent to work in state administra-
tive agencies are practical and effective measures. Therefore, this study examines
human resources development in the new era of Industry 4.0, focusing on ethnic
minority human resources. We also present the model and analyze its influence from
the perspective of ethnic minority area managers within the framework of the new
Industrial Revolution regarding physical, mental, spiritual, and cognitive factors and
activities. Finally, we propose several solutions to promote positive impacts andmiti-
gate adverse effects of Industry 4.0 in ethnic minority human resource development
in Vietnam.

2 Literature Review

2.1 Human Resource Development in the Era
of the Industrial Revolution 4.0

The Fourth Industrial Revolution is a digital revolution with digital elements, artifi-
cial intelligence (AI), the Internet of things, and big data technology [3, 4]. It poses
manyurgent problems requiring innovative solutions fromVietnam’s human resource
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operation, which needs to train its labor force to improve efficiency. Resolution of
the 13th National Party Congress set out 12 national development initiatives for the
period 2021–2030, including (1) prioritizing resources for rural infrastructure devel-
opment in mountainous, ethnic minority areas; (2) accelerating the national digital
transformation and developing the digital economy based on science and technology
innovation; (3) creating breakthroughs in fundamental and comprehensive education
and training; and (4) developing high-quality human resources and attracting and
appreciating talents. Previously, Decision No. 579/QD-TTG, dated April 10, 2011,
of the Prime Minister of Vietnam on the Strategy for Human Resource Development
for the period 2011–2020, focused on comprehensive human resource development,
including the following: physical factors, knowledge, skills, behaviors, and political
and social consciousness-raising as required for comprehensive human development
and sustainable national development. This strategy contains a solution to renew the
perception and use of human resource development.

Industry 4.0, with its new technologies affecting value chains, supply chains,
and many new and emerging industries, creates radical changes in the workforce
and management trends [5]. Therefore, it is critical to raise awareness of human
resourcemanagement and improve the quality of human resources. Hue [5] proposed
models, trends, and human resource management requirements in the digital era,
which include attracting, training, developing, and maintaining human resources.
The knowledge creationmodel by Nonaka et al. proposed several solutions to change
human resource development management to meet the needs of the Industrial Revo-
lution 4.0 [6]. Solutions focused on (1) building a flexible organizational structure,
(2) digital transformation and establishing a human resource apparatus adapted to
high technology, (3) setting up knowledgewarehouses and information sharing chan-
nels, (4) creating training policies and fostering the direction of personal initiative,
or learning through experience, and (5) building a culture of sharing.

Human resources are “the populationandquality of people, includingphysical and
mental health, health and intelligence, capacity and qualities.” That is, “total human
potential, including physical, mental, health, intellectual, qualities, ethics, capacity,
the experience of a country, territory, locality or a company capable of mobilizing in
the process of economic development society” [7].Whendiscussing human resources,
one must consider quantity, structure, quality, and cultural characteristics, such as
traditions, customs, and national consciousness. From an individual perspective, it
is necessary to consider quality, capacity, and physical factors [8].

Human resource development during the Industry 4.0 must consider aspects
related to a worker’s capacity to respond to job requirements and the labor force.
According to Fabian Hecklaua et al., core competencies are needed to respond to
economic, social, environmental, technological, political, and legal challenges [9].
This group of competencies presents in Table 1.
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Table 1 Derivation of core competencies for identified challenges [9]

Fields Core competencies to deal with challenges

Economic challenges Ongoing globalization
Intercultural skills, language skills, time flexibility, networking
skills, and process understanding

Increasing need for innovation
Entrepreneurial thinking, creativity, problem-solving, work under
pressure, state-of-the-art knowledge, technical skills, research
skills, and process understanding

Demand for higher service-orientation
Conflict resolution, communication skills, ability to compromise,
and networking skills

Growing need for cooperative and collaborative work
Ability to be compromising and cooperative, ability to work
in a team, communication skills, and networking skills

Societal challenges Demographic change and changing social values
Ability to transfer knowledge, accept work-task rotation and
work-related change (ambiguity tolerance), time and place
flexibility, and leadership skills

Increasing virtual work
Time and place flexibility, technology skills, media skills, and
understanding IT security

Growing complexity of processes
Technical skills, process understanding, motivation to learn,
ambiguity tolerance, decision making, problem-solving, and
analytical skills

Technical challenges Exponential growth of technology and data usage
Technical skills, analytical skills, efficiency in working with
data, coding skills, understanding IT security, and compliance

Growing collaborative work on platforms
Ability to work in teams, virtual communication skills, media
skills, understanding of IT security, and ability to be cooperative

Environmental challenges Climate change and resource scarcity
Sustainable mindset, motivation to protect the environment, and
creativity to develop new sustainable solutions

Political and legal challenges Standardization
Technical skills, coding skills, and process understanding

Data security and personal privacy
Understanding of IT security, compliance

2.2 Developing Human Resources for Ethnic Minorities
in the Industrial Revolution 4.0

Vietnam has 54 ethnic groups, including 53 ethnic minorities distributed throughout
the Northeast, Northwest, North Central, Central, South Central, Central Highlands,
Southwest, and Southeast. Over the years, the party and state set many educational
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policies to invest in education and training in ethnic minority and mountainous
areas, creating positive change for human resource development. In the Fourth Indus-
trial Revolution, an investment in all aspects is critical to developing ethnic human
resources.

The market economy is considered the first breakthrough in industrialization
and modernization. It directly affects the development of ethnic minority human
resources. The market economy promotes goods and product production with
exchangeable value while driving the quality of ethnic minority human resources.
Several methods develop this group besides training and fostering. There are specific
production examples where workers are encouraged to receive scientific education
and professional training for technology-related jobs. According to Hue [5], the
human factor is essential in human resource management models. He points to the
human-centric models at Harvard and Michigan, where human resources relate to
awareness, training, motivation, promotion, and results.

The ethnic minority workforce is capable of participating in the country’s socio-
economic development, especially in mountainous and ethnic minority regions.
Human resources become evident through quantity (number of employees, size,
distribution, and structure) and quality (quality of physical and mental health, related
to moral qualities, beliefs, and lifestyle; quality of intellect related to education level
and professional skills and capacity) of the ethnic minority workforce [10]. In other
words, ethnic minority human resources are the total quantity, quality, and struc-
ture of ethnic minorities with the criteria of physical and mental strength, intel-
ligence, and labor reserve of ethnic minorities. Ethnic minority human resources
create the capacity of ethnic minority workers, formed in the creative work process
for development and social progress [11].

To develop human resources and human management, it is necessary to deter-
mine each worker’s position in the collective social system by defining their func-
tion, power, and organizational role. Furthermore, training and fostering people to
perform well in their professional roles is essential. By creating optimal conditions
for every individual in the organization to succeed and fulfill their functions, obliga-
tions, and powers, the system will work efficiently for all [12]. Several adaptations
and integration considerations are required in human resource development. They
include physical and physiological adaptation, professional and technical operations,
stress, working time, and adapting to co-workers in terms of psychology, temper-
ament, personality, tendency, value orientation, interest, conception, and habit. All
these factors play a role in creating a productive psychological atmosphere in the
work environment.

Therefore, it can be said that developing human resources in the Industrial Revo-
lution 4.0 is the essential process of creating a physically and mentally healthy
workforce with a high level of education, career training, and a lifestyle and behavior
suitable to Vietnam’s socio-economic development requirements.When training and
fostering ethnic minority human resources, all three factors (physical, mental, and
intellectual) must be considered. The three factors are intertwined and interact with
each other to create a qualityworkforce. Physical capacity is the foundation of human
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resources. Intelligence determines the quality, and mental energy transforms phys-
ical and mental properties into production practice. Therefore, to develop the ethnic
minority human resources, the quality of labor, expressed through physical, mental,
and intellectual vitality, must remain the focus.

In this study, we identified the factors affecting the development of ethnicminority
human resources in the context of the new Industrial Revolution. From our research,
while selecting several legal documents and proposals issued by the Vietnamese
Government, we realized the necessity of clarifying the relationship between the
managers’ cognitive factors and ethnic minority human resource development [2,
13]. Next, we selected cognitive factors related to physical, mental, and intelligence
that affect ethnic minority human resources development. Specifically, we propose
a research model with the factorial relationship, as shown in Fig. 1.

Based on this research model, this study proposes the following hypotheses:

H1: Cadre managers’ awareness of Industry 4.0 (NT) has a positive influence on
physical strength awareness (TThL).
H2: Cadre managers’ awareness of Industry 4.0 (NT) has a positive impact on
intellectual capacity awareness (TTrL).
H3: Cadre managers’ awareness of Industry 4.0 (NT) has a positive effect on
mental awareness (TTaL).
H4: The physical strength awareness (TThL) factor positively affects the activities
of human resource development of ethnic minorities (HD).
H5: The intellectual capacity awareness (TTrL) factor positively affects the
activities of human resource development of ethnic minorities (HD).
H6: The mental strength awareness (TTaL) factor positively affects the activities
of human resource development of ethnic minorities (HD).

3 Research Methodologies

Our scientific research project, funded by the Nafosted Foundation, titled “Barriers
to the development of human resources for ethnic minorities in Vietnam in the context
of the Industrial Revolution 4.0,” had consent to survey 464 voluntary participants
(ethnic minority management officials) in nine provinces and cities in all three Viet-
namese regions. Specifically, 03 provinces Son La, Ha Giang, and Thai Nguyen
(representing the Northern mountainous region); 04 provinces Nghe An, Quang
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Nam, Dak Lak, and Lam Ðong (representing the central coast region and the central
highlands region); and 02 provinces Soc Trang and Tra Vinh (representing the South-
west region). Regarding the breakdown of ethnic minority groups, Vietnam consists
of 54 ethnic groups, of which 53 ethnic minorities account for 14.6% of the total
population. However, we took a representative sample and focused on surveying
two groups: ethnic minority groups with a high level of human resources devel-
opment (Muong, San Diu, and Khmer) and ethnic minorities with challenges in
human resource development (Xo Ðang, Kho Mu, and Mong). Before the survey,
we informed the participants that our objective was only for scientific research, not
for profit purposes, and all personal information would be kept confidential. Survey
participants were fully guided on the question content, rated on a Likert scale, and
spent time completing the assessment.

Our objective was to collect data from 464 local managers on their perceptions
of Industry 4.0 and their awareness of local managers’ intellectual, physical, and
mental strength. The four-part questionnaire consisted of 36 questions assessing
the impact of the Industrial Revolution 4.0 on ethnic minorities. It was scored on
a five-point Likert scale from one to five, corresponding to strongly agree, agree,
confused, disagree, and strongly disagree. Each participating administrator received
the same ticket and answered all general information and quantitative questions. We
then synthesized the data for analysis based on results from the managers’ responses
via mathematical-statistical methods and data processing with SPSS 20 software.

Of the 464 questionnaires, we obtained 450 valid surveys. Tables 2 and 3 present
our results, including the number of votes by ethnic groups and the job positions of
participating officers in charge.

The process of designing and analyzing data: After collecting the surveys, we
coded and entered data into the SPSS 20 software. The data was cleaned using the
frequency command in SPSS 20 to remove invalid input values beyond the conven-
tional values, and then the original questionnaire was rechecked for correct data

Table 2 Number of specific questionnaires by provincial ethnic minority group

Province Ethnic

Muong San Diu Kho Mu Mong Kinh Khmer Xo Ðang Others

Ha Giang 0 0 0 12 15 0 0 23

Son La 5 0 0 10 15 0 0 20

Nghe An 0 0 0 1 25 0 0 25

Thai Nguyen 1 3 0 3 13 0 0 30

Quang Nam 0 0 0 0 15 0 34 0

Lam Ðong 0 0 0 0 9 0 1 40

Dak Lak 3 0 0 5 24 0 7 11

Soc Trang 0 0 0 0 15 34 1 0

Tra Vinh 0 0 0 0 0 50 0 0

Total 9 3 0 31 131 84 43 149
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Table 3 Job positions of
officers

Job Quantity %

Village level 17 3.8

Commune level 86 19.1

District level 180 40

Provincial level 167 37.1

Total 450 100

adjustment. Next, we tested the reliability of Cronbach’s alpha of the scales. If the
Cronbach’s alpha coefficient satisfied the condition greater than 0.6 and the correla-
tion coefficient of the total variable was higher than 0.3, the scale was reliable. We
continued to use exploratory factor analysis (EFA) to test the fit of the researchmodel
with the obtained data set, getting relevant factors to measure observed variables and
discover factors to test the proposed hypotheses. Finally, we performed Pearson
linear correlation identification and multivariate regression analysis to consider the
impact of the model factors, thereby testing the proposed hypotheses with statistical
significance at 5%.

4 Results

4.1 Descriptive Statistics

Regarding general information, while surveying the managers, we asked questions
related to mobile phone use, computers, and televisions with Internet connections
(serving the Fourth Industrial Revolution) to clarify the usage level at home and
work.

According to Table 4, most of the surveyed officials in nine provinces used regu-
larly and often usedmobile phones with Internet connections. The rate reached 100%
in Ha Giang, Nghe An, Ha Giang, Dak Lak, and Tra Vinh. In Quang Nam, the users
account for 96% (47/49 people).

Regarding the factors assessing managerial perceptions of the Fourth Industrial
Revolution, per Table 5, most officials had particular perceptions about it. However,
the information skills and related technology use were still not well developed or
frequent (mean values ranged from 2.51 to 2.58).

There was substantial feedback on the level of less participation, and the use of
modern Internet communication means: (1) NT7: “Ethnic minorities can participate
in online meetings online,” (2) NT8 “Ethnic minority people know and use advanced
machines,” and (3) NT9 “Ethnic minority students completely learn online via the
Internet and exploit learning materials via the Internet and social networks.”
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Table 4 Mobile phone use with an internet connection by provincial officials

Province Rarely Sometimes Frequently Very often

Ha Giang 0 0 46 4

Son La 5 0 30 15

Nghe An 0 0 51 0

Thai Nguyen 2 2 33 13

Quang Nam 0 47 2 0

Lam Ðong 0 1 4 45

Dak Lak 0 0 25 25

Soc Trang 0 3 9 38

Tra Vinh 0 0 21 29

Total 7 53 221 169

Table 5 Assessment of awareness levels of officials regarding industry 4.0

Variable name NT1 NT2 NT3 NT4 NT5 NT6 NT7 NT8 NT9

The average value 2.00 2.06 2.19 2.39 2.42 2.49 2.58 2.51 2.55

Standard deviation 0.706 0.735 0.855 0.891 0.888 0.866 0.831 0.858 0.924

4.2 Test the Reliability of Cronbach’s Alpha Scale
and Evaluate the Value of the Scale

To evaluate the reliability, validity, and scale value, we used Cronbach’s alpha coeffi-
cient and EFAwith the cleaned data set. The results showed three observed variables
(TThL2, TThL3, and TThL6) in the factor group TThL, and the group of factors
TTrL with one observed variable (TTrL6), having the corrected item-total correla-
tion less than 0.3, so these four observed variables were excluded from the scale.
After removing the four observed variables that did notmeet the above conditions, the
remaining scales of the factor group NT, TThL, TTrL, TTaL, and HD all had Cron-
bach’s alpha coefficients greater than 0.6, and the corrected item-total correlation of
all observed variables was greater than 0.3, thereby showing that the observed vari-
ables in the factors have high consistency and that the scale of the factors is reliable
(Table 6).

With EFA analysis results, all KMO coefficients satisfied the condition of 0.5
≤ KMO ≤ 1, Bartlett’s test value p < 0.05, and show that the factor analysis was
suitable with the obtained data set (Table 6).
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Table 6 Information table of factor rating scales

Factors Observed
variables

Cronbach’s
alpha

Corrected
item-total
correlation
minimum

KMO p-value Variable type

NT NT1, NT2,
NT3, NT4,
NT5, NT6,
NT7, NT8,
NT9

0.895 0.543 0.842 0.000 Independent/dependent

TThL TThL1,
TThL4,
TThL5,
TThL7,
TThL8,
TThL9

0.924 0.700 0.816 0.000 Independent/dependent

TTrL TTrL1,
TTrL2,
TTrL3,
TTrL4,
TTrL5

0.925 0.694 0.861 0.000 Independent/dependent

TTaL TTaL1,
TTaL2,
TTaL3

0.921 0.771 0.703 0.000 Independent

HD HD1, HD2,
HD3, HD4,
HD5, HD6,
HD7, HD8,
HD9

0.935 0.692 0.869 0.000 Dependent

4.3 Test the Observed Variables Fit and Model Factors

To check the convergence of observed variables with the factor extracted in the theo-
retical model, we used EFA for models of hypothesis H1 (independent variable NT,
dependent variable TThL);model of hypothesisH2 (independent variableNT, depen-
dent variable TTrL); model of hypothesis H3 (independent variable NT, dependent
variable TTaL); with the model of hypothesis H4, H5, and H6 for the group of inde-
pendent variables TThL, TTrL, TTaL, and HD (dependent variable). As a result, we
obtained a data table of independent variables converging in three factors, as shown
in Table 7.

At the end of the EFA step, we obtained five factors, including NT, TThL, TTrL,
TTaL, and HD that were the most suitable with the 32 best-observed variables.
Therefore, to change how we measured observed variables to factor measurement
to test the proposed hypotheses, we created representative factors and performed
Pearson correlation evaluation and linear regression analysis count.
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Table 7 Rotated component
matrix for the model of
hypothesis H4, H5, and H6

Observed variables Component

1 2 3

TThL7 0.844 – –

TThL8 0.812 – –

TThL5 0.812 – –

TThL1 0.792 – –

TThL4 0.758 – –

TThL9 0.725 – –

TTrL2 – 0.858 –

TTrL3 – 0.851 –

TTrL1 – 0.835 –

TTrL4 – 0.817 –

TTrL5 – 0.710 –

TTaL2 – – 0.921

TTaL1 – – 0.900

TTaL3 – – 0.837

4.4 Test Structural Models and Hypotheses

We performed the Pearson correlation test between the independent and depen-
dent variables. The results showed that all variables have a close linear relationship
(Pearson correlation coefficient r is greater than 0) (Table 8).

We analyzed four structural equation models to test six hypotheses of the theo-
retical model. The results of multivariable regression analysis (Table 9) of the four
equations all have test values F < 0.05, so the regression models are consistent
with the obtained data set. The adjusted R2 values evaluated the fit of the equation,
specifically with the four regression equations:

+ Eq. 1 (Hypothesis H1):

TThL = 0.544 ∗ NT (1)

Table 8 Correlation analysis results

HD TThL TTrL TTaL NT

HD 1 – – – –

TThL 0.769** 1 – – –

TTrL 0.625** 0.621** 1 – –

TTaL 0.523** 0.476** 0.458** 1 –

NT 0.492** 0.544** 0.452** 0.169** 1

**. Correlation is significant at the 0.01 level (2-tailed)
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Table 9 Results of multivariable regression analysis

Models Hypothesis F test Adjusted R square Standardized
coefficients beta

p-value VIF

1 H1 0.000 0.294 0.544 0.000 1.000

2 H2 0.000 0.203 0.452 0.000 1.000

3 H3 0.000 0.027 0.169 0.000 1,000

4 H4 0.000 0.644 0.570 0.000 1.762

H5 0.197 0.000 1.725

H6 0.161 0.000 1.369

with an adjusted R2 value of 0.294 shows that the independent variable NT can only
explain 29.4% of the change of the dependent variable ThL, and 70.6% is due to
out-of-model variables and random error.

+ Eq. 2 (Hypothesis H2):

TTrL = 0.452 ∗ NT (2)

with an adjusted R2 value of 0.203 shows that the independent variable NT can only
explain 20.3% of the change of the dependent variable TrL, and 79.7% is due to
out-of-model variables and random error.

+ Eq. 3 (Hypothesis H3):

TTaL = 0.169 ∗ NT (3)

with an adjusted R2 value of 0.027 shows that the independent variable NT explains
only a tiny percentage of 2.7% of the change of the dependent variable TaL, up to
97.3% is due to variables outside the model and random error.

+ Eq. 4 (Hypothesis H4, H5, and H6):

HD = 0.570 ∗ TThL + 0.197 ∗ TTrL + 0.161 ∗ TTaL (4)

with an adjusted R2 value of 0.644, showing that the independent variables ThL, TrL,
and TaL are well-explained: 64.4% of the change of the dependent variable HD, and
35.6% due to variables outside the model and random error.

The significance test value of the regression coefficient (p-value) is all < 0.05,
showing the significant impact of the independent variables on the dependent vari-
able. At the same time, the VIF coefficients of the independent variables are all less
than 10, so the data does not violate the assumption ofmulticollinearity. Furthermore,
the normalized regression coefficients beta (Table 9) values all have positive values,
showing that the independent variables positively affect the dependent variables.
Therefore, the hypotheses H1, H2, H3, H4, H5, and H6 have all been accepted.

Regarding the level of impact, the beta coefficient helps us easily compare each
factor’s influence. Regression Eqs. 1, 2, and 3 show that the perception of managers
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in the context of Industry 4.0 positively changes the perception of those cadres’
physical, intellectual, and mental health. Especially with regression Eq. 4, when all
factors of body and mind impacted ethnic minority human resource development
activities, the physical had the most significant influence (beta is 0.57), and the
psychological factors (beta is 0.161) had the lowest.

5 Discussion

Our research affirms that there must be digital people to build a digital society. To
create a digital government, there must be administrators with high-quality science
and technology training. The constant access to information and the opportunities
and challenges presented by the Industrial Revolution have changed how people
think about education, health, and spiritual life [14]. People communicate easily
and connect conveniently through modern technology. In particular, the Industrial
Revolution 4.0 is changing people’s “traditional” identities such as privacy, sense of
ownership, consumption methods, skills training, and networking. Biotechnology,
AI, and many other fields profoundly improve life expectancy, health, and aware-
ness of social and ethical matters [3, 4]. The research results elucidate the impact
of Industry 4.0 on ethnic minority human resources. In particular, it is critical to
developing scientific and technological opportunities for ethnic minorities in rural
and remote mountainous areas, focusing on comprehensive physical, mental, behav-
ioral, legal, and professional skills. Priority should be given to opportunities for
ethnic minorities with limited human resources to gradually close the gap and meet
Vietnam’s development requirements and current and future labor market needs. We
must build a contingency of qualified intellectuals, entrepreneurs, cadres of ethnic
minorities, and direct laborers to promote socio-economic development, sustainable
poverty reduction, and ensure national defense and security and ethnicminority areas
and mountainous areas. In addition, we must implement the instructions in Resolu-
tionNo. 52-NQ/TWdated September 27, 2019, of the Politburo on several guidelines
and policies to participate actively in Industry 4.0. Resolution No. 50/NQ-CP, dated
April 17, 2020, of the Government, promulgates the Government’s action plan to
implement Resolution No. 52-NQ/TW on several topics and policies to participate
actively in Industry 4.0, etc., thereby contributing significantly by transforming the
thinking and requiring adaptive changes to improve the capacity, technical level,
and skills and physical strength of the human resources of ethnic minorities before
new requirements. The research results also show that the ethnic minority cadres,
although aware of the importance and benefits of the impacts of the Fourth Industrial
Revolution, are almost all conditions, habits, and skills for participating in Industry
4.0 are extremely limited and infrequent (Tables 4 and 5).

The Industrial Revolution 4.0, whose core is digital transformation in all aspects of
social life, will bring opportunities but creates many challenges for all levels of state
administrative agencies in general and ethnic minority human resources in particular.
The digital environment leads to reduced personnel, downsizing the apparatus, and
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increasing requirements for qualifications and skills in e-government and digital
government management for civil servants minorities. It forces the human resources
group to improve their intelligence constantly. Education in the digital spacewill also
create unlimited learning opportunities, such as STEM, STEAM, flipped classrooms,
online learning, blended learning, and open mass online learning (MOOC) [15–17].
Research results from two ethnic groups found different consensus levels on the
positive impacts of the Fourth Industrial Revolution on intellectual, physical, and
mental factors. In particular, the ethnic group with difficulties in human resource
development has more hesitation and limited reception than the ethnic group with
a higher level of human resources development. These results align with a survey
on the socio-economic status of 53 ethnic minorities in 2019 [18] which shows the
proportion of ethnic minority groups trained at intermediate, college, and university
levels or above (intermediate: 2.5%; college: 1.7%; and university and higher: 3.3%).
Ethnic groups with difficulties in human resource development, such as Muong, San
Diu, KhoMu,Mong, So Ðang, and Khmer, have low rates (Table 10). In many cases,
after training, people do not return to their locality, creating a shortage of qualified
human resources in ethnic minority areas.

This result shows that education is a giant barrier for ethnic minority cadres
participating in the digital transformation and the Fourth Industrial Revolution. At
the same time, it raises urgent policy-related issues to focus resources on human
resource training, attracting and retaining good people, encouraging and creating an
environment for learning, training and improving ethnic group qualifications.

To increase intellectual capacity, one of the critical solutions of the “Strategy
for human resource development in Vietnam for the period 2011–2020” is to use
and evaluate human resources based on capacity and job results and not overem-
phasize formal qualifications in recruiting and evaluating human resources. In the
fiercely competitive environment of global integration, the problem exists of devel-
oping quality human resources, especially information technology human resources.
Science and technology training needs emphasis to develop human resources. Along
with developing human resources is the issue of using and managing Vietnam’s
current human resources. For students training under the recruitment system at
universities, colleges, and professional intermediate schools throughout Vietnam,
after completing the course, the provinces need to help graduates secure employment

Table 10 Survey findings on
co the socio-economic status
of 53 ethnic minorities in
2019 [18]

Ethnic Intermediate (%) College (%) University and
above (%)

Muong 3.0 1.9 3.8

San Diu 2.5 2.1 4.2

Kho mu 1.0 0.6 0.8

Mong 1.4 0.7 1.1

So Ðang 1.4 0.7 1.3

Khmer 0.7 0.8 1.9
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in a timely and reasonable manner befitting their training and expertise. These are
critical core functions in developing high-quality ethnic minority human resources
in the provinces today. Finally, we must focus on retraining ethnic minority grass-
roots cadres to ensure they meet the professional and expert requirements of the
new situation with a reasonable remuneration. This measure will encourage stability
and long-term staff establishment, especially in remote, isolated, and disadvantaged
areas, so that workers feel secure and dedicated to their livelihoods.

Besides cognitive and intellectual factors, physical strength and the impact of the
Fourth Industrial Revolution on ethnic minority human resources are essential in
crafting human resource development strategies. Science and technology advances
have created new health care and nutrition concepts. Tremendous developments in
the medical field with new methods of treating, diagnosing, and monitoring patient
health conditions, including innovations in managing and organizing health systems,
are currently being developed. Access to health care is also changing [19]. The term
digital health care has become quite familiar. Through big data and AI, healthcare
devices can be integrated into smartphones to help doctors and patients monitor
disease and health conditions. Moreover, routine health checks and even surgery
can be performed remotely. These measures enhance human health and increase life
expectancy [20].

The construction anddevelopment of an information system formanagingmedical
care, deployed on a digital map system, to assist people in searching for suitable
medical facilities is convenient, easy, and part of a modern health care and disease
prevention system based on digital technology. By comprehensively applying digital
technology to medical examination and treatment facilities, administrative reform
becomes possible and reduces hospital workload, improving the quality of medical
care. Digital technology is transforming medical records, moving away from paper
documentation, and increasing the shareability and transmission speed of critical
patient information and lab results. It changes how hospital fees get paid and create
“smart” hospitals, enabling the integration of information and data in a national health
database in Vietnam [21]. Strengthening the training and retraining of civil servants,
public employees, and healthcare sector workers in ethnic minority areas improves
information technology skills and application, ensuring the safety and security of the
operational infrastructure. Applying such skills to health officials and civil servants
in ethnicminority areaswho handlemedical conditions as daily tasks requires special
attention.

Recently, most ethnic minority communal areas have health stations, up to 99.5%,
according to a 2015 survey. The percentage of communeswith health stationsmeeting
national standards for communehealth in 2019 reached83.5%, nearly twice as high as
in 2015 (45.8%). Currently, more than 33.4 thousand leaders and healthcare workers
are employed at such communal health stations. Ethnic leaders and staff account for
37.9%. Most (slightly more than 50%) leaders and staff at commune health stations
havemedical, doctor, or nursing qualifications. The number ofmidwives accounts for
only 15.1%of the total number of leaders and employees of commune health stations.
Unfortunately, although many programs and projects attract doctors to grassroots
healthcare work, many localities, predominantly ethnic minority communes, still
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have a shortage of medical staff. Compared to 2015, the percentage of villages
in ethnic minority communes with village health workers decreased slightly, from
85.0% in 2015 to 83.5% in 2019. This rate is highly concentrated in remote areas
such as the Northern Midlands and Mountains, the North Central Coast and the
Central Coast, and the Central Highlands, which also decreased slightly. Therefore,
the problemofmaintaining anddeveloping the village health network, an extension of
the health sector to a wide range of remote and disadvantaged areas of the country,
still needs resolution and more research to find a more appropriate and effective
solution, especially one that meets the requirements on quantity and quality of human
resources of the Industrial Revolution 4.0 [18].

To develop Vietnam’s ethnic minority human resources, it is necessary to focus
primarily on developing the “human capital” of ethnic minorities by strengthening
reasonable policies to improve and raise the quality of manpower. According to
this approach, from an economic perspective, human resource development can
be considered as the accumulation of human capital and effective investment in
the development of an economy. From a political perspective, human development
is about preparing adults to participate in political processes, specifically as citi-
zens of society. From a social and cultural perspective, human resource develop-
ment helps people have a complete, affluent life and be less constrained by tradi-
tion. Human resources progress in many ways. The most obvious is through formal
education, starting at the primary level and continuing with various forms of general
education, then higher education with colleges, universities, and vocational training
institutions. Next, human resources also develop through systematic and informal
training programs in recruitment agencies, adult education programs, andmembers of
cultural, religious, political, and social groups. The third way is self-development as
individuals strive to acquire more knowledge, skills, and competencies by preparing
their ideas—by attending courses that are not only in-person but can be done virtually,
by cyberspace, technological devices, through online education platforms, and other
means of digital technology [16, 22]. Motivation for self-development is directly
related to personal ambition, social values, training, and career initiatives. Two addi-
tional processes of improving human resources development are (1) improvedworker
health through access to better healthcare programs to improve overall public health,
and (2) better nutrition that increases functional ability. It is evident that improve-
ments in health and nutrition are linked, and like formal education, can be both a
cause and an effect for economic prosperity.

6 Conclusion

The Industrial Revolution 4.0 has impacted ethnic minority human resources in
Vietnam, especially civil servants andpublic employees at all levels in ethnicminority
and mountainous regions. The new requirements for high-quality human resources
require effective policies and solutions that serve the ethnic minority populations of
our country. Particular emphasis is needed to develop the quantity and quality of
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human resources (such as physical and mental capacity, qualifications, knowledge,
practical and professional skills, and moral qualities), which have a decisive impact
on the Vietnamese socio-economic development process.
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Fine-Tuning MobileNet for Breast
Cancer Diagnosis

Huong Hoang Luong, Nghia Trong Le Phan, Toai Cong Dinh,
Thuan Minh Dang, Tin Tri Duong, Tong Duc Nguyen, and Hai Thanh Nguyen

Abstract Breast cancer can be considered one of the significant causes of death,
especially among women worldwide. Therefore, it is essential to detect and diagnose
breast cancer as early as possible to reduce the adverse effects on patients and protect
women’s health. This study proposes a model applying transfer learning and fine-
tuning to classify and detect benign, malignant breast cancer, and normal breast.
We train the proposed model with transfer learning from the pre-trained MobileNet
model to identify breast cancers and optimize the prediction results. The dataset
contains 780 ultrasound images categorized into three classeswhich are benign breast
cancer (437 images), malignant breast cancer (210 images), and normal breast (133
images). The experimental results show that applying the transfer learning and fine-
tuning technique from the MobileNet model achieves promising results, with the
accuracy and F1-score being 0.9651–0.9648, 0.9412–0.9417, and 0.9060–0.9085,
respectively, with three scenarios.

Keywords Breast cancer classification · Transfer learning · Fine-tuning ·
Convolutional neural network

1 Introduction

Breast cancer comes out when damaged (characteristic) cancer cells are detected in
the model, which usually develops from the tubes inside the breast. The cancer cells
can then expand the entire organ and sing to different body parts. About 255,000
women and 2300 men every year in the United States are diagnosed with breast
cancer, with approximately 42,000 women and 500 men dying. According to the
survey, white women have a lower death rate than black women from breast cancer
[1]. Breast cancer is the most common cause of cancer mortality among women aged
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40–69 in Singapore today. Breast cancer affects around 1 in every 16 Singaporean
women at some point. In China, women have a higher risk of developing breast
cancer than women in Malaysia and India [2].

Breast cancer is not an infectious illness since no known viral or bacterial infec-
tions have been linked to its development. When breast cancer is detected early,
survival rates range from more than 90% in high-income countries to 40% in South
Africa. Women are the gender with the highest risk of breast cancer. Breast cancer
affects approximately 12% of women throughout their lives. Compared with men,
the incidence in men is only about 1% [3]. Treatment of male patients is similar to
that of female patients. The rate of breast cancer is higher when there is a family
history of breast cancer. However, most of the patients’ families do not have this
history, so the rate of breast cancer in women is always high even if the family has no
history of illness. Breast cancer risk is increased by advanced age, obesity, hazardous
alcohol use, family history of breast cancer, reproductive history, cigarette use, and
postmenopausal hormone therapy [4].

Breast cancer is a harmful disease. Therefore, early diagnosis to provide treat-
ment is necessary. A doctor can detect breast cancer with a variety of techniques.
Recently, using ultrasound images is considered one of the appropriate methods to
specify abnormalities in the patient’s breast [5]. Ultrasound imaging is a painless
medical procedure that aids doctors in diagnosing and treating disorders. Ultrasound
is a non-invasive, painless method of diagnosis. It takes real-time photographs of
the inside of the body, using sound waves to illustrate the structure and movement
of the body’s internal organs and the flow of blood via the blood arteries. As a
consequence, the dataset consists of ultrasound images providing the most accurate
diagnostic results [6].

This research article has taken advantage of leading convolutional neural net-
work architectures and applied transfer learning and fine-tuning technique to the
pre-trained networks. The purpose is to optimize the model’s accuracy and config-
ure the hyperparameters effectively to classify and detect breast cancer. The major
contributions are described as follows:

– We present three scenarios to evaluate prediction performance in breast cancer
diagnosis. Predicting normal breast and benign breast cancer is conducted in the
first scenario. In the second scenario, we distinguish normal breast and malignant
breast cancer. We predict all breast ultrasound images in the third scenario, includ-
ing benign, malignant, and normal breasts. The purpose of performing these three
scenarios is to determine whether the ultrasound images of patients are considered
normal breasts or those having breast cancer. If the results are considered breast
cancers, the proposed model is classified as benign or malignant.

– We have deployed five well-known convolutional neural network architectures
(MobileNet [7], VGG16 [8], VGG19 [8], InceptionV3 [9], Xception [10]) to eval-
uate the training and testing results and compare them to our proposed model. The
results demonstrate the efficiency of classifying three breast ultrasound image
categories: normal, malignant, and benign.
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– We apply transfer learning to the pre-trained MobileNet architecture to keep all of
the model’s nodes that have been trained before.

– After applying transfer learning, we apply fine-tuning technique by adding hidden
layers such as dense, batch normalization, dropout layers, and configure hyper-
parameters with the appropriate values to prevent the model from overfitting and
optimize the accuracy of the proposed model.

– The training, validating, and testing metrics of the proposed model are calculated
and compared among the considered CNN architectures. We also use the F1-
score and the confusion matrix for making relevant comparisons between the
three scenarios and all the compared models.

– From the obtained results, we discovered that our proposed model applying the
transfer learning model from the pre-trained MobileNet architecture and fine-
tuning that model has promising results compared with other original CNN archi-
tectures.

– The research results will benefit users to detect the disease early based on the
ultrasound images of the breast so that the doctor can make better decisions in the
conclusion of breast cancer.

This research article consists of five main sections. This section introduces some
general information related to this research and points out the approach for solving
the given problem. Next Sect. 2, we figure out some of the related research that we
used for references. After that, the third section is the proposedmethod Sect. 3, which
describes in detail all of the techniques applied in building the proposed model of the
research. After the proposed method section, we discuss the experiments processes
and the way we calculate metrics and make relevant comparisons of the proposed
model with others in Sect. 4. Finally, in the last Sect. 5, we finalize our research
article and revisit the required fields associated with the research.

2 Related Work

Breast cancer is the leading cause of death in women, so it is essential to detect the
symptoms of the disease and treat it promptly. Many studies have been related to
breast cancer prediction and detection using machine learning, specifically CNN.
Convolutional neural network (CNN) is one of the effective models for disease
prediction. Sun et al. [11] applied the method of detecting breast cancer and seg-
menting two kinds of cancer, luminal, and non-luminal, that is, using DCE-MR post-
contrast sequence images based on CNN models combined with ensemble learning.
The author studied enhanced-magnetic resonance imaging and molecular informa-
tion of 266 breast cancer patients with luminal or non-luminal subtypes. They also
collect information from damaged areas through the DCE-MR sequence imaging
series. Then, three CNN models were trained with fivefold cross-validation. Ragab
et al. [12] proposed a model applying a deep convolutional neural network (DCNN)
named AlexNet to classify and connect to the support vector machine (SVM) at the
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last fully-connected layer to obtain better accuracy when detecting breast cancer. The
researchers also apply data augmentation to create new data from the original dataset.
The precision of the proposed model was 87.2%, with the percentage of AUC being
94%. Other research articles also apply a convolutional neural network to boost the
accuracy score and reduce the human mistakes in diagnosing breast cancer. Alanazi
et al. [13] investigated the proposed system by applying many CNN architectures to
classify breast cancer automatically. After that, the proposed system result compares
the outcomes with the machine learning algorithms. It achieved an accuracy of 87%,
higher than 9% from the machine learning algorithms.

BesidesCNN,MobileNet is aCNNdesign that employs depth-wise separable con-
volution layers. Srinivasu et al. [14] applied MobileNetV2 in skin disease classifica-
tion. Based on the HAM10000 dataset, the author uses MobileNetV2 and short-term
memory (LSTM) models because the MobileNetV2 model achieves higher accuracy
on lightweight computing devices. The author has compared this model with others
such as FTNN and CNN. MobileNetV2 gives better results with 85% accuracy. In
addition, this model gives quick results to help doctors identify the impact of the
patient’s disease. Furthermore, Taresh et al. [15] applied a COVID-19 detection net-
work based on the MobileNet structure called KL-MOB on the big X-ray image
dataset to detect COVID-19 in patients. The dataset includes 2128 COVID, 5.575
pneumonia, and 8.066 normal cases. Adding Kullback–Leibler (KL) divergence loss
function improved KL-MOB’s performance in detection greatly. Moreover, Vinaya-
halingam et al. [16] have done research on the classification of caries in third molars
by using the MobileNetV2 model. The author trained this model on 400 images of
lesions in the maxillary and mandibular third molars. The results show that clas-
sification accuracy reaches up to 87%. Glaucoma is one of the primary causes of
blindness globally, affecting more than 60 million people. Therefore, early diagno-
sis, as well as early treatment, will reduce the risk of the disease. Olivas et al. [17]
applied twomachine learningmodels, such asMobileNetV2 and InceptionV3, which
were retrained through transfer learning for diagnosing Glaucoma. The author used
these two models to classify the set of optical coherence tomography (OCT) images
into two types: glaucomatous and non-glaucomatous. This study investigated retinal
nerve fiber thickness images obtained from cropped OCT. The evaluation results
received are that the accuracy for the right and left eyes are 86% and 90%, respec-
tively, in the mobile net model, and for the InceptionV3 model, both reach 90%.

Transfer learning (TL) applies the previously learned model to a new situation.
Deep learning is a compelling prediction method, but it requires much data. Transfer
learningwill reduce the amount of training data requiredwhile improving themodel’s
performance potential. Novakovsky et al. [18] applied TL. The model improved if
the multi-task model is trained with biologically relevant transcription factors (TFs)
in the pre-training stage. The author demonstrates the utility of transfer learning
for TFs with 500 or more ChIP-seq peak areas. Additionally, Zhang et al. [19] have
done research that used transfer learning for EEG decoding based on brain–computer
interfaces. Electroencephalography (EEG) algorithms are mostly based on machine
learning research, although machine learning might interfere with EEG processing,
resulting in calculation errors. In EEG processing, the author combined machine



Fine-Tuning MobileNet for Breast Cancer Diagnosis 845

Fig. 1 Implementing procedure flowchart

learning with TL. The findings suggest that TL can increase decoding model perfor-
mance across subjects/sessions and shorten the calibration time of brain–computer
interface (BCI) systems. Both studies show the significant contribution of TL in
research on machine learning.

3 Proposed Method

3.1 Implementing Process to Perform

The implementation process of our research will divide into nine main steps, which
will be illustrated by the flowchart in Fig. 1 and explained in detail below.

1. Collecting dataset: The data was gathered by Al-Dhabyani et al. in 2018 with
breast ultrasound images among women between 25 and 75 years old. The total
number of female patients is 600. The photos are converted as PNG files. The
pictures are divided into normal, benign, and malignant categories [20].

2. Dividing the dataset into training, evaluating, and testing: After collecting all the
ultrasound images in the dataset, the images will be randomly chosen for the
training, evaluating, and testing process. In detail, there are 70% images used for
training, 15% images used for evaluating, and 15% images used for testing the
model’s accuracy.

3. Applying MobileNet as the transfer learning model: We use MobileNet, a convo-
lutional neural network intended for mobile, to categorize and predict what case
of cancer the images in the dataset have because those images all have the same
angle, but cancer cells are in various spots.
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4. Fine-tuning themodel: To optimize the proposedmodel and achieve the best result
based on the given dataset, we change specific settings like the epoch, the batch
size, or some hidden layers before starting to train and validate.

5. Adding hidden layers and dropout layers into the model: To avoid overfitting, we
need to change the layer value to fit the pre-trained MobileNet model settings.

6. Training the model: Based on the three scenarios, we select the appropriate train-
ing sets from the ultrasound images dataset to train the model.

7. Validating and calculating the metrics: We check how many images have been
correctly classified and calculate the metrics to compare the proposed model with
other CNN architectures, importantly test accuracy and F1-score results.

8. Comparing with other CNN architectures: After training, validating, and testing
the proposed model, we compared the results to original CNN architectures like
VGG16, VGG19, InceptionV3, and MobileNet.

9. Showing results: After the data has been compared, tables and graphs will be
displayed.

3.2 Proposed Model for Breast Cancer Prediction

This work has leveraged transfer learning techniques from the MobileNet and fine-
tuning techniques to classify ultrasound images, including benign breast cancer,
malignant breast cancer, and normal breast samples. The original architecture of the
pre-trained MobileNet model is illustrated in Fig. 2.

Transfer learning Transfer learning applies knowledge learned from the previous
model to the current problem. Transfer learning is used when our dataset has insuffi-
cient data to train a full-scale model from the beginning [21]. In our training process,

Fig. 2 MobileNet architecture to classify breast cancer
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Fig. 3 Transfer learning model to classify breast cancer

the previously trainedMobileNet model parameters are reused. So the transfer learn-
ing will take advantage of the available layers of this model without having to retrain
from scratch, helping to improve the model’s accuracy. For use in breast cancer clas-
sification problems, the MobileNet model will be added with a new fully-connected
layer and an output layer with a softmax classification function [22].

Fine-tuning After applying the transfer learning, the result will be better if we
continue fine-tuning. Fine-tuning uses a network model trained to perform a similar
purpose for a given purpose. Typically, the model’s first layers are frozen. During the
training process, the weight of these layers will not be modified [23]. These layers
can extract low-level abstraction information; this ability was acquired during prior
training. Freeze to take advantage of this ability and make training more effective. In
the fine-tuning process, we continue to adjust the hyperparameters to help the model
achieve the highest accuracy and also to avoid overfitting [24].

The hyperparameters used for the adjustment process are as follows: First, the
number of training epoch ranges is tested with the values of 20, 25, and 30 to find
a suitable epoch threshold. The number of batch sizes is tested with the value of
16–32–64. The hidden layer is tested with [256, 256, 64] and [512, 128], and the
learning rate is tested with 0.001, 0.0001, and 0.00001.

Figure 3 illustrates the proposed model architecture applying pre-trained
MobileNet for transfer learning and fine-tuning technique.
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Fig. 4 Example of three
categories of breast
ultrasound images in the
dataset

4 Experiment

4.1 Dataset

Breast ultrasound images from women aged 25 to 75 years old were obtained at the
start of the study. This information was gathered in 2018 [20]. The total number
of female patients is 600. The photos are saved as PNG files. The average size of
ultrasound images is 500× 500. The ultrasound images are divided into normal,
benign, and malignant categories. The data distribution follows 487 photographs
for benign tumors, 210 images for malignant tumors, and 133 for normal tumors.
Ultrasound scans are most commonly used to examine and detect breast cancer early.
Furthermore, compared to other medical imaging procedures, it is incredibly safe.
Figure 4 gives out an example of the three categories in the dataset.

4.2 Evaluating Method and Comparison

This research separates the dataset into three sets to evaluate the model: training,
validation, and test sets to achieve a good result. To divide the dataset effectively, we
randomly divide it to distribute data for these three sets. The most common golden
ratios are 60–20–20, 70–15–15, and 80–10–10. Then, we evaluate through the model
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Table 1 Number of images when splitting into sets in detail

The order of breast classifications Types of set Quantity (images)

1. Normal Training 93

Validating 20

Testing 20

2. Malignant Training 147

Validating 32

Testing 31

3. Benign Training 305

Validating 66

Testing 66

Total 780

to choose the appropriate ratio, avoiding underfitting or overfitting because the dataset
division does not have an even distribution for the given dataset. In this research,
we apply the 70–15–15 ratio for splitting the dataset into training, validating, and
testing sets. Table 1 illustrates the number of images when splitting the dataset into
training, evaluating, and testing sets based on the ratio applied.

Then, we compare the findings with MobileNet, VGG16, Xception, and Incep-
tionV3 using the accuracy metrics (accuracy—acc) and the F1-score. The research
mentioned above was performed under the following three scenarios:

– Scenario 1 includes the following sequence: First, we get data from two cate-
gories which are normal and benign breast ultrasound images. Then, we perform
training, evaluating, and testing on the proposed model. Finally, we compare the
results between the proposed model and other CNN architectures. The purpose of
conducting the first scenario is to check how our proposed model classifies two
categories and the results of the experiments throughout test accuracy, F1-score,
and the confusion matrix. We conduct this scenario because we predict and clas-
sify breast cancer, so we test the ability to classify benign and normal breasts to
figure out and consider the given results. Then, we can evaluate the dataset as well
as the proposed model.

– Scenario 2 includes the following sequence: First, we gather data from two breast
ultrasound images: normal and malignant. Following that, we train, evaluate, and
test the proposed model. Finally, we compare the proposed model’s results to
those of other CNN architectures. The second scenario is being run to see how
our proposed model classifies two categories and the results of the experiments in
terms of test accuracy, F1-score, and confusion matrix. We conduct this scenario
becausewe predict and categorize breast cancer, sowe experiment with classifying
malignant and normal breasts to determine and consider the given results. Then,
we can evaluate the dataset and proposed model.

– Scenario 3 includes the following sequence: First, we collect data from three
breast ultrasound images: normal, benign, andmalignant. Following that, we train,
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evaluate, and test the proposed model. Finally, we compare the proposed model’s
results to various CNN architectures. The third scenario is being run to see how our
proposed model classifies three categories and the results of the testing set in terms
of test accuracy,F1-score, and confusionmatrix.We conduct this scenario because
we forecast and classify breast cancer. First, we test the ability to classify benign,
malignant, and normal breasts to determine and examine the given ultrasound
images dataset. Then, we can evaluate the dataset and proposed model.

We use Google Colab to perform these scenarios and evaluate the final results.
All of the experiments and evaluations are performed and executed in the working
session of Google Colab.

4.3 Scenario 1—Classify Benign Breast Cancer and Normal
Breast

In this scenario, all models are run under the same hyperparameters: The number
of epochs is 30, the learning rate is 0.0001, and the number of batch sizes is 64.
We also propose adding a MobileNet model with additional parameters that can be
modified. The hidden layer is adjusted to [256, 256, 64] for the proposed model only,
and nine new hidden layers are added, including dense, batch normalization, and
dropout layers. The outcomes of training and testing for scenario one are shown in
Table 2.

This experiment shows that the transfer learning model with the proposed model
gives the most remarkable results with the accuracy on the test set of 96.51% and the
F1-score of 96.84%. Figure 5 illustrates the accuracy and loss during training of the
proposed model in scenario 1. The confusion matrix of the first scenario is illustrated
in Fig. 6.

From the illustration of graphs and confusion matrix in scenario 1, we can see that
the training process of the proposed model achieves a promising result. Furthermore,
the prediction results of two categories on the testing set achieved 98.0% accuracy on
benign breast cancer and 90.0% accuracy on the normal breast. These results prove

Table 2 Results comparison when testing on the first scenario

Model train_acc val_acc train_loss val_loss test_acc test_F1

Proposed model 1.0000 0.9767 0.0399 0.0723 0.9651 0.9648

VGG16 1.0000 0.9651 0.0033 0.2037 0.8953 0.8898

VGG19 0.9950 0.9302 0.0228 0.1805 0.8837 0.8872

InceptionV3 1.0000 0.7907 0.0001 0.8452 0.8372 0.8012

MobileNet 1.0000 0.8023 0.0001 0.4404 0.7907 0.7176
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Fig. 5 Training accuracy and loss graph of the proposed model in scenario 1

Fig. 6 Confusion matrix
illustration in scenario 1

that our proposed model can classify benign breast cancer better than normal breast;
both results achieve a higher than 90%.

4.4 Scenario 2—Classify Malignant Breast Cancer
and Normal Breast

All models are executed under the same circumstances as the first scenario. For
example, Table 3 shows the results of training and testing for scenario 2.

This experiment shows that the transfer learning model with the proposed model
still gives the best results, with an accuracy of 94.12% on the test set and an F1-score
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Table 3 Results comparison when testing on the second scenario

Model train_acc val_acc train_loss val_loss test_acc test_F1

Proposed model 1.0000 1.0000 0.0130 0.0618 0.9412 0.9417

VGG16 1.0000 0.9808 0.0001 0.0675 0.9216 0.9216

VGG19 0.9750 0.9615 0.0757 0.2198 0.9216 0.9216

InceptionV3 1.0000 0.7308 0.0001 0.8480 0.8039 0.7906

MobileNet 1.0000 0.7885 0.0001 0.4168 0.7647 0.7334

Fig. 7 Training accuracy and loss graph of the proposed model in scenario 2

Fig. 8 Confusion matrix
illustration in scenario 2

of 94.17%. Figure 7 illustrates the accuracy and loss during training in scenario 2.
The confusion matrix of the second scenario is illustrated in Fig. 8.
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From the illustration of graphs and confusion matrix in scenario 2, we can see that
the training process of the proposed model achieves a promising result. Moreover,
the prediction results of two categories on the testing set achieved 90.0% accuracy
on malignant breast cancer and 100.0% accuracy on the normal breast. These results
prove that our proposed model can classify the normal breast better than malignant
breast cancer, and both achieve a higher than 90%.

4.5 Scenario 3—Classify Benign Breast Cancer, Malignant
Breast Cancer, and Normal Breast

All models are executed under identical conditions to the first and second scenarios
in the third. Therefore, the outcomes of training and testing for scenario three are
shown in Table 4.

This experiment shows that the transfer learning model with the proposed model
gives the most significant results, with an accuracy of 90.6% on the test set and an
F1-score of 90.58%. Figure 9 illustrates the accuracy and loss during training in
scenario 3. The confusion matrix of the third scenario is illustrated in Fig. 10.

Table 4 Results comparison when testing on the third scenario

Model train_acc val_acc train_loss val_loss test_acc test_F1

Proposed model 0.9982 0.9322 0.0473 0.3237 0.9060 0.9058

VGG16 0.9963 0.8898 0.0108 0.5743 0.8291 0.8246

VGG19 0.9853 0.8814 0.0365 0.5874 0.8462 0.8428

InceptionV3 1.0000 0.7203 0.0002 0.8463 0.7265 0.7044

MobileNet 1.0000 0.7034 0.0001 1.4156 0.7094 0.6973

Fig. 9 Training accuracy and loss graph of the proposed model in scenario 3
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Fig. 10 Confusion matrix
illustration in scenario 3

From the illustration of graphs and confusion matrix in scenario 3, we can see that
the training process of the proposedmodel achieves a promising result.Moreover, the
prediction results of three categories on the testing set achieved 92.0% accuracy on
benign breast cancer, 87.0% accuracy on malignant breast cancer, and 90% accuracy
on the normal breast. These results prove that our proposedmodel can classify benign
breast cancer better than normal breast and malignant breast cancer, and all of the
results achieve higher than 87%.

4.6 Evaluating Experiment Result

All of the accuracy, validation accuracy, test accuracy, and F1-score calculated of
the proposed model in three different scenarios are shown in Fig. 11.

The experimental results show promising results when training, testing, and eval-
uating the proposedmodel in three scenarios suitable for breast cancer diagnosis. For
example, in scenario 3, the proposed model achieves 90.6% accuracy when predict-
ing three classifications, and the F1-score is 0.9058 on the testing set. In addition, the
accuracy score and the F1-score achieve higher when eliminating one classification,
with more than 96% accuracy in the first scenario and more than 94% accuracy in
the second scenario.

In addition, the results are relatively positive compared to [12] with an accuracy
of 87.2%, and in [13] with an accuracy of 87.0%.
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Fig. 11 Transfer learning model results on three different scenario experiments

5 Conclusion

Currently, there are many research articles in the medical field that have contributed
significantly to the diagnosis of diseases that cause harmful consequences to patients’
health. This paper introduces a system for predicting and classifying breast cancer
based on ultrasound images, including three benign, malignant, and normal breast
classes. Applying transfer learning and fine-tuning to the pre-trained MobileNet
model achieves high results with 90.6% accuracy. Moreover, the amount of time for
training, evaluating, and testing these experiments is efficient based on the applied
algorithms. We will continue to test various systems and collect more data on exist-
ing disease classes to improve model accuracy and apply visualization to explain
predicting results.
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Identification of Leaf Disease Using
Machine Learning Algorithm—CNN

P. V. Raja Suganya, A. R. Sathyabama, K. Abirami, and C. M. Nalayini

Abstract This study uses image processing techniques to analyze leaf properties for
an agricultural field-based automated vision system.Autonomous leaf characteristics
detection is an important part of agricultural research since it monitors large fields
of crops and automatically detects the symptoms of leaf characteristic features on
plant leaves. The proposed decision-making system makes use of image content
characterization and supervised neural networks. For performing this type of decision
analysis, image processing techniques include preprocessing, feature extraction, and
classification stages. When an image is processed, it is scaled and a region of interest
is selected if required. Color and texture features are extracted from an input dataset
for performing network training and classification. This section includes color and
texture characteristics such as energy, contrast, homogeneity, and correlation. The
proposed system will classify the test images for analyzing and determining the
leaf attributes. This approach can quickly and accurately classify objects by using
a classifier NN, which learns from examples within a given category. The tangent
sigmoid function is considered as the network’s kernel function. According to a
computer simulation, a network classifier is the best option used for attaining the
highest training and classification accuracy.

Keywords Convolution neural network · Test database · Leaf disease

1 Introduction

The concern of effective plant disease protection is critical in terms of sustainable
agriculture and climate change. According to the outcomes of the research studies,
there is an evidence that the climate change influences pathogen development and
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host resistance, resulting in physiological changes in host–pathogen interactions. The
ease with which diseases can now be spread across continents and oceans exacer-
bates the issue. Diseases that were previously unknown and untreated could perhaps
emerge in areas where there is no local expertise to combat them. Using pesticides
without proper training can result in the development of long-term disease resistance
by reducing the plant’s ability to defend itself significantly. Precision agriculture
relies on timely and precise identification of plant diseases. Preventing wasteful loss
of money and other resources is essential to achieve a healthy production by tack-
ling long-term pathogen resistance development and minimizing the harmful conse-
quences of climate change. In the rapidly changing world, the importance of early
disease detection and prevention has been constantly increasing. Plant pathogens
can be identified by using a variety of techniques. When there are no obvious signs
of illness or when the effect is too late to be useful, a detailed testing is required.
Since most of the diseases produce some type of visible manifestation, a skilled
professional’s human eye examination is the primary method used for detecting
plant illnesses in real time. One of the most important abilities for any plant pathol-
ogist is learning the ability to observe and identify specific plant disease symptoms.
Symptoms of damaged plants can vary widely, and amateur gardeners and hobbyists
may have a harder time identifying them than a plant pathologist. Amateur gardeners
and skilled professionals could benefit from an automated system, which have been
developed to assist in the identification of plant diseases based on their appearance
and visual symptoms.

Consequently, convolution neural networks (CNNs) were developed and have
produced excellent results when it comes to the classification of digital images.
Innovative training methods and methodologies enable the system to be quickly and
easily implemented in the real world. The developed model can distinguish between
healthy leaves and leaves affected by 25 different types of plant diseases. This study
analyzes the entire process of implementing a disease recognition model in real time,
ranging from collecting images to creating a database by using CNN to identify the
plant disease. The precision of the developed model ranges from 91 to 98.3% for
various class tests with an average precision of 96.3%.

2 Literature Review

2.1 Diagnosis and Classification of Grape Leaf Diseases
Using Neural Networks

Plant diseases have a large impact on crops, causing significant financial losses.
Alternatively, early detection of plant diseases results in a significant improvement
in the quality of final product. Pesticides are applied incorrectly when the disease and
its severity are misdiagnosed. Image processing and artificial intelligence techniques
will be used to diagnose the disease from the image of grape plant leaves [1]. The
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proposed method takes an image of a grape leaf with a complex background as input.
Anisotropic diffusion is used to reduce noise in the image after masking green pixels
with thresholding. K-means clustering is then used to segment the diseases present
in grape leaves. The diseased region is then identified by using the process of image
segmentation. The best results were then obtained by training a feed forward back
propagation neural network for performing classification [2–4].

2.2 Advances in Image Processing for Plant Disease
Detection

In this research, a software solution for the automatic identification and categoriza-
tion of plant leaf diseases is proposed and experimentally evaluated. Studying the
visual patterns of a certain plant is referred to as plant trait/disease-based research.
Crops continue to encounter a diverse set of diseases. Physical damage is one of the
most common diseases caused by insects. Since some bird species are poisoned by
insecticides, their effectiveness is not always demonstrated. It also harms natural food
systems. Following the segmentation phase, the following two phases are added in
sequence. They look for pixels that are predominantly green in color in the first stage.
The pixels that are predominantly green are then masked using Otsu’s approach,
which computes specified threshold values. The next step was to remove all of the
pixels with zero red, green, or blue values, as well as those that bordered the infected
cluster (object). In the experiment, proposed methods for detecting plant diseases
have been shown to be effective. The newly developed algorithm can detect and
categorize the analyzed diseases with a precision in the range of 83–94%, and it can
do so 20% faster than the approach provided in the study [5–7].

2.3 Detection and Classification of Plant Diseases by Image
Processing

Themain purpose of this research is to develop an image processing software for iden-
tifying and classifying plant leaf diseases.However, relying entirely on professionals’
manual inspection to diagnose and classify diseases in rural areas and underdevel-
oped countries can be time consuming. As a result, the proposed image processing-
based system is highly time efficient, self-contained, cost effective, and precise. In
the first step of the solution, a color space transformation is done to the RGB leaf
image followed by a color transformation structure. In the second stage, the images
are segmented by using the K-means clustering technique. In the third phase, the
textural properties of the segmented infected objects are calculated. In the fourth and
final phase, the collected features are fed into a neural network, which is already
trained [8–10].
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2.4 Classification of Cotton Leaf Spot Diseases Using Image
Processing Edge Detection Techniques

This proposal describes a cutting-edge computing system to assist farmers in making
better decisions based on various aspects of the agricultural development process.
Crop disease detection and evaluation are critical for increased yields. Foliar is the
most common fungal disease that affects cotton crops in India, and it can be found in
all growing regions of the country. In this paper, new technological solutions based on
mobile-captured cotton leaf spot symptoms are presented, and the diseases are then
classified by using the proposed HPCCDD algorithm. In order to develop intelligent
farming practices, the classifier is being trained to identify diseases in the groves,
apply fungicides selectively, and so on. In order to identify diseases, image RGB
feature ranging techniques (using ranging values) will be utilized to enhance the
collected images initially. After that, the color image segmentation is used to find the
desired areas (disease spots). These collected features are then used for classification
purpose to identify the disease-affected areas by using different techniques such as
sobel and canny filtering [11–13].

2.5 Plant Disease Identification Based on Deep Learning
Algorithm in Smart Farming

In a complex environment, preventing plant disease begins with precisely detecting
the disease. Due to the increasing practice of intelligent farming, sophisticated deci-
sion assistance, smart analysis, and smart planning are now available via digitaliza-
tion and data-driven decision support. The development of a deep learning-based
mathematical model for the detection and recognition of plant disease is proposed in
this study. The region proposal network (RPN) is initially used to identify and locate
the leaves in a range of difficult settings (Fig. 1).

Using the Chan–Vese (CV) method, images segmented based on RPN results
contain different characteristics of disease symptoms. Transfer learning models are
used to train these segmented leaves by using a dataset of sick leaves in the absence
of any other context. Black rot, bacteria, and rust illnesses are also tested on the
model. The accuracy of the proposed methodology is better than the existing method
by 83.57%, which decreases the impact of illness on agricultural productivity and
supports the long-term agricultural growth. Furthermore, deep learning algorithm
has a big impact on intelligent agriculture, environmental protection, and agricultural
productivity [14–15].
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Fig. 1 Flowchart for disease detection

2.6 Detection and Classification of Plant Leaf Diseases
by Using Deep Learning Algorithm

Insects and damaged plant leaves pose a serious threat to agriculture. Faster andmore
accurate predictions of crop leaf diseases could lead to the development of an early
treatment method and a significant reduction in economic loss. Recent advances in
deep learning have enabled researchers to significantly improve the performance
and accuracy of object identification and recognition systems. The proposed study
has used a deep learning-based technique to detect leaf illnesses by utilizing the
images of plant leaves. The primary objective is to discover and build deep learning
approaches that are better suited to the proposed work. This study has used the single
shot multi-box detector (SSD), which is a region-based convolution neural network
(fasterR-CNN). The suggested system is capable of accurately detecting awide range
of diseases in plants and can handle scenarios that are both simple and complex.



862 P. V. R. Suganya et al.

3 Proposed System

3.1 Module 1

In the next stage, the input test image is acquired and preprocessed before being
translated into an array form for comparison. The following procedures are used to
preprocess the provided image:

• Import the required libraries. Here, the Keras library is used for developing a
proposed model and training it.

• Loading the data.
• Visualize the data.
• Data preprocessing and data augmentation.
• Evaluating the result.

3.2 Module 2

The database is properly segregated and preprocessed and then renamed into proper
folders. Obtaining a valid database is the first step in any image processing research.
When possible, it’s best to use a standard database; however, this is not always
possible, so the images may be collected to build new database in these situations.
In order to begin, the database must be purged and labeled. The images with the best
resolution and angle are chosen from a large database. Prior to image selection, a
thorough understanding has been gained on various leaves and their diseases. The
plant village organization’s repository is extensively used in this research. Further, a
variety of plant images are examined and correlated. After a thorough investigation,
the images are then categorized and labeled based on different disorders.

The model is properly trained by using CNN and then classification takes place.
TheCNNmodel is preprocessed and trained as follows: The database is preprocessed,
including image shape, resizing, and array conversion. In the sameway, the test image
is processed. A database of approximately 500 different plant leaves is compiled,
from which each image can be used as a software test image. The train database is
used to train the model (CNN) to recognize the test image and the disease it contains.
Dense, Dropout, Activation, Flatten, Convolution2D, and MaxPooling2D are some
of the layers in CNN. The algorithm can identify the sickness if the plant species is in
the database, and the model has been properly trained. In order to make an accurate
diagnosis, a comparison between a test image and the trained model must be made
after training, and preprocessing has been completed successfully.

Convolution Neural Network:

Convolution: Image can be de-convolved in order to identify specific features in
the image. When applied to an image, convolution can blur, sharpen, detect edges,
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reduce noise, and perform a variety of other things that help the computer in learning
about the image.

Pooling: When image is too big, it needs to be shrunk. The primary purpose of
pooling is to minimize the size of an image without losing any of its details or
patterns.

Flattening: For neural networks and classifiers, flattening turns a two-dimensional
matrix into a vector of features.

Full Connection: Sending the image into a neural network is known as full
connectivity.

The proposed convolution neural network (CNN) is built with the help of the
Keras and TensorFlow frameworks.

The extraction of features from the entity set is a critical part of addressing any
problem using machine learning. In image processing, the feature set essentially
consists of each individual pixel that makes up the image. The features will be avail-
able based on the image’s resolution and size. The image’s color mode determines
how many pixels are present in a megabyte.

In 8-bit (256 colors) picture, there are 1,048,576 or 1024 × 1024 pixels in one
megabyte.

In 16-bit (65,536colors) picture, one megabyte contains 524,288 (1024 × 512)
pixels.

In 24-bit RGB (16.7 million colors) picture, one megabyte has approximately
349,920 (486 × 720) pixels.

In 32-bit CYMK (16.7 million colors) picture, one megabyte has 262,144 (512×
512) pixels.

In a 48-bit picture, one megabyte has only174,960 (486 × 360) pixels.

3.3 Module 3

A comparison between the test image and the trained model is performed. Addition-
ally, a convolution basis is used to extract features. The classifiers will be trained to
detect images with healthy or sick foliage by using these attributes.

3.4 Module 4

If there is a defect or disease in the plant, the software displays the disease along with
the remedy. A GUI is used to display the type of disease, and the type of pesticide to
be used is specified in the command prompt. For using GUI, tkinter package is used.

In 32-bit CYMK (16.7 million colors) picture, one megabyte has 262,144 (512×
512) pixels.
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Fig. 2 Result for classification

In 48-bit picture, one megabyte has only 174,960 (486 × 360) pixels.

3.5 Module 5

If a defect or disease is observed in the plant, the software displays the disease along
with a remedy. A GUI is used to display the type of disease and pesticide to be used
in the command prompt. For using GUI, tinder package is used.

4 Results and Discussion

4.1 Screenshot of Final Result

The final result is shown in Fig. 2.

5 Conclusion and Future Enhancement

5.1 Conclusion

The proposed method has been devised for farmers and agricultural industry. From
the results, it is evident that the proposed system has successfully detected the plant
disease and recommended a treatment. It is also possible to improve the plant’s
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health by learning extensively about both the problem and corresponding solutions.
The proposed system is coded in Python and has generated a 90% accuracy rate. The
Goggles GPU has also been used to improve processing accuracy as well as speed.

5.2 Future Enhancements

The primary goal of future work will be to develop a server-side component by
including a trained model as well as an application for smart mobile devices, which
are capable of displaying diagnosed diseases in fruits, vegetables, and other plants.
Regardless of experience level, this softwarewill assist farmers in quickly identifying
the plant diseases and making knowledgeable decisions about the use of chemical
pesticides. This technology could be used to detect the entire plant rather than just
individual leaves. When the number of features extracted is high, the results will
be more accurate. Drones and unmanned vehicles can also be embedded with the
system so that the agriculture fields can be monitored from air.
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Abstract Virtual reality (VR) has become one of the most emerging technologies
of this decade. Researchers can now exchange and study data like never before with
the help of virtual reality-based tools. It’s a key pipeline study in the field of human–
computer interaction. In this proposed method, we created a virtual reality-based
immersive simulated biology laboratory experience that allows students to learn
different laboratory equipment. The immersive method for learning outcomes in the
biology laboratory aimed to address the global problem where the underprivileged
students lack the access of even the basic laboratory equipment. The proposedmethod
was tested and surveyed among high school students coming from an underprivileged
geography specifically in Bangladesh. The substantial finding of the study reflects
how these individuals can be benefitted from this virtual reality-based biology labo-
ratory. The results came out positive and along with that the ending calls for future
works on immersive VR laboratories on other streams for high school students.
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1 Introduction

The oversimplification of the human task through simulation and enhancement
through precision has led the VR technology to gain ground in multifarious use
case scenarios. Immersive virtual reality integrated applications have been devel-
oped which can replicate real-life situations and environments giving the users a
real-life simulation that makes them enjoy, learn, and get a state-of-the-art virtual
world experience right from their home whether it be online or offline. During the
COVID outbreak, VR applications have come forward to solve many problems and
give virtual reality platforms where users can come and have a shared space that will
be able to give them a necessary simulated environment while social distancing right
from their home. Due to the mass adoption of VR in recent times, it was able to pene-
trate the fields of education and learning [1], medical sciences, co-working space,
travel, games and entertainment, etc. In the case of education, precisely in practical
learning, the role of laboratory work is immense. High school laboratory works are
very important for students to develop their skills and exhaustively understand a
topic. According to Hodson [2], laboratory works include planning, collection of
data, fact checking, sorting, and later coming to terms with the very own interpreta-
tion as well as a conclusion to the study. This makes the student more immersed in
the process of learning and getting an understanding of scientific inquiry. Similarly,
in learning biology, students must go through some rigorous practical work and do
experiments as per their curriculum provided in their respective biology laboratories
in their school to get into the actual scientific practice [3]. But in real-life scenarios
in underdeveloped countries, practical biology learning is avoided due to the lack of
scientific instruments, specimens, and overall infrastructure of schools, though all are
included in their curriculum. The experiments in the biology laboratory are outright
costly [4]. The virtual biology laboratory developed in this paper aims to solve this
particular problem specifically for the underprivileged high school students who
have biology laboratory work in their syllabus. The use of technology is widespread
in education but all of these advances and focus are concentrated on higher educa-
tion. Virtual reality laboratories are helping college students to get more out of their
biology practical learning and through experiments; it has been proven to be more
effective, and also the students that have used the learning simulation have expressed
a positive attitude toward it [5]. All these can be accessed right from home using
the web. Extensive research is being made to bring the use case of virtual reality for
learning purposes, especially in the fields of science and technology [6]. Mostly in
the case of practical learning, the use of technology can increase the learning output
for students as well as increase the critical thinking capability through reasoning as
well as making the learning engaging and entertaining [7]. Since the biology study
materials require precise observation and examining intricate details of the specimen,
the VR biology laboratory environment should facilitate enhanced image processing
techniques in order to get sharp and better quality feed. The works of [8] proposed
such an algorithm which eradicates the problem of low-quality image and provides
a better user immersion experience.
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Can such curriculum-based virtual biology laboratories also have a positive impact
on the high school students of the disadvantageous geographical and economic loca-
tion was the purpose for this paper. Also due to the COVID-19 outbreak, students
lacked access to their biology laboratories but their theoretical classes were going
on through online mediums. To minimize the gap between practical and theoretical
scientific learningprogress, the virtual biology laboratory couldhelp.Tounderstand if
it was possible to bring better learning in practical works through virtual reality using
an affordable and accessible medium like Google Cardboard and cheaper mobile
devices among underexposed to virtual reality users was the main objective. The
experiments and the survey proved to be positive and through further development
works, it could bring a newer dimension to the learning process. The proposedmethod
was developed and modified to address how low-cost VR headset has the potential
to learn about biology laboratory in immersive way during pandemic maintaining
social distance.

2 Related Works

2.1 VR in Education

It is found out in the paper [9] that it is necessary for students to be able to interact
with real-life laboratory equipment and participate in laboratory experiments but that
must be through a pedagogical structure to provide the best output. This curriculum-
based work was done in [10] where students were given curriculum-based laboratory
experiments, and they were carried out in traditional laboratory experimentation,
computer-based experimentation, and VR-based experimentation. It was found that
the students’ learning efficacy increased during their virtual learning process. Similar
works in thefields of journalism, paramedicine, andmedia production throughmobile
VR by the process of generating pedagogical content which is user generated [11].
Here through ubiquitous computing and through social interaction of the learners, a
mobileVRplatform enabled the learners to increase their efficacy in gaining practical
knowledge of a subject. One of the key platforms which facilitates multi-user inter-
action in a VR simulated environment in learning is Second Life [12]. Second Life
lets learners and teachers join an immersive virtual world where they could interact
and have a common goal to achieve better efficiency in learning outcomes. This form
of learning reflects the prevalent curriculum to ensure that pedagogy is kept intact,
and students get a better environment to learn their lessons. A prototypical “vir-
tual physics science laboratory” was developed that permits understudies to control
the laboratory environment just as the actual objects in that laboratory facility [13],
where they experimented measuring the time of the pendulum for various lengths
furthermore, various sizes of gravity. Measure the normal pace of loss of energy of
a ball brought about via air drag when dropped from various statures, and under
various gravitational speed increases. Analyze the directions (particularly range and
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greatest stature) of an item projected in two measurements with and without envi-
ronmental drag. They found out this virtual physics laboratory licenses understudies
to communicate with a convincing visual and acoustic “world”. There has been a
shift of paradigm in the education sector due to the widespread and easy to access
technologies but along with the rise of emerging technologies, there can be a lot
of withdrawals from studying by the students if proper learning resources compat-
ible with the tech is not provided [14]. The orthodox methods of learning are being
replaced with a set of parameters and variables where the main theme is that all
the learners are not equally treated when imparting knowledge rather the concept of
flexible timing and self-paced learning curves are more prioritized where interactive
audio–visual conceptual environment is more preferred for better output [15]. The
young elementary students are found to be more excited and they tend to perform
betterwith their reasoning skills if they learn something through enjoying themedium
through which they are taught. The elementary students were given a science-based
educational class through the VR technology and by gamification of the content to
make it interactive. It is found out that their reasoning ability and problem-solving
skills have increased to an extent [16, 17]. Geography was taught to students with
the help of VR-Engage, a virtual reality simulation game based on levels to interact
and compete and in turn have learnt a portion of geography based on prescribed
curriculum. The key point was to make the game more likeable and usable instead of
making it like regular hit games. It was a success to make the users get a grasp of the
concepts of geography irrelevant to their gaming skills [18]. To promote curriculum
effectiveness, an intuitive VR platform, virtual reality-based education expansion
(VREX) came up with an O2O VR classroom where students get to learn abstract
concepts of a subject where on the other hand, it is tough for the teacher to make
the student understand with orthodox learning model. It gave positive results both
online and offline and ultimately uplifts the total VR experience in any learning
environment.

2.2 VR in Medical Science

A social virtual reality platform was proposed and implemented which facilitated
patients to consult with medical professionals for their orthopedics needs. The
proposed social VR clinic aimed to cut the volume of work a clinical staff goes
through and along with that reduces the traveling hassle of patients [19]. The model
was proven to be effective through taking responses from both end users, the medical
consultants as well as the patients. A human–computer interface with high-end
components both hardware and software creatingVR simulated laparoscopic surgery
environment for novice surgeons to practice as well as professional surgeons to carry
on R&D. This VR simulator for minimally invasive surgery is a gateway for surgeons
to become more efficient with their surgery procedures with least collateral [20].
Similar to this simulation to help in medical training, there are also various use cases
of VR-based simulation environments which expedite medicine practitioners to pick
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up first-person experiences and learn in an engaging interactive set which in real life
would have been not feasible [21]. Health professionals were given a mixed plat-
form where VR and AR was integrated through Microsoft’s HoloLens in ensuring
the curriculum of the faculty staff and students, and students could run smoothly
in order to gain that real life like simulated experience to boost learning outcome
[22]. The holographic mixed reality platform used head mounted display so that the
overall outcome of the experiment has a few side effects as possible for the users
availing the experience. Another problem for medical science students on anatomy
is that they do not get adequate supply of wet specimen for the required amount of
time to learn more as it is not possible to examine the live sample during surgery and
so they must rely on their past knowledge alone [23]. To solve this problem, and to
give a demonstration of the anatomy to the students from all angles an interactive
learning content for a VR, AR and a tablet were created where three participant
groups participated and they rated the experience as very good, and VR technology
will actually help them in their anatomy academic learning [24]. VR has been found
to assist surgeons in critical operation procedures which need visual accuracy and
practice to get better output. A review has been made by analyzing several VR
simulations and their aftermath results produced by the users of such simulations in
flexible endoscopic skills and also laparoscopic surgeries [25]. The results suggest
that the VR experience modeled with surgery courses and its framework’s efficacy
has proven to be a cut above [26]. VR as a medical science teaching medium has
been gaining momentum. One of the most challenging topics in medical science is
cardiac anatomy, and the teachers are having a hard time getting the base layers and
retrospectives with the orthodox teaching methods. But a 3D modeled heart gave
access to easier understanding; the students were found to learn with better accu-
racy [27]. A cutting edge proposed method was showcased in [28] where clinicians
can provide PTSD patients with medically tested virtual immersive environments
through VR technology based on the patient’s individual requirements, and it was
proven to help the therapy session to a large extent.

3 Methodology

The proposed method is created with an app named “VR-Biology”. As a virtual
reality headset, Google Cardboard was used. It is recommended to use Android 4.4
“KitKat” (API level 19 or above) for VR compatibility support. The method was
created using the Unity3D game engine and the Blender 3D modeling software. The
default platform was pc which was later on changed to Android in the build setting
inside the game engine. Vulkan graphicsAPIwas disabled since it doesn’t support for
Google Cardboard VR for mobile. The user game object had main camera attached
to it for providing stereoscopic view. The main camera inherits class interface from
GvrRecticlepointer prefab to give a virtual look for the environment, which is done
through sdk provided by the Google Cardboard by default pipeline inside the game
engine (Figs. 1 and 2).
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Fig. 1 Stereoscopic rendering workflow

Fig. 2 VR system
architecture

User interacts withUI elements using gaze base interaction.Main camera continu-
ously raycast invisible ray to detect if any interactable objects in the virtual environ-
ment through GvrRecticlepointer prefab. GvrPointPhycicsRaycaster continuously
raycasts, a raycast which is an invisible ray that allows to select objects which is
interactable if the object has a box collider attached to it. GvrRecticlepointer prefab
is an image that changes its shape when it detects an interactable object. For inter-
action, each objects had a component called box collider attached to it. Interaction
in VR is called gaze-based interaction. If any raycast collides with objects having
box collider, the object is interactable (Fig. 3). Specific objects which were meant
to be interactable such as microscopes, skeleton, 3D cells, these objects had box
collider for interaction. The user had character controller component attached. The
character controller’s radius and height were adjusted and calibrated for better users’
reachability. A csharp script was created “movement.” The script was designed in
a way for the user to roam around when they look down and positional axis y is
below at 45° angle (Fig. 4). The proposed method offers a biology laboratory in a
virtual environment. The method offers user to roam around the laboratory and can
interact with objects. One of the key features of this method is it offers two virtual
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microscopes. Both microscopes have an information image above them. The virtual
microscope provides 360 videos of two types of cell division Mitosis, Meiosis and
also two types of educational video “White Blood Cell chasing Bacteria,” “Amoeba
Under the Microscope” these are widely used in biology laboratory in high school
in Bangladesh. User can select the microscope, and panel will show up. The panel
consists four options and the user can select which type of video they want to watch.
For four VR videos, there are four different scenes. User can decide which VR videos
they want to watch. These videos are VR enabled. VR system architecture is shown
in Fig. 2.

Fig. 3 Interaction workflow
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Fig. 4 User movement

Under themicroscope, the twobuttonswere provided for zoom in and zoomout for
the videos. Another microscope offers four types of 3D cell which are “Animal cell,”
“Bacteria Cell,” “Fungal cell,” and “Plant cell”. The 3D models are also interactable
as user can see the different names of the cell structures. The virtual laboratory also
consists an interactable skeleton. Upon selecting any part of the skeleton, the name
of the bone will appear. Add on features of the proposed model is shown in Fig. 5.

Affordable The vr headset used in the proposed method is affordable rather than HTC Vive, Oculus quest
User Friendly 
Navigation 

The proposed method offers user friendly ui experience  

Less side effects During post assessment survey no side effects e.g. eye strain, headache was seen 

Features Descriptions 
Easy Interaction The proposed method offers easy gaze-based interaction, which is easy for user to interact with 

virtual objects

Fig. 5 Add on features of the proposed model
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3.1 Virtual Biology Laboratory

The virtual biology offers an immersive experience for the students. It has twomicro-
scopes (Fig. 6). Both of the microscopes have different functionalities. If the user
interacts any of the microscopes, a panel will show up (Figs. 6 and 7). The panel
consists of information about what the user wants to see which includes 360-degree
video (Fig. 8). Another microscope offers which specimen the user wants to see.
The 3D cells are also interactable. If the user selects any of the part of the cell, its
corresponding name and its information will appear (Fig. 9). The virtual laboratory
also contains a skeleton. The skeleton is also interactable. If the user interacts with
any part of the skeleton, its name will show up (Figs. 10 and 11).

Fig. 6 Virtual view of the laboratory

Fig. 7 Microscope panel
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Fig. 8 Microscope panel for 3D cell specimen

Fig. 9 360 video of amoeba under virtual microscope

3.2 Apparatus and Performance Analysis

For developing and experimental analysis, Unity 3D 2019.2.2f 1 and Blender were
used for the proposed method. In terms of the virtual reality headset, Google Card-
board was employed because it is inexpensive and widely available in Bangladesh.
The method was extensively tested during the development process. The testing
process was largely focused on how well the VR Laboratory operates in terms of
a seamless user experience with reduced latency before testing the method among
participants. To assure the method’s performance, the VR Laboratory was constantly
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Fig. 10 Human skeleton with visual information

Fig. 11 Interactable 3D plant cell

watched, with an emphasis on improving frame rate. Any software should operate
at a frame rate of 30fps which is considered as standard. A csharp script called
“Fpscounter” was used to measure the frame rate. The proposed method’s frame rate
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Fig. 12 FPS observation with time intervals

was monitored for 2 h since the total run time duration for the VR laboratory session
is 2 h. The frame rate was measured at 5 min intervals.

FPS observation with time intervals is shown in Fig. 12.

3.3 Experiment and Result Evaluation

Research hypothesis was described using three components of HCI:

1. Participants (human)
2. Apparatus (computer)
3. Procedure (interaction)

To evaluate the proposed method’s results, a mixed-method design (pre-
assessment survey, post-assessment survey) was conducted. The survey questions
were developed according to the current aspects of the ongoing situation. Pre-
assessment survey was conducted to determine considering whether the students
have previous experiencewithVR, access to their existing biology laboratory, various
specimen related to syllabus, and impact on their learning efficacy during pandemic.
During the pre-assessment survey, altogether 105 students from various high schools
were recruited to test the proposed method. Out of 105 students, 71(67.6%) of them
were male and 34(32.4%) of them were female students. When asked if they had any
prior experience with VR, almost 75% of them responded negatively. Almost all of
the recruits marked yes to if they had a biology laboratory in their institution. While
87% of the students pointed out they have microscopes in their laboratory, majority
of the students said they do not have specimens like amoeba, animal cell, plant cell,
fungal cell, bacteria cell, etc. According to the responses, 97.1% of the students
did not have access to their biology laboratory during the lockdown period of the
ongoing pandemic, which affected their efficacy of biology laboratory works. The
feedback clearly portrays during such uncertain times, there’s a need for an alter-
native learning solution in their laboratory (Fig. 14). The post assessment survey
questionnaires were designed to take feedback from the students who participated
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in the VR biology laboratory and consisted of five types of feedback for each ques-
tion, viz. SA (strongly agree), A (agree), N (neutral), D (disagree), and SD (strongly
disagree). Participants spent 45–80min (mean 62.5) on virtual laboratory. According
to the survey, the proposed model can hold the key to revolutionizing educational
laboratory work and practical learning where expensive equipment is out of reach
especially in third world countries. The main purpose of the proposed model was
to replicate the existing biology laboratories the students have and also make sure
they get to use the simulated VR experience in a very user-friendly manner. 64.8%
of the students have vetted the proposed model, whereas about 10% of the popula-
tion couldn’t figure out where their opinion rests, so they remained neutral about the
prospects and the remaining disagreed with the question. Similarly, 64 student have
said that the proposed model makes learning better, whereas 15 of the students went
against the statement. More than 65% of the students have “Strongly Agreed” and
“Agreed” that the 3D human skeleton is well structured and the cell division simula-
tion brings appeal in the learning process as well as brings forth newer depth in the
learning process. According to the feedback provided, the VR laboratory experience
is much more enjoyable than the orthodox laboratory work in the actual school labo-
ratory. The feedback insists on creating similar laboratory simulation in other fields
like chemistry and biology too in the future. A comparison study of the feedbacks
reveals how the proposedmethod had a favorable influence on students in terms of its
learning efficacy (Fig. 15). During the pre- and post-assessment survey, participants
were particularly asked to rate their learning efficacy of biology practical laboratory
work during ongoing pandemic lockdown through online video conferencing plat-
forms vs the proposedVRmethod. The feedback consisted of five types of responses:
very bad, bad, neutral, good, and very good. Their feedback illustrates they prefer
our solution over other conventional learning methods. In the feedback, in response
to their learning efficacy through online learning majority of the participants (62 out
of 105, 59%) voted negatively while 14% stayed neutral and only 20% of the partici-
pants voted good. On the other hand, regarding the proposed VR learning method the
participants (65 out of 105, 62%) took the opposite stand and voted positively, and
only 20% of the students gave opposing feedback while only 4% remained neutral,
which implies learning through learning efficacy before and after VR exposure is
shown in Figs. 13 and 15.

VR has a significant effect on participants learning efficacy (Fig. 15).

Limitations:

This study also has few limitations, which may have an impact on the results and
create a danger of bias in the findings. First, because of the lockdown, the sample
size for this pre- and post-assessment research was modest, and a greater number of
teachers will be assessed once the prototype is improved and ready for actual deploy-
ment. Next, in order to avoid overwhelming participants with evaluation instruments,
the amount of engagement in VRwas not examined, so we don’t knowwhether there
are any potential links between engagement and changes in acceptance of VR-based
learning. However, assessing the pragmatic features of the VR experience is some-
thing we absolutely want to do. This entails doing a practical exam right away.
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25.70%

93.30%

77.10%

87.60%

31.40%

25.70%

20.90%

23.80%

33.30%

2.90%

74.30%

6.70%

22.90%

12.00%

68.60%

74.30%

79.10%

76.20%

56.70%

97.10%

Have you ever been exposed to Virtual Reality?

Do you have biology lab in your High school?

Do you have Human skeleton in your biology lab?

Do you have microscopes in your biology lab?

 Is there any Amoeba specimen in your biology lab?

Is there any kind of Animal cell specimen in your biology
lab?

Is there any kind of Bacteria cell specimen in your biology
lab?

 Is there any kind of Fungal cell specimen in your biology
lab?

 Is there any kind of plant cell specimen in your biology
lab?

 During this pandemic  could you access to your Biology
Lab facility?

Axis Title
No Yes

Fig. 13 Pre-assessment survey

Finally, there was no monitoring group and no follow-up investigation to evaluate
if any changes in long-term learning efficacy is maintained. The next phase is to
investigate these parameters to see if there are any changes in learning through VR.

4 Conclusion and Future Work

The immersive virtual reality simulated biology laboratory based on the real-life
environment and how a traditional biology laboratory works to facilitate the day-
to-day curriculum of biology practical can be identified as a success. The proposed
model has been through the test phase, and the results obtained from the feedback
points out the current version is actually making the students understand better their
biology laboratory works and their experiments and interaction with the laboratory
equipment brings forth a positive outcome in the learning phase. Themain aim of this
project was to provide an equal footing to the underprivileged students in comparison
with their privileged peers who have access to state-of-the-art biology laboratories
in their school. The next phase of the development for this immersive VR simulated
biology laboratory would include addition of more experiments that are included in
the biology syllabus to make it an all-inclusive solution. Also, a connected platform
where the multiple users can interact within the virtual simulation can be created.
This will allow for teachers to actually see how the students work in the biology
laboratory and mentor and grade them. This will also open doors to peer learning
and group project executions leading to innovation. In similar way, an immersive



BIO-VR: Design and Implementation of Virtual Reality-Based … 881

64.80%

60%

61%

62.90%

64.80%

64.80%

61.90%

61.90%

61%

66.70%

19.40%

8.60%

11.40%

11.40%

11.40%

12.40%

11.40%

11.40%

10.50%

10.50%

8.60%

11.40%

8.60%

11.40%

8.60%

9.50%

8.60%

9.50%

7.60%

9.50%

11.40%

10.50%

9.60%

7.60%

9.50%

11.40%

9.50%

9.50%

8.60%

12.40%

10.50%

9.50%

7.60%

5.10%

10.50%

7.60%

7.60%

6.70%

4.80%
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7.60%
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6.70%

54.50%

The proposed method offers a very convenient user
interface,user experience and understanbale features

The proposed method resembles biology lab similar to real
life lab

Naviga ng around the virtual lab is easy

The proposed method adds a new dimension for students to
experience biology lab

The proposed method allows students to get more engaging
in learning

The virtual microscopes used in the proposed method is
iden cal to real life microscope used in biology lab

The 360- degree videos of different types of cell division
makes learning more appealing and interes ng

The 3D human Skeleton used in the proposed method is well
structured

3D cells and interac on in the proposed method adds a new
depth to learning

The proposed method can be used to build virtual physics
and chemistry lab in future

The use of a VR headset makes exploring the virtual lab
uncomfortable (e.g., eye strain,fa gue, and headache).

Responses

Strongly Disagree Disagree Neutral Agree Strongly Agree

Fig. 14 Post-assessment survey

33.30%

25.70%
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33.50%
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Very bad Bad Neutral Good Vey Good
Traditional Method Learning Through VR

Fig. 15 Learning efficacy before and after VR exposure
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virtual reality simulated physics and chemistry laboratory can be created apropos of
the curriculum that is followed in Bangladesh.
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with Image Size Optimization
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by Deep Learning
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Abstract Cervical cancer is one of the most pressing and embarrassing problems
in the medical, psychological, and social aspects of women’s lives. The multi-class
classification problem and multi-label classification problem with image size opti-
mization (on the basis of the updated 6-class labeling) are considered on the basis
of the dataset published during Intel and MobileODT Cervical Cancer Screening
competition on Kaggle platform. In the multi-class classification problem, the bet-
ter metrics were obtained after training the standard DNNs with the initial weights
obtained after pretraining on ImageNet dataset with the conclusion as to possible
useful usage of the smaller versions of DNNs (like MobileNetV2, NASNetMobile).
In the multi-label classification problem with image size optimization, Efficient-
NetB0 model was used as an example for investigation of the effective method of
metric improvement by image size optimization. It allowed us to improve the mean
AUC values by 2.7–2.8% (in comparison with the standard image sizes of 224 *
224 pixels used for pretraining the standard models on ImageNet dataset) in the lim-
its of the standard deviation 0.3–1.8% by the proper selection of the optimal input
image size. In general, this approach based on averaging values of metrics obtained
by various regimes of DNN training (with and without DA) and verification (vali-
dation and testing) for the pairs of smallest and biggest available image sizes with
further extrapolation of metric tendencies could be the useful strategy for image size
optimization in other use cases.
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1 Introduction

Cervical cancer is one of the most pressing and exciting problems in the medical,
psychological, and social aspects of women’s lives [23]. However, cervical cancer
is very easy to prevent if detected in the precancerous stage. However, partly due to
the lack of experience in this field, one of the biggest problems of cervical cancer
detection and treatment programs is determining the appropriate treatment, which
may vary depending on the physiological differences of patients. To choose the right
treatment, youneed to know the type of cervix.Different types of cervix have different
transformation zones and are not always visible, so some patients need further testing
and others do not.

Among all problems mentioned below, in this paper we are interested in deter-
mining the type of the cervix (its type by the transformation zone [5]) using deep
learning approaches to help to identify possible negative variants of the disease and
choose effective treatment for further complete overcoming of cancer in patients.
Section 2 contains description of the state of the art, Sect. 3 describes dataset, mod-
els, experiments, and the whole workflow, Sect. 4 gives the results obtained during
the experiments, Sect. 5 contains discussions of results and resumes them.

2 Background and Related Works

Cervical cancer is one of the most pressing and embarrassing problems in the medi-
cal, psychological, and social aspects of women’s lives. According to World Health
Organization (WHO) more than 600 thousand new cases (3.1% of all cancer cases)
andmore than 340 thousands deaths (3.4%of all cancer deaths) were recordedworld-
wide in 2020 [17]. This problem is especially relevant in Ukraine, where the cervical
cancer mortality rate in 1997 was the highest one in Europe and was equal to 5.22
(per 100,000 women) [22]. Moreover, the stable, though not very large, increase
in the number of cases was observed since 1997. Most cervical cancers begin in
cells in the area of transformation. Basically, the assessment of the transformation
zone and classification into appropriate transformation zones of types 1, 2, or 3 is
usually performed after the application of 5% acetic acid. Determining the location
of the junction between the multilayered squamous and columnar epithelium is a
prerequisite for classifying the transformation zone of types 1, 2, or 3.

The boundary between the stratified squamous and columnar epithelium is trans-
formation zone—an area of metaplastic immature epithelium, which is vulnerable
to human papillomavirus. Pathological processes on the cervix usually begin in this
area, and in this case the doctor observes the line of contact of the abnormal epithe-
lium with the columnar. The joint can be “fully visible,” “partially visible,” or even
“invisible.” The junction of multilayered squamous and columnar epithelium is con-
sidered fully visible when it can be traced 360◦ and partially visible when a sector or
part of the junction is located in the cervical canal or the lesion overlaps the junction of
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multilayered squamous epithelium with a columnar inner edge in the cervical canal.
The junction of the stratified squamous epithelium is considered invisible when it is
located in the cervical canal and cannot be traced [4, 13].

If a transformation zone of types 1 or 2 is identified, the boundary between the
stratified squamous and columnar epithelium will be fully visualized. The transfor-
mation zone is classified as type 1 when it is completely located on the ectocervix
(without the endocervical part). The transformation zone of types 2 and 3 always has
an endocervical part, in the boundary between the squamous and columnar epithelium
extends to the cervical canal. If at the endocervical location the border is completely
visualized, it is called the zone of transformation of type 2. The “inner” boundary
of the transformation zone of types 1 and 2 is “completely visible,” but the differ-
ence between types 1 and 2 of the transformation zone is important, especially when
planning treatment. The inner boundary of the transformation zone is the newly
formed junction of the multilayered squamous and columnar epithelium, and the
outer boundary is the last open gland. The entire area of the transformation zone is
particularly vulnerable to exogenous factors. As a rule, precancerous processes occur
in the transformation zone, so its visualization is important in the study [4, 13].

Deep learning (DL) methods based on deep neural networks (DNNs) recently
were applied to medical imaging as a whole [2, 6, 15, 20] and for cervical cancer
prescreening in part [23]. Several recent reviews contain the thorough studies of such
attempts for cervical cancer prescreening [1, 21, 23].

The following promising approaches should be emphasized. For example, the
fully automated pipeline for cervix detection and cervical cancer classification was
proposed recently [3]. It consists of two pretrained DL models for the automatic
cervix detection and cervical tumor classification. The first DL model detects the
cervix region achieving an accuracy of 0.68 in terms of intersection of union (IoU)
measure. Self-extracted features are used by the second model to classify the cervix
tumors. These features are learned using two lightweight models based on convo-
lutional neural networks (CNN). The proposed DL classifier is characterized by an
area under the curve (AUC) score of 0.82. It is very important that the pipeline
accuracy, speed, and lightweight architecture make it very appropriate for mobile
phone deployment for application under field conditions which is the very hot area
of investigations now [18].

In another approach, the novel methodology was proposed where image enhance-
ment on cervigrams was followed by segmenting regions of interest (RoIs) and then
classifying the RoI to determine the appropriate treatment [9]. For the classification
problem, the hierarchical convolutional mixture of experts (HCME) algorithm was
proposedwhich is capable to avoid overfitting, taking into account that small datasets
are typical and create problems in the field of biomedical computer vision. The pro-
posed methodology has outperformed several existing methodologies on publicly
available Intel and MobileODT Kaggle dataset with accuracy of 96.77% [12].
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3 Methodology

3.1 Dataset

The main source of inspiration for this research was Intel and MobileODT Cervi-
cal Cancer Screening competition on Kaggle platform, from which the main set of
data for further work was taken [12]. The aim of the competition, according to the
description on the resource, was to develop algorithms for the correct classification of
cervical types based on images of the cervix. All of these types of cervix are consid-
ered normal (not cancerous) in the dataset, but because transformation zones are not
always visible, some patients require further testing and others do not. This decision
is very important for the healthcare professional and critical for the patient. Identify-
ing transformation zones is a challenge for healthcare professionals, so the algorithm
solution will significantly improve the quality and effectiveness of cervical cancer
screening for these patients. As it is already mentioned, in this work was used dataset
provided by Intel and MobileODT Cervical Cancer Screening competition [12].

Multi-class Classification. The dataset consists of 8727 pictures of not cancerous
cervix, which is splitted into 3 types (Fig. 1). As far as in this labeling scheme
each image contained only single label then this case was considered as multi-class
classification problem (see below).

Multi-label Classification. After a detailed review of data by medical experts, the
dataset was labeled by additional and more detailed six classes (Normal, Minor,
Major, Suspected, NotSpecific, and Misc, see some examples in Fig. 2) that are used
in the current practice. As far as in this labeling scheme some labels can be prescribed
to the same image then this case was considered as multi-label classification problem
(see below).

Content andStructure of theDataset. The detailed exploratory data analysis (EDA)
was performed to understand the data representation by classes, weight, height, and

Fig. 1 Examples of objects for the multi-class (3 classes) classification problem from Intel and
Mobile ODT cervical cancer screening competition [12]: a Type 1, b Type 2, c Type 3
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Fig. 2 Examples of objects for the multi-label (6 classes) classification problem with labels and
filenames (above each image) and image sizes in pixels (shown on the axes)

area. Below distribution of images by classes in counts (Fig. 3a) and proportions
(Fig. 3b) is shown, where the pronounced bias is evident. During training to avoid
such unbalanced configuration, the weights were applied that are proportional to
the actual representation of images by the classes. It should be noted that the same
distribution of images by classes was preserved for train, validation, and test subsets
of the dataset (Fig. 3b).

Additional very important aspect is related with the desire of practitioners to
work with the selected RoIs of raw images, especially taking into account the high
efficiency of some RoI segmenting approaches and following classification [9]. That
is why some manual cropping was performed by medical experts during manual
labeling by 6 classes according to their medical expertise. The final distribution of
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a)

b)

Fig. 3 Distribution of images by classes in: a counts, b proportions

the cropped images by sizes is shown in Fig. 4a by height and width, and Fig. 4b by
area. Despite the current attempts to use the standard DNNs pretrained on ImageNet
dataset for image with sizes of 224 * 224 (or 300 * 300, 331 * 331, etc.) pixels, the
current dataset demonstrates the quite wider range of sizes from ∼200 * 200 up to
∼3000 * 4000 pixels with nearly uniform distribution (except for some narrow peaks
at tails). That is why the necessity to investigate dependence of DNN performance
for various input image size is of great interest.
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a)

b)

Fig. 4 Distribution of images by: a width and height, b area

Preprocessing and Data Augmentation. For multi-class classification (where each
image was assigned to one and only one label), the images were reduced to 224 *
224 size and normalized to 0.0–1.0 range by dividing the value of each pixel by
255. Then several DNNs were trained with data augmentation (DA) using a data
generator with the following parameters: resizing photos, rotating them, stretching
themhorizontally andvertically, enlarging and reducing the image size, andmirroring
them horizontally.

For multi-label classification (where each image was assigned to a set of labels),
the image sizes were changed to various different sizes (see “Image Size” column
in Tables 2 and 3) to investigate dependence of DNN performance versus various
input image sizes. To visualize similarity and dissimilarity of cervix images for
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Fig. 5 Visualization of t-SNEmodel for a cervix image by a three-dimensional point, where similar
cervix images are modeled by nearby points and dissimilar cervix images are mapped to distant
points. The colors correspond to 6 classes of cervix types (see description in the text)

different classes, the well-known t-distributed stochastic neighbor embedding (t-
SNE) technique was applied [16, 19]. It allowed us to embed high-dimensional
cervix image data into a 3D space, which can then be visualized in a scatter plot
(Fig. 5). It should be emphasized that actually, this t-SNE map of cervix images
in 3D space allows us visually understand the very close similarity of objects from
different classes that hardly can be distinguished by simple approaches.

3.2 Models and Workflow

Multi-class Classification Workflow. To solve the multi-class classification prob-
lem, the following popular standard DNN models were used in the work: Incep-
tionV3, ResNet50, MobileNetV2, and NASNetMobile. They were selected with
regard to their high performance on ImageNet dataset (InceptionV3 and ResNet50)
and relatively high performance taking into account the lower size that can be impor-
tant for Edge Computing devices (MobileNetV2 and NASNetMobile). They were
used in two training modes: (i) initial random weights, (ii) initial weights pretrained
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on ImageNet dataset. A pretrained network is usually trained on a huge set of data for
large-scale image classification task, namely ImageNet here. Thus, the spatial hier-
archy of features learned by DNNs can be very effective as common DNN models
for various problems, even if they applied to completely different classes than those
in the original problem for which the DNN model was trained. Because the selected
pretrained DNN models by default accept 224 * 224 input image size, so the input
image size for all models was set to this size. Initially, all DNNs were studied in 20
epochs, because as it is turned out, that was enough for saturation of validationmetric
growth. The batch size for the initial runs was selected as 32. Accuracy, precision,
AUC, and loss were chosen as the main metrics. The standard architecture of DNNs
used was partially changed to accommodate the number of classes used; namely, the
last classification layer was taken away, the dense layer with 512 nodes was added,
the dropout layer was added dropout ratio as 0.3, the classification dense layer with
3 nodes was added, which determines the final image category. To adopt multi-label
dataset (with 6 classes) to the original multi-class configuration (with 3 classes),
cervix images were sorted into 3 appropriate folders (according to the availability of
the corresponding label) with the following numbers of images: for the first type—
1191 images, for the second—3567 images, for the third—1976 images. In total,
6734 training images in all these folders. Along with 512 images for testing (sorted
by these types also), the total number of images was equal to 7246.

Multi-label Classification Workflow. To solve the multi-label classification prob-
lem and investigate dependence of DNN performance versus various input image
sizes EfficientNetB0 DNN architecture was selected because it was one the small-
est and powerful enough architecture that can be ported to devices with the limited
computational resources [10, 11]. It was used in a single training mode with ini-
tial weights pretrained on ImageNet dataset (as a result of the previous multi-class
classification problem, see details below), but in two regimes of DA: (i) no DA, (ii)
DA with lossy transformations like vertical and horizontal flips, random crops (up
to 10%), small Gaussian blur (with random sigma between 0 and 0.5), scaling down
(80%) and up (120%), translations (in and out by 20%), rotations (between −25 and
25◦), and shears (between −8 and 8◦). DA procedures were necessary to increase
the amount of relevant data in the dataset and the level of possible variability of the
data, because the number of images in the dataset was not very high by the current
standards. The initial learning rate (LR) was equal to 0.001 with the patience param-
eter used for reducing LR on plateau by factor of 10 every epoch to the minimum LR
equal to 10−8. The batch size was equal to 32 for the input square image sizes 256,
384, 448, 512, 8—for 528, 600, 640, 768, and 2—for 1024, 1536, 2048. The models
were implemented by Tensoflow 2.0 Keras application programming interface and
run on NVIDIA GPU accelerators A100.
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Fig. 6 Comparison of validation AUC evolution during training for various DNNs

4 Results

4.1 Multi-class Classification

The evident observation from the training results for various DNNs (Fig. 6 and
Table 1), all DNNs work best after pretraining on ImageNet dataset, despite some
recently reported results that the best DNNs pretrained on the general-purpose
datasets (like ImageNet) not always perform well on the medical datasets. At this
stage of the experiments, these conclusions were based on AUC values, because
this metric takes into account several thresholds, and the other metrics have a fixed
threshold 0.5. Therefore, allDNNsconsidered are better for the versions pretrainedon
ImageNet dataset (except forResNet50,which gives the same low result for untrained
and pretrained versions of DNNs and this will be investigated in the future research).

4.2 Multi-label Classification

As it was mentioned above, for multi-label classification the image sizes were
changed to various different values (see “Image Size, L” column in Tables 2 and
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Table 1 Comparison of the best metric values for different models

Model Weights Accuracy AUC Precision Loss

InceptionV3 None 0.548 0.702 0.800 0.999

InceptionV3 Imagenet 0.578 0.779 0.612 0.870

ResNet50 None 0.548 0.706 0.591 0.984

ResNet50 Imagenet 0.549 0.703 0.556 0.992

MobileNetV2 None 0.548 0.691 0.548 0.986

MobileNetV2 Imagenet 0.570 0.758 0.586 1.127

NASNetMobile None 0.548 0.714 0.564 0.983

NASNetMobile Imagenet 0.573 0.765 0.610 0.910

Table 2 AUC values for different image sizes

Image size, L AUCDA
v AUCDA

t AUCnoDA
v AUCnoDA

t Mean,
AUC

Stdev

128 0.747 0.700 0.747 0.752 0.736 0.025

224 0.768 0.750 0.748 0.769 0.759 0.011

256 0.772 0.762 0.781 0.781 0.774 0.009

384 0.785 0.787 0.791 0.785 0.787 0.003

448 0.794 0.756 0.794 0.781 0.781 0.018

512 0.796 0.781 0.803 0.763 0.786 0.018

600 0.788 0.719 0.808 0.763 0.769 0.038

640 0.754 0.753 0.815 0.787 0.777 0.030

768 0.779 0.755 0.790 0.782 0.776 0.015

1024 0.694 0.703 0.781 0.774 0.738 0.046

1536 0.711 0.699 0.693 0.691 0.698 0.009

2048 0.666 0.627 0.713 0.671 0.669 0.036

Table 3 OLS regression results
Data Image size, L As Al Astdev Bs Bl Bstdev R2

Raw L <

L(AUCmax)

−3.9e−03 0.006 −2.0e−04 3.9e−05 0.929

Raw L ≥
L(AUCmax)

−4.2e−03 0.003 7.5e−05 4.7e−06 0.973

Smoothed L <

L(AUCmax)

−3.8e−03 <0.001 −5.1e−05 1.3e−06 0.997

Smoothed L ≥
L(AUCmax)

9.9e−04 0.001 7.7e−05 8.9e−07 0.999
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3) to investigate dependence of DNN performance versus various input image sizes.
The values of AUC metrics for various training, validating, testing regimes, and for
different image sizes are given on Fig. 7, where AUCDA

v —the best AUC validation
value (subscript v) for the DNN trained with DA (superscript DA), AUCDA

t —the best
AUC testing value (subscript t) for the DNN trained with DA (superscript DA) that
was the best after validation, AUCnoDA

v —the best AUC validation value (subscript
v) for the DNN trained without DA (superscript noDA), AUCnoDA

t —the best AUC
testing value (subscript t) for the DNN trained without DA (superscript noDA) that
was the best after validation, AUC—the mean AUC value averaged over the 4 previ-
ous AUC values, and “Stdev”—its standard deviation. In Fig. 7, the values of these
AUCmetrics are denoted by symbols with their maximal numerical values observed
for some image size L , the mean AUC value AUC is given (in the top legend) with
the correspondent standard deviation observed for some image size L also. The red
filling color in Fig. 7 means the range of standard deviations for each image size. It
should be noted that the mean AUC value (AUC = 0.759 ± 0.011) for the standard
input image size 224 * 224 used in many works (and for multi-class classification
here) can be improved by the proper selection of the other image size, for example,
up to (AUC = 0.787 ± 0.003) for 384 * 384 and (AUC = 0.786 ± 0.018) for 512 *
512. Unfortunately, the bigger increase of the input image size due to the better cam-
era resolution does not allow to improve these results and discussion of the possible
reasons which are given below.

These values were also smoothed by the locally weighted polynomial regression
method [7] and denoted by the lines in Fig. 7 for the better representation of the
validation and testing results. Figure 7 contains additional notations for the following
values: AUCDA

v,sm, AUC
DA
t,sm, AUC

noDA
v,sm , AUCnoDA

t,sm —are AUC values that are similar to
the aforementioned ones, but these were obtained after smoothing (subscript sm).

For all regimes ofDNN training (with andwithoutDA) and verification (validation
and testing), the following two tendencies can be observed: (i) the dependencies of
AUC versus image size are not monotonous and have maximum values, (ii) the
maximal AUC values are observed for nearly the same image size (in the limits of
some error).

5 Discussion and Conclusions

5.1 Multi-class Classification

As a result of work on the multi-class classification problem, it was found that the
best metric values were demonstrated by DNNs like InceptionV3, MobileNetV2,
NASNetMobile that were trained on ImageNet dataset. MobileNetV2 and NASNet-
Mobile are of great interest because they are small size, they are fast to train and test
and provide the high values of AUC and accuracy metrics. This means that these net-
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Fig. 7 Dependence of AUC versus image size (see the explanations of these notations in the text)

works are perfect for field conditions, including use cases with limited computational
and memory resources.

5.2 Multi-label Classification

As to the multi-label classification problem, our research work was targeted on usage
of one of the recent DNN like EfficientNetB0 with the small and powerful enough
architecture that can be ported to devices with the limited computational resources.
The additional motivation was to analyze the observed the non-monotonous depen-
dence of AUC versus image size (Fig. 7).

Scaled Image Size Dependence. For this purpose, all of the dependences of AUC
versus image size (Fig. 7) were rescaled with regard to maximummean values of raw
AUC (AUCmax) and smoothed AUC (AUCmax,sm). Finally, the scaled AUC (AUCsc)
was a function of the scaled image sizes (Lsc):

AUCsc = f (Lsc), (1)
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Fig. 8 Dependence of the scaled mean AUC values (AUCsc) versus the scaled image size values
(Lsc) for raw original data. Equations in the legend correspond to Eq. 2

where the scaled mean AUC is AUCsc = AUCmax − AUC, and scaled image size
Lsc = L(AUC) − L(AUCmax). The resulting dependencies for Eq. 1 are shown in
Fig. 8 for raw original data and in Fig. 9 for smoothed data.

The resulting plots (for raw data in Fig. 8 and, especially, for smoothed data
in Fig. 9) contain symbols that demonstrate strong visual linear dependence with
decrease for negative values of Lsc and increase for positive values of Lsc. To check
the linear dependence, the linear regression model was applied (see below).

Linear Regression for Rescaled Image Size Dependence. Table 3 contains results
of ordinary least squares (OLS) method applied for estimating the unknown param-
eters (line intercept and slope) in a linear regression model, where A—is the fitting
line intercept, Astdev—is intercept standard deviation, B—is the fitting line slope,
Bstdev—is the slope standard deviation, and R2—R-Squared or the coefficient of
determination.

The data in Table 3 allow us to rewrite Eq. 1 in the following shape:
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Fig. 9 Dependence of the scaled mean AUC values (AUCsc) versus the scaled image size values
(Lsc) for smoothed data. Equations in the legend correspond to Eq. 2

AUCsc =
{
As + Bs ∗ Lsc if L < L(AUCmax)

Al + Bl ∗ Lsc if L ≥ L(AUCmax)
(2)

where Lsc = L(AUC) − L(AUCmax) and AUCsc = AUCmax − AUC.
It should be noted that both dependencies of the scaledmeanAUC values (AUCsc)

versus the scaled image size values (Lsc) for raw and smoothed data demonstrated
the strong linear dependence for decrease and increase of the scaled AUC with the
scaled image size. The scaled AUC is actually difference of AUC value from its
maximal value, and the scaled image size is actually difference of L value from
L value at the maximal AUC value. In the view of the much higher values of
Astdev in comparison with As and Al, they cannot be distinguished from 0 in the
limits of standard deviations. Then it allows us to rewrite Eq. 2 in the following
shape:

AUC =
{
AUCmax + Bs ∗ (L − L(AUCmax)) if L < L(AUCmax)

AUCmax + Bl ∗ (L − L(AUCmax)) if L ≥ L(AUCmax)
(3)
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The decrease of AUC for L > L(AUCmax) (Fig. 7) can be explained by the influ-
ence of the finer details inside images with the higher resolution that does not have
useful information, but add some noise with the decrease of a signal-to-noise ratio
(SNR): the finer details the lower SNRdue to increase of noise. In reverse the decrease
of AUC for L < L(AUCmax) can be explained by the roughening image with exclu-
sion of some pertinent details and the subsequent decrease of SNR: the coarser details
the lower SNR due to decrease of signal (the characteristic features).

Image SizeOptimization. As it wasmentioned above themeanAUC value (AUC =
0.759 ± 0.011) (see Table 2) for the standard input image size 224 * 224 used inmany
works (and formulti-class classificationhere) canbe improvedby the proper selection
of the other image size. Usually, the “brute force” search of the optimal image size
takes the significant investment of resources to iterate over all possible image sizes
in grid-like manner. But fortunately, at least in this use case the more effective image
size optimization method can be used. Taking into account the results from Table 3
and Eq. 3, one can perform training DNNs in the aforementioned regimes (with and
without DA): (i) for the two largest image sizes (e.g., for 1536 * 1536 and 2048
* 2048), calculate two AUC for these two L values, and determine Bl value; (ii)
for the two smallest image sizes (e.g., for 128 * 128 and 224 * 224), calculate two
AUC for these two L values, and determine Bs value. Then using Eq. 3, one can
extrapolate these linear dependencies and find their intersection point, that actually
will be located at (L(AUCmax), AUCmax) coordinates in Fig. 7. Despite the statistical
reliability (Table 3), it should be noted that the level of generalization of the results
obtained for other use cases is unknown and should be thoroughly investigated in the
future research. In general, the proposed optimizationmethod can be used along with
other tuning methods used by us and scientific community to get the better DNNs
with higher performance [8, 14].

Conclusions. On the basis of the dataset published during Intel andMobileODTCer-
vical Cancer Screening competition on Kaggle platform the two following problems
were considered: (i) multi-class classification problem and (ii) multi-label classifi-
cation problem with image size optimization (on the basis of the updated 6-class
labeling). In the former case, despite the quite predictable outcome as to the better
metrics results obtained after training the standard DNNs with the initial weights
obtained after pretraining on ImageNet dataset, the conclusion could be made as to
possible useful usage of the smaller versions of DNNs (like MobileNetV2, NASNet-
Mobile). They are usually more efficient for the smaller datasets that are quite usual
case for the specific medical datasets like in the cervix use case considered here.
That is why for the latter case, namely, for multi-label classification problem with
image size optimization, EfficientNetB0 model was used as an example for investi-
gation of the effective method of metric improvement by image size optimization.
Finally, it allowed us to improve the mean AUC values by 2.7–2.8% (in comparison
with the standard image sizes of 224 * 224 pixels used for pretraining the standard
models on ImageNet dataset) in the limits of the standard deviation 0.3–1.8% by the
proper selection of the optimal input image size. In general, this approach based on
averaging values of metrics obtained by various regimes of DNN training (with and
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without DA) and verification (validation and testing) for the pairs of smallest and
biggest available image sizes with further extrapolation of metric tendencies could
be useful strategy for image size optimization in other use cases. But, again, the level
of generalization of the results obtained for other use cases is unknown and will be
thoroughly investigated in our future research.
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Faecal Image-Based Chicken Disease
Classification Using Deep Learning
Techniques
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Abstract Various diagnostic methods are used in chickens, including counting
oocytes in the stool or intestinal tract, detecting the virus and using polymerase
chain reaction (PCR) procedures, which require multiple diagnoses. The diseases
are transmitted through contaminated feed and excrement from infected poultry. As
a result of late diagnoses or a lack of credible specialists, many domesticated birds
are lost by farmers. Themost common ailments affecting chickens can be easily iden-
tified in the pictures of chicken droppings using artificial intelligence and machine
learning methods based on computer screening and image analysis. In this paper, a
model for early detection and classification of poultry diseases with high accuracy
using wildlife database is proposed. The dataset contains 6812 images of four differ-
ent classes such as healthy chicken, Coccidiosis, Salmonella and Newcastle images
is proposed. A deep learning method based on convolutional neural networks (CNN)
is used to predict whether chicken faecal image belongs to any of the four cate-
gories. The pre-trained DenseNet model, the Inception model and the MobileNet
model were used to predict whether chicken faecal belonged to four categories with
minimum loss. In comparison with the above-mentioned models, DenseNet method
produced the best results with an accuracy of 97%which is recommended for poultry
diagnostic application.
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1 Introduction

A broiler is a bird that has been bred and kept only for the purpose of producing
meat. Most commercial broilers achieve slaughter weight between the ages of four
and seven weeks; however, slower-growing types reach slaughter weight around 14
weeks. Typical broilers have white feathers and yellowish skin. Due to the growing
demand for egg and meat products, the fowl sector is one of the country’s best live-
stock industries [2]. Poultry waste is a mixture of chicken manure, feathers, bedding,
spilled food, medicines and water produced in large quantities during the process.
Due to its relatively high nutrient content, especially nitrogen, due to its high protein
content and amino acids, waste can be useful in soil supplementation as organic fer-
tilizer and infections with Escherichia coli, Salmonella, Paratyphoid, Fowl Cholera
and Riemerella anatipestifer. The most frequent disease in chicken is Mycoplasma,
which causes necrotizing enteritis. Newcastle, Coccidiosis and Salmonella illnesses
have a significant impact on poultry productivity. The infections have resulted in
significant losses and the expenditure of a substantial sum of money to cure affected
chickens, resulting in a low yield. The chicken disease has terrible financial conse-
quences on farmers, resulting in significant losses incurred, the failure to compete in
export markets and the transmission of disease to humans, as shown earlier. Labora-
tory procedures, such as the polymerase chain reaction (PCR) process, are currently
used to diagnose poultry diseases. The findings take 3–7 days to arrive, making
them time-consuming and costly. The high death of the fowls is due to the treatment
of illnesses after late identification. Therefore, the objective of this research is to
create a complete research project model for rapid illness identification in poultry
[15]. Vaccinations were the most popular countermeasure, albeit do not work for
all diseases and farmers want solutions to problems in order to increase yield. Deep
learning’s recent application in disease identification emphasizes the importance of
contributing to accurate diagnoses.

1.1 Coccidiosis

Coccidiosis is caused by Eimeria bacteria, which infect poultry intestines [11]. In
chickens, there are seven different species of Eimeria. Coccidiosis is among the most
prevalent reasons for the mortality of chickens, with Eimeria tenella being one of the
most harmful parasites [4]. A common diagnostic technique for estimating the lesion
score includes counting the percentage of embryos in the faeces. and evaluating the
digestive tract. Bloody/brown diarrhoea is one of the clinical symptoms as shown in
Fig. 1.
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Fig. 1 Faecal image of
chicken affected by
Coccidiosis

Fig. 2 Faecal image of
chicken affected by
Newcastle

1.2 Newcastle

Newcastle disease is caused by the virulent Newcastle disease virus infecting domes-
tic chickens and other bird species. It is a global epidemic that is often seen as a
serious respiratory illness, but it may also appear as sadness, panic or diarrhoea [5].
The severity depends on the severity of the infection and the risk of the host. The
incidence of this disease must be reported, and trade limits are set. One of the clinical
indications of this condition is greenish watery diarrhoea as shown in Fig. 2.

1.3 Salmonella

Salmonella is a type of bacterial infection that causes illness in chickens and humans.
Salmonella pullorum (SP) and Salmonella gallinarum (SG) viruses cause pullorum
and poultry typhoid, respectively. Pseudomonas enteritidis and Salmonella typhi
have been connected to human illnesses. ST strains are spread through a variety of
poultry feed and poultry products. To detect and identify distinct Salmonella strains,
the PCR technique is utilized. White diarrhoea is one of the clinical signs as shown
in Fig. 3.
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Fig. 3 Faecal image of
chicken affected by
Salmonella

2 Literature Review

Bao et al. [1] developed an artificial intelligence-based detection method for dead
and unwell chickens on big farms. The use of artificial intelligence to detect sensors
is proposed. The ZigBee network is used by the recovery term to gather data from
the foot ring sensors. A machine learning system may be used to assess whether
the chicken is dead or alive. Actual results show that the program is 91.6% accurate
in caring for dead and sick chicks when compared to human performance, the cost
of operating the program for four years can be cut in half. Zhuang and Zhang [18]
proposed a supervised learning method that was used to detect unwell livestock
and poultry. This study proposes a model framework for identifying sick broilers
in a herd using digital imaging and in-depth study. For this, a chicken database
(B1) was created with 14,728 images, while the PASCAL VOC 2012 dataset with
17,125 images was used as training background images. IFSSD can detect broilers
and determine their health status at the same time. The model has a median accuracy
(mAP) of 95.7%where the intersection-over-union (IoU) is more than 0.5 and 48.1%
if the IoU is greater than 0.9. Overall, the data imply that unwell broilers in the herd
can be spotted automatically, which has the potential to improve herd control. Zhuang
et al. [17] have designed a model to identify extremely sick livestock and poultry,
an advance warning algorithm that is being developed. Chicken photographs are
captured, and two different types of classification methods are used to isolate the
livestock and poultry from the environment so that the bone and shape information
of the broiler chicken may be extracted. The test results mean that the algorithms
created in this study can effectively discriminate against chickens in the background,
retrieve poultry information and measure the health status of poultry accurately and
quickly using SVM. Algorithms for digital image processing and machine learning
are tested on deer health status and are optimized for accuracy, stability and normal
performance, as well as the ability to deliver early warning signals.

Chen and Jiang [3] developed aChickenLittersMicrobiological Safety orChicken
LittersMicrobiological Biofertilizers based on chicken litter are returned into the soil
on a regular basis to help agricultural land enhance its structure and fertility. Hot pro-
cessing of poultry manure or poultry manure before applying soil is an effective way
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Fig. 4 Block diagram of the proposed system

to disinfect. During building or composting, however, some persons may acquire
accustomed to a hostile environment and develop heat resistance with opposite pro-
tection during the most recent heat treatment.

According to the literature survey conducted, it is found that the accuracy of the
existing methods in identifying dead and unwell hens. They lack in ability to classify
the diseases that are affecting the hens. Most of the techniques are computationally
heavy and takes more time to produce result.

3 Methodology

Asolution based on supervised learning is included in the suggested technique (CNN)
to predict whether chicken poop is healthy, Coccidiosis, Salmonella or images of a
Newcastle. Create a CNN from the ground up, then train it to create a model for
detecting chicken sickness. Second, pretraining the learned models will increase the
usage of deep learning algorithms. The sick chicken’s clinical indications could be
intestinal or respiratory [14]. The colour of the droppings is affected by the presence
of sickness in the chicken, and hence, this research focuses on the digestive symptoms
of the disease. To detect illnesses in faeces photographs, DenseNet, MobileNet and
Inception designs were used. The proposed method’s schematic representation is
shown in Fig. 4.
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Fig. 5 Number of samples
taken in each category of
dataset containing four
classes of chicken faecal
images

3.1 Data Collection

Faecal images were obtained from poultry farms and inoculation sites. There were
2057 healthy sample images, 2103 Coccidiosis images, 376 Newcastle images and
2776 Salmonella images as shown in Fig. 5. For the model development, a total of
6812 images were collected. The model using the transfer learning approach, the
dataset was deemed appropriate. In addition, a variety of methods have been used to
increase the size of the database.

3.2 Research Pipeline

The pipeline is the framework that depicts the research strategy. To begin, gather data
(faecal photographs) and create a dataset. After that, the dataset is pre-processed by
being labelled, scaled or supplemented [7]. Data that have been pre-processed are
saved in the cloud. Google Drive was used to save the information. Before themodels
were trained, the database was separated into train and test sets. Data are generated
on neural networks that have already been trained in this project. The flowchart of
the proposed method is shown in Fig. 6.

3.3 Dataset

At all stages of object recognition research, from the training phase to the evaluation
of the performance of awareness algorithms, appropriate datasets are required. Poul-
try faecal pictures make up the annotated collection of poultry disease diagnostics
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Fig. 6 Process flow of the
proposed system

for small- and medium-scale poultry farms. The healthy class of normal faeces was
collected from chicken farms, as was the cocci class of Coccidiosis sickness. After
one week, the hens were infected with Salmonella and faecal photographs were col-
lected from the ill chicks for the salmo class. The hens were also given a Newcastle
disease vaccine, and faeces for the NCD class were obtained three days later. Some
of the images used in the collection were retrieved from the Internet and found by
searching for them by name in a variety of languages. The annotated dataset of poul-
try disease diagnostics for small- tomedium-scale poultry farmers consists of poultry
feacal images. The photographs of chicken faeces were obtained between September
2020 and February 2021 in Tanzania’s Arusha and Kilimanjaro areas, using the Open
Data Kit (ODK) programme for mobile phones, which is available on the Zenodo
Website. The ‘healthy’ class of normal faeces was collected from chicken farms, as
was the ‘cocci’ class of Coccidiosis sickness. After one week, the hens were given
a Salmonella infection and faecal photographs were collected from the ill birds for
the ‘Salmo’ class. The hens were also given a Newcastle disease vaccine, and faecal
pictures for the ‘NCD’ group were collected in three days time [8].
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3.4 Image Preprocessing

Images acquired online came in a variety of formats, resolutions and quality levels
[16]. The final images intended for use as a deep neural network separator database
were pre-processed like removal of noise in the images using various filters like
mean, median, anisotropic diffusion method can be done to achieve consistency and
improve features [9]. In addition, image processing in the past involved capturing
images in order to highlight the region of interest.

3.5 Image Augmentation

Image augmentation can be used to enhance the training dataset automatically by
generating modified versions of images on the database. The primary goal is the
supplement is to enhance the size of the dataset and add a slight distortion to the
images, which helps to reduce overcrowding during the training phase. Image data
augmentation is a technique for increasing the amount of training data by creating
customized versions of images in the database by performing some operations such
as crop, rotation, shift, increase brightness, zoom-in and zoom-out [10]. In-depth
network neural network models trained in additional data are competent, and exten-
sion processes can provide image diversification that helps appropriate models make
new images more numerous. Augmentation is done with a strong training system to
provide accurate images based on a faecal image database. There is no augmentation
in the verification and testing of sets.

3.6 Neural Network Training

The goal of network training is to teach the neural network the properties that distin-
guish one class from the others [13]. As a result of the increased use of augmented
pictures, the network odds of learning the required features have increased. In four
classes, Healthy, Salmonella, Newcastle and Coccidiosis and three baseline models,
MobileNet, DenseNet and Inception, were trained. These models are chosen for their
special features. MobileNet combines the use of pointwise and depthwise convolu-
tion to reduce computation. Inception model has less computation cost. DenseNet
provides better accuracy when the loss is due to vanishing gradient.

3.7 Transfer Learning

CNN is frequently used in huge datasets with far more than almost one million pics,
and it performs better when the layers are dense and interconnected. In the health
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sector; however, it is challenging to find a significant collection of images that have
been carefully tagged. As a result, CNN-based methods for medical problems like
illness categorization are immediately limited to a relative number of datasets which
can easily lead to problemswith overcrowding of deep networks, and thus, the results
obtained are not solid and scientific [12]. Transferred learning is a form of in-depth
learning in which a mono model is used to train a production version. Substantial
can not only prevent congestion problems when the data are tiny, but it can also cut
trained time can be reduced.

3.8 Inception V3 Architecture

Inception V3 is a 48-layer deep convolutional neural network and uploads a pre-
trained network version to over 5000 images from the ImageNet website. The input
size of the image is 224 * 224 * 3 used for this design. Globalized global integration
will be used in the final convolutional layer output, and with that, the output of the
Inception model will be a 2D tensor. The exit layer of the starting v3 model is flat;
the size of the compound is reduced; a compact layer with the function of the rest
of the compound is added to the Inception V3 model; and the convolution layer is
expanded. The number of neurons is 1024. During the training phase, the dropout
layer changes the input values to 0 and the frequency ranges to 0 randomly for
every step, preventing congestion. 2,102,276 trainable parameters and 21,802,784
untrained parameters in the pre-trained V3 model.

3.9 DenseNet-121 Architecture

DenseNet works with the idea that convolutional networks can be more in-depth,
more accurate and more efficient to train if they have short connections between near
and input layers and those near output. DenseNet-121 was chosen because, while
having 121 layers, it has fewer parameters than other models and is well-suited to
dealing with the vanish gradient problem. Feacal images are 32× 32 and 3 channels
(RGB). Image feeding the upgrade to 224× 224 is done in a double rendering mode.
Class labels are converted to one hot code coding. In the DenseNet-121 architecture,
the last fully connected layer was completed, and in its place, creating a dense layer
of 1024 nodes, then a dense layer of node 128, and finally, a dense layer with softmax
output on the output. The last layer used ReLU activation. Collection routine and
40% density of dense layers were also used. The training was done in a group size
of 32 and 10 epochs. There are only 148,228 training parameters in the dense layer
parameters. There are 7,037,504 untrained parameters. These value parameters will
be taken directly from the pre-trained DenseNet model.
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3.10 MobileNet Architecture

The MobileNet model is downloaded using the MobileNet function in the Tensor-
Flow Keras applications module. After loading the original model, the summary is
summarized. The images in the feacal images are 32× 32 and 3 channels (RGB).
Feature photography upgrades to 224× 224 are done in duplicate translation. Class
labels are converted to one hot code coding. MobileNet model layers used for 1000
classes have now been removed and need to add new layers that can work with 4
classes in the database. The modified model contains a variation of the basic model,
modified by adding new layers at the top to make it fit the dataset. The basic variable
model at the top of the list is followed by at least one FC layer with the same number
of neurons as the number of classes in the database. There are two layers which are
a central integration layer and a fully integrated layer of 30 neurons using a compact
class. Only 17,467,780 parameters are trained in FC layer parameters. Combining
layers do not have training parameters. There are 3,228,864 untrained parameters.
These price parameters will be taken directly from the pre-trained MobileNet.

4 Results and Discussion

4.1 Training and Testing the Model

Three baseline models, MobileNet, DenseNet and Inception, were trained in four
classes: Healthy, Salmonella, Newcastle and Coccidiosis. The healthy images are
2057, the Coccidiosis images are 2103, Salmonella images are 2276 and Newcastle
images are 376 as shown in Table 1. The dataset was split while training the models,
with 70% used for training and 30% used for validation.

Different hyperparameters such as learning rate, epochs, batch size and optimizer
were used to train the baseline models as shown in Table 2.

– Learning Rate: When the model weights are changed, the parameter determines
how much the model should change in response to the estimated mistake.

– Epoch: The number of iterations a model undergoes when training a batch of data.
– Batch Size: In a single round, the total sample size is sent via the network.

Table 1 Dataset split for training and validation of the proposed model

Class Number of images Training samples Validation samples

Healthy 2057 1439 618

Salmonella 2276 1593 683

Coccidiosis 2103 1472 631

Newcastle 376 263 113
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Table 2 Hyperparameter used to train MobileNet, DenseNet and Inception models

Parameter Value

Learning rate 0.001

Epochs 10

Batch size 132

Optimizer Adam

– Optimizer: An extended class that contains additional information for training a
certain model. SGD, Adam and RMSprop are some examples of regularly used
optimizers.

4.2 Classification Results and Analysis

To enhance the size of the dataset, the photographs with several strategies when train-
ing themodel are enriched. A large number of datasets have two possible advantages:
first, it prevents over-fitting, and second, it allows the model to learn from previously
unknown datasets. Picture flipping, cropping and padding, as well as adding random
image saturation, are among the augmentation techniques employed in our model.

4.3 Evaluation of Models

The performance of the models was tested. In testing the models, precision metrics
were used. From the first to the 10th period, the accuracy of the training, the loss of
training, the accuracy of the verification and the loss of validation are all measured
during training and validation as shown in Table 3.

– Training Accuracy: When the model is applied to the training data, it achieves
accuracy.

– Training Loss: This is the error on the data training set.
– Validation Accuracy: This is the precision with which the model performance is
assessed.

– Validation Loss: After passing the validation set of data through the trained net-
work, this is the error.

After pretraining the three models such as MobileNet, DenseNet and Inception,
DenseNet-121 has the higher training and validation accuracy; it gives the best per-
formance among those three models, so it is considered the best model for the clas-
sification of chicken diseases.
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Table 3 Performance comparison of MobileNet, DenseNet and Inception models for the classifi-
cation of chicken faecal images

Models Training accuracy Training loss Validation
accuracy

Validation loss

Inception V3 0.978 0.07 0.92 0.18

MobileNet 0.993 0.009 0.94 0.62

DenseNet 121 0.997 0.002 0.97 0.30

Fig. 7 Accuracy of training
and validation of DenseNet
model

The validation and training and accuracy are increased from the initial point which
is moving in the range of 90–100. Losses can be seen as the distance between true
class values and model-predicted values. The greater the loss, the greater the errors
that you havemade in the data. Hence, the training loss is decreasing enormously and
reaches saturation and the validation loss increases at first, and after a few epochs, it
remains as constant as shown in Figs. 7 and 8. The accuracy of the classifier model
is calculated using the formula given in Eq. 1

Accuracy = Number of correct predictions

Total number of predictions
(1)

4.4 Confusion Matrix

The confusionmatrix is anN matrixmultiplicationmatrix used to check the function-
ing of a split model, where N is the number of class labels. The matrix compares the
actual numerical value to the predictions of the classification model. This provides
us with a complete picture of howwell the classification algorithm operates and what
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Fig. 8 Loss of training and validation of DenseNet model

Fig. 9 Confusion matrix of DenseNet model

sorts of issues it makes. 99% of coccidiosis images, 94% of healthy images, 86%
images of Newcastle disease (NCD) images and 93% of Salmonella images were
correctly classified by the model as shown in Fig. 9.

4.5 Classification Report

In deep learning, the classification report is an indicator of performance testing [6].
Used to illustrate the correctness, retention, F1 score and support of your trained
classification model. It gives us a clearer understanding of our pre-trained model’s
overall performance as shown in Table 4.
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Table 4 Classification report of DenseNet model

Precision Recall F1 score Support

Cocci 0.98 0.98 0.98 649

Healthy 0.92 0.95 0.94 601

NCD 0.88 0.62 0.73 103

Salmo 0.93 0.94 0.94 691

Macro average 0.93 0.87 0.89 2044

Weighted average 0.94 0.94 0.94 2044

Accuracy – – 0.97 2044

5 Conclusion

In this research, we describe an innovative chicken sickness approach to detection
based on a pre-trained network and learning techniques. The use of machine technol-
ogy and reliable data is two key aspects that can improve field officers’ and poultry
growers’ efficiency in the rapid diagnosis of chicken illnesses.Amodern-day demand
is the development of image processing technology that can assist farmers. These
approaches are beneficial in reducing losses and increasing output, and it is obvious
that infections may be recognized early on before causing chicken fatalities. For the
past several decades, machine vision research has been attempting to close the gap by
developing automated systems that can interpret pictures and make decisions using
computers. To create the CNN model specifically, which learns the hidden pattern
among the many faecal photographs in our dataset. Coccidiosis, health, Newcastle
and Salmonella are the four categories predicted by the supervised learning method.
According to the findings, the proposed model is accurate up to 97% of the time. Our
the suggested method outperforms the Inception, DenseNet and MobileNet designs
by awidemargin. The results of the experiments show that our technology is effective
in detecting illnesses in chickens and may be used for reliable diagnostics.
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Fake News Detection Using Supervised
Machine Learning Classification
Algorithms

Akanksha Singh and Sanjay Patidar

Abstract The online world has become an essential part of everybody’s life in
today’s society. Almost everyone is using social media to gain information about all
around the world. The news or information shared on the Internet could be beneficial
as well as harmful. On one hand, it is the most inexpensive, easy, and convenient way
of getting information in no time; on the other hand, it also prevails fake news. False
news/information has a tremendous impact on our social lives, in fact, in all fields,
particularly politics and education, and organization. The propagation of false infor-
mation has the potential to create significant social and emotional harm, as well as
have potentially dangerous consequences. Spreading incorrect data via online media
to stand out enough to be noticed or monetary and political increase is common on
social media these days. The focus of the research is to develop a detection that
incorporates multiple machine learning classification methods in order to present
an analytical method for detecting false news. To identify fake news, we used five
machine learning classification approaches. The five supervised ML classifiers are
logistic regression, decision tree, Naïve Bayes, Random Forest, and support vector
machine. We have calculated the accuracy of different classifiers and gave a compar-
ative analysis of accuracy along with all performance measures. The model’s output
has a 99.59% accuracy when employing feature extraction approaches like term
frequency and inverted document frequency, and a decision tree as a classifier.

Keywords Fake news · Logistic regression · Decision tree · Naïve Bayes ·
Random forest · Support vector machine

1 Introduction

For a long time, social media has taken over a meaningful place in people’s life.
Fake news primarily prevails via social media and articles available online. Fake
news indulges politics, democracy, education as well as finance and business at risk.
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Even while false news is not a new issue, people these days place a larger focus on
social media, which leads to the acceptance of deceitful remarks and the subsequent
propagation of the same wrong information. It’s getting harder to tell the difference
between accurate and misleading news these days, which leads to confusion and
complications. Manually recognizing fake news is tough; it is only achievable when
the individual identifying the news has extensive expertise in the subject. Fake news
can destroy someone’s career and if it is political and harm the nation and citizens
of that country as well as it can also affect businesses, products, and reputations. It
is now easier to manufacture and circulate fake news because of the recent advances
in computer science, but it is much more difficult to determine if the information is
accurate or not.

As a result, we carried out and compared five various methods in this study.
Here, we are using supervised ML classification techniques, i.e., logistic regression,
decision tree, Naïve Bayes, RandomForest, and support vector machine to determine
if the news being transmitted is authentic or not. We have used a dataset available
on the Kaggle website which contains two datasets for there are both authentic and
fraudulent news items.

The paper structure could be defined here given there are Sect. 5 in this paper. In
Sect.1, we have provided the formal introduction of the research being carried out
and its motive. In Sect. 2, we have discussed the relevant research that has been done
in this field and the algorithm that we used in this project. Then in Sect. 3, we’ve
gone through themethodology, which includes information on the flowchart, dataset,
and machine learning techniques that we employed in this research. In Sect. 4, we
have discussed the implementation and the results obtained in this study. After that
in Sect. 5, we have concluded the study so far and the results with accuracy. Also,
we proposed the future work for the study.

2 Literature Survey

The primary goal of this study is to discover the best effective classification system for
detecting and quantifying false news. To find out, we looked at several classification
techniques and used them in ourmodel.Wehave appliedfive classification techniques
here. Further, we are providing a brief review of the papers we have studied.

In 2017, Granik and Mesyura presented a methodology for detecting bogus news
utilizing Naive Bayes on news posts on Facebook and got a 74% accuracy rate. And
concluded that AI techniques could be used successfully to handle these kinds of
problems [1].

In 2017, Ahmed, Traore, and Saad have suggested a methodology for identifying
false news, researchers have developed an AI model using n-gram analysis. The
classifier used here was the support vector machine, which has a precision of 92%
[2].
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In 2017, Campan et al in their study proposed a model how fake news spread on
socialmedia and how the Internet affects the diffusion of false information in creating
and spreading. They also discussed the solutions to reduce the dissemination of false
information and provided the future research aspects in this area [3].

In 2017, Perez-Rosas et al, Klienberg, and colleagues suggested a model that
automatically detects fake news for online resources. They developed a computer
algorithm and tools to detect bogus news. They work with two different datasets.
The first came via the Internet, and the second resulted from a mix of human data
collecting and Internet assistance [4].

In 2018, Aphiwongsophon and Chongstitvatana have a study on using Naïve
Bayes, SVM, and neural networks to detect the fake news and calculated the perfor-
mance measures they have found that Naïve Bayes has 96.08% and neural network
and SVM 99.90% accuracy. Through this experiment, they found out that neural
networks and support vector machines are having significant accuracy and high
confidence [5].

In 2018, Gahirwal and colleagues suggested a support vectormachine news detec-
tion based model for false or real news that has an accuracy of 87%. She had recog-
nized comedy, negative words, ridiculousness, syntax, and punctuation using five
predictive features. Its goal was to ensure that the substance of a news piece was
accurate [6].

In 2019, Ozbay andAlatas have used AI techniques for detecting fake news. In the
first phase, they preprocessed the dataset to transform unstructured data into struc-
tured data, and then they used text mining to construct about twenty-three supervised
AI algorithms. They applied these algorithms to about three real-world datasets and
found the accuracy and performance measures accordingly. The best average value
they got was by using a decision tree, ZeroR, CVPS, and WIHW algorithms [7].

In 2019, Agarwal et al and colleagues taken a dataset namely the Liar dataset, and
given a comprehensive study of various approaches. They offer a stacking model in
this research that fine-tunes the informational knowledge obtained from user input
at each level before attempting to predict something [8].

In 2019, Riece et al are working on looking for a range of elements in news
articles, postings, and stories that might assist to identify false news with increased
precision.Hedemonstrated the significance of these newqualities in evaluating bogus
news. Discrimination, integrity, involvement, domain location, and temporal patterns
are some of these characteristics. They used 2282 Buzzfeed items in their analysis
(news articles). UsingKNN,Naive Bayes, Random. Forest, XGBoost, support vector
machine (SVM), and they analyzed and described the strengths and limits of this
technology and discovered that XGBoost performed better when compared with
other with an accuracy of 0.86 [9].

In 2020, Zhang and Ghorbani’s study elaborates that false information has been a
serious concern for the industry as well as academia as it is widely utilized to confuse
and persuade online users with skewed facts. Furthermore, the Internet generates and
disseminates a vast volume of fantastic and incorrect information. It has emerged as
a potential danger to social networking groups and has had a major adverse influence
on online activities such as online commerce and networking sites [10].
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In 2020, Shaikh and Patil have used three AI techniques for giving the detection
model for the detection of false news. Three algorithms that they used were SVM,
Naïve Bayes, and passive aggressive classifier, respectively, with SVM giving the
highest accuracy of 95.05% [11].

In 2020, Smitha and Bharath have illustrated the model and different methodolo-
gies to identify and quantify fake news with the help of ML techniques and NLP
techniques. Seven different classification algorithms are proposed here, and accuracy,
F1score, recall, and precision are compared [12].

In 2020, Kesarwani et al demonstrated a basic strategy for detecting false news
on social media using a K-nearest neighbor classifier, which obtained an accuracy
of roughly 79% when evaluated against a sample of Facebook news articles [13].

In 2021,Khanamet al and colleagues carried out the researchby reviewing it in two
phases: firstly, they used multiple supervised learning algorithms to define the essen-
tial principles and criteria of false news found in web-based media. They proposed
using scikit-learn library for processing text data. They performed techniques for
feature selection to select the best fit [14].

In 2021, Nagaraja and colleagues showed in their study that false information
mostly circulates through socialmedia and is propagated furtherwithout investigating
the true data. They applied various NLP techniques and two ML algorithms, i.e.,
Naïve Bayes and SVM which gives 63% and 75% accuracy, respectively [15].

A significant amount of prior and ongoing studies is based on fake news detection.
The misleading information has always been a serious concern worldwide due to its
bad influence on social, religious, educational and civilization, andmanymore fields.
We studied research papers in order to carry out this study and filtered out the papers
for extensive literature review and summarized them. The proposed model in this
study has been drawn from various research being done, and the machine learning
algorithms that have been applied in research papers to propose a better way for
detection of fake news. We have taken the supervised algorithms which performed
best in various study given in [2, 5, 6, 7, 9, 11 and 15] and implemented those
algorithms to find out the results.

3 Methodology

Various stages involved in this experiment are given in the following flowchart Fig. 1.

3.1 Dataset

We obtained the dataset for this study from the Kaggle website [16] which contains
two files. Out of these two, one contains real news articles and another one contains
fake news articles. Real articles are around 21,417 and fake articles are around 23,481
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Fig. 1 Flowchart for fake news detection

Fig. 2 Head of the data

with a total of 23,481. To further proceed with both the datasets, we had combined
the dataset that contains the combination of both fake as well as real. Figure 2 shows
the head of our data.

The dataset we are using is having five features, i.e., title, text, subject, date, and
target. So, we dropped the unnecessary columns, i.e., date and title as we will be
working with only text here.

The data we have used here is available in text as we know that text data requires
preprocessing in order to be changed over into a suitable structure for informa-
tion display. There are several methods for transforming text data, including natural
language text processing approaches, which we employed. After removing the date
and title columns that were no longer needed for modeling and converting the text to
lowercase. We have performed stop word removal because there are many words in a
text that occur very frequently in a document and have not much information such as
‘a,’ ‘is,’ ‘the,’ and ‘am.’ To improve the accuracy of analysis, these words are gener-
ally ignored using natural language toolkit (NLTK) library for stop word removal.
After that, here are many words in a text that occur very frequently in a document
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and have no much information such as ‘a,’ ‘is,’ ‘the,’ and ‘am.’ To improve the accu-
racy of our analysis, these words are ignored using natural language toolkit (NLTK)
library for stop word removal. After that, punctuation removal was performed as
punctuation like commas and full stops don’t add much importance to text so they
should be filtered out. We split the data into train and test before feeding it into the
machine learning model. We have separated the 30% data into test set and 70% into
train set. A subset of the dataset used to train the model has already revealed the
outcome. The detection model is tested on a subset of the dataset, and the test set is
utilized to forecast the outcome. For feature extraction, we have concentrated on two
distinctive choice techniques: term frequency and term frequency inverted document
frequency. This retrieval methodology considers the frequency of a phrase as well
as the inverse document frequency.

A term’s frequency in a text may be determined using term frequency. The term n
in the formula represents the number of times the phrase appears in each document
or text. As a result, each term has a TF value.

3.2 Machine Learning Algorithms

In this paper, we are presenting five different supervised machine learning clas-
sification algorithms. The following is a quick rundown of all the algorithms
used:

3.2.1 Logistic Regression

It’s a tool for categorizing binary data. For binary classification, usually, linear regres-
sion is used to create the best bit line. When two classes can be separated linearly,
logistic regression is used. It is within the supervised machine learning algorithm
category. It’s a machine learning-based categorization problem-solving approach.
In logistic regression, a type of predictive analysis, the probability assumptions are
applied. To complete a binary classification job, a linear equation is used as input,
and the logistic function and log odds are used in the logistic regression model. It
employs a more complicated function when compared to linear regression.

y = d0 + d1 ∗ x (1)

Q = 1/
(
1 + e−y

)
(2)

ln(Q/(1 − Q)) = d0 + d1 ∗ x (3)

where in Eq. (3), d0 is slope, d1 is intercept, and x are a data point. Equation (2) is a
sigmoid function where Q has been used to eliminate the outlier’s effect.
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3.2.2 Decision Tree

It’s an ML supervised classification algorithm which means we have to clarify what
the information is and what the relating yield is in the preparation information. It
is a tree-like construction where the information is consistently parted by a specific
boundary. The elements of a dataset are addressed by the inner nodes and branches
that address the decision rules and each leaf addresses the ultimate results or choices.

3.2.3 Naïve Bayes

The Naive Bayes approach, a supervised machine learning methodology based on
the well-known Bayes theorem, is used to tackle classification issues. It is most
commonly used for text classification with a big training dataset. One of the most
simple and effective classification methods is the Naive Bayes classifier. It allows
for the rapid building of machine learning models as well as effective training and
testing to make speedy predictions. It’s a probabilistic classifier, which implies the
algorithm’s whole basis is built on probabilities that have been computed, and it
predicts based on an item’s likelihood.

Naïve Bayes Equation:

P(R|S) = P(S|G) ∗ P(R)/P(S)

whereP(R|S) is the posterior probability. P(S|R) is the likelihood.P(R) is the class
prior probability.P(S) is the predictor of prior probability.

3.2.4 Random Forest

It is a supervised ML technique. It is basically established on the outfit learning
techniques where different classifiers are united to deal with an issue and to chip
away at the display of the presentation of the model. Random Forest is a classifier
that calculates the dataset’s predicted precision by averaging the results of many
decision trees applied to different subsets of the dataset.

3.2.5 Support Vector Machine

This approach aims to find a hyperplane (where N is the number of characteristics)
that clearly arranges the principal elements in an N-dimensional space. There is an
assortment of hyperplanes from which to isolate the two kinds of informative items.
Our point is to track down the plane with the biggest edge or distance between
relevant items from the two classes. Boosting the edge distance gives some support,
making it more straightforward to arrange ensuing information points.
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3.3 Evaluating Measures

Evaluation metrics are frequently used to assess categorization performance. As a
result, performance measurements are the most common. So, we have used different
metrics to evaluate our classifiers given as follows.

3.3.1 Accuracy

It gives the comparison of actual and predicted labels, i.e., it measures how often a
classifier predicts accurately. It can be formulated as

Accuracy = Correct prediction/Total data points

3.3.2 Precision

Precision is a proportion to tell how exact a classifier is performing. Precision P can
be formulated as the ratio of total true positives to total predicted instances

Precision(P) = TP/(TP + FP)

3.3.3 Recall

It tells what percentage of positive instances were successfully identified and its
formula is

Recall(R) = TP/(TP + FN)

3.3.4 F-Measure

It is represented as a harmonic mean of precision and recall and can be formulated
as

F − Measure(F) = 2P · R/(P + R)

where
TP (True Positive) belongs to a class it belongs actually,
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FP (False Positive) belongs to a class it doesn’t belong actually, FN (False Nega-
tive) doesn’t belong to a class it actually should belong, and TN (True Negative)
doesn’t belong to a class it actually doesn’t belong.

4 Implementation and Results

In Figs. 3, 4, 5, 6 and 7, we are giving the various confusion matrices that we
obtained after applying five supervised machine learning algorithms. As discussed
in methodology, each confusion matrix contains the four values TP (True Positive),
FP (False Positive), TN (True Negative), and FN (False Negative). In our experiment,
TP represents that the news which was actually fake is also predicted as fake. FP
represents that the news which was actually real is predicted as fake. FN represents
that the news which was actually fake but is predicted as real. TN represents that the
newswhich was actually real is also predicted as real. The real and fake true label and
predicted label are shown in confusion matrix.We have implemented five supervised
machine learning algorithms here, i.e., logistic regression (LR), decision tree (DT),
Naive Bayes (NB), Random Forest (RF), and support vector machine (SVM).

Figures 8 and 9 represent the word cloud obtained from both real and fake news
sets, respectively, to represent the significant textual data points/words in the dataset.

Table 1 indicates the accuracy % and performance metric of all five classifiers,
i.e., precision, recall, and F1-score.

As described in the methodology, we have implemented all the five ML classi-
fication algorithms and calculated the accuracy and performance measures. From

Fig. 3 Confusion matrix using LR



928 A. Singh and S. Patidar

Fig. 4 Confusion matrix using DT

Fig. 5 Confusion matrix using NB

Table 1, we can see that decision tree outperforms here which has the accuracy
99.59% and all performancemetrics (precision, recall, and F1-score) as 1.00 perform
the best. After decision tree, SVM performs with a very negligible difference in
accuracy when compared. Naïve Bayes has the lowest accuracy, i.e., 94.99% and all
performance metrics, i.e., (recall, F1-score, and precision) as 0.95.
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Fig. 6 Confusion matrix using RF

Fig. 7 Confusion matrix using support vector machine

Figure 10 graph shows the comparison of all the models used in this experiment
which shows that decision tree has the highest accuracy of 99.59% and the Naïve
Bayes classifier has the lowest accuracy of 94.99%.

In our experiment, decision tree is performing best. As the data is categorical
that is the news is either fake or real, so in such cases this algorithm performs
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Fig. 8 Word cloud for real news

Fig. 9 Word cloud for fake news
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Table 1 Accuracy and performance measures

ML classifier Accuracy (%) Precision Recall F1 Score

Logistic regression 98.76 0.99 0.99 0.99

Decision tree 99.59 1.00 1.00 1.00

Random forest 98.85 0.99 0.99 0.99

Naïve Bayes 94.99 0.95 0.95 0.95

Support vector machine 99.58 1.00 1.00 1.00

Fig. 10 Plot for comparison of all the classifiers used

better as compared to other supervised ML algorithm. When compared, NB is a
generative model while DT is discriminative model. When compared, SVM solves
nonlinear issues using the kernelsmethod, whereas decision trees handle the problem
by deriving hyper-rectangles in input space.

Hence in our study, decision tree is performing best with an accuracy of 99.58%.

5 Conclusion and Future Scope

Fake news has a huge influence on our social life, as well as in other domains, such
as politics and education. Fake news may create significant social and societal harm,
as well as have potentially dangerous consequences. It is becoming more difficult
for the citizens/consumers to obtain the information that is precise and error free and
reliable because of increasing the dimensions of social media. It’s critical to discover
such false information early on in order to avoid the global harm it can do. As a result,
in this paper, we designed amethodology for detecting false news that combines NLP
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techniques with supervised learning classification algorithm. In this work, we have
presented a machine learning approach using various machine learning classifiers to
detect fake news. After comparing the performance of each model, the conclusion
can be drawn that decision tree outperforms the other algorithms being used, i.e.,
with the accuracy of 99.59%, and secondly, SVM performs well with the accuracy of
99.68%. This approach would be helpful to identify fake news effectively and with
higher accuracy in future.

Future work could include comparing multiple deep learning approaches and
new ensemble learning methods to the classification techniques used in this study
and determining the best strategy for detecting fake news. Also, we may integrate a
larger dataset from different sources like various URLs and news publication sites as
it would be having bigger journalese and could be used for obtaining better results
in a generalized manner.
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The Effect of E-Commerce on Increasing
Consumption Behavior During
a Pandemic

Ford Lumban Gaol, Sherina Gloria Tompunu, Jessica Adine Larissa,
Arista Wijaksana, Ferdianto Prajnawira, and Tokuro Matsuo

Abstract The rapid development of technology and ease of information today
greatly affects all aspects of life. During theCOVID-19 pandemic, technology played
an important role in maintaining community activities continued smoothly despite
being hampered by several health policies during the COVID-19 pandemic. Many
phenomena develop with new technologies in several fields, one in the economic
field is e-commerce. E-commerce is a site that makes it easier for buyers to get the
goods desired by the community, as well as the various interesting promos that are the
attractiveness of the community to constantly shop in e-commerce so that the commu-
nity applies consumptive behavior. So that the problem that will be discussed in this
study is the development of e-commerce technology that affects people’s behavior
in shopping which tends to be consumptive and hedonic. The purpose of this study is
to determine the impact or effect of the use of e-commerce on consumptive behavior
during the pandemic period and provide an overview of the potential regarding e-
commerce in the future. This research method is quantitative. The data collection
technique used for this study is to use a questionnaire. Thus, this research is expected
to minimize the negative impacts that can be caused by the increasing consumptive
behavior of society during the pandemic and provide wise e-commerce use. The
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results of this study can be seen from calculations using a formula that respondents
tend to bemore extravagant during the pandemic and for future potential, respondents
will certainly enjoy the convenience provided by e-commerce.

Keywords E-commerce · COVID-19 pandemic · Consumptive behavior ·
Increasing · Impact

1 Introduction

E-commerce is a marketplace that can bring together the seller and buyers online
without meeting directly. Now, many producers or resellers have promoted their
products through this marketplace. The number of sellers in e-commerce is certainly
a factor. This happens because of themany consumerswhonow tend to choose to shop
at e-commerce. Consumers can easily find items they want and make transactions
in this e-commerce. E-commerce provides a variety of interesting promos from the
seller [1]. That is certainly able to increase customer loyalty to continue shopping
on the site.

During the pandemic COVID-19 condition in 2021, the use of e-commerce
continues to increase in Indonesia. This is due to the increase of new users who
constantly use e-commerce as a spending tool. Indonesia is a country that has the
most Internet users who uses e-commerce. The Indonesian state noted that as many
as 88.1% of Internet users in Indonesia use e-commerce to buy certain items in recent
months [2]. Thus, the existence of e-commerce causes a different lifestyle in society.
The lifestyle applied by the community tends to be consumptive and hedonic [3–5].

Consumptive behavior is an action as a consumer in getting, using, and making
decisions in choosing something that has not become a necessity and not a major
virtue, just because you want to follow fashion, try new products, and gain social
recognition with the dominance of emotional factors [6–9].

According to Suprana [10], a hedonic lifestyle is a lifestyle that directs its activities
to find life pleasure, such as spending more time outside the home, more playing,
happy with the hustle of the city, often buying expensive items just to fulfill the fun,
and always want to be the center of attention [11].

The following are problem formulation that must be solved in this research:

1. How does people’s consumptive behavior affect the economy during the
pandemic?

2. Why has e-commerce become a major factor in the increase of consumptive
behavior?

3. What are the effects of the increasing consumptive behavior during the pandemic?

There are several reasons for e-commerce to become a community driving factor
to be a more consumptive and hedonic lifestyle, as follows
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1.1 Short Term Perspective and Awareness

In the buying process, buyers tend not to consider the long term and immediately
transact to get what they want. Shoppers love promotions and discounts on products
theymay not need. This makes buyers chase discounts provided by e-commerce even
though the products offered are not an important need. On the other hand, public
awareness and knowledge of consumptive behavior are still minimal and there is a
need for education about the importance of long-term needs such as starting to invest.

1.2 Technology Adaptation

Technology is a means of solving the basic problems of every human civilization.
Without the use of technology, this will cause many problems that cannot be solved
properly and perfectly [12]. The current generation quickly adapts to technology,
such as gadgets, apps, and more. Technology that continues to develop continuously
will facilitate the quality and all aspects of life, where on the one hand, technological
adaptation has a negative impact, one of which is in the field of spending which
creates a great opportunity for people to becomemore consumptive. The adaptability
of this technology makes it easier for buyers to conduct e-commerce transactions.
In addition, purchase products at retail outlets and offline stores with the e-wallet
application. The number of promotions offered by e-wallets also encourages many
buying and selling transactions.

1.3 Consumption Satisfaction

In today’s modern era, today’s society is becoming increasingly consumptive, this
is as expressed by Stearns [13] in Consumerism in World History: the global Trans-
formation of Desire. We can see the change in society which is increasingly shifting
toward a consumptive society. However, consumption is no longer just an activity to
fulfill basic and functional needs as a human being.

Consumer satisfaction in conducting online shop transactions is indicated to have
an effect on consumer trust whichwill ultimately affect consumer attitudes inmaking
repeat purchases [11]. Someone who buys goods based on desire without priori-
tizing the usefulness and benefits of an item will only make that person a consump-
tive [14–17]. Consumptive behavior is a person’s tendency to behave excessively
in buying something irrationally and prioritize wants over needs. If consumptive
behavior continues to occur, it will result in financial conditions becoming uncon-
trolled, besides that it will lead to wasteful actions and result in the accumulation of
goods due to excessive or continuous purchases [11].
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2 Research Technique

The research technique that we use is a questionnaire using Google Form. According
to Sugiyono [18], a questionnaire is a data collection technique by which researchers
provide a list of questions or written statements to be answered by respondents [19].
In this study, we distributed the questionnaires via online or on the Internet. The steps
in this questionnaire technique are that first, we will look for random responders like
people around our campus, home, or neighborhood who are willing to answer the
questionnaire given.We also included a step-by-step guide to the community on how
to answer the questionnaire when we are distributing the questionnaire.

Before distributing the questionnaires,we have determined the researchmodel and
research hypotheses that are useful as a reference in making questionnaire questions.
This questionnaire survey aims to determine the impact or influence of the use of
e-commerce on people’s consumptive behavior during the pandemic. In this survey,
it is also known that all respondents use e-commerce as a shopping medium, so the
data generated is quite valid.

Table 1 is a list of questions as the research questions contained in the Google
Form questionnaire:

3 Research Method

This research was conducted to see the effect of E-commerce on increasing people’s
consumptive behavior during the pandemic. This research uses a quantitative research
method to collect information by comparing various sources of data that we got from
the questionnaire.

According to Sunyoto [20], quantitative research is a number that is certain so that
it can be assembled, easier to read and easier for researchers tomake an understanding
[21]. Then, according to Sugiyono [18], quantitative data is a research method based
on positivistic (concrete data), research data in the form of numbers that will be
measured using statistics as a calculation test tool, related to the problem being
studied to produce a conclusion [22, 23].

Researchers used a Likert scale of the variables given to each answer to each
question contained in the questionnaire. The scale technique used in this study is
itemized rating scales using a Likert scale (1–4) is shown in Table 2.

Analysis of the sample data in this study was carried out using the Slovin formula
model [24] to calculate the minimum sample size if the behavior of a population is
not known with certainty. This formula was first introduced by Slovin in 1960.

n = n

1+ Ne2
(3.1)

Description:
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Table 1 List of questionnaire questions

No. Statement Suitability level

1 I immediately buy things that I find
interesting

SD D A SA

2 If there is a buyer who offers me an item,
then I will immediately buy the item

3 I immediately buy the item I like without
seeing the quality of the item

4 I bought the product out of necessity

5 Buying goods because of the promo

6 I only buy expensive things

7 I have to prepare a special budget for online
shop shopping

8 The product I bought because of the desire
factor

9 I consider carefully when I want to buy an
item

10 I bought an item just because it was trending

11 I buy things just to get social recognition
from other people

12 I bought things unplanned

13 I buy things because I am influenced by
opinions or promotions from other people

14 In my opinion, expensive goods affect the
quality

Table 2 Scale description Code Description

1 Strongly disagree

2 Disagree

3 Agree

4 Strongly agree

n Sample
N Population
e 95% precision value or sig. = 0.05

Analysis of data based on respondents’ answers in the questionnaire with a Likert
scale of 1–4 as the basic formula for calculating the assessment of respondents’
interpretations in the form of percentages.

Formula = T × Pn (3.2)
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Table 3 Percentage category Scale Percentage limit interval Rating category

1 0–25 Strongly disagree

2 26–50 Disagree

3 51–75 Agree

4 76–100 Strongly agree

Description:

T Total number of respondents who chose
Pn Choice of Likert score numbers

Calculation score interpretation.
In order to get the interpretation results, it must first be known the highest score

(X) and the lowest score (Y ) for the assessment item with the following formula:
Y = Likert’s highest score x number of respondents
X = The lowest score Likert x number of respondents
The following is the interval formula (range of distance) and percent interpretation

in order to find out the assessment using the method of finding the percent score
interval (I).

I = 100

Totalscore (Likert)
(3.3)

The percentage category rating is shown in Table 3.
The following is the final completion formula to get the percentage results from

the questionnaires that have been distributed.

Final Completion = Total Score

Y × 100
(3.4)

4 Research Result

The following is the research sample data with calculations using the Slovin formula
model [24]

n = n

1+ Ne2

n = 40

1+ 40(0.05)2

n = 36.36
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So, based on the results of calculations using the Slovin formula model [24], the
minimum number of samples is 36 respondents. The figures related to the results are
shown in Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14 and 15.

After distributing questionnaire, there were 40 respondents who filled out the
questionnaires that had been distributed. Of the 40 respondents, 56.8% of respon-
dents were aged 20–26 years, 35.1% of respondents were aged 1–19 years, and 8.1
respondents aged 27–39 years.

Statement 1: I immediately buy things that I find interesting
From the 40 respondents, there were one respondent who strongly disagree, three

respondents who disagree, 17 respondents who agreed, and 19 respondents who
strongly agreed.

Statement 2: If there is a buyer who offers me an item, then I will immediately
buy the item.

Fig. 1 Questionnaire result chart. Blue: age 1–19, red: age 20–26, yellow: age 27–39, green: age
40–49, purple: age > 50

Fig. 2 Questionnaire result chart. X-axis: Likert scale, Y-axis: total respondent
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Fig. 3 Questionnaire result chart. X-axis: Likert scale, Y-axis: total respondent

Fig. 4 Questionnaire result chart. X-axis: Likert scale, Y-axis: total respondent

Fig. 5 Questionnaire result chart. X-axis: Likert scale, Y-axis: total respondent

Fig. 6 Questionnaire result chart. X-axis: Likert scale, Y-axis: total respondent
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Fig. 7 Questionnaire result chart. X-axis: Likert scale, Y-axis: total respondent

Fig. 8 Questionnaire result chart. X-axis: Likert scale, Y-axis: total respondent

Fig. 9 Questionnaire result chart. X-axis: Likert scale, Y-axis: total respondent

Fig. 10 Questionnaire result chart. X-axis: Likert scale, Y-axis: total respondent
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Fig. 11 Questionnaire result chart. X-axis: Likert scale, Y-axis: total respondent

Fig. 12 Questionnaire result chart. X-axis: Likert scale, Y-axis: total respondent

Fig. 13 Questionnaire result chart. X-axis: Likert scale, Y-axis: total respondent

Fig. 14 Questionnaire result chart. X-axis: Likert scale, Y-axis: total respondent
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Fig. 15 Questionnaire result chart. X-axis: Likert scale, Y-axis: total respondent

From the 40 respondents, there were eight respondents who strongly disagree,
15 respondents who disagree, 12 respondents who agreed, and five respondents who
strongly agreed.

Statement 3: I immediately buy the item I like without seeing the quality of the
item.

From the 40 respondents, there were five respondents who strongly disagree, 20
respondents who disagree, ten respondents who agreed, and five respondents who
strongly agreed.

Statement 4: I bought the product out of necessity.
From the 40 respondents, there were 0 respondent who strongly disagree, one

respondent who disagree, 24 respondents who agreed, and 15 respondents who
strongly agreed.

Statement 5: Buying goods because of the promo.
From the 40 respondents, there were one respondent who strongly disagree, one

respondent who disagree, 12 respondents who agreed, and 26 respondents who
strongly agreed.

Statement 6: I only buy expensive things.
From the 40 respondents, there were seven respondents who strongly disagree,

14 respondents who disagree, 14 respondents who agreed, and five respondents who
strongly agreed.

Statement 7: I have to prepare a special budget for online shop shopping.
From the 40 respondents, there were two respondents who strongly disagree, five

respondents who disagree, 17 respondents who agreed, and 16 respondents who
strongly agreed.

Statement 8: The product I bought because of the desire factor.
From the 40 respondents, there were one respondent who strongly disagree, four

respondents who disagree, 17 respondents who agreed, and 18 respondents who
strongly agreed.

Statement 9: I consider carefully when I want to buy an item.
From the 40 respondents, there were one respondent who strongly disagree, ten

respondents who disagree, 19 respondents who agreed, and ten respondents who
strongly agreed.

Statement 10: I bought an item just because it was trending.



946 F. L. Gaol et al.

From the 40 respondents, there were seven respondents who strongly disagree,
eight respondents who disagree, 16 respondents who agreed, and nine respondents
who strongly agreed.

Statement 11: I buy things just to get social recognition from other people.
From the 40 respondents, there were eight respondents who strongly disagree, 11

respondents who disagree, 13 respondents who agreed, and eight respondents who
strongly agreed.

Statement 12: I bought things unplanned.
From the 40 respondents, there were five respondents who strongly disagree,

seven respondents who disagree, 12 respondents who agreed, and 16 respondents
who strongly agreed.

Statement 13: I buy things because I am influenced by opinions or promotions
from other people.

From the 40 respondents, there were five respondents who strongly disagree, six
respondents who disagree, 11 respondents who agreed, and 18 respondents who
strongly agreed.

Statement 14: In my opinion, expensive goods affect the quality.
From the 40 respondents, there were 0 respondent who strongly disagree, two

respondents who disagree, 14 respondents who agreed, and 24 respondents who
strongly agreed.

Questionnaire result list is shown in Table 4.

5 Discussion

The research reported here described the people’s increasing consumptive behavior
caused by e-commerce during the pandemic. The results we obtained through ques-
tionnaire and document research are in accordancewithwhat has become the problem
foundation. Most of our respondents show that they buy things that they find inter-
esting and prepare a special budget for online shopping. Our research opens a new
avenue of study regarding people’s behavior during the pandemic, which in our case,
it studies the consumptive behavior of others. If this topic is more analyzed, it can
have further research on the state of the economy of the buyers and sellers during
the pandemic. The response for every questionnaire answered is used to prove the
truth of our research. It is also important to see the point of view from other people
regarding our research topic or problems.

6 Conclusion

The e-commerce platform has contributed to the increase in people’s consumptive
behavior during the pandemic. With the pandemic situation going around forcing
people to stay at their home, e-commerce becomes the solution of getting every
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Table 4 Questionnaire result list

No. Statement Percentage Category

1 I immediately buy things that I find interesting 83.75 Strongly agree

2 If there is a buyer who offers me an item, then I will
immediately buy the item

58.75 Agree

3 I immediately buy the item I like without seeing the
quality of the item

59.375 Agree

4 I bought the product out of necessity 83.75 Strongly agree

5 Buying goods because of the promo 89.375 Strongly agree

6 I only buy expensive things 60.625 Agree

7 I have to prepare a special budget for online shop
shopping

79.375 Strongly agree

8 The product I bought because of the desire factor 82.5 Strongly agree

9 I consider carefully when I want to buy an item 73.75 Agree

10 I bought an item just because it was trending 66.875 Agree

11 I buy things just to get social recognition from other
people

63.125 Agree

12 I bought things unplanned 74.375 Agree

13 I buy things because I am influenced by opinions or
promotions from other people

76.25 Strongly agree

14 In my opinion, expensive goods affect the quality 88.75 Strongly agree

necessity. This situation has contributed to the increase of people’s consumptive
behavior. More and more people started shifting to online shopping. This is causing
people to be more attracted to buy more stuff than they need to. Either it is caused
by promos, discounts, or even boredom, more and more people started purchasing
through e-commerce.

Consumptive behavior is one of the most detrimental things for most people, and
for that consumptive nature has been studied a lot recently and it turns out that there
are several ways to reduce consumptive nature. One way to reduce consumption is
to use the needs priority method. This method is to compile a list of priority needs by
making a priority list and then prioritizing what is needed more than just pleasure.
So, with this method, if there is a desire to buy something other than a need, you
can think longer, whether the item is on the priority list of needs or just a desire.
However, this method has not been effective in reducing consumptive consumption,
because it is very difficult to instill the thought that it is necessary to prioritize only
the goods that are needed.

If we keep purchasing stuff online, we might come up with an addiction. It will
ruin the buyer’s economy, while giving sellers more income.More research is needed
to come up with a solution to reduce the people’s consumptive behavior to a normal
or minimum level while still maintaining the economy for both buyer and seller.
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Network Device Identity Management
Using Cryptography

Rohith Kapudasu and Kurunandan Jain

Abstract With the increase in network devices daily, the need for identity manage-
ment arises. This can be achieved through cryptography. The proposed framework
uses cryptographically generated dynamic keys and functions to secure network
devices. A unique framework with an algorithm has been proposed that can mitigate
the majority of current identity-based threats. This framework has been compared to
the previous schemes, and security, and performance analysis has been calculated.

Keyword Dynamic key · Light weight authentication · Cryptography · Network
device

1 Introduction

Network device identification is important to confirmwhether the one trying to access
the device’s resources or connecting to it is genuine or a fraud. As there is an increase
in the number of network devices, it needs a lot of security in order to maintain them.
This project aims to prevent identity-based attacks on network devices by imple-
menting a better algorithm to identify a user trying to access a network device. Cryp-
tography can be used in order to secure such network devices from fraud.When using
authentication based on cryptography, an attacker listening to the network should not
gain any information that would enable them to falsely claim the user’s identity. A
network device in the network must be resilient against any identity-based attacks.
This project proposes a methodology of lightweight password-less authentication
which uses dynamic key generation and is resilient against multiple identity-based
attacks. Performance and security analysis that is done using simulation suggests
that this proposed scheme is resilient to most attacks present.
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The contributions of this project are

• Network device registration and authentication
• Prediction and mitigation of identity-based attacks using a randomized dynamic

key and secret generation.

2 Related Work

Adeel et al. [1] proposed a multi-attack resilient, lightweight IoT authentication
scheme that was resilient against multiple attacks such as MITM attacks, replay
attacks, session key disclosure, forgery attack, and impersonation attack. They
provided mutual authentication between the client and the server, assuming two
devices are trying to identify each other as valid. This scheme is said to be able
to work in a real-world scenario where security is required at the most such as in
healthcare sectors, and they are further working on industrial IoT test cases. Faria and
Cheriton [2] proposed detecting identity-based attacks in wireless networks using
signal prints. They used signal prints, i.e., signal strength characterization of packets
being transmitted, and by matching them, they were able to know that attacker was
using randomMAC addresses or forging them. The authors of this paper showed that
even if the attackers are moving by forging MAC addresses, they can be identified
by the signal prints, which are strongly correlated to the physical locations they are
in. Even though signal prints are strong, they can be defeated when an attacker uses
multiple synchronized direction antennas. Trounge et al. [3] proposed a scheme for
improvement of the more efficient and secure ID-based remote mutual authentica-
tion with a key agreement scheme for mobile devices on ECC, which overcame the
weakness of the previous scheme as it had a flaw of storing random values in the
database and was prone to leak. But this scheme is prone to known session-specific
attacks as the session key or ephemeral state information might get leaked, and also
this scheme is not user-friendly as a user needs to remember their identity ID and
the authentication key generated by the server.

Wang et al. [4] proposed a better scheme to Trounge et al. scheme and pointed out
the various attacks their scheme is vulnerable to. They were able to provide better
efficiency compared to the previous schemes and were able to close some security
loopholes. Neuman and Theodore’s [5] paper on the Kerberos authentication scheme
for identity management tells us how mutual authentication takes place between the
server and the user. Kerberos is a distributed authentication service that allows a
process on behalf of a client to verify its identity to the server without sending
data across the network, which might be eavesdropped on by the attacker trying to
impersonate the user. Kerberos is most useful in networks that are in doubt of being
monitored by the attacker, although it has its limitations [6] as it is weak against
password guessing and replay attacks. We can improve this by using a challenge-
response protocol. Raghu et al. proposed a lightweight authentication scheme for
5G mobile communications [5] in which they have implemented a dynamic adap-
tive key management system for validating nodes, users, devices, and servers. This
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provides an increased level of security in the authentication. This random key gener-
ation is used for key randomization purposes in our project. Jiang et al. 19 designed a
mutual authenticationmechanism for wireless sensor networks using the asymmetric
Rabin cryptosystem (WSN). Li et al. [7] designed a lightweight mutual authentica-
tion scheme for smart city applications using public-key cryptography. Because the
majority of IoT devices are wireless, the aforementioned techniques are not practi-
cable for many IoT networks. Limited in terms of processing power, memory, and
storage, researchers are also using a different approach when it comes to creating
designs. Lightweight parameters, such as X-OR and hash functions, are used in the
authentication protocols [8–14].

3 Methodology

The proposed framework works by using a dynamic key generation model as Fig. 1
[6] in which multiple random keys are produced. These dynamic keys are used
in order to increase randomness and to add more security. This is done while the
authentication server wants to send secret seed pairs. The two functions, A and B,
will be performing logical and bitwise operations that will generate unique random
secrets, which are passed as input to the hashing algorithm. The SHA256 hashing
algorithm generates a hash that is 256 bits long. This forms the dynamic key from
the secret and salt provided as input.

This methodology shows the implementation of a new identity management algo-
rithm which uses dynamic key generation algorithm, and the protocol was checked
using AVIPSA tool.

Below are the symbols and their details:

X Network device
AS Authentication server
SN Secret number
IDX Identity of device X
AIDX Alias ID of X
MK Master key

Fig. 1 Dynamic key generation model [6]
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MIDX Master identity of X
SKAS_X Secret key between AS and X
|| Concatenation

In the proposed framework, it has two phases which include

• Registration phase protocol
• Authentication phase protocol.

Dynamic keys are usually the most crucial cryptography keys [6] that form a
sequence and are helpful in data encryption.This schemeprovides keys in a sequential
order originating from the initial parameters.

3.1 Registration Protocol

The sequential order of dynamic keys is mathematical and is presented as

n ∈ N , n > 1, (DKi) = (DK1,DK2 . . .DKn).

Each section of the cryptographic key encrypts only one message.
The generation of this involves:

• The authentication server does generation of distribution key, and it uses the
exchange protocol to send it to the receiver

• The receiver together with the server is set to calculate the key of preference.

Device registers with the authentication server using its unique ID. Device ID
should be unique. Device X sends its identity (IDX) to the AS.

The AS creates the alias identity (AIDX) for device X. The AS creates X’s master
identity (MIDX) using the MK1. AS generates the secret key (SKAS_X) for X using
the MIDX and the MK2.

AIDX = H(IDX ⊕ SN) (1)

MIDX = AIDX ⊕ MK1 (2)

SKAS_X = MIDX ⊕ MK2 (3)

Registration phase is shown in Fig. 2.
The AS computes the message digest H(MIDX) in the end.
Authentication server sends AIDA, SKAS_X, H(MIDX) to the device X.

Hash1 = H(MIDX) (4)
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Fig. 2 Registration phase
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3.2 Authentication Phase

The device calculates 2 secrets S1, S2 accordingly

S1 = SKAS_X ⊕ R1 (5)

S2 = H(MIDX) ⊕ IDX (6)

And finally device calculates its hash

Hash2 = H(AIDX‖R1‖S1||IDX) (7)

and sends secrets S1, S2 along with Hash2 to the authentication server AS

Authentication phase is shown in Fig. 3.
Once theAS receives the secrets andmessage digest, it computes the digestHash2′

and compares it with Hash2 received from X. If both digests turn out to be equal, then
the AS considers the secrets (S1, S2) authentic. If not, the authentication process is
terminated when AS discards the ciphers.

MIDX = AIDX ⊕ MK1 (8)

Fig. 3 Authentication phase
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SKASX = MIDX ⊕ MK2 (9)

R1 = S1 ⊕ SKASX (10)

IDX = H(MIDX) ⊕ S2 (11)

Hash2′ = H(AIDX‖R1‖S1||IDX) (12)

Figure 4 shows the verification phase.

4 Security Analysis

Various attacks are deliberatelymalicious, and some vendors were performedmainly
on dynamic key discussion stages, their aim being to explain the basis of operation
of the mechanism in operation of the dynamic key, which includes an exhibition of
security resilience against some attacks to disclose those keys in the mechanism. The
attacks include:

• Choosing of specific plaintext attack mechanism

This is an attack which is in the form of crypto-analysis, which introduces the
choice of a certain plain text to the encryption and decryption oracle field for the
purpose of obtaining a certain cipher text that corresponds to it. This has a big
consequence as it can lead to unallowed and unauthorized access of data stored
and sensitive as there is open disclosure of symmetric keys.

• Bruce forcing

This attack is an exhaust key in methodology. Here, the adversary of the cipher is
basically determining the proposed key by decryption of the cipher text by using
the available space of the key.

The attacker using the brutal force is aware of the ciphertext and algorithm
hence trying all the 2N keys, each one after the other, for decryption. The adversary
of the key also utilizes a sample of known and establishable keys, and this helps
him/her to increase finding the valid key through guessing. This, in return, is the
cause and determinant of how strong is the cryptographic key delivered by the
function of the algorithm.Thewhole role of this attack basically lies in deciphering
the text.

• Attack on preimage

This is totally different from the previous two ones as it is variant and focuses
on testing the hash operation algorithm against the indent preferred preimage
resistance. In this case, there are two variant attacks inclusive of the first preimage
and the second one of that kind.
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Fig. 4 Verification
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Hash values help the adversary to pursue the text with less than 2N,N standing
for eligibility of the ash operation function. Its analysis resists, and essence, there-
fore, implies that for outputs that are not specified, it is extremely hard to check
out any entry that ashes to the same display.

After the previous, there comes another attack of second preimage. The first
message,M1, is known to the adversary, and this helps him/her to easily look for
M2,which is obviously this secondmessage keeping inmind that the firstmessage
is known. This, in turn, results in exactly computing ash figures for display while
findings asM1 in less than 2N numbers as well.

• Replay attack

This attack is in the variance of man in the middle attack, i.e., MITM, where the
adversary tends to interfere with the package on the communication channel and
retransform a modified package on the wide area to yield the authentication mode
display in nodes. It mainly constituents in areas of protocol authentification and
reusability of authentification keys.

As a result, this attack, after being used by the adversaries, can lead to unau-
thorized access to network resources. It critically helps the adversary in the deter-
mination and synchronization of a certain scheme under investigation to know
whether it can be utilized for the purposes of authentification in the topology of
network design.

4.1 Security Analysis on AVISPA Tool

The suggested scheme’s security is validated using the AVISPA tool. It is a tool
used to know the correctness and security of any protocol. It assesses the security
of protocols on the Internet and applications automatically. AVISPA specifies secu-
rity protocols and their attributes using a high-level protocol specification language
(HLPSL). The HLPSL is a rule-based language that defines the protocol’s entities’
roles. The environment part describes the intruder’s understanding of the plan. The
environment component helps analyze the level of the protocols’ security. In the
intruder knowledge section, multiple parameters can be defined to determine the
point at which the protocol’s security is breached. The purpose section outlines the
protocol’s security objectives. The on-the-fly-model checker (OFMC) may examine
protocols for any known cyber-attack. An adversary is a component of the network in
theDolev-Yao(dy) [13]model. The attacker has the ability to listen in on all messages
shared by legitimate network entities. Similarly, the attacker can alter communica-
tions and deliver them to genuine network entities. The suggested strategy is tested
at the back ends of the AVISPA tool using the OFMC and the constraint logic-based
attack searcher (CL-AtSe) and it shows to be safe.



960 R. Kapudasu and K. Jain

4.2 Security of the Proposed Model

• Resistance against impersonation attack

Here, the network device is being registered before any transmission occurs
between them with the device unique ID. So, this prevents impersonation attack,
and the device unique ID cannot be spoofed as the attacker does not have the
secret keys the device can use to authenticate itself to the server.

• Replay attack resistance

Replay attack cannot be possible because of the dynamic keys and dynamic secret
randomization is done and only the random secret values can be known to the
network device and the authenticating server. As only the real device knows the
message digest hash the attacker will not be able to imitate as the network device.
Attacker will not be able to replay.

• Resistance against man in the middle attack

Such attack is not possible because the secrets and keys are dynamically random-
ized, and only the parties communicating will know them. Even if the attacker
gains access to the messages, he has no idea of how to decrypt them because the
messages are not sent as plain text. The attacker will not be able to gain access
because he does not know the random secret value.

• Mutual authentication

Here, mutual authentication is made sure because the network device needs to
register itself, and only after sharing the required parameters does the server
authenticates it. Similarly, the authentication server sends its parameters, and
hence, it will be verified too.

• Resistance against denial of service

Assume a malicious device in the network tries to commence the authentication
procedure with another device directly. The request is then canceled by the other
valid device, which operates on the premise of communication over a verified
channel.

5 Performance Analysis

In this section, we evaluate the proposed approach and compare it to other studies.
The test configuration is illustrated in Fig. 5, where the code is written in Python 3.6.
We used a Raspberry Pi 3 since it is often used in IoT and has all supported libraries
loaded.

One Raspberry Pi board acts as the network device and another as the authenti-
cation server. We can see them being authenticated in Fig. 6.
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Fig. 5 Raspberry Pi configuration

Fig. 6 Network devices being authenticated

5.1 Turnaround Time Comparison with Previous Schemes

The overall time required by the entities in protocol to complete the overall
authentication process is referred to as turnaround time as shown in Fig. 7.
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Fig. 7 Turnaround time comparison

Fig. 8 Computation overhead

5.2 Computation Overhead

The computation overhead is the amount of time it takes entities to compute all of
the messages sent throughout the authentication process as shown in Fig. 8.

5.3 Computation Time

Computation time has been compared with previous schemes as shown in Fig. 9.

Fig. 9 Computation time comparison
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6 Conclusion

Identity management is considered the main line of defense to mitigate any attacks.
Therefore, this project aims to propose a new identity algorithm using dynamic
keys, which has shown to mitigate many of the present identity-based attacks such as
replay attack, forgery attack, session keydisclosure,MITMattack, and impersonation
attack. The framework’s security analysis done using the AVISPA tool tells us that
this framework can be deployed in a real-time environment and can further be studied.
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Change in Outlook of Indian Industrial
OEMs Towards IIoT Adoption During
COVID-19

Prasanna V. Rao Deshpande and S. Kumar Chandar

Abstract Industrial Internet of Things (IIoT) iswitnessing a steady increase in adop-
tion by infrastructure and process industries. Industrial equipment manufacturers are
one of the key stakeholders in this digitalization journey. The adoption of IIoT by the
equipment manufacturers has been slower due to various valid reasons. The present
pandemic COVID-19 created disruption in the factory operations in many parts of
the world. This consequence has been hard on the manufacturing industry including
the equipment manufacturers, and many of their strategic projects are slowing down
or derailed. In India, a strict lockdown of three weeks which was later extended for
another seven weeks was by far the longest lockdown effecting the industry and the
equipmentmanufacturers. This study probes the impact of COVID-19 on themindset
of original equipment manufacturers (OEMs) towards adoption of IIoT.

Keywords IIoT · OEM · COVID-19 · Adoption

1 Introduction

Industry 4.0, the ongoing revolution on digitalization in manufacturing industry is
impacting the product’s design, production and after sales service. Many global
infrastructure and process industries have started digital transformation in last few
years. In India too, the pace of adoption has increased with large industrial end
users, though the adoption by local Indian original equipment manufacturer (OEM)
companies is yet to begin seriously. It is the IT services companies, many IT startups
and traditional large automation companies who are entering this area. It is important
that the Indian OEMs adopt digitalization considering the value derived from them
and the progress beingmade by their counterparts—internationalOEMs. Three broad
areas where OEMs can implement the digitalization include the business process, in
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the manufacturing and in the equipment which they manufacture. Digitalization in
business process andmanufacturingwill yield productivity andquality improvements
and the effective use of digitalization in the equipment can generate new business
opportunity and create superior customer experience.

There are various technologies which are driving the digital transformation in
the industries. These include big data and data analytics, Industrial Internet of
Things (IIoT), cloud computing, cyber security, augmented reality, virtual reality,
autonomous robots, additive manufacturing which includes 3D and 4D printing,
simulation including digital twin, artificial intelligence, machine learning, system
integration—horizontal and vertical. While most of these technologies can be used
in the manufacturing units of OEMs, few of these could be predominantly used on
the product they manufacture. IIoT is one of the technologies impacting.

There is a rapid growth in use of Internet of Things (IoT) in consumer prod-
ucts owing to availability of sensors at competitive prices, increased Internet usage
and inclination of millennials and generation z for digital convenience. However, in
industry, adoption of IIoT is yet to catch such momentum. Whereas there seems to
be increase in pull from the end customers and as mentioned earlier the IT services
companies are benefiting, the push from the OEMs is limited. OEMs have big stake
to loose in the customer spend pie, if they do not bring additional meaningful services
using IIoT.

2 Background of the Study

2.1 Equipment Ready for IIoT

The foundation of Industry 4.0 is connected device. OEMs play a vital role in
ensuring that their equipment is connect ready. OEMs also have specific know-how
of their equipment to determine performance and reliability related parameters. As
the economy moves towards outcome based, OEMs profit stream will shift to more
value-added services enabled through digitalization.

As a part of larger ongoing research, a preliminary study was done in 2019
regarding the barriers and enablers of Industrial Internet of Things (IIoT) by Indian
OEMs in the equipment they produce. The OEMs in the study are industrial equip-
ment manufacturers like pumps, fans, compressors, material handling equipment,
and process equipment.

2.2 March 2020 COVID-19 Pandemic and Lockdown

On 24March 2020 Government of India imposed a nationwide lockdown taking cue
from many other major countries who were reeling under the rapid increase in cases
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of COVID-19 pandemic. There was a strict lockdown for 3 weeks during which
only very essential and critical services were permitted to operate. Considering the
prevailing situation, painfully the lockdown was further extended twice with limited
relaxation till first week of June 2020. During this complete period, movement of
people was highly restricted. After 75 days of lockdown as the country opened in
phasedmanner, therewas stillmany checks and restrictions in peoplemovement. This
lockdown and post lockdown period effected the industries at large which included
OEMs and their customers and partners.

The OEMs interviewed in 2019 were revisited post lockdown in India to under-
stand their change in mindset. This paper covers the elements which have changed
in OEM’s perception about adoption of IIoT in the mid of this COVID-19 pandemic
situation.

3 Literature Review

Within Industry 4.0, among various technology drivers of digitalization, physical
components and biological digitalization would be fundamental and predominant
driver [1]. In the last few years, IIoT has developed rapidly in many industrial fields
and there has been good literature around IIoT but these have been mainly around
technology or end user related [2]. Hardly 6% of the literature on IIoT is related to
business management of which major part is end user oriented.

Awareness and attitude of industry players are topic of study for many researchers
[3]. The awareness on some digital technologies by academia and industry are also
studied [4–9].

4 Methodology

A questionnaire was designed to assess the awareness of various technologies in
digitalization and Industry 4.0, know-how of specific elements in IIoT domain,
customer journey, awareness of IIoT adoption by present competitors as well as
global manufacturers of similar equipment.

Another set of questionnaires included benefits, barriers and enablers to the use
of IIoT in their equipment, as well as their intent to adopt IIoT.

The questionnaire during 2019 which covered over 100 companies received
complete responses from 52 OEMs, five consultants and 20 end users. The questions
were administered to the senior and middle management of the firms through mainly
face to face interactions and with few via telephonic interview. It was mentioned
clearly that the response sought is of the firm and not individual level. The Likert
scale ‘1–5’ was used to rank their responses. The format also included possibility to
include explanation for their responses. The respondents were encouraged to check
with their relevant colleagues while responding to the questions. This was possible



968 P. V. Rao Deshpande and S. Kumar Chandar

due to acquittance of the interviewer with the respondents. Similar questionnaires
were posed again to these 52 OEMs during July–August 2020 of which 33 OEMs
responded to the requirement.

For analysis only these 33 OEMs who participated in both 2019 and 2020 have
been considered.

Based on factor analysis of this study, following attributes have been compared
using of the paired t-test.

• Awareness
• Enthusiasm to adopt
• End user pull

5 Definitions of the Variables

A. Awareness

Awareness in the study is the level of knowledge a firm possesses about digital
technologies and specifically about IIoT technology. Awareness is measured in
the study as it is the stimulant for further actions or inaction by the firm. This
was measured by capturing inputs under following subheads. Various digital
technologies can be applied to the equipment being sold and to service the
product.

• IIoT technologies—sensors, protocols available, computing and analytical
possibilities.

• Industry players in the technology.
• Adoption rate of IIoT in the relevant industry segment.
• Direct competitors and their moves on IIoT and digitalization.
• Best in class global equipment manufacturers and their advancement in using

IIoT in the relevant applications.

B. Enthusiasm to adopt

Enthusiasm to adopt the IIoT by the firm is measured based on their perception
of the following elements

• Impact on business performance which includes revenue and profit gains.
• Perceived risks and gains like warranty costs, product modification, inte-

grating into existing system, hosting data securely and data analytics.
• Organizational capabilities including need for upskilling, integration of

equipment data into process data—solutions including beyond equipment,
handling different business models for services.
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C. End user pull

End user pull is a market force which initiates adoption and tends to accelerate
based on the pull. In this study, end user pull is measured by capturing OEM’s
perception of end user need, pains and gains through following elements.

• Benefits of IIoT ready equipment.
• Willingness to pay.
• Impact on equipment availability and OEE.
• Total cost of ownership (TCO).
• Data security and sensitivity.

6 Results and Discussions

A two-sample t-test was run using excel for each of the three variables assuming
equal variances and comparing the data from 2019 and of 2020. 33 OEMs out of
52 OEMs who participated in 2019 (pre-COVID-19) responded in 2020 (during
COVID-19), which was 63%. The response rate was good considering that key
people interviewed in OEM organization are busy presently focusing heavily on the
business and operations after completion of this lockdown period.

For all the three variables, the p-value is less than 0.01. This clearly signifies
that there exists a difference in perception of all these attributes from pre-COVID-
19 period to present COVID-19 period. The details of each of these variables are
tabulated and discussed below.

A. Awareness

The mean awareness pre-COVID-19 was 2.5, and the awareness has increased
substantially to a mean of 3.24. This is close to 30% increase as in Table 1.
The main areas where the gain in awareness was in understanding technology
applicable to the equipment, knowing about use cases and progress of global
best in class companied in similar equipment range. The companies had utilized
the lockdown period to understand on these aspects. Many of them had attended
online seminars and trainings during this time.

Coincidently the topic technology trends selected by OEMs during COVID-
19 included cloud computing, on premise computing, virtual reality and
augmented reality, IIoT and data analytics. Some OEMs have commented the
importance of on premise considering the data security apprehension of many
customers in allowing data to be sent to cloud. Technology trends identified by
OEMs based on relevance is shown in Fig. 1.

B. Enthusiasm to adopt

The mean enthusiasm to adopt during pre-COVID-19 was 2.04, and the aware-
ness has increased substantially to a mean of 2.67. This is close to 30%
increase.
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Table 1 Awareness two-sample-t-test pre-COVID-19—during COVID-19

Awareness pre-COVID-19 Awareness during COVID-19

Mean 2.50 3.24

Variance 0.89 0.16

Observations 33 33

Pooled variance 0.125 –

Df 64 –

P(T � t) two-tail 0.000 –

t critical two-tail 1.998 –

Cloud 
compu ng

On premise 
compu ng VR/AR

IIoT

Data 
Analytics

Fig. 1 Technology trends identified by OEMs based on relevance

The main areas where the gain was the expectation of increased revenue from
existing andnewmarkets, possibility to introduce newandmore variant products,
minimizingwarranty costs and looking atAnnualmaintenance contracts (AMC).
Other gain area was the possibility to improve the product performance as in
Table 2.

Many companies scored lower on organizational capabilities during the
COVID-19 interview and specifically on investment and resource allocation.
This can be attributed to the current financial stress most of the companies are
undergoing. However, interestingly eight of the companies who had not invested

Table 2 Enthusiasm 2-sample-t-test pre-COVID-19—during COVID-19

Awareness pre-COVID-19 Awareness during COVID-19

Mean 2.04 2.67

Variance 0.498 0.358

Observations 33 33

Pooled variance 0.428 –

Df 64 –

P(T � t) two-tail 0.000 –

t critical two-tail 1.998 –
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Table 3 End user-pull 2-sample-t-test pre-COVID—during COVID-19

Awareness pre-COVID-19 Awareness during COVID-19

Mean 2.93 3.2

Variance 0.161 0.191

Observations 33 33

Pooled variance 0.176 –

Df 64 –

P(T � t) two-tail 0.009 –

t critical two-tail 1.998 –

or were low on investment pre-COVID-19 have scored high on investment. The
feedback from them was that they wished to pilot study on priority to support
their customers especially overseas clients.

C. End user pull

Themean of the perception of end user pull strangely has increasedmarginally to
3.2 from 2.93 in pre-COVID-19. The elements of remotemaintenance, improved
product availability, data driven decision and lower TCO were perceived to
be stronger during COVID-19 interviews, however the perception around data
security and willingness of end users to pay for the services was lower than the
pre-COVID period as in Table 3.

7 Conclusion

The study gave a good insight of the change in mindset of OEMs to adoption of IIoT
in their equipment by understanding their awareness, enthusiasm and capturing the
perceptionofOEMsabout their endusermarkets.Despite the numerous opportunities
IIoTprovidesOEMs to serve their customerswell, increase revenues andprofitability,
the adoption of IIoT by IndianOEMs is still low. There is, however, increased interest
and change in mindset of the OEMs. This change in mindset along with improved
ecosystem would accelerate the digital transformation. Change in mean value of
variables studied is shown in Table 4.

Table 4 Change in mean values of variables studied

Awareness pre-COVID-19 Awareness during COVID-19

Awareness 2.50 3.24

Enthusiasm to adopt 2.04 2.67

End user pull (OEM perception) 2.93 3.2
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An interesting element from four OEMs to adopt IIoT was employee wellbeing.
This surely reflects the increasing safety mindset of the OEM which was evident in
the discussions.

8 Further Work

There is a need to further study the barriers and enablers for the OEMs to adopt
IIoT. The aspect digital transformation is a big change for most of the companies
and understanding the pains and gains of IIoT to OEMs is important. As the end user
segment would itself have different pace of digital transformation, there is scope to
study various categories of OEMs and catering to different industry segments. Lastly,
this study can be repeated after the COVID-19 impact on the industry is normalized,
to understand any further change in mindset.
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