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Abstract In this paper, homotopy analysis method (HAM) is used to obtain the
analytic solution for fragmentation population balance equation. Different sample
problems are solved using HAM and their series solution is obtained. A detailed
analysis of the series solution and the region of convergence of the solution is also
studied. It is observed that the convergence region of the series solution can be
adjusted with the help of certain parameters involved in HAM.
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1 Introduction

The events where two or more particles collide among each other and undergo cer-
tain changes in their physical properties are known as particulate processes. These
changes can be in their mass, volume, size, entropy or some other properties of parti-
cles. Population balance equations (or PBEs) are basically integro-partial differential
equations which represent the change in the particle properties present in a system
due to particulate process. Various examples of these events can be seen in different
fields of science and engineering like the formation of stars, growth of gas bubbles
in solids, merging of drops in atmospheric clouds, and so on [1].
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In this paper, the PBE considered represents particle fragmentation. Fragmen-
tation is a process where a particle break into two or more smaller (or daughter)
fragments. The total number of particles present in the closed system increases due
to fragmentation. Let c(#, x) denote the number density of particles of volume x > 0
at time ¢ > 0 in a system undergoing particulate process (fragmentation). In this
regard, for (¢, x) € [0, T] x [0, co) where T < oo, the general fragmentation pop-
ulation balance equation is written as [2]

[ee] X

Oc(t, x)
E?t = 2/F(x,y—x)c(t,y)dy—c(t,x)/F(x — vy, y)dy, (D
x 0
with the initial data
c(0,x) =co(x) >0, forall x > 0. 2)

The left hand side (Ihs) of equation (1) gives the time evolution of particle number
density c(z, x). In the right hand side (rhs), the function F'(x, y) represents the rate
at which the particles of size x + y breaks into particles of size x and size y. The
first term indicates the inclusion (or birth) of x —size particles in the system, and the
second term indicates the removal (death) of x —size particles from the system.

Several numerical, semi-analytical, and analytical methods have been devised over
the years to solve PBE. For fragmentation problems, one can refer to the articles [2, 3]
for exact solutions and the articles [4, 5] for numerical solutions. To our knowledge,
the homotopy analysis method (HAM) has not been used to solve the fragmentation
problem to date, and this is the first attempt to solve above mentioned PBE with
HAM.

HAM was first introduced by Liao [6] in 1992 to solve different linear and non-
linear differential equations appearing in the physical systems. Over the years, HAM
has received sincere attention from the researchers due to its ability to solve different
complicated real-life problems. This is an analytic method which uses the concept of
homotopy from topology to generate a convergent series solution to the considered
problem. In HAM, we construct deformation equations with the help of initial guess
of the solution, auxiliary linear operator, auxiliary parameter, and auxiliary function,
and we have great freedom to choose all of these. Because of this freedom, this method
is very flexible and convenient to use as compared to other methods like Adomian
decommission method, artificial parameter method, perturbation method, etc.

The outline of this paper is as follows. In Sect. 2, the preliminary idea of homotopy
analysis method is discussed. In Sect.3, HAM is applied to solve the particulate
problem (1)—(2) mentioned in Sect. 1 and its convergence is discussed. In Sect. 4,
some sample examples are solved using the software Mathematica 12.2, and the
efficiency of the method is discussed. Finally, the conclusion of the present work is
discussed in Sect. 5.



Solution of Population Balance Equation Using Homotopy Analysis Method 39

2 Preliminaries: Homotopy Analysis Method

The key methodology of HAM is to approximate the solution c(t, x) in terms of
a series of functions. In this regard, we consider cy(¢, x) as an initial guess of the
solution. Let us now define an unknown function v(t, x; ¢), where ¢t and x are inde-
pendent variables and g € [0, 1] is the embedding parameter. The underlying idea
of HAM is that a continuous mapping is described to relate the solution c(t, x)
and the unknown function v, with the aid of the embedding-parameter g. Thus, the
initial guess co(¢, x) of the solution c(#, x) is so chosen that v(z, x; ¢) varies from
co(t, x) to c(¢, x) as g varies from O to 1. Representing this mathematically, we can
write v(t, x; 0) = co(¢, x) and v(¢, x; 1) = c(z, x). To ensure the above relation, a
linear operator .Z [v(t, x; ¢)], an auxiliary parameter & (% 0) and an auxiliary func-
tion H (¢, x) are needed to be defined wisely. Under all these considerations, let us
discuss the homotopy analysis method.

Let the initial assumption to the solution is independent of ¢ and coincides with
the initial data (2), that is

co(t,x) =c(0, x). 3)

Choose the linear operator with

L, x;9)] = w 4)
such that
LIfxyl=0 << fx,y =0. &)
Let us consider the generalized problem in the following operator form
A le(t, x)] =0. (6)
Using embedding parameter, we can construct a homotopy
H(t,x;q9);q, h, H] := (1 — ¢)L[v(t, x; q) — co(t, x)]
—qhH(t, x) N [v(t, x;q)] =0. @)
For g = 0, Eq.(7) along with (5) gives
ZLlv(t, x;0) —co(t, x)] =0 imples wv(z, x; 0) = co(t, x). ®)

Again for g = 1, since i # 0 and H (¢, x) # 0, relation (7) becomes

A, x; DI =0, )
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which replicates the original problem (6), provided

u(t, x: 1) = c(t, x). (10)

According to Egs.(8) and (10), v(¢, x; g) varies from the initial guess co(¢, x)
to the exact solution c(#, x) as the embedding parameter g varies from O to 1. The
equation (7) is called zero-order deformation equation.

The freedom to choose .Z, ¢y (t, x), i, H(t, x), enables us to adjust all the param-
eters properly such that the solution of deformation equation exists forg € [0, 1]. The
m—th order derivative of ¢y (¢, x) with respect to embedding parameter g is defined as

c([)m](t,x) L 9™, x; q)

[m] —
c™(t, x) = =
¢ m! m! oq™

(1)

q=0

By Taylor’s theorem, v (¢, x; ¢) can be expanded in a power series of ¢ as

] o0
v(t, %3 q) = v(t, x; 0)+ZC° (. x) = @+ Y ng". (12)

m=1 m=1

In general, the above series will converge for ¢ = 1, and hence using relation (9),
we have

ct.x) = f)+ Y ", x). (13)
m=1
We define the vector ¢, := {cy(t, x), c1(t, x), c2(t, x), ..., ¢, (t, x)}. Differenti-

ating zero-order deformation (7) m—times with respect to g, then dividing it by m!,
and finally setting ¢ = 0, we get the following m—th order deformation equation:

g[cm(tv x) - chm—l(tv x)] = hH(t, x)Rm(Em—lv z, x) (14)

0, when m <1,

1, when m > 1. and

with initial condition ¢, (0, x) = 0, where x,, := {

1 Ot (e, x5 q)]
(m— 1! dgm—1

Rm(gm—ls tax) =

q=0

1 ot
= e [ch(t x)q" }

5)

q=0
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Thus, the solution to problem is reduced to

t
Cm(t, X) = XmCm—1(, x)] +/ hH(t,s)Rm(Em,l,s,x).
0

where R,, is given by (15).

3 HAM Based Solutions and Convergence Theorem

For (1)—(2) the operator .4 is given by

ov(t, x; q) o0
N (t, x5 q)] = Tq - 2/ F(x,y —x)v(t, y; g)dy
. X
— (1, x; q)/ F(x —y, y)dy.
0
Using (15), we can calculate R,, form = 1,2, 3, ... as shown below

Ry (Co, 1, x) = A co(t, )lg—o

o0
=_ / F(x,y —x)co(t, y)dy
X
—co(t,x)/ F(x —y, y)dy.
0
Form = 2,

- 0
R2 (Clv t, .X') = I:%‘/V [Co([, )C) + (& (tv x)‘]]:l

q=0
_0ci(t, x)
Y

— (1, x)/ F(x — vy, y)dy.
0

—2/ F(x,y —x)ci(t, y)dy

Form = 3,

1 2
R;3(c2,1,x) = 51 |:3_qz

_ deo(t, x)
Ot

— et x)f F(x —y, y)dy.
0

N [eo(t, x) + c1(t, x)q + (¢, x)qz]:|
q=0

— 2/ F(x,y—x)c(t, y)dy

41

(16)

a7

(18)

19)
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Likewise the mth order representation is

aCm—l (t7 .X)
ot

oo
_2/ F(X,y_.x)cmfl(t, y)dy

Rm (Em—17 t’x) =

—cm-1(1, X)/ Fx —y.y)dy. (20)
0

Thus, the solution to fragmentation equation (1)—(2) for H (¢, x) = 1 is written as

t
Cm(t7 x) = chm—l(t, .X)] +/ hRm (Emfls s, -x) s (21)
0

where R,, is given by (20).

Theorem 1 As long as the series (13) converges, where ¢, (t, x) is governed by the
high order deformation equation (14) under the conditions (15) and (16), it must be
the exact solution of (1)—(2).

oo
Proof If the series Z cm (¢, x) converges, then we can write
m=0
[e ]
u(t, x) = Zcm(t,x), thatis  lim c,(f, x) = 0. (22)
m— o0

m=0

In this context

n

Z [Cm(ta x) — chm—l(t’x)] =c1t(c2—c)+ -+ (cn —cn-1) = cnlt, x),

m=0

and hence in accordance with relation (22), we get
oo
D Len(t,2) = Xuen-1t, 0] = lim c,(t, %) =0.
m=0

Due to the linearity property of .Z, we have

o]

> L [ent. x) = Xmem-1(t. )] = LY [em(t, X) = XmCm-1(t, )] = 0.

m=0 m=0
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Thus recalling (14), we obtain

Y ZLent, %) = Xmen1(t,0)] = BH (1, %) Y Ry [Ena] = 0.
m=0 m=1

Since i # 0 and H (¢, x) # 0, therefore

[e¢]

Y Ruléna]=0. (23)

m=1

Recalling (22), we get

o
Ocp—1(t, o0
3 [671(” =2 [ F g = 11— e 1)
m=1 or x

X
/ F(x —y, y)dy]
0

) o
a_ _ t, o0
_ Z ‘mailt(") _2/ F(x,y—x) 2 cm—1(t, y)dy
m=1 .

m=1

[}
Z Rm [Em—l] =
m=1

S x
=Y a0 [ Fe =y
m=1 0

P 00 00
=5 > -2 [ Fay=0 Y a1y
m=1 x

m=1

00 X
=Y a1t [ Fe- gy
m=1 0

o & 00 00
:Ezcm(t’x)_zf F(x,y—x)zcm(t,y)dy
m=0 x

m=0

o0 X
_ Z em(t, x)/ F(x —y,y)dy.
m=0 0

Combining (22) and (23), we have

ov(t, x)
ot

=2/ F(x,y—x)v(t,y)dy — v(t,x)/o F(x — vy, y)dy. 24)

Now, from the initial conditions of ¢, (¢, x), it holds that

v(0, %) =Y cn(0,x) = co(0, x) + Y _ cm(0, x) = o0, x) = c(0, x).

m=0 m=1
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Hence, from last two expressions, one can observe that v (¢, x) must be the exact
solution of (1)—(2).

4 Numerical Examples and Discussions

In this section, we will consider some examples discussed in [3] and will discuss
using graphs how the approximate solution is approaching the exact solution.

Example 1 Let us consider (1)—(2) with K(x,y) = 1 and the initial condition
c(0,x) =exp(—x). The exact solution to this problem is c(f,x) =
(1 + )% exp(—x(1 +1)).

Using the recursive scheme (21) along with (20), we obtain ¢, (¢, x) form > 1 as

ci(t,x) =ht(e “x —2e™),
1
ot x) = h(itz(hx(e_xx —2e)—=2he ™" (x — 1)) + ht(e™"x —2e77)),
1
c3(t,x) = h(ghztSe*"x3 — WP Pe x>+ P Pe X2 + WP Pe ™ x + 2 h%t2e™™
—4h* e x —2h%te™ + hPte ¥ x).

We have great freedom to choose 7, so we will now look for a set of values of
h for which the solution obtained by HAM converges to the exact solution. From
Fig. 1, we can observe that when £ is near —0.5, the graph is flat. So, method will
converge to the exact solution when £ is near —0.5. Now, we will analyze graphs
for different values of & for which the solution obtained by HAM converges to exact
solution.

During the computation of graphs for several values of / near —0.4 and —0.2, it
was observed from Fig. 2 that for A = —0.4 the graph of 4—th, 6—th, 8—th and 10—th

Fig. 1 h against c(x, t) for
t = 1 and x = 1 for different
order of approximation for
Egs. (1)-(2)

4th order approx
6th order approx
8th order approx
10th order approx

o4 g -
P o
7 .
I
/
i 0.5
{

i AN
1 Ao

¥ h
1.0 -0’8 -06 04 02 0.2 0.4 %
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0.4
0.000030

0.3 0.000025

Exact Solution

0.000020 4th order approx

4th order approx
------ 6th order approx
0.2 ------ 6th order approx e

’ 8th order approx 0.000015 order approx
-~ 10th order approx
~-~ 10th order approx

0.000010

0.1
5.x10°°

40 60 80

(b) Error

2 4 6 8 10

(a) Number density

Fig. 2 Graph with 7 = —0.4 for different order of approximation for Egs. (1)—(2)

Table 1 Error for Example 1 when i = —0.4

m—th order of 4 6 8 10
approximation
Error 7.7606 x 107> |7.6782 x 107> | 7.6403 x 107> |7.0951 x 1075

order approximation nearly coincides with the exact solution. Here we compute
the numerical number density with the particle size distribution in Fig. 2a. On the
other hand, Fig. 2b represents the numerical error curve obtained for different order
approximations. For a detailed quantitative error analysis, we present the numerical
errors in Table 1. To calculate the error, we recall the formula given in [5]. The
following results supports that HAM predicts the solution with high accuracy even
for a small number of approximate terms.

Example 2 Next consider (1)—(2) with K (x, y¥) = x 4+ y and the initial condition
c(0,x) =exp(—x). The exact solution to this problem is c(t,x) =
exp(—tx? — x)(1 + 2¢(1 + x)).

Again using the recursive scheme (21) along with (20), we obtain ¢, (¢, x) for
m > 1as

ci(t, x) = ht(e*x* —2e " (x + 1)),
1 2 2/, —x 2 —Xx —x 2 —x 2
c(t,x) = h(zt (hx“(e™"x* =2 (x+1) —2he™"x“(x + 1)) + ht(e *x
=2 (x + 1)),
1
c3(t,x) = h(ghzﬁe*)‘x6 —WPe™x° — B x* + WP Pe x*
— 4R e % — AR e T X 4+ WPte ™ x% — 2 h%te ™ x — 2 hPte ™).

Similar to the previous example, we will make use of graphs to investigate the
value of A for which the series solution obtained by HAM method converges to
exact solution. From Fig. 3, it is observed that graph is flat in between —0.4 and 0.
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4th order approx
6th order approx
8th order approx
10th order approx

-2

-6 |

Fig. 3 hagainst c(x, t) fort = 1 and x = 1 for different order of approximation for Egs. (1)—(2)

Table 2 Error for Example 2 when s = —0.125

m—th order of 4 6 8 10
approximation
Error 29075 x 1075 |2.8762 x 107> |2.8501 x 1075  |2.8417 x 107

0.4 \‘\ 0.00005
\
0.3 Exact Solution 0.00004
- 4th order approx
4th order approx ===~ 6th order approx
~---- 6th order approx 0.00003 ath ord. PP
order approx
0.2 \ 8th ord
\ order approx -~ 10th order approx
~---=- 10th order approx 0.00002
01 0.00001
. x
2 4 6 8 10 40 60 80
(a) Number density (b) Error

Fig. 4 Graph with i = —0.125 for different order of approximation for Eqgs. (1)—(2)

Therefore, the approximate solution will converge to exact solution somewhere in
between these two points.

For a detailed investigation, we will plot the solution with respect to x for different
values of / and it is observed that for 7 = —0.125 graph coincides with the exact
solution. For a qualitative analysis of the method, we will plot the numerical solution
as well as the error graph. For quantitative analysis, we present the error Table 2.
Like before, it is observed that the HAM produces very accurate results for a very
small number of terms and & = —0.125 (Fig. 3).
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5 Conclusion

The homotopy analysis method is applied to fragmentation PBE. A recursive scheme
in the form of series solution is obtained to estimate the solution of PBEs. The con-
vergence analysis shows that approximate solution will converge to exact solution.
Error estimate for the sample problems is minimal which guarantees the accuracy of
the method.
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