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Preface 

Sustainable Development Goals stated by United Nations projects a call for the entire 
world to start acting towards 17 goals such as providing an end towards poverty and 
protecting the planet to ensure peace and prosperity by 2030. Taking advantage 
of digitization to provide part of solutions to achieve these goals, the conference 
ICRTAC’21 particularly aims to project and provide computer vision and machine 
intelligence-based techniques for achieving peace. With the entire world moving 
towards Industry 4.0, it is becoming an essential context for the research commu-
nity to suggest ICT-based techniques for realizing the UN’s goals. Computer Vision 
and Machine Learning approach play a vital role in current research trends like the 
Internet of Things, brain human interfaces, etc. Today, the large data termed big data 
that is required for injecting intelligence is available easily and is growing expo-
nentially. Researchers can take advantage of this big data, trained with intelligent 
vision techniques to interpret, understand and reflect the visual world in a better 
and easier way. The contents of the book will encourage all the research minds 
to nurture the current technological needs and to provide a broad view of the new 
evolving techniques to address the various societal issues prevailing in the sustain-
able development field. This book discusses the technical content for connecting 
like-minded people and industry peers to share their ideas, find solutions to their 
problems and work with industry peers. This book provides updates on key issues and 
highlights recent advances in a single broad topic applicable to many different sub-
fields by exploring various multidisciplinary technologies. For instance, computer 
vision combined with machine intelligence is spreading its wings in various domains 
like mobile applications, business tools, IoT, lifestyle, health, social media, finance, 
automobile, robotics, etc. This book supports the transfer of vital knowledge to the 
next generation of researchers, students, and academicians. The major intent of the 
publication is:
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vi Preface

• To explore the potential usage of smart techniques to provide innovative solutions 
in image analysis.

• To investigate novel and state-of-the-art methods in computer vision coupled 
with intelligent techniques including machine learning, deep learning, and soft 
computing techniques.

• To provide a prominent interdisciplinary platform for researchers, practitioners, 
and educators to deliver and discuss the contemporary innovations, trends, and 
concerns in computer vision thereby suggesting solutions to real-world problems 
adhering to sustainable development. 

Chennai, India 
Trivandrum, India 
Tainan, Taiwan 

R. Jagadeesh Kannan 
Sabu M. Thampi 
Shyh-Hau Wang
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PTZ-Camera-Based Facial Expression 
Analysis using Faster R-CNN for Student 
Engagement Recognition 

E. Komagal and B. Yogameena 

Abstract During the pandemic, online classes are predominated. However, the new 
normal needs effective analysis of students’ classroom engagement. Offline classes 
also have a potential threat to students’ engagement before and especially after 
the post-covid. Facial Expressions Analysis has become essential in the learning 
environment, whether it is online or offline. The offline classroom environment is 
considered a problem environment. Since, it can be easily adapted to the online 
environment. Notably, in the PTZ camera environment, the recognition becomes 
more challenging due to varying face poses, limited Field-of-View (FOV), illumi-
nation conditions, effects of the continuous pan, zoom-in, and zoom-out. In this 
paper, facial expression-based student engagement analysis in a classroom environ-
ment is proposed. Face detection has been achieved by YOLO (You only look once) 
detector to find multiple faces in the classroom with maximum speed and accu-
racy. Consequently, by adopting the Ensemble of Robust Constrained Local Models 
(ERCLM) method, landmark points are localized in detected faces even in occlusion, 
and therefore, feature matching is performed. Besides, the matched landmark points 
are aligned by an affine transformation. Finally, having different expressions, the 
aligned faces are fed as input to Faster R-CNN (Faster Regions with Convolutional 
Neural Network). It recognizes behavioral activities such as Attentiveness (Zero-In 
(ZI)), Non-Attentiveness (NA), Day Dreaming (DD), Napping (N), Playing with 
Personal Stuff in Private (PPSP), and Talking to the Students’ Behind (TSB). The 
proposed approach is demonstrated using the TCE classroom datasets and Online 
datasets. The proposed framework outperforms the state-of-the-art algorithms.

E. Komagal (B) 
Department of Electronics and Communication Engineering, Latha Mathavan Engineering 
College, Madurai, Tamil Nadu, India 
e-mail: komagale@gmail.com 

B. Yogameena 
Department of Electronics and Communication Engineering, Thiagarajar College of Engineering, 
Madurai, Tamil Nadu, India 
e-mail: ymece@tce.edu 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
R. J. Kannan et al. (eds.), Computer Vision and Machine Intelligence Paradigms 
for SDGs, Lecture Notes in Electrical Engineering 967, 
https://doi.org/10.1007/978-981-19-7169-3_1 

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-7169-3_1&domain=pdf
mailto:komagale@gmail.com
mailto:ymece@tce.edu
https://doi.org/10.1007/978-981-19-7169-3_1


2 E. Komagal and B. Yogameena

Keywords Student engagement analysis · Face expression · Pose variations ·
Faster R-CNN · TCE classroom dataset 

1 Introduction 

For more than two decades, the education system has been continuously evolving 
from traditional to online-based teaching and learning methods. However, in both 
environments, engaging students’ in learning activities is challenging and tedious [1]. 
The research findings have revealed that the students’ often misbehave in the class-
room environment, disrupting the other students’ learning process and the teachers’ 
delivery. The student’s behavior must be monitored and evaluated thoroughly to 
improve the teaching and learning environment. Therefore, behavioral studies in 
classroom monitoring have become the essential tool for student engagement [2, 3]. 
Static cameras are generally used for surveillance, but they would be too expensive 
(Installations to cover a larger area) or Impossible to cover a large area and zoom-
in to capture facial expressions. Also, the static cameras could not detect the faces 
under occlusions in profile and frontal faces. Therefore, the PTZ camera is a possible 
solution for fulfilling these comprehensive and in-close-detail surveillance [4] needs 
by many security managing systems. 

2 Related Work 

A traditional method for Face Expression Recognition consists of four stages: Face 
detection, Feature extraction, Alignment, and Facial expression recognition belongs 
to a variety of emotions. Monitoring the students in the college environment has more 
facial expressions during their learning in the classroom. In the existing literature, 
facial expression analysis deals with emotions such as happy, excited, pleased, glad, 
at-ease, relaxed, calm, sleepy, miserable, sad, bored, tired, tense, afraid, and angry for 
various applications. The applications include face expression for action recognition, 
biometric, health care, surveillance, and drowsiness detection of drivers [5–9]. This 
paper mainly focuses on classroom environments for the students’ database, which 
is very useful for offline as well as an online class environments. 

During the past decades, mostly face detection has been widely used for recog-
nition than facial expression, using a PTZ camera. The pioneering work of Viola 
and Jones [10] has initiated a face detector by cascaded Ada-Boost with Haar-like 
features. After that, numerous mechanism for face detection used by Wang et al. 
[5] and Boddeti et al. [11] encompasses on developing more advanced features and 
furthermore powerful classifiers. In latest years, advantages of deep learning have 
been more popular for face detection. So this has motivated the authors to apply deep 
understanding for facial expression recognition, which very few researchers have 
attempted. CNN-based face detectors have accomplished the highest performance.
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Among the recent novel algorithms, Suryavanshi et al. and Hasani et al. [12, 13] have  
proposed the Fast/Faster R-CNN that executed using region-wise detections on the 
Regions Of Interest (ROIs). The processes investigate the contextual information for 
face detection and offer a structure for achieving high performance, particularly for 
improving small faces’ correctness. Boddeti et al. [11] and Bettadapura et al. [11, 14] 
have proposed a single-stage summary work for face detection, through the designed 
approach, can realize the state-of-the-art algorithms. Among these studies, unlike 
other techniques, YOLO face detector utilizes the whole frame through training and 
testing moments and calculates the background information sequences regarding the 
classes and students’ appearances. However, it fails to provide background patches 
of a frame for the region of interest objects because it cannot capture the larger envi-
ronment. Redmon et al. [15] have presented a YOLO detector that performs well in 
detecting faces creating a few errors in the background, compared to the face detector 
Faster R-CNN. 

Face feature extraction and alignment has constrained settings such as the absence 
of significant occlusions, near frontal faces, or known facial poses. The approaches 
proposed by Sangineto et al. [16] and Li et al. [17] attempt to find out the optimal fit 
of a regularized face shape model by iteratively maximizing the shape and appear-
ance responses. However, this method has gross errors (Occlusions and Background 
clutter), called Outliers. Bettadapura et al. [14] and Cootes et al. [18] have addressed 
the shape models such as Active Shape Models (ASM) and Active Appearance 
Models (AAM), which are the earliest and most widely used approaches for shape 
fitting. Typical CLM-based methods assume that all the landmarks are visible. Ghiasi 
and Fowlkes [19] have proposed a CLM-based approach to account for occlusions 
at the learning stage by simulating facial occlusions. Unlike most previous face 
alignment approaches, ERCLM explicitly deals with dense occlusion and also, and 
this estimate also provides binary occlusion labels for each landmark and its loca-
tions. This can serve as crucial auxiliary information and, especially for this facial 
expression, recognition-based students’ engagement recognition application. 

A facial Expression Recognition (FER) system has divided interest in two major 
categories along with feature representations: Static frame FER and Dynamic frame 
FER [20, 21]. Static-based methods, Liu et al. [22] and Mollahosseini et al. [23] 
contain the feature representation, which predicted by means of only spatial infor-
mation from the single frame. Dynamics-based methods [24, 25] used by Jung  
et al. [24] and Zhao et al. [25], the chronological relatives among adjacent frames 
facial expression order are considered. Recently, Szegedy et al. [26] has portrayed 
the broadly increased chip processing ability (e.g., GPU units) and well-designed 
network architecture, a study in a variety of fields have transferred to deep learning 
methods, which have accomplished the state-of-the-art identification accuracy and 
attained the comparative results by a more important margin. An end-to-end Iden-
tification/Recognition method using the Faster R-CNN is addressed to address the 
above issues. Ren et al. [27] have used Region Proposal Networks (RPNs) [27] to  
compute well-organized and precise regions. The pipeline uses one Convolutional 
Neural Network (CNN) intended for all the purposes. Therefore, the region proposal
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be almost cost-free by distributing the down-flow recognition network’s convolu-
tional features [28–30]. The RPN as well improves the regional proposal importance 
with the accuracy of the whole target detection. 

2.1 Contribution and Objective 

The expression recognition is also affected by illumination, masking, aging, occlu-
sion, and background. These issues are handled by the proposed method even in 
continuous pan, zoom-in, and zoom-out. The significant contribution of this paper 
is to use PTZ camera-based framework to recognize the students’ Engagement anal-
ysis such as Attentiveness (Zero-In (ZI)), Non-Attentiveness (NA), Day Dreaming 
(DD), Napping (N), Playing with Personal Stuff in Private (PPSP), and Talking to 
the Students’ Behind (TSB) using Faster R-CNN-based face expression recognition. 

The remaining paper has been ordered as follows. Section 2 discusses the related 
works along with problem formulation, contributions, and objectives. Section 3 
describes the proposed work methodology. Sections 3.1 and 3.2 depicts the YOLO 
Detector and ERCLM face landmark points, and then Sect. 3.3 focuses on the align-
ment and transformation. Section 3.4 defines face recognition by using Faster R-
CNN. The results and discussion are discussed in Sect. 4, and then Sect. 4.1 describes 
performance measures. Finally, a conclusion is given in Sect. 5. 

3 Methodology 

In this paper, a framework and stages are shown in Fig. 1. To develop and to determine 
a facial expression for student engagement in the active learning environment. Here, 
face detection has been achieved by the YOLO detector to find multiple faces in 
the classroom with maximum speed and accuracy. Subsequently, implemented by 
the Ensemble of Robust Constrained Local Models (ERCLM) method, the landmark 
points are received and localized in detected faces even in occlusion feature matching, 
performed on the detected features. An affine transformation aligns them for fitting 
the face. Finally, the aligned faces have different expressions fed as input into Faster 
R-CNN. It recognizes behavioral activities such as Attentiveness (Zero-In (ZI)), 
Non-Attentiveness (NA), Day Dreaming (DD), Napping (N), Playing with Personal 
Stuff in Private (PPSP), and Talking to the Students’ Behind (TSB). An evaluation of 
subject-independent analysis is experimented with using the Online datasets and TCE 
datasets created on our college campus. The proposed methodology has demonstrated 
the best output score performance in recognizing facial expressions for behavioral 
studies. It has also been tested in a continuous pan, zoom-in, and zoom-out scenario 
to validate even in pose variations.
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Fig. 1 Proposed framework on facial expression recognition-based student engagement analysis 

3.1 Face Detection using YOLO Detector 

YOLO detector makes a fewer number of background errors because of its faster 
prediction with valid inputs when compared to Fast R-CNN. Thus this method is 
used for face detection. Input Videos are given for detecting faces in the classroom 
scenario, and the faces are seen in real time with much precision. The YOLO face 
detection classification re-size the face expression frame to 448 × 448, executed 
a single convolutional network, and then thresholds the face expression detec-
tion through the model’s confidence. YOLO unifies face detection into a single 
neural network. This network utilizes features of the whole frame to calculate every 
bounding box. The network calculates and detects the faces globally. The YOLO 
design facilitates end-to-end validation in real-time and maintains the speeds by 
high standard precision. YOLO splits the input face expression frame into S × S 
grid. If the middle point of a face expression falls into a grid cell, that grid cell is 
designed for identifying that particular face. All grid cell predicts B bounding boxes 
through confidence scores. These confidence scores point to the frame and reveal 
that the box holds a natural look of that face. It defines confidence as Eq. (1). 

Pr(Classi|Object ) ∗ Pr(Object) ∗ I OU  Truth  Pred = Pr(Classi) ∗ I OU  Tructh  Pred (1) 

where Intersection Over Union (IOU) among the predicted box and the ground truth. 
The confidence scores have to be zero when there is no face exists. Otherwise, the
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confidence score must be equivalent to the Intersection Over Union (IOU) between 
the predicted box and the ground truth. All bounding box frames have the five predic-
tions: x, y, w, h, and confidence. The (x, y) coordinates symbolize the middle of the 
box in relation to the grid cell’s bounds. The width and height are calculated as close 
to the complete frame. At last, the confidence predictions stand for the IOU among 
the predicted box and any ground truth box. YOLO detector makes fewer background 
errors when compared to Fast R-CNN. Input videos are given for detecting faces in 
a classroom scenario, and the faces are detected in real time with much precision. 

3.2 Detection of Landmark Points using Ensemble of Robust 
Constrained Local Models (CLM) 

The framework of ERCLM has been elaborated on the following reasons for finding 
the dense landmark points. Independent shape and landmark appearance models are 
used to obtain the discretized representation of pose, expression, and binary occlusion 
labels. Given the various inputs of facial poses, a region of expressions, and a shape 
model, the corresponding local landmark detectors across different orientations are 
used to acquire the exact response maps. The response maps extract landmark loca-
tions for the consequent shape model. The detected landmarks points are extracted 
from the input. 

3.3 Affine Transformation 

The 2D affine transformation is used for face alignment across various poses. The 
change is represented, as depicted in Eqs. (2) and (3): 

xn = Sx .Cosθ.xo − Sx .Sin θ.yo + (xr + txr  − Sx .Cos θ.xr + Sx .Sin θ.yr ) (2) 

yn = Sy .Sinθ.xo + Sy .Cosθ.yo + (yr + tyr − Sy .Sinθ.xr − Sy .Cosθ.yr ) (3) 

Here, (xo,yo), (xn,yn) is old. The new coordinates after the transformation are the 
center of rotation, θ is the rotation angle in the X-axis and Y-axis translations 
according to the center of the process, index Sx and Sy represent the size scales of X-
axis and Y-axis, respectively. After landmark point correspondences, the two frames 
which have been matched are warped. Then, the warped frame fed an input for facial 
expression recognition.
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3.4 Face Expression Recognition using Faster R-CNN 
(Faster Regions with Convolutional Neural Network) 

Faster R-CNN (Faster Regions with Convolutional Neural Network) is implemented 
for facial expression recognition more efficient to avoid the difficult explicit feature 
extraction method and the complexity of low-level information concerned in tradi-
tional facial expression recognition. Initially, the facial expression frame be used for 
normalization, in addition to the inherent features be taken out through the train-
able convolution kernel. Then, the maximum pooling is familiar to diminish the 
dimensions of the extracted implicit features. After that, RPNs (Region Proposal 
Networks) produce the high-quality region proposals employed through Faster R-
CNN for detection. It includes Layers (C1, C3), max-pooling layer (M2), top two 
layers (F7 and F8), which be subsequent layers (L4, L5, and L6), and fully connected. 
The completely connected layer is designed for K-way softmax, which splits the 
various class labels (where K is the number of classes). Finally, the softmax classi-
fier and regression layer categorize facial expressions and calculate the test sample’s 
boundary box, correspondingly. These labels are used to recognize various facial 
expressions. This Faster R-CNN outperforms effectively than CNN and Fast CNN. 
Since Faster R-CNN has been used, each frame’s Region Of Interest (ROI) has 
to be distinct first, accomplished by the coordinates of ROI. At that moment, the 
coordinates are transferred to XML format. 

4 Results and Discussion 

The proposed work is performed using MATLAB 2018b and experimentation done 
by on various classroom datasets. The specifications include classroom monitoring 
datasets, as given in Tables 1 and 2. Online datasets (2018) and TCE datasets (2019) 
with multiple expressions in the classroom are taken for experimentation, as shown 
in Table 3. These datasets contain faces in a controlled environment condition with 
varying viewpoints, occlusion, and illumination. The benchmark datasets taken from 
the (TCE) college dataset using the PTZ camera are furthermore used in this exper-
imentation. Training frames of students for facial expression taken from Online and 
TCE college datasets. These two samples (Online and TCE dataset) have been used 
for training and testing. Examples of phrases under challenging conditions are Atten-
tiveness (Zero-In (ZI)), Non-Attentiveness (NA), Day Dreaming (DD), Napping (N), 
Playing with Personal Stuff in Private (PPSP), and Talking to the Students’ Behind 
(TSB) for Various Expressions in Continuous pan, Excess zoom-in and zoom-out 
conditions with different poses from TCE Datasets are shown in Table 1.

At first, the face detection is through the YOLO detector, which detects all faces 
in the classroom and puts bounding boxes of every face. It is illustrated on TCE 
and Online datasets, as shown in Table 3, work well for complete profiles and fully 
occluded faces with the advantage of its speediness. Subsequently, the detected faces
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Table 1 Training images of TCE students’ for Facial Expression Recognition 

Various 
Expressions\View 

Training images for seven different Facial Expression Recognition 

Attentiveness (Zero-In 
(ZI)) (Frontal) 

Attentiveness (Zero-In 
(ZI)) (Profile) 

Non-Attentiveness 
(NA) (Profile) 

Napping (N) (Profile) 

Talking to the Students’ 
Behind (TSB) (Profile) 

Day Dreaming (DD) 
(Frontal) 

Playing with Personal 
Stuff in Private (PPSP) 
(Profile) 

Table 2 Classroom monitoring datasets and their specification 

Dataset 
description 

Online datasets (2018) TCE datasets (2019) 

Frames 

Total Frames 1309 20,641 

Resolution 640 × 360 704 × 288 
Challenging 
Conditions 

Target size, occlusion of the face with 
objects like pen and hand 

Shadow, Illumination Wearing goggles 

View angle Profile Frontal 

Frame 
format 

.jpg .jpg 

Frames per 
second 

25fps 24fps

are used to obtain the landmark points using ERCLM. Localized landmark points 
(fiducial points) of ERCLM extract dense landmark points specially deal with various 
expressions as illustrated in Fig. 2. Consecutive frames of landmark points (fiducial 
points) are used to match their corresponding landmark points, as shown in Fig. 3. 
And then, the matched landmark points are aligned by an affine transformation, as
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Table 3 Students’ Face Expressions in classroom 

Continuous pan, Excess zoom-in and Excess zoom-out 
Online Datasets (2018) TCE Classroom Datasets(2019) 

Original 
Frame 20 

Original 
Frame 35 

Original 
Frame 45 

Original 
Frame 15 

Original 
Frame 5 

Original 
Frame12 

Continuous Pan Excess 
Zoom-In 

Excess 
Zoom-Out 

Continuous 
Pan 

Excess 
Zoom-In 

Excess 
Zoom-Out 

YOLO Detection of Faces in Classroom 

Faster R-CNN for Faces in Classroom

shown in Fig. 4. Finally, the aligned pose faces are given for face expression recog-
nition by Faster R-CNN. It classifies the expression and their validated results are 
mentioned in Tables 4 and 5 for the Online datasets and TCE datasets. 

Fig. 2 Various Facial Expressions and their ERCLM landmark points 

Fig. 3 Various Facial Expressions and the correspondence of matching points
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Fig. 4 Face alignment 
across various poses

4.1 Performance Analysis 

The following performance metrics are used for validation of the experimental results 
obtained by the proposed framework as shown in Tables 4 and 5. They are given in 
the following Eqs. (4–7). Accuracy of recognised faces is defined in Eq. (4), 

Accuracy = TP + TN 
TP + FP + TN + FN 

(4) 

where True positive (TP) = Number of face expressions identified correctly, True 
negative (TN) = Number of face expressions not able to be identified when those 
expressions are not present, False positive (FP) = Number of falsely identified face 
expressions, False negative (FN)=Number of face expressions identified when those 
expressions are not present. Precision, otherwise positive prediction range is distinct 
as the amount of the true positives against all positive results as shown in Eq. (5). 

Precision = T P  

T P  + FP  
(5) 

Detection Rate provides a % of face expressions correctly identified is given in 
Eq. (6). 

Detection Rate = T P  

Total Number of  face expressions 
(6) 

False Detection Rate demonstrates the % of face expressions falsely identified is 
given in Eq. (7). 

False Detection Rate = FP  

Total Number of face expressions 
(7)
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5 Conclusion 

An application framework, such as face expression-based students’ engagement anal-
ysis for the offline and online class environment, has been proposed. Face Expression 
Recognition is very challenging due to illumination conditions, degree of rotation 
of the face. Students various expressions in the classroom are monitored with the 
PTZ camera. The environment has been tested under the continuous pan, zoom-in, 
and zoom-out. ERCLM, which provides dense land marking schemes, predominantly 
deals with occlusion. Feature corresponding landmark points are matched and aligned 
by an affine transformation, and these results are used for recognition by Faster R-
CNN. Thus, Faster R-CNN recognizes various students’ expressions such as Atten-
tiveness (Zero–In (ZI)), Non-Attentiveness (NA), Day Dreaming (DD), Napping (N), 
Playing with Personal Stuff in Private (PPSP), and Talking to the Students’ Behind 
(TSB). Dataset collection for this application is one of the contributions since very 
few datasets are only available publicly. Various datasets of students’ expressions 
taken from TCE college datasets (2019) and Online datasets (2018) are tested, and 
the proposed framework recognizes face expressions for various pose variations. The 
performance analysis of facial expression has higher accuracy for frontal faces, low 
detection time, high recognition rate; using the proposed techniques, it is simple and 
faster. Hence, it can be easily adapted for the online learning environment. In the 
future, more behavior in expressions has been done. 
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Abstract The evolution of fog/edge paradigm is at the rising edge that complements 
data analysis and data computing algorithms in a big data platform, The role of fog 
nodes in a fog computing set up shall best suit time sensitive applications especially 
on virtual clusters supporting edge devices in sensing, processing, controlling and 
action planning, there by replacing the non-virtualized complicated computing mech-
anisms resolving the existing complexity in cloud computing storage and retrieval 
algorithms. There is an emerging need for addressing collaborative processes in 
various sectors not limiting to computing digital data on big data platform but also 
the futuristic industrial revolution to replace the existing techniques and technolo-
gies in industrial automation. The proposed work reveals a novel framework that 
supports the cutting edge of fog node fitting as an intermediate layer between the 
edge devices and cloud storage. Computational by means of fog-node attracts the 
need by replacing existing cloudlets time complexity in resource management. Hence 
fog as things operates as a controller in cyber physical systems like controlling trans-
mission lines of high volt system connections, monitoring smart metering that has 
a wide range of applications through the integration of the industrial automation 
process. 
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1 Introduction 

In this proposed model a convergent architecture uses fog nodes to improve the 
bandwidth and reduce latency for content delivery on the cloud environment targeting 
the edge devices in emerging areas not limiting to vehicular ad hoc network for 
computing time-series open data sets [1]. In [2] the computing environment manages 
the resources on the open source which increases the latency time in data management 
whereas the utilization of fog nodes is recommended to manage the IoT resources 
and allow cloud platforms to act according to the current situations of end-users 
connected to edges. 

The process of data management includes scheduling competently, stimulating 
QoS, allocation, and managing of cloud resource, valuing, and security. Reference 
[2] evaluates the cloud resources necessary for processing requests according to 
the behavior and historical record of users [3], also controlling autonomous vehicle 
system, resource management in electric vehicle, power drives, real-time variable 
motor control, and smart grid integration systems (this leads to minimized cloud 
resources under utilization [4]). A systematic mechanism for pre-processing the data 
before sending it to the cloud by storing it in the fog nodes, leading to mobility 
and invulnerability is provided here. In the case of airborne surveillance system, 
authorizing the services through high-performance global navigation sensors [GNSS] 
equipped with improved performance in object detection and tracking the services 
thus ensuring the docking services relying on the end devices interfaced to fog nodes. 

1.1 Goals Aimed at the Convergence Fog Model 

To provide solutions for the challenges in VANETs [4], by providing better 
connectivity, adjustability, pliability, and intelligence decision computation through 
inter-fog node transmission for secured communication [5] is proposed. 

A computing paradigm focuses on the industrial devices connecting smart cities 
that limits the object tracking using static sensors and deployed on a private cloud 
that has limited bandwidth and moderate latency [5]. Fog to cloud interaction also 
slows to communicate with each other, and it reduces the overall end-to-end delay. 

1.2 Fog for Time-Series Computing 

The proposed model provides modern user interface enriching node services by 
bringing a powerful changes in industrial and vehicular convergence models, the 
existing vertical architecture has top to bottom approach in networking models 
including a cloud platform that has complexity with data access with limited
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bandwidth for the heterogeneous edges. Thus, the improved model emerges with 
horizontal architecture connecting homogeneous level devices interfaced to the 
heterogeneous computing platform by locally manipulating the data. 

Fog as an Evolving Technology. The value of fog emerges enriches analytics capa-
bility replacing manual operations, static functionalities in computing algorithms to 
take quick decisions, in preventing quality degradation, and performance drops, in 
huge implications, thus analytics of fog play a vital role in predictive implications, 
predictive maintenance in a layered approach. 

Proposed Layered Approach-Convergence Perceptual Model [CPM] 

Fog aims at providing optimal latency with improved bandwidth for automated 
systems in object detection and tracking by perceptual manifestation of data, this 
can be accomplished by locally managing data control for high end Airborne surveil-
lance systems, submarines, navigation controls in sailings, etc., Thus improved fog 
computing mechanisms facilitates expanded fragmentation controls on various hard-
ware’s interfaced with the edge devices but necessarily to locate the data on the 
primary cloudlet. 

Figure 1 includes a horizontal view of the proposed architecture, a complete 
model works on the virtualization technique hosted on cloud platform, the physical 
layer is the one where the edge devices are hosted with the improved location-based 
sensors [6], global navigation sensor system [GNSS], supporting Inertia measuring 
unit [IMU], Radar sensor, etc., the edge device in the proposed system facilitates any 
device that generates time-series data especially the device oriented with vehicular 
Adhoc networking, the system targets data management features perceiving raw data 
from any of the equipped high processing sensors.

The storage layer and pre-processing layer involve data integration with fog nodes, 
data supervisory control from the cloudlets is interfaced through a horizontal medium 
where virtual cluster nodes are inter-connected with at least one fog node [7], Fog 
nodes allow local data manipulation. 

The learning model can be any of the machine learning approach to train the data 
from the edge devices, data pre-processing includes perceiving data from the edge 
device and localizing the edges on the virtual clusters, the efficacy of processing 
node ensures reporting data from the cluster node to the fog node without report 
failure [8]. The existing computing platform involves complexity in processing 
cluster nodes with a single cloudlet, since the unique cloud server hosts the entire 
computation, the bandwidth and latency period of the data computation is relatively 
high which degrades the performance of cluster nodes. Hence a heterogeneous and 
convergence model demands localization achieving high data reporting remarkably 
docking services with reduced delay in response.
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Fig. 1 Layered architecture of convergence perceptual model

1.3 Proposed Convergence Perceptual Architecture 

Figure 2 is a tri-layered architecture model that complements the existing distributed 
hierarchical approach, here the computing paradigm focus on the industrial devices 
connecting smart cities [9] that limit the object tracking using the static sensors, 
and deployed on a private cloud that has limited bandwidth and moderate latency. 
Whereas the proposed model shall be implemented on the heterogeneous platform 
with edge devices equipped with multiple improved sensors ensuring nil failure in 
reporting data at an optimal response time when compared with other services on a 
computing platform.

1.4 Perceptual Layer on CPM 

The perceptual layer in Fig. 2 ensures localization achieved with a decomposable 
data analytics operating technology using a learning model [10] in fog computing 
to reduce the latency time, the proposed model assures any machine learning model 
synchronized with data perception for local computing mechanism which supports 
fragmentation at fog nodes through decomposition technique. Hence Trade-offs 
in cost, latency, and quality of results are relative to higher demand for the hori-
zontal architecture integrated with the heterogeneous networking framework on the 
convergence model.
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Fig. 2 Architecture of convergence perceptual model illustration of fog nodes for cyber physical 
systems interfaced edges on a cloud-based environment

Data Integration at the pre-processing layer on the computing networking plat-
form is possible by means of fragmenting the data analysis through time-series data 
perceived at the fog nodes, since local manifestation of data is operated at customized 
sensor modes, hence the predictable data rate is attained at the cloudlet server. 

In [11], the author proposed a horizontal tri-layered architecture to transform 
the computing mechanism realized at the enterprise level is remarkable through the 
perceptual mechanism for the various fog nodes interfaced with the edge devices 
and the multiple cloudlet servers. This strategy facilitates edge devices connected 
to a distinguished platform that can be interfaced on the virtual zone during local 
computation means that attracts the twining of cyber physical objects to locally 
manipulate the industrial operations of monitoring, adjusting, and managing voltage 
level inputs at variable speed motor drives in the industrial operations, similarly 
manifesting smart controlling operations at high voltage motor end to avoid voltage 
drops [12].
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Simulation Platforms and Evaluation of Performance 

Evaluation of variable inputs can be realized through any Open CV, dialogflow, 
and graph databases to manipulate time-series data on the cloud/fog environment. 
Simulation of cluster nodes shall be made using MATLAB [10], Game Engine Tools, 
Blender software-defined models to evaluate the interaction of cyber physical systems 
to collaborate with the active nodes in the fog environment. 

A comparative study is made on the performance analysis for varying network 
bandwidth and latency on multiple cloud platforms for time-series devices. In 
[13] fog computing Era demands addressing the horizontal approach for managing 
resources in a distributed computing environment, hence a reliable service model 
that overcomes the time complexity in a cloud environment is required. 

Data management on a horizontal approach that processes raw data from the 
superimposed sensors operating at a high-frequency bandwidth with an optimal speed 
retrieving the necessary data rather than computing the historical data, thus the data 
management for a heterogeneous computing platform is highly reliable. 

Rather cross-fog nodes shall also be evaluated to verify the authorized nodes for 
the promising fog node services to ensure the optimal services of local computation 
of the cloudlet clusters in a big data platform. 

More over the performance analysis is noteworthy for the emerging industrial 
automation of twining Fog-of- things with the realization of smart computing 
services of assembled elements in industrial 4.0/industrial 5.0 using the 5G tech-
nology for effective latency and bandwidth simulated under any software-defined 
simulators/emulators in futuristic applications like smart metering, smart inverter 
technology [14], renewable energy resources, smart grid computations, etc. 

Table 1 shows a comparison of varied applications that proves the latency time 
deployed over the cloud platform and using the fog as a service at the varying time 
at varying frequencies.

Future Challenges 

Open Challenges: It is observed that the provision of multiple fog nodes across the 
varying server interfacing necessary fog nodes only to the master node will have 
better efficiency on the open data set architectures that will have great performance 
toward the optimal latency to compute complex system at a better response time. 

Digital transformation of several functional areas for industrial automation 
requires the computation of real-time [time series] data that involves intensive compu-
tation using the intelligent algorithms on the cloud platform, hence the integration 
of promising nodes through local computation shall bring major changes through 
non-exhaustive services in the smart factories like transmission lines, manufacturing 
sectors, atomic plant units, etc.
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Table 1 Latency performance on cloud vs fog environment 

Applications Sensors Operating 
frequency 

Bandwidth Observed 
latency on 
cloud 

Predicted 
latency on Fog 

Hazard Alert WSN UWB 
Ultra sound 
vision-based 
sensing 

3.1 to 6 Hz <1 Mbps 10 ms ~7 ms 

Automotive 
e-Call 

GPS 1575.42 MHz <1 Mbps 100 ms ~50 ms 

Autonomous 
Driving 

RADAR 
LIDAR 

400 MHz–36 
GHZ 200 THZ 

10 Mbps 1 ms <0.001 ms 

Real-Time 
Gaming 

MEMS EEG 77 GHZ–94 
GHZ 
13 Hz–30 Hz 

10 Mbps 10 ms <3 ms 

Wireless 
cloud-based 
office 

PPG 0.5–4.0 Hz 100 Mbps 1000 ms <100 ms

Fog may serve as the primary role in resource optimization by exploring promising 
services for the trusted, reliable services through Node management by means of 
perceptual node services identifying the time-series analysis on the cloud platform. 

Hence the proposed model leaves the above ideas for the future works that shall 
be carried out to investigate on enhanced technologies to reserve primary data set at 
the local nodes for processing algorithms and to have a unique framework for data 
set managed on the fog node shall be carried out to prove the computing efficiency. 

2 Conclusion 

As the Internet of things has become an integral part of technology in everything struc-
tured and unstructured data in Tons, zetta byte, rate of data growth is unpredictable 
in industrial growth that requires, new exponential computing mechanisms for better 
performance in industry 4.0 for breakthrough technologies, hence this can be well 
complemented by the proposed architecture layers by investigating computing means 
as well as storage means for better efficiency and latency shown in Table 1 and Fig. 3.
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Fig. 3 Performance analysis of latency on edge devices in a cloud versus fog environment 
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Localized Super Resolution 
for Foreground Images Using U-Net 
and MR-CNN 

Umashankar Kumaravelan and M. Nivedita 

Abstract Images play a vital role in understanding data through visual representa-
tion. It gives a clear representation of the object in context. But if this image is not 
clear it might not be of much use. Thus, the topic of image super resolution arose 
and many researchers have been working toward applying computer vision and deep 
learning techniques to increase the quality of images. One of the applications of 
super resolution is to increase the quality of portrait images. Portrait images are 
images that mainly focus on capturing the essence of the main object in the frame, 
where the object in context is highlighted whereas the background is occluded. 
When performing super resolution the model tries to increase the overall resolution 
of the image. But in portrait images the foreground resolution is more important than 
that of the background. In this paper, the performance of a Convolutional Neural 
Network (CNN) architecture known as U-Net for super resolution combined with 
Mask Region-Based CNN (MR-CNN) for foreground super resolution is analyzed. 
This analysis is carried out based on localized super resolution, i.e., we pass the LR 
Images to a pre-trained image segmentation model (MR-CNN) and perform super 
resolution inference on the foreground or segmented images and compute the Struc-
tural Similarity Index (SSIM) and Peak Signal-to-Noise Ratio (PSNR) metrics for 
comparisons. 
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1 Introduction 

The challenging task of computing a high-resolution image from a single low reso-
lution has given rise to multiple state-of-the-art architectures. Many researchers are 
still working towards new methods and architectures to increase the performance of 
previous models. Many of the papers aim at improving or modifying the model archi-
tecture or the loss and optimizer functions to increase performance. The influence of 
the image region also plays a vital role in super resolution since the main goal is to 
increase resolution such that the object or content in context is more clearly visible. 
Images such as portrait images and passport photos all have a common character-
istic, i.e., the foreground is clear, whereas the background is blurred or occluded. 
For such images, quality is a crucial aspect, and it is the foreground resolution that 
matters. In this work, we propose a combination of image segmentation models for 
foreground super resolution. The proposed model is a U-Net [1] based CNN architec-
ture with MR-CNN [2] for computing the super resolution output of the foreground 
or segmented image. The output of the MR-CNN model, i.e., the segmented super 
resolution result, is added back to the LR image. Then the evaluation metrics such as 
SSIM and PSNR between the Segmented Super Resolution (SR) output and normal 
SR output are computed to evaluate the increase in metric performance. In this paper, 
we shall go through some of the architectures and techniques involved in super reso-
lution. Then we will go through our proposed architecture and its implementation 
details, followed by the results and observations we had come across. 

2 Literature Survey 

The first deep learning method [3] of leveraging the use of CNN’s [4] and achieving 
state-of-the-art results is titled “image super resolution using deep convolutional 
networks,” or commonly known as SRCNN. This architecture consists of three layers, 
i.e., one layer for patch extraction is then passed into the non-linear mapping layer, 
which finally is given to the reconstruction layer. The patch layer extracts dense 
patches from the image. The non-linear layer consists of 1 × 1 convolutional filters, 
which changes or increases the number of channels and includes a non-linearity 
factor. And finally, the reconstruction layer maps the output from the non-linear 
layer to a high-resolution representation. This gave rise to multiple new architec-
tures such as Very Deep Super Resolution (VDSR) [5], which is 20 layers deeper 
than SRCNN, Fast Super-Resolution Convolutional Neural Network (FSRCNN), 
which includes convolutional layers for shrinking, non-linear mapping, and expan-
sion [6] and the Efficient Sub-Pixel CNN (ESPCN) [7] implements sub-pixel shuffle 
layers, after which upscaling is performed. Similarly, the introduction of a new 
type of CNN Architecture known as Residual CNNs or ResNets [8] paved the way 
for residual-based Super-Resolution Architectures such as Enhanced Deep Residual
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Networks for Single Image Super-Resolution (EDSR) [9], which utilizes optimiza-
tion by removing unnecessary residual layers and performs optimized expansion 
of the model. Wide Activation for Efficient and Accurate Image Super-Resolution 
(WDSR) [10] implements a low-rank convolution to widen activation. 

Following the lines of CNN architecture, we shall take a look at a particular CNN 
architecture known as the U-Net architecture. This architecture can be understood by 
splitting it into individual paths, downsampling, and upsampling. The input passes 
through a series of convolutional layers and is downsized to a suitable representation. 
This feature map is then passed through a series of upsampling layers to generate an 
output with the original representation shape. The convolutional layers in the down-
sampling and upsampling path have skip connections connecting each downsample 
layer to the corresponding upsample layer where the information is concatenated. 
This is done to provide transfer information representation from the downsampling 
layers to the upsampling layers. This architecture is mainly used for image segmen-
tation, where the model is trained with images as input and corresponding object 
segmentation maps as output. The original paper was proposed for image segmenta-
tion in biomedical imaging. In this paper, we have leveraged the U-Net architecture 
for super resolution to avoid usage of intensive compute architectures by using large 
pre-trained models and still generate reasonable SR images for the task of segmen-
tation; we use a state-of-the-art architecture known as MR-CNN or Mask R-CNN. 
This architecture is a combination of both object detection and image segmentation 
models. The first part of the model is the region proposal network or RPN network, 
which proposes the object bounding boxes. The second part is the Binary mask classi-
fier, which generates the object segmentation masks for every class. The backbone of 
the model is a ResNet101 Architecture. Our proposed architecture combines both the 
U-Net architecture with the MR-CNN to generate high-resolution foreground object 
segmentation. Foreground/background segmentation is the process of segmenting 
the foreground objects from the background using segment maps and vice versa. 

Some of the applications of our architecture include increasing the quality of 
foreground images /objects in video conference platforms such as zoom, teams, and 
other media platforms, replacing the background with another background, filter 
effects, and video editing. The authors of [11] propose a real-time, high-quality 
background replacement architecture where the current background of any image 
can be changed, keeping the existing foreground objects intact. The results are so 
precise that they preserve the details of the object while merging/blending them with 
the background. This architecture achieved 30 FPS in 4 k resolution and  60  FPS  in  
HD resolution. They have implemented the segmentation model with Atrous Spatial 
Pyramid Pooling with DeepLabV3 [12]. The decoder network predicts the Alpha 
matte of the background, the foreground mask, and the foreground segmented image. 
While this paper focuses on effortless blending and merging of the foreground with 
new backgrounds, our architecture focuses on increasing the quality of foreground 
objects alone while disregarding background during inference.
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3 Proposed Architecture 

The U-Net Architecture is a CNN architecture that expanded with few changes in the 
CNN architecture. It was developed to carry out image segmentation on biomedical 
images where the target is to segment and highlight the area of infection. We leverage 
this model for the task of super resolution in our experiments. The main motive behind 
using U-Net architecture is that the model can learn the required and necessary 
transformations locally for each pixel or region in an image—this is possible due 
to the presence of the upsampling layers in the model. The downsampling model 
learns the image’s spatial features, and each corresponding downsampling layer is 
then connected to its corresponding upsampling layers in the model hierarchy. This 
allows the combination of different spatial features from different layers, enabling the 
model to precisely localize more regions of interest. For foreground super resolution, 
we first take an input image from the dataset and pass it to the MR-CNN model, which 
gives us the segmented masks for the objects/regions of interest in the image. The 
masks are mainly Boolean value masks which, when multiplied with the original 
LR image, gives us the segmented regions from the LR image. This represents the 
foreground segmented image which is then subtracted from the LR image to get the 
segmented background of the LR image. We pass the segmented foreground image 
to the U-Net model, which produces a corresponding SR output of the foreground 
image, which is then added back to the segmented background image to get the final 
output. The flow of the proposed architecture is shown in Fig. 1.

4 Implementation and Training 

4.1 Dataset and Augmentation 

The DIV2K [13] dataset is a collection of high-resolution RGB images compiled 
for the NTIRE2017 and NTIRE2018 Super-Resolution Challenges. DIV2K dataset 
stands for DIVerse 2 K Resolution Images. Each of these 1000 images has at least 2 K 
pixels on one of their axes (vertical or horizontal). The entire dataset has been divided 
into 800 high-resolution images for training, 100 high-resolution images for valida-
tion, and 100 high-resolution images for testing. For conducting the experiments for 
this paper, we resized these images to a size of 256 × 256 for the high-resolution 
images, which are then resized to 256 × 256 images to half their size and then 
rescaled to 256 × 256, i.e., 50% of the original 256 × 256 h image. A sample subset 
of images can be seen in Fig. 2.

We took the original DIV2K training set for the training set, which consists of 800 
2 K resolution images. For computation purposes, we resized each of these images 
to 256 × 256 resolution. The LR input for these corresponding HR images was 
generated by rescaling the HR images by a factor of 50 and then resized back to 256
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Fig. 1 Proposed architecture flow for foreground super resolution using U-Net and MR-CNN

× 256 size. For faster computation, we created a generator function that randomly 
selects a batch of 10 images from the dataset and converts it to the required input 
format. A sample input LR and HR pair can be seen in Fig. 3.

4.2 Model Architecture 

For super resolution, we had first trained a vanilla CNN U-Net Model as shown in 
Fig. 5. The U-Net model consists of two convolutional downscaling blocks followed 
by two upscaling blocks. The output of each downscaling block is added to the 
corresponding upscaling block. We add a dropout layer to the first downscaling block 
to reduce computation. The downscaling and upscaling blocks are shown in Fig. 4. 
A pre-trained MR-CNN was used for obtaining the segmentation masks. The output
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Fig. 2 A subset of images from DIV2K training set

Fig. 3 (Left) 256 × 256 rescaled LR (Scale: 50) (Right) 256 × 256 original HR resized

of the MR-CNN on the LR Image is preprocessed to obtain the segmented image, 
which is then used as input for the U-Net model. A pre-trained implementation of 
Mask R-CNN [14] was used for foreground segmentation.
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Fig. 4 Left: downscaling block. Right: upscaling block

4.3 Loss Function and Optimizer 

The MSE Loss or Mean Squared Error Loss is used for calculating pixel-wise loss 
between the original HR image and the U-Net output. This is calculated and compared 
across all three channels in an RGB image. The mean of each pixel difference is 
calculated and then squared. 

MSE  = 1 

mn 

m∑

i=1 

n∑

j=1

(
xi j  − yi j

)2 

The optimizer used here is the Adam Optimizer. The advantage of using the Adam 
optimizer is that the optimizer has adaptive learning rates for each parameter. The 
optimizer estimates moments (moving average of the parameters) and uses them to 
optimize a function. It is more robust since it is a combination of RMSprop and 
SGD with momentum optimizers. Moreover, it is beneficial for models with a large 
number of parameters or for training on large datasets. 

4.4 Training 

We trained the vanilla U-Net model for 40 epochs with a step size of 20. The model 
quickly dropped from a loss of 6402.0 to a final loss of 83.72, as shown in Fig. 6.

Further training can decrease the loss value. The loss value per epoch for every four 
epochs is shown in Table 1. To prevent the model from stagnating at a particular loss 
value, we leveraged Tensorflow’s ReduceLRonPlateau functionality to modify the 
learning rate if the model starts to become stationary at a particular loss value/range.
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Fig. 5 Model architecture of vanilla CNN U-Net

5 Evaluation Metrics 

5.1 PSNR—Peak Signal-To-Noise Ratio 

The peak signal-to-noise ratio is a concept that shows the ratio between the power of 
a signal and the noise that affects its representation. In terms of images, it is the ratio 
between the largest possible power of an image and the largest power of corrupting 
noise (image noise such as jittered edges, deformities, etc.) that affects the quality 
and appearance of an image.
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Fig. 6 Training Loss Curve: Training Loss at each epoch for 40 epochs

Table 1 Training loss for 
every four epochs and final 
epoch loss 

Epoch Loss 

1 6402.04 

5 158.56 

9 114.28 

13 109.07 

17 103.53 

21 103.12 

25 94.47 

29 91.10 

33 93.99 

37 85.24 

40 83.72

PSN  R(x,y) = 10 log10[max(max(x), max(y))]2 

|x − y|2 

5.2 SSIM—Structural Similarity Index 

The Structural Similarity Index (SSIM) [15] measures the similarity between images. 
It can be used to evaluate the quality of one image over another. It is an image quality 
metric that analyzes the significant impact of three characteristics present in an image: 
luminance, contrast, and structure.
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SS  I  M(x,y) =
(
2μx μy + C1

) + (
2σxy  + C2
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)(
σ 2 x + σ 2 y + C2

)

5.3 Universal Image Quality Index 

The UQI metric [16] is computed by considering the effects of image distortion on 
the quality of subjective measurements. Experiments have revealed that it performs 
significantly better compared to the commonly used mean squared error metric. 

UQ  I(x,y) = (4σ(xy)) ̇x ẏ(
σ 2 x + σ 2 y

)(
ẋ2 + ẏ2

)

6 Results and Discussion 

The U-Net model was evaluated on the validation set, consisting of 100 h Images 
and their corresponding computed LR images as input. After the inference, the mean 
increase in SSIM of the validation set was calculated. We had achieved an average 
increase of about 6.2253 in the SSIM score and about 8.7743 in the PSNR score, 
and an increase of about 0.4768 in UQI metrics. The overall increase for each metric 
is shown in graph Fig. 7. The algorithm for metric percentage increase is shown in 
Algorithm 1. Some samples of the original SR Output are shown in Figs. 8 and 9. 

Fig. 7 Evaluation metric increase after super resolution on 50% quality images
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Fig. 8 Left–Right: original LR Image (0.8152 SSIM—25.5518 PSNR), original HR image, 
predicted SR image (0.8724 SSIM—26.2194 PSNR) 

Fig. 9 Left–Right: Original LR Image (0.8499 SSIM—29.0403 PSNR), Original HR Image, 
Predicted SR Image (0.9099 SSIM—31.2586 PSNR) 

Data: ValidationImageBatch(X, Y) 
Result: AverageIncreaseMetricScore 
Overallpercent = 0 
N = length(X) 
For x in X, y in Y: 
 prediction = Model(x) # Make prediction on input image 
 orig_score = Metric(x, y) # Calculate metric value 
 pred_score = Metric(prediction, y)# Calculate new metric 
 score_increase = (pred_score-orig_score)/orig_score*100 
 overallpercent+=score_increase 
return overallpercent/N 

Algorithm 1. Validation method for a particular metric  

We then compared the metrics between the vanilla CNN U-Net for super resolution 
and our foreground super resolution flow. The LR Images are passed into the MR-
CNN, and the masked regions are passed into the U-Net model, and we evaluate the 
metrics on the combined foreground segmented SR output and LR background image. 
Two examples are shown for reference with corresponding metric scores in Figs. 10 
and 11. In some cases, the output showed an increase in quality. In other images, the 
quality decreased drastically. Since the focus of our paper is to increase foreground or
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object in context resolution, this can be ignored. Here are a few examples with SSIM 
and PSNR scores and all three metrics before and after foreground super resolution 
in Figs. 12 and 13. 

Image SSIM PSNR UQI 

LR and HR 0.9056 29.2197 0.9932 

LR and Output 0.8888 29.2082 0.9923

Fig. 10 Left–Right: Original LR Image (0.8716 SSIM—25.1606 PSNR), Original HR Image, 
Masked LR Image, Masked SR + Background LR (0.8919 SSIM—25.6003 PSNR) 

Fig. 11 Left–Right: Original LR Image (0.9306 SSIM—26.1428 PSNR), Masked SR + Back-
ground LR (0.9382 SSIM—27.2623 PSNR) 

Fig. 12 Left–Right: Original LR Image, Original HR Image, Masked LR Image, Masked SR + 
Background LR; Below: Metric values of original LR and forground SR
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Fig. 13 Left–Right: Original LR Image, Original HR Image, Masked LR Image, Masked SR + 
Background LR; Below: Metric Values of Original LR and Foreground SR

Image SSIM PSNR UQI 

LR and HR 0.9252 29.9149 0.9945 

LR and Output 0.9258 27.4436 0.9935 

But in some cases, the imposed super resolution mask with the original LR creates 
unwanted white and jittery boundary edges, as shown in Fig. 14. This might be 
the leading cause for a decrease in quality. This can be further solved by applying 
smoothing filters to merge those edges with the background. 

Fig. 14 Jittered Edge between background LR and masked SR region
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7 Conclusion and Future Work 

Using the DIV2K dataset, the application of foreground image super resolution was 
explored using a Vanilla CNN U-Net as the SR Model and MR-CNN for foreground 
segmentation. The U-Net trained was able to increase the quality of the LR Images 
quickly. For the foreground or portrait images, the metric values showed a slight 
increase in SSIM value because the model specifically increases only the quality of 
the object in context (segmented object). This was possible because even if the back-
ground of the image is increased in quality, Due to blurred effect in portrait, there is 
not much difference between the background of an LR image and an HR image. Thus 
the metric increase for the background does not matter. But the PSNR metric showed 
a drastic decrease due to jittered white edges (borders) when superimposing the SR 
Segmented Image back to the LR image. These edges add to the noise factor of the 
image, and thus we see a decrease in PSNR values. Further developments can be 
made to negate these blurred edges, such as using filtered blurring or merging edges 
with the neighboring pixels or the background. Moreover, we have only implemented 
a simple U-Net architecture for our experiments due to constrained CPU and GPU 
resources. By implementing state-of-the-art architectures such as WDSR, EDSR, 
etc., we can achieve 2 K–4 K resolution quality for the foreground images. These 
improvements combined with the base architecture can be applied to various appli-
cations such as the custom creation of portrait images, superimposing of images 
onto various backgrounds similar to the video filters provided by video conferencing 
platforms such as Zoom, Microsoft Meetings, and other social media platforms such 
as Snapchat and Instagram. 
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SMS Spam Classification Using 
PSO-C4.5 

D. Saraswathi and D. Sowmya 

Abstract In this modern era, with the increased use of mobile communication, spam 
messages have also become common. SMS spam was sent for commercial benefits 
thus distributing spam links and unnecessary messages. Even now, few are seen as 
the victim of Fraudulent SMS. The proposed study identifies spam in SMS. The 
proposed method identified optimized features using a particle swarm optimization 
algorithm and classified them using a decision tree algorithm C4.5. This combination 
of PSO-C4.5 produced better performance when compared with the conventional 
algorithms. 

Keywords SMS spam · Classification ·Machine learning · Decision tree · PSO 

1 Introduction 

The SMS concept was developed in the year 1984 in the Franco-German Coopera-
tion by Friedhelm Hillebrand and Bernard Ghillebaert and was evolved since then, 
revolutionizing the communication sector. Reports suggest that over 2.71 billion 
people own a smartphone in the year 2019 and about two-thirds of the world 
population is connected by the cellular network [1]. This surge in the usage of 
mobile phones directly/indirectly turned SMS services into a multi-million-dollar 
commercial industry [1]. 

The unsolicited messages or junk messages sent in bulk that target a mobile phone 
are referred to as SMS spam which poses a major problem over recent years [2, 3]. 
This paper proposes to focus on one such algorithm used in spam message detection 
and to give an efficient method to achieve the same [4].
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2 Problem Statement 

The major problem with SMS spams is storage issues, wasting users’ time, which 
also leads to other types of threats like money fraud indulgences, virus attacks, and 
message disclosure. Thereby, detecting spam SMS leads to a binary text classification 
problem where the text messages are categorized into either spam or ham messages. 
Thus, there becomes a necessity for the mobile industry to find a suitable and efficient 
algorithm to filter spam in the best way possible. 

3 Research Objective 

The ultimate objective of the paper is to classify ham or spam messages from the 
SMS dataset and propose an efficient algorithm for the same. The proposed method 
in this paper identifies important patterns to detect SMS spam by using PSO and 
classified using decision tree C4.5. 

4 Review of Literature 

This section discusses the literature survey, made to identify the commonly used 
text pre-processing techniques [5, 6], feature extraction [7], feature selection [8], 
and classifiers [9] for SMS spam detection, and conclusions were drawn from the 
respective survey [10]. 

4.1 Review of Text-Processing 

The process of text pre-processing helps to remove the inconsistency in the dataset 
and enables us to produce better results in the later process of Spam detection [11, 12]. 
The papers [13, 14] encouraged the use of tokenization, removal of stop words, and 
punctuations to the SMS dataset before proceeding with it to the feature extraction 
process. The papers [15–17] used pre-processing techniques like conversion to lower 
case, removal of stop words, and stemming were performed. 

4.2 Review on Feature Extraction 

On a spam detection system, the next step is feature extraction. Based on the features 
used, it helps to check whether a message is a ham or spam [14, 18]. Some of the
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features were identified in the existing systems [19, 20] such as Spam keywords, 
lowercased and uppercased words, URLs, mobile number, message length, and 
special symbols were extracted to classify the SMS [16, 21]. 

4.3 Review on Feature Selection 

Feature selection is an important step in classification and is used to select a small 
subset of features from an original set of features. Since it reduces irrelevant features 
by improving classification accuracy, it becomes more essential when databases are 
growing in size and complexity. The selection process is expected to bring bene-
fits in terms of better-performing models, computational efficiency, and simpler 
more understandable models, one such is the PSO algorithm, used to select the 
optimized features. PSO-C4.5 was produced with better accuracy than C4.5 [22]. 
Also, few literature surveys discussed hybrid method produced better performance 
than conventional classification [23]. 

4.4 Review on Classifiers 

Classifier plays a vital role in classifying ham or spam messages [24]; Comparative 
study of different classifiers, namely, K nearest neighbor, Naïve Bayes, and Decision 
tree with the establishment of various machine learning algorithms for SMS spam 
detection was made [25, 26]. Compared with various algorithms and experimental 
results show that Decision Tree had got a good accuracy rate than the other algorithms 
[9, 24]. From the understandings made in the survey, it was seen that C4.5 decision 
tree algorithm is commonly used for classification problems, thus C4.5 was selected 
to classify SMS spam messages. 

5 Research Contribution 

With the insights obtained in Sect. 4, this section puts them together. The proposed 
work comprises various phases for SMS spam classification. The phases are SMS 
repository, SMS Chooser, feature extraction, SMS feature selection using PSO, 
normalization, and classification. The proposed study has depicted in Fig. 1

Initially, a collection of SMS was stored in an SMS repository to check its authen-
ticity of the SMS. SMS chooser is used to choosing SMS from the SMS Repository. 
After that, each SMS is tokenized. This tokenize process reveals a list of keywords 
and links. Feature extraction is used to identify important patterns present in the SMS 
that can be stored and processed.
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SMS Repository SMS Chooser Feature 
Extraction 

SMS Spam 
Features 
Collection 

NormalizationPSO-C4.5 
Classification 

SpamHam 

Fig. 1 Proposed architecture

Feature selection is the optimization technique that reduces the number of input 
variables to improve the performance of SMS spam classification. According to a 
literature survey, particle swarm optimization (PSO) has provided the best perfor-
mance when compared with other algorithms. The proposed system selected PSO for 
an optimization approach that is used for feature selection tasks. After selecting an 
optimized feature using PSO, a model has been constructed using the C4.5 decision 
tree algorithm and validated. 

From the insights drawn from the existing system, the decision tree C4.5 algorithm 
was chosen for SMS classification as it can handle missing attribute values and avoids 
overfitting of data. The hierarchical decomposition of the training data in decision tree 
C4.5 classifiers helps to learn the decision rules to classify the SMS. A hierarchical 
tree is generated by using different attributes and their values. The split ratio and gain 
ratio is calculated by using the list of SMS attributes. Information gain is calculated 
for the target attributes. The one with the highest gain ratio is taken as the root node 
for the tree. The decision nodes are labeled with different split ratio values. These 
attributes in the decision node have low gain ratio, compared to the root node. This 
procedure is repeated until all the features are classified as spam or spam SMS. The 
leaf node has the least Information gain and comprises the final class label of the 
message as ham or spam. SMS classification is based on the attribute-based split. 
Finally, classification results have been submitted to the user interface. 

6 Data Collection and Data Sampling 

The SMS for the present study were collected from the kaggle.com dataset [27], 
which is a publically available collection of SMS. This SMS collection is labeled as 
“spam” and “ham” by the evaluator. 5,574 SMS have been collected out of which 
4,826 messages are ham messages and 748 messages as spam as per the dataset taken 
for the study.
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7 Experimental Results 

To evaluate the performance of machine learning classifiers, a confusion matrix 
is used [7]. The metrics of this matrix represent the various measures applied to 
the test sample. The structure of a confusion matrix [4, 6] for a two-class problem 
is presented in Table 1, with two different classes namely positive occurrence and 
negative occurrence. The rows of a confusion matrix indicate the actual class whereas 
the columns indicate the predicted class. The researchers [19, 20] from the study made 
in Sect. 4 used four parameters of the confusion matrix to assess the performance 
of the algorithms. These attributes are True Positive (TP) Rate, True Negative (TN) 
Rate, False Positive (FP) Rate, False Negative (FN) Rate, Accuracy Rate, and Error 
Rate [21]. 

Where 
TP = Number of correctly classified ham messages as ham 
TN = Number of correctly classified spam messages as spam 
FP = Number of incorrectly classified spam messages as ham 
FN = Number of incorrectly classified ham messages as spam 
From the survey made on classifiers, it was seen that machine learning algorithms 

like SVM, NB, DT (C4.5), and KNN were commonly used for Spam message clas-
sification. In Table 2, it is seen that among the classifiers taken, the Decision Tree 
(DT) C4.5 classifier outperforms all other classifiers. The experimental results have 
been shown that the C4.5 decision tree classifier does not handle irrelevant features 
in the dataset that may reduce the performance of the accuracy rate. 

The present study has been selected the PSO algorithm for optimized feature 
selection and the C4.5 Decision Tree for classification. The proposed PSO + C4.5 
technique has been compared with the C4.5 decision tree classifier, PSO + C4.5 
approach outperforms the conventional C4.5 decision tree classifier. The PSO + 
C4.5 approach has proven that optimized feature classification generates better results 
when compared to the un-optimized decision tree classification. The experimental 
results of the PSO + C4.5 approach are shown in Table 3 and Fig. 2.

Table 1 Structure of 
confusion matrix 

Total no. of instances Predicted class 

Ham Spam 

Actual class Ham TP FN 

Spam FP TN 

Table 2 Comparative study 
of various classifiers 

Algorithm Accuracy rate (%) 

KNN 86.04 

SVM 86.24 

DT 89.07 

NB 87.93 



46 D. Saraswathi and D. Sowmya

Table 3 Accuracy Rate of 
C4.5 VS PSO + C4.5 Classification algorithm Accuracy rate (%) Error rate(%) 

DT C4.5 89.07 10.93 

DT C4.5 + PSO 95.58 4.42 

Fig. 2 Experimental results of Decision tree C4.5 with the hybrid approach 

8 Conclusion and Future Enhancement 

The experimental results reveal that the PSO + C4.5 technique was found to exhibit 
better performance when compared to the conventional C4.5. The combination of 
the PSO + C4.5 technique was also found to classify the SMS spam more effectively, 
thus validating the rationale of the study. The approach developed and experimented 
tested in the present study offers plenty of scope for future research. A combination 
of the classification algorithm and other optimization-based techniques could be used 
to develop more intelligent approaches to tackle the challenges in the domain. 
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Automated Sorting, Grading of Fruits 
Based on Internal and External Quality 
Assessment Using HSI, Deep CNN 

P. Rahul Ganesh , R. Priyatharshini, M. Sarath Kumar, and A. Raj Kumar 

Abstract Good quality fruits demand is expanding due to the ascent in the crowd. 
Gross domestic product of the multitudinous nations depends upon its export export 
plays a significant role in GDP. After harvesting they’re washed, sorted, graded, 
pressed, and put down. Out of every one of these stages grading and sorting of 
fruits are vital way. The main end is to plan an automated system that improves the 
standard, upgrades the creation productivity, decreases the work cost of the fashion, 
and assesses the internal quality of the fruits. As per the agricultural and food products 
export development authority pomegranates, mangoes, bananas, papayas, and orange 
account for the larger portion of fruits exported from our country. Effective discovery 
is achieved using hyperspectral imaging, CNN frame. Superior performance than 
treating, sorting, and grading grounded on redundant classes in the CNN frame 
through the proposed architecture. 

Keywords Internal quality · Hyperspectral Imaging (HSI) · CNN framework 

1 Introduction 

India’s different environment guarantees accessibility to all blends, fruits, and vegeta-
bles. It positions as second vegetable and fruit product creation on the planet, after 
China. Orange and apple are more exported in quantities compared to other fruits 
in the existing system used to detect only one kind of fruit based on the image 
and through edge detection method and only external defects can be identified, a 
technical limitation of the systems. The accuracy of the existing system is very low 
due to its less efficient approach and the existing systems only look for the external 
quality of the fruit, therefore missing to detect the internal quality leading to export 
of defected fruit. The proposed system enables to recognize and grade multiple fruits 
in the same system, and it can assess internal quality, it is done through the use of 
deep CNN model. The accuracy of the high due to the use of a efficient approach. It
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can be implemented in real time and eliminates the need of heavy external hardware 
as it only uses camera. As it automates the process, it saves time and the need for 
manual intervention. The computational cost of the overall project and the imple-
mentation cost is highly affordable. It has very low maintenance cost. With deep 
CNN model creation with adjusted layers utilized for training a distinctive number 
of image dataset, the test results have high accuracy in classification. 

2 Related Works 

In [1] the inward nature of nectarines the yellow flesh called as big top and white 
flesh called Malique has been assessed utilizing hyperspectral imaging. As hyper-
spectral pictures of flawless undamaged fruits were obtained in the spectral range. 
The discovery of disorder and classification as indicated by a set up firmness limit 
were performed utilizing PLS-DA. The expectation of the Internal Quality Index 
(IQI) identified with ripeness was done utilizing PLS-R. The main factors were 
chosen utilizing interval-PLS. 

In [2] the purpose of this study behind the systemization of fruit sorting utilizing 
image processing is to make greater fruit sorting, quality support, and creation and 
to reduce labor numbers. It is a need for an automated system that brisk, and quality 
feature identification just as the snappy apportioning of fruits is completed. The 
system proposes a total start to finish system computerization dependent color, 
surface component extractions, and utilizing image segmentation methods to portion 
the defected region and characterize the nature of the fruit. 

In [3] the individual method is illustrated by thinking about ghostly/picture 
procurement mode followed by data extraction from obtained information. At that 
point, possibilities of various chemometric, hyperspectral data reduction, and image 
processing and highlight extraction strategies utilized in both procedures have been 
embodied for anticipating the imperfections, fecal tainting, and dry matter. The spec-
tral signature of the picture is exceptional for that material as it varies because of its 
physical and chemical properties. 

In [4] a capable and successful machine vision system that uses deep learning 
methodologies and group procedures to build a cost-effective and non-destructive 
solution for computerizing the visual assessment of the freshness and appearance of 
fruits. To choose the ideal model for fruit grading, we trained, tested, and thought 
about the presentation of many profound models like as ResNet, MobileNetV2, 
EfficientNet, NASNet, and DenseNet. With a camera and a microcontroller, the 
proposed device also provides continuous visual investigation with minimal effort. 
The real-time system extracts multiple instances of natural compounds from an image 
and then grades each fruit accurately.
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3 Overview of Proposed Idea 

The proposed system proposes a total start to finish structure of computerized and 
has a highly efficient grading and sorting based on Internal and External quality 
assessment using CNN where we train image-based datasets for external quality and 
hyperspectral images of the fruits for internal quality. The proposed system in which 
image acquisition takes place loading the external images of the fruits and is prepro-
cessed (resized). Then for internal quality assessment, in which image acquisition 
takes place loading the hyperspectral images of the fruits and is preprocessed (resized, 
enhanced), [5, 6]. Then the images with defects are segmented (HSV, complemented, 
holes filled) and fed into the CNN layers which identify the quality (Fig. 1). 

Fig. 1 Proposed system architecture
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Fig. 2 Segmented image 

3.1 Preprocessing 

The fruit image data is acquired from ImageNet and the hyperspectral image dataset 
of the fruit is separated and divided into training and test dataset. The first step is 
to download images into MATLAB. Read and display an input image. Using the 
imread command, the acquired picture is also fed into code. It is the operation of 
entering (acquiring) a picture from a source, primarily from a hardware source, for 
processing in image processing. It is the first step in the workflow order because, 
without an image it is impossible to process. The image that is acquired is completely 
untouched. In large image dataset deep learning can learn features automatically. All 
the images of the datasets are resized into same size (standard CNN input image size 
is 200 × 200 pixels in dimension), the pre-processing step. 

3.2 Segmentation 

For meaningful and accurate analysis dataset can require techniques. This process 
aids in the extraction of significant visual properties, which may then be used to 
interpret information. Data segmentation strategies include finding, deleting, and 
replacing poor or missing data, as well as segmenting the region of interest. The 
segmentation includes morphological operations, regional properties, and the oper-
ations that are performed to obtain the segmented region or image are RGB to HSV, 
black and white conversion, complement, holes filling, removing small objects, and 
density selection (Fig. 2). 

3.3 CNN Model Development 

CNN is a widely used deep learning algorithm that is used to take the input image 
which is further classified. The CNN model contains three types of layers, such 
as pooling layers, convolutional layers, and fully connected layers. CNN has many 
convolutional layers which are exchanged. The last layer is the fully connected layer 
before which pooling layers are present. The result of each layer is based on the
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commitment of the going with layer, [7–9]. Width and height are the elements of the 
images. The profundity is the amount of info color channels. Now, for deep learning 
you should give the training data to the classifier so it can fabricate a model (Fig. 3). 

Pseudocode: 

layers = [imageInputLayer([230 230 3]) 
convolution2dLayer (5,512,’Padding’,2,’stride’,1) 
crossChannelNormalizationLayer(5) 
reluLayer 
maxPooling2dLayer(3,’Stride’,2,’Padding’,0) 
fullyConnectedLayer(4) 
softmaxLayer 
classification 
Experimental results are shown below:

Fig. 3 CNN model 
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4 Experimental Results and Discussion 

4.1 Experimental Setup 

Unlike other methods which consider only outside appearance to detect the fruits’ 
qualities but our system also considers the internal quality of the fruit with astonishing 
accuracy of over 98.57%. The dataset represents the internal and external qualities 
of the fruit (Fig. 4). 

Fig. 4 Sample of Internal and external qualities of fruit
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• 50 Internal (Hyperspectral) images of fruits.
• 100 External images of fruits. 

4.2 Performance Measures 

Accuracy is a measure that describes how well the model performs across all classes. 
It is beneficial when all classes are of equal importance. It’s calculated by dividing the 
number of right guesses by the total number of predictions. Machines learn by using 
a loss function. It is a method of determining how effectively an explicit algorithm 
models the data, [10]. It’s a strategy for assessing how well explicit the algorithm 
models the given data. In the event that predictions deviate a lot from actual output 
loss function would hack up an extremely huge number. Loss function figures out 
how to decrease the error in prediction (Fig. 5 and Table 1). 

Accuracy = TP + TN 
T P  + T N  + FP  + FN  

(1) 

Precision  = TP 

T P  + FP  
(2) 

Recall = TP 

T P  + FN  
(3)

Fig. 5 Accuracy and loss graph 
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Table 1 Comparative 
performance analysis 

Methods Accuracy (%) 

SVM 75 

KNN 80 

Random forest 83 

ANN 90 

CNN 98.57 

Fig. 6 Comparative 
performance analysis 
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4.3 Experimental Results 

The motivation behind why Convolutional Neural Networks (CNNs) show improve-
ment over other neural organizations on images and videos is that the convolutional 
layers exploit the inherent properties of images. Convolutions, simple feedforward 
neural networks like feedforward network don’t perceive any request in their informa-
tion sources, [11–13]. If you rearranged every one of your images similarly, the neural 
network would have the same performance it has when prepared on not rearranged 
pictures (Fig. 6). 

5 Conclusion 

In conclusion, there are many papers published which considers only the external 
appearance of the fruit but in our proposed system fully automated and effective 
sorting and grading system based on both internal and external quality assessment 
using CNN which yields higher accuracy and better sorting, grading compared to 
existing systems. The proposed system enables to recognize and grade multiple fruits 
in the same system and also it can assess internal quality, it is done through the use of
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the deep CNN model. The accuracy of the high due to the use of an efficient approach. 
Furthermore, most of these systems have attempted to distinguish between matured 
and young fruits, despite the fact that the number of young fruits is more important 
for forecasting long-term production fluctuations. 
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Pest Detection Using Improvised YOLO 
Architecture 

M. Sujaritha , M. Kavitha  , and S. Roobini 

Abstract The speedy and reliable classification of plant disease/pest is essential to 
preventing productivity loss and loss or diminished quantity of agricultural commodi-
ties. Machine learning methodology can be used to obtain the solution. Deep learning 
has achieved significant advancement in the development of image processing in 
modern years, greatly outperforming previous approaches. Researchers are very 
interested in understanding how to apply deep learning to swot plant and pests detec-
tion. Deep learning, which is extremely popular in image processing, has offered 
many innovative precision farming applications in recent decades. In this investiga-
tion, deep learning models are adapted to the task at hand using transfer learning 
and deep feature extraction approaches. The given work takes into account the used 
pre-trained deep models for feature extraction and fine-tuning RCNN (Region with 
Convolution Neural Network) and YOLO (You Only Look Once) are used to clas-
sify the features extracted by deep feature extraction. Improvised YOLO is used 
which has proven pest prediction of about 95%. The performance of current research 
is compared, and common datasets are introduced. This paper examines potential 
obstacles in real-world applications of deep learning-based plant disease and pest 
detection. Data from genuine infection and pest pictures is used in the investigations. 
For performance evaluation, the accuracy is computed and compared. 

Keywords YOLO · CNN · RCNN · Pest
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1 Introduction 

Human civilization now has the potential to generate enough food to feed more than 
7 billion people thanks to modern innovations. Nevertheless, a numeral of factors 
such as climate change [1], pollinator reject, and plant diseases [2] continue to pose 
a threat to food security. Pests and pathogens are a worldwide danger to foodstuff 
security, but they might also be destructive for smallholder farmers whose livelihoods 
are dependent on healthy crops. Small-scale farmers contribute more than 80% of 
agricultural production in the on the rise countries and reports of yield losses are not 
less than 60% due to pests and infections are widespread [3]. 

Workers do passive observing in many circumstances as they go about their on 
a daily basis tasks. The downside to this approach is that by the time the plague is 
recognized, a substantial proportion of harm has already been done. In big farms, 
early pest detection required a more organized methodology. Traps are, without a 
doubt, the most commonly used technique for pest monitoring [4, 5]. The great 
majority of research in the literature is concerned with the second stage. The first 
step is generally only handled straightforwardly: an explanation of how the data was 
obtained is frequently included. The third phases are largely outside the purview of 
research. 

2 Literature Review 

Gutierrez et al. [6], who conducted a comparative analysis using a combination of 
pre-trained deep learning model as a mixture of models implemented with machine 
learning and computer vision, stimulated the current study. The main goal of the [6] 
study is to improve pest identification accuracy by using current frameworks like 
TensorFlow and Keras to construct a deep convolutional neural network (CNN). In 
addition, several recent pre-trained models may be applied to the dataset to assess 
accuracy. Table 1 depicts the overall survey of pest management and algorithms used 
and their accuracy.

2.1 Pest Detection Methods 

The goal of uncovering methods is to separate a confident target bug from the rest of 
the scene in a picture. This corresponds to a dual classification using the classifications 
“target visible” and “target missing.” K-means clustering is a vector quantization 
approach for grouping a set of comments into k-clusters or k-classes. The image is 
first divided into 100 × 100 blocks by the algorithm. The RGB and L*a*b* color 
spaces are then utilized as the foundation for an algorithm that pre-selects probable 
cluster centers before using K-means clustering to categorize each pixel. Using ellipse 
eccentricity rules, erroneous objects are removed.
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Table 1 Comparison of algorithms with accuracy based on the problem 

References Problem Pest Input Classifier 
used 

Accuracy 

Barbedo et al. 
[4] 

Detection Psyllids Part of Image Squeezenet 
CNNs 

0.69–0.92 

Espinoza et al. 
[7] 

Detection Wester 
flower, 
whiteflies 

Part of original 
image 

Multilayer 
ANN 

0.90–0.95 

Dawei et al. [8] classification 10 species Pre-prosesed 
image or 
resized image 

AlexNEt 
(CNN) 

0.94 

Deng et al. [9] Classification 10 Species NNSC, SIFT, 
LCP Features 

SVM 0.84 

Dimililer et al. 
[10] 

Classification 8 Species Part of Image ANN 0.92 

Liu et al. [11] Classification 16 Species Image CNN + RPN 
+ PSSM 

0.745 

Wang et al. [12] Detection 3 Species Image CNN + 
DecisionNet 

0.62–0.91 

Wang et al. [13] Detection Whiteflies image K-means 
cluster 

0.92–0.98 

Batool et al. 
[14] 

detection Different 
species 

Processed 
image 

K-nearest 
neighours 
algorithm 

0.79–0.89 

Yoa et al. [15] Detection Several Original 
images 

Normalized 
cuts, 
watershed, 
k-means 

0.956 

Xia D et al. [16] Classification 24 species Re-sized image VGG19 0.89 

Ebrahimi et al. 
[17] 

Detection Thrips HIS color 
channels 

SVM 0.98 

Limiao Deng 
[18] 

Detection Different 
species 

Cropped 
images 

LCP + SVM 0.85 

Metwalli et al. 
[19] 

classification Food images Pre-posed DenseNet 0.83 

Kumar et al. 
[20] 

Classification Different 
images of 
urban waste 
products 

Pre-processed YOLO v3 0.85

2.2 Pest Classification Methods 

The difficulty of classifying pests is significant since a classification like this must 
not only distinguish among the embattled species but also contract with nontargeted 
species, which might be many. The closest coldness between the retrieved attribute
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vector and the reference vectors associated with each class was used to classify each 
item as a whitefly, aphid, or thrip. Xia[16] utilized the watershed method to partition 
the insects, then used the Mahalanobis distance to extract color characteristics from 
the YCrCbcolour space. For the classification of eight pest species. Dawei [8] used  
transfer learning to classify 10 species in pictures collected in the field using a 
pre-trained AlexNet CNN. Metwalli [19] present the DenseFood model, which is a 
densely linked CNN model with several convolutional layers. The phrase “You Only 
Look Once” is abbreviated as YOLO. 

To identify objects, the technique just takes a single forward propagation through 
a neural network, as the name indicates. This indicates that a single algorithm run is 
used to forecast the whole picture. The CNN is used to anticipate multiple bounding 
boxes and class probabilities at the same time. There are several variations of the 
YOLO algorithm. Tiny YOLO and YOLOv3 are two popular examples. 

3 YOLO V3 Architecture 

YOLO because of its velocity and accuracy, this algorithm is very fashionable. 
YOLOv3’s network design is made up of three distinct networks. The first is Darknet-
53, which serves as the network’s backbone. The detecting layers, also known as 
YOLO-layers, come next, followed by an upsampling network. Figure 2 depicts the 
network structure. The backbone network, Darknet-53, is utilized to extract features 
from the input picture. The basic components of Darknet-53 are residual blocks 
and 53 convolutional layers. A residual block is made up of two 3 × 3 and 1 × 1 
convolutional layers linked together via a shortcut connection. Figure 3 depicts the 
Darknet-53 architecture in its entirety. 

Figure 1 shows the overview of YOLOv3 structure. The numbers below each layer 
show the dimension decrease of the input at that layer. The gray layer is the input 
layer. The blue layers are part of the backbone network, Darknet-53. The red layers 
are upsampling layers and the yellow layers are YOLO-layers.

4 Improvised YOLO V3 Architecture 

The model divides the images into an S X S grid and for each grid cell predicts 
B bounding boxes, confidence (C) for those boxes and class probabilities(CP). The 
predictions are encoded as an S X S X (B* C + CP) Tensors. Dataset: Identifying a 
species from a photograph is a difficult task. The categorization of a picture is based on 
the assumption that the image contains just one species. However, in general, we want 
to identify ALL of the species in a photograph. Thankfully, biologists and taxonomists 
have created a taxonomic hierarchy to classify and organize species. Insects, spiders, 
crustaceans, centipedes, millipedes, and other arthropods are included in the ArTaxOr 
data set. Figure 2 depicts the overall working of improvised YOLO.
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Fig. 1 Overview of YOLO V3 

Bounding Boxes + 
Confidence 

S X S grid on the 
Input 

Final Prediction 

Class Probability Map 

Fig. 2 Improvised YOLO V3 architecture

The dataset consists of images of arthropods in jpeg format Araneae (spiders), 
adults, juveniles, Coleoptera (beetles), adults, Diptera (true flies, including 
mosquitoes, midges, crane file, etc.), adults, Hemiptera (true bugs, including aphids, 
cicadas, planthoppers, shield bugs, etc.), adults and nymphs, Hymenoptera (ants, 
bees, wasps), adults, Lepidoptera (butterflies, moths), adults, Odonata (dragonflies, 
damselflies), adults, Orthoptera (grasshoppers, locusts, crickets, etc.)
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(a) Hymenoptera (b) Diptera 

(c) Multiple class classification (d) Failure Prediction 

Fig. 3 Sample predictions of different class 

Figure 3 predicts the pest in the picture. Accuracy of the pest prediction is also 
marked in the image. Ground truth image and predicted image are specified for 
comparing the accuracy of the prediction. The model fails to predict the class is also 
projected in the figure. Table 2 shows the accuracy comparison of each class. 

5 Results and Discussions 

See Fig. 3 and Table 2.

6 Conclusion 

It is difficult to automate pest monitoring. Machine learning algorithms have evolved 
to the point where the apparatus desirable to develop a precise system with real-
world application is now readily obtainable. Congregation data that is reflective of 
the enormous variety observed in live-out is difficult, more common, and procedures 
to permit consumer research get more refined, this may become less of an issue in 
the vicinity of future. but, as mentioned all through this paper, there are unmoving 
numerous explore gaps to be filled, implying that pest monitor mechanization will 
remain a fascinating study topic for numerous years. As proposed YOLO V3 archi-
tecture shows around 95% of accuracy in different pest predictions. Comparatively
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YOLO v3 works better and provide good result than RCNN. Adding more images 
for training will help to reduce the failure cases. In case if we have less images we 
recommend to use image argumentation for better and more accuracy. 
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Classification of Fungi Effected Psidium 
Guajava Leaves Using ML and DL 
Techniques 

Sukanya S. Gaikwad, Shivanand S. Rumma, and Mallikarjun Hangarge 

Abstract The paper aims to recognize and identify two types of fungi affected 
leaves, insect eaten leaf and healthy leaves of Guava (Psidium Guajava) plant, as 
most of the crops are lost to fungi. The aim is to work on the prime crop of our 
H&K (Hyderabad & Karnataka) region, which will help the farmers of this region 
as there is no work done on this crop. The dataset is possessed from a fruit-farm 
of H&K region of Karnataka, India. We have implemented both Machine learning 
(ML) and Deep learning (DL) techniques to get good results on the collected real 
time environment dataset. We eliminate the preprocessing step to reduce the time 
complexity. The performance measures obtained from the experiments shows that 
the Deep learning model performed well as compared to the ML techniques. 

Keywords ML · DL · KNN · LDA · SVM · AlexNet · Psidium Gujava · Fungi 
affected 

1 Introduction 

India is an agrarian country where agriculture is the primary source of income for the 
majority of the population. Temperature, weather, soil, and terrain are all unique to us. 
As a result, the production of fruits and vegetables varies greatly across the country. 
Fruits and vegetables are produced in orchards, gardens, or along highways where 
the seed may be carried by the wind, birds, or animals. After mango, banana, and 
citrus, guava is India’s fourth most popular fruit. Guava’s scientific name is Psidium 
guajava, which is borrowed from Latin. Maharashtra is India’s leading producer of 
guava.
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The guava plant may be a host for fungi, algae, and bacteria found in the atmo-
sphere, which can harm the plant’s leaves, stems, barks, and fruit. Infection of the 
guava plant is caused by pathogens such as viruses, bacteria, insects, and fungi, as 
well as unfavorable environmental circumstances. Among these diseases, half of the 
yield is lost to fungi. The disease symptoms and the area of the affected leaf deter-
mine the type of disease. To recognize these diseases there needs to be continuous 
and frequent monitoring of the plants by plant pathologists or farmers, which is a 
tiresome and expensive method as they need to travel far from places to the farm 
and sometimes it may lead to wrong assumptions of the diseases. Hence we try 
to develop a fast, accurate, automatic, affordable and easily available technology. 
This is possible through Machine learning, Image processing, deep learning, Pattern 
recognition and Computer vision technologies which are research attractions in the 
current scenario. 

There are readily available public datasets on online sites like Kaggle, Plant 
pathology and at Git-hub repository. These datasets have simple and plain back-
ground and many researchers have attained highest accuracy around 95–99%. But, 
for a real scenario, the real time environment images should be studied [1]. Hence our 
motto in this paper is to capture the diseased and healthy leaves of Guava plant and 
classify them according to their respective categories using Deep learning techniques. 

We focus on two types of fungi affected Guava leaves, healthy leaf and insect eaten 
leaf of Guava. The real time environment dataset [2] is possessed from a fruit-farm 
of H&K region of Karnataka, India. For collecting the fungi affected leaf images of 
Guava plant, the work is been assisted and guided by Dr. Pooja Suryavanshi from 
Dept. of Botany, Karnatak Arts Science and Commerce college, Bidar, Karanataka. 
Moreover, in the overview of dataset section, the symptoms of fungi affected leaf 
diseases visible through naked eyes are given clearly. 

Our contributions in this paper are:

• We have collected our own brand new dataset, as there is no work done on the 
Psidium guajava plant from our H&K region.

• Our goal is to identify 2 different fungi affected, one healthy leaf and insect eaten 
leaf of guava plant using machine learning classifiers and a CNN model such as 
AlexNet.

• We propose a model where manual calculating of the features is eliminated, which 
time is consuming.

• The features are extracted from Deep Learning (DL) model which reduces the 
time complexity.

• These extracted features are used for classification in both ML and DL models.
• The performance measures like classification accuracy, precision, recall and F1 

score are utilized to measure the accomplishment of the ML & DL models.
• Agriculture is the soul of our country, and our efforts will aim to boost productivity 

by detecting diseases early.
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The remainder of the paper is organised as follows: Sect. 2 describes the literature 
survey, Sect. 3 provides an overview of the database, Sect. 4 describes the method or 
model used, Sect. 5 summarises the experimental results, Sect. 6 provides an analysis 
of the models, and Sect. 7 summarises the conclusions and future work. 

2 Literature Survey 

Zhang et al. [3] have collected the leaves of maize plants from different sites 
like google and plant village. They worked for 9 different class labels and used 
GoogLeNet and Cifar 10 model for classification. They got a good recognition 
accuracy of 98.9% using Cifar 10 model and 98.8% using GoogLeNet model. 

Mohanty et al. [4] have worked on plant village datasets for 38 different classes. 
They used AlexNet and GoogLeNet models and obtained an accuracy of 99.34% 
using GoogLeNet model and 85.53% using AlexNet model. 

Durmuş et al.  [1] used the tomato dataset from plant village of 10 different cate-
gories. They got a good recognition accuracy of 94.3% using SqueezeNet model and 
95.6% using AlexNet model. 

Arivazhagan et al. [5] used the customized Convolutional Neural Network (CNN) 
for classification of own collected leaves of Mango plant. The dataset has 6 different 
class labels and got a good recognition accuracy of 96.67%. 

Xiaoxiao et al. [6] collected their own dataset of tea leaves of 7 different class 
labels. They used SVM, BP and CNN model for classifying the leaves. And for the 
collected dataset they obtained a good recognition accuracy of 89.36% using SVM, 
87.69% using BP and 93.75% using CNN model. 

Howlader et al. [7] worked on Deep CNN model for classifying the Guava leaves. 
Total of four different class labels were used. The model gave a good recognition 
accuracy of 98.74%. 

Gaikwad et al. [8] developed their own customized CNN model for identifying 
and classifying the fungi affected leaves of Apple plant. The dataset is collected 
from Plant pathology. Using the CNN model they got a good recognition accuracy 
of 88.9%. 

Sardogan et al. [9] used the tomato dataset, which has five different class labels. 
They used the CNN with LVQ model for classification of the dataset. The model 
gave a good result of 86% using CNN with LVQ algorithm. 

Sholihati et al. [2] collected their own dataset of potato plant and also collected 
images from google and plant village datasets. The dataset has five different cate-
gories for classification. Vision geometry group (VGG) 16 and VGG 19 are used 
for identification of the dataset. Using the CNN models they got a good recognition 
accuracy of 90% using VGG 19 and 91% using VGG 16. 

Vijayakumar [10] used the plant village of tomato plant for 7 different class labels. 
CNN models like AlexNet and VGG 16 are used for classification. They obtained 
a good recognition accuracy of 97.29% using VGG 16 and 97.49% using AlexNet 
model.
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This summarizes the classification of leaf diseases using CNN architectures. And 
the author’s from [11–15] have worked on different datasets and used different CNN 
models for classifying the infected leaves of different plants. The infection is due 
to bacteria, algae, insect or fungi. We have focused only on fungi affected leaves of 
Psidium guajava, which no author has addressed. And no author has worked on the 
hybrid approach of using both Deep learning models and Machine learning classifiers. 
Using this method the time and space complexity of calculating and storing of the 
features is eliminated. 

The authors have used the preprocessed images where background of the images 
is removed. We have eliminated this step of preprocessing to know till how much 
extent the background affects the decision of the classifier/model. 

3 Overview of Database 

A well organized database is needed to measure the achievement of the ML and 
DL models. The brand new database is introduced, which we have possessed from 
a fruit- farm of H&K region of Karnataka, India. The collected database comprises 
of 2 types of fungi affected leaf diseases, insect eaten leaf and the healthy leaf of 
Guava. 2 variety of mobile phones and 1 camera are utilized to take the images. 3966 
images are utilized for recognizing and class labeling the taken images. These taken 
images are categorized into 4 variety of categories described below. 

1. Leaf spot: This disease is produced by Pseudocercospora psidii fungi. It is seen 
as small dark brown edges around the leaf. Total of 727 images of leaf spot 
images are possessed from Psidium Gujava plant. 

2. Rust: This disease is produced by Puccinia psidii fungi. It is seen as orange to 
red pustules on the surface of the leaves. Total 860 images of rust leaf images 
are taken from Psidium Gujava plant. 

3. Insect eaten: It is caused by insect-eating of the leaves. Mostly it appears around 
the edges of leaves. Total 323 images of insect eaten leaf images are taken guava 
plant. 

Below figure shows the images of healthy and diseased leaves of the Guava from 
Figs. 1, 2, 3 and 4.

The summary of our new database is shown in Table 1.
There is no proper dataset available of fungi affected leaf diseases of Psidium 

Gujava plant. Especially in H&K region of Karnataka, there is no work done at all 
on the said plant. Hence there is no proper benchmarked dataset available; due to the 
unavailability, we have collected our own new dataset of fungi affected leaves.
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Fig. 1 Healthy leaf 

Fig. 2 Insect eaten 

Fig. 3 Leaf spot
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Fig. 4 Rust

Table 1 Summary of 
database 

Class label Total Training Testing 

Healthy_leaf 2056 1645 413 

Insect eaten 323 257 68 

Leaf spot 727 581 144 

Rust 860 687 171 

Total 3966 3170 796

4 Proposed Method/Model 

With traditional ML techniques, we have to manually extract the features and select 
only those features which are prominent to identify the particular class among the 
calculated features. Manually calculating the features of 1000’s of images is space 
consuming and time consuming. Hence to minimize the time and space requirement, 
this phase is eliminated in deep learning techniques. 

İn this paper we try to come up with a thought of extracting features from deep 
learning models. And then these extracted features are given for machine learning 
classifiers to classify the images. We also eliminate the preprocessing step of the 
images. Here we will use three machine learning classifiers which are Support Vector 
Machine (SVM), Linear Discriminant Analysis (LDA) and K Nearest Neighbour 
(KNN). Figure 5 shows the hybrid approach of ML and Dl models for classification.

We are using the images as it is from the collected real time environment which 
contains some of the background noise. Because of which the accuracy of the models 
is reduced a bit. But if we pre-process the image and remove the background then 
both ML and DL models gives better results.
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Fig. 5 Hybrid ML and DL 
model

4.1 Classification Using Deep Learning Techniques 

The function of human brains, which have neurons and synapses that connect them, 
are inspired by Artificial Neural Networks (ANN). Their key distinguishing feature is 
their ability to learn under supervision i.e., supervised learning. Convolution Neural 
Networks (CNN) are an evolution of traditional machine learning algorithms, where 
they receive inputs (raw data), pass through layers for feature extraction which 
happens automatically and then outputs the results. The CNN consists of a basic layer 
such as Convolution layer, Activation function, Max Pooling and Fully Connected 
layer. Figure 6 shows the CNN architecture. 

We use the basic CNN model AlexNet [16] for classification. The model and their 
training and testing process is implemented on Windows 10, 64 bit operating system 
containing i7core processor with 12 GB RAM. Below Table 2 shows the details of 
the execution domain.

Fig. 6 CNN architecture 
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Table 2 Execution domain 

Name of the domain Parameters 

Operating dystem Windows 10 Pro 

CPU Intel® Core™ i7-2620 with 2.70 GHz 

RAM 12 GB 

Hard disk 1 TB  

5 Experimental Results 

Here we evaluate the experimental results of traditional machine learning algorithms 
i.e., KNN, LDA and SVM. Collected dataset has 3966 images. We divide the database 
into 80:20 split for experimenting purposes, where 80% of database is utilized for 
training and 20% for validation. Below Tables 3, 4 and 5 shows the category wise 
identification for the three classifiers KNN, LDA and SVM along with confusion 
matrix from Tables 6, 7 and 8 respectively. 

Table 3 Category wise identification for KNN 

Sl. no Class label Accuracy (%) 

1 Insect eaten 21.5 

2 Healthy 77.8 

3 Leaf spot 24.8 

4 Rust 51.2 

Table 4 Category wise identification for LDA 

Sl. no Class label Accuracy (%) 

1 Insect eaten 29.5 

2 Healthy 82.7 

3 Leaf spot 43.5 

4 Rust 75.3 

Table 5 Category wise identification for SVM 

Sl. no Class label Accuracy (%) 

1 Insect eaten 33.8 

2 Healthy 79.1 

3 Leaf spot 35.9 

4 Rust 73.3
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Table 6 Confusion matrix for KNN 

Healthy Insect_eaten Leaf_spot Rust 

Healthy 319 21 48 23 

Insect_eaten 27 14 19 5 

Leaf spot 60 14 36 35 

Rust 40 18 26 88 

Average in % 57.6% 

Table 7 Confusion matrix for LDA 

Healthy Insect_eaten Leaf_spot Rust 

Healthy 339 13 50 9 

Insect_eaten 31 19 7 8 

Leaf spot 42 6 63 34 

Rust 19 1 23 129 

Average in % 69.4% 

Table 8 Confusion matrix for SVM 

Healthy Insect_eaten Leaf_spot Rust 

Healthy 325 26 45 15 

Insect_eaten 15 22 16 12 

Leaf spot 49 13 52 31 

Rust 16 2 28 126 

Average in % 66.2% 

5.1 Experimental Results Using Deep Learning Techniques 

The experimental outcomes of the basic Deep Learning model AlexNet are evaluated 
here. The acquired data is split 80:20, with 80 percent of the database being used for 
training and 20 percent being used for validation. The hyper parameters used to train 
the AlexNet model are listed in Table 9.

Below Tables 10 and 11 shows the category wise identification and confusion 
matrix obtained for AlexNet.

The graph in Fig. 7 shows the accuracy obtained for the brand new collected 
dataset using the AlexNet model.
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Table 9 Tuning Hyper parameters 

Sl. no Name Parameter 

1 Solver type Adam Optimizer 

2 Base learning rate 0.0001 

3 Batch size 64 

4 Epochs 25 

5 Training data 80% 

6 Testing data 20%

Table 10 Category wise identification for AlexNet 

Sl. no Class label Accuracy (%) 

1 Healthy 92 

2 Leaf spot 47.9 

3 Insect eaten 27.8 

4 Rust 63.3 

Table 11 Confusion matrix for AlexNet 

Healthy Insect_eaten Leaf_spot Rust 

Healthy 378 9 22 2 

Insect_eaten 31 18 14 2 

Leaf spot 55 7 69 14 

Rust 25 4 34 109 

Average in % 72.8%

Fig. 7 Accuracy for AlexNet model using the real time dataset
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6 Comparative Analysis 

In this paper, we have tried to compare the traditional ML algorithms and DL tech-
niques. In machine learning algorithms, features are taken from deep learning tech-
nique and then given as input to the ML classifier for classifying the images, as manu-
ally calculating the features and then classifying them is space and time consuming. 
Using this method reduces the time and space complexity which is required in ML 
models. 

In DL model we have used pre-trained CNN architecture of AlexNet model. The 
models are trained on 1000’s of image categories which will help in recognizing the 
fungi affected leaf diseases. To get better recognizing capability we have varied the 
hyper parameters to achieve the mentioned accuracy of 72.8% using AlexNet model. 

Below Fig. 8 shows the comparative analysis of the models and Table 12 presents 
the performance measures i.e., mean precision, mean recall, mean F1 score and 
accuracy of all the classifiers and AlexNet model. 

It is observed from Table 12 that AlexNet model gives the best performance and 
recognition accuracy of 72.38% for the collected real time environment dataset.

0.00% 
20.00% 
40.00% 
60.00% 
80.00% 

DL with 
KNN 

DL with 
LDA 

DL with 
SVM 

AlexNet 

Accuracy in % 

Accuracy in % 

Fig. 8 Comparative analysis of models 

Table 12 Performance measures: Precision, Recall, F1 score using Transfer Learning and Feature 
Extraction 

Precision Recall F1 score Accuracy (%) 

Transfer Learning 

AlexNet 0.6445 0.6213 0.6327 72.8 

Feature Extraction 

KNN 0.4542 0.4632 0.4586 57.6 

LDA 0.5422 0.5859 0.5632 69.4 

SVM 0.5216 0.5301 0.5258 66.2 
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7 Conclusions 

The objective of the paper is to recognize and identify 2 different types of fungi 
affected leaves, insect eaten leaf and healthy leaves of Guava plant. It is the necessity 
of the current scenario to recognize these infections at an initial stage. Using the 
proposed given method the time and space complexity of calculating and storing of 
the features is eliminated. We also eliminate the preprocessing step of removing the 
background of the image. The aim of this step is to determine whether eliminating 
this step is effective or not for classification. We have tried to work on both ML and 
DL techniques to get good results on the collected real time environment dataset. 
And from performance measures and comparative analyses it is evident that AlexNet 
model gave a good outcome as compared to the other classifiers. 
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Abstract Every country’s primary requirement is agricultural products. Infected 
plants have an impact on the agricultural production and economic resources of a 
country. Early detection of plant diseases minimizes the risk of crop loss by allowing 
farmers to adopt curative and preventative actions to avoid further damage. Citrus 
is a large plant that is primarily grown in tropical areas of the world because of 
its high vitamin C and other key nutrient content. Citrus plant diseases play a vital 
role in causing a great financial loss to the farmers and affect the economy of the 
country. The tomato ranks among the most economically important vegetable crops, 
with a global production rate of around 200 million tonnes. But due to diseases 
occurring in the tomato plants, the farmers are facing a great loss. To prevent these 
losses and provide an immediate cure, we create a model to detect plant diseases. 
To get a better performance model, the data augmentation process is used, and we 
got 18,392 images. In our model, we used a convolutional neural network (CNN) 
to classify the citrus and tomato leaf diseases. The diseases are Mancha Graxa, 
Citrus Canker, Tomato Early Blight, Tomato Septoria Leafspot, Tomato Spider Mite 
Two-spotted spider mite (Tetranychus urticae), Tomato mosaic virus (Tobamovirus), 
Tomato yellow leaf curl virus (Begomovirus), Tomato Target Spot (Corynespora 
cassiicola). Convolution Neural Network (CNN) is stacked by multiple convolutions 
and pooling layers to detect plant leaf diseases. We train a model with augmented 
images. After the model gets trained, it is thoroughly tested to ensure that the results 
are accurate. Thereby we were able to achieve high validation accuracy with a rate of 
(97.02%) for this dataset used. As the results showed, applying the deep CNN model 
to identify diseases could greatly impact the accurate identification of diseases, and 
could even prove useful in detecting diseases in real-time agricultural systems.
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1 Introduction 

In recent years, digital image processing, image analysis, and machine vision have 
evolved dramatically, and they have become a key component of artificial intelligence 
and the link between grounded theory and applied technology. These technologies are 
widely utilized in industry and medicine, but they are only seldom used in agriculture 
and natural ecosystems. In the domain of image processing and Deep learning, as 
well as its application in numerous fields of engineering, significant advances have 
been made. Agriculture research aims to boost food production and quality while also 
reducing costs and increasing profitability. Fruits are high in vitamins and minerals, as 
well as fibre and other non-nutrient compounds. Fruit from citrus plants contains high 
levels of vitamin C, which has multiple health benefits and is also used as raw material 
in many agricultural industries. Various diseases damage citrus fruit plants, including 
citrus canker and Mancha graxa. Infectious citrus canker causes yellow halo lesions 
as well as yellow spots on leaves and fruits. Cancer bacteria spread easily and quickly 
through clothing and infected components to air currents, plants, birds, and humans. 
Greasy spot is a disease that is common in citrus cultivars produced in tropical 
and semitropical climates. Mycosphaerella citri is the cause of the sickness. On the 
underside of mature citrus leaves, symptoms show as yellow to dark brown to black 
lesions. Infected cells fail to generate chlorophyll, resulting in these yellow (chlorotic) 
blotches. On lemons and grapefruit, lesions are more yellowish and widespread, 
whereas on tangerines, lesions are more elevated and darker. Tomato Early Blight 
disease is caused by the fungi Alternaria linariae, Lesion size can be substantial, 
usually surrounding the entire fruit. For infected fruit, concentric rings can also be 
seen. Tomato Septoria leafspot is caused by the fungus Septoria lycopersici, older 
leaves reveal a large number of small, circular spots with dark borders surrounding 
a beige center. Tiny black flecks must be spore-producing bodies located within 
the centers of the spots. In the agricultural sector, the Tomato Spider mites Two-
spotted spider mite is a widespread pest that affects nearly all plants (more than 
1000 species). Tomato Target Spot is caused by Corynespora cassiicola and this 
disease causes severe foliar damage to greenhouse and field tomatoes. The tomato 
yellow leaf curl virus is part of the plant family Geminiviridae and belongs to the 
genus Begomovirus and throughout the tropical and subtropical regions, the disease 
causes severe economic losses. The tomato mosaic virus is a plant pathogenic virus 
and a member of the class tobamovirus. In the family tobamoviridae, it belongs 
to the genus Tobamovirus, and this disease is easily spread by contact, cultural 
practices, or contaminated seeds. It is extremely important to identify plant diseases 
early in the field in order to manage their detection and spread. The conventional 
approach to disease identification relies on agricultural extension organizations for 
support, but this approach is expensive and limited in countries with low resources
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and infrastructure. In this case, Deep learning helps us to sought out this problem 
because deep learning has the advantage of requiring minimal domain expertise 
because no feature engineering is required. An automatic plant disease detection 
system based on machine learning algorithms detects diseased plants and the type of 
disease they have by using computer vision. Convolution neural network (CNN) can 
be used as a deep learning network for images to do this. CNN is used to extract visual 
properties such as horizontal and vertical edges, RGB values, and so on. For visual 
feature extraction, CNN is the finest deep learning neural network. By giving many 
photos of diseased plants, a CNN-based network may be trained to detect disease 
in plants, and the trained model can then be used to forecast disease in plants using 
photographs of plant leaves in the future. 

2 Literature Review 

Chohan et al. [1] suggested a deep learning model for detecting plant pathogens. They 
apply augmentation to increase the data before training the model with a convolu-
tional neural network. They obtain an accuracy of over 98.3%. Senthilkumar et al. 
[2] presented a method for identifying and classifying citrus plant diseases it consti-
tutes of 4 processes that is pre-processing, segmentation, feature extraction, and 
classification. Otsu is used for segmentation. Inception ResNet is used for feature 
extraction. For classification, they used random forests. They got 98.91% accuracy. 
Zeng et al. [3] developed a deep learning model to detect citrus plant diseases with 
help of inception_v3 architecture in addition to that they used GANs based data 
augmentation to increase the performance. Huang et al. [4] proposed two models 
one to detect plant disease and other is to plant classification. They obtain accu-
racy around 98% for plant classification and 87% for disease identification. Kukreja 
et al. [5] proposed a deep learning model for the detection of citrus fruit diseases 
using the process of data augmentation and pre-processing. They attain accuracy 
around 89.1%. Mohanty et al. [6] trained a deep convolutional neural network to 12 
to identify 14 crop species and 26 diseases with 54,306 images and paved the way 
for smartphone-assisted disease diagnosis. They obtain accuracy around 99.35%. 
Song et al. [7] proposed a model to detect citrus plant diseases using YOLO (you 
only look once) algorithm. YOLO can detect and circle around a disease in real time 
on an image or video. Jasim et al. [8] proposed a robust methodology to detect and 
classify the diseases. They obtain accuracy around 98%. Arya et al. [9] have analyzed 
the various research works and reviewed the architecture used for the detection of 
diseases in plant leaves. Alruwaili et al. [10] used the AlexNet architecture and it 
was customized in order to detect disease in an efficient manner. Then they use new 
augmentation method. To overcome the overfitting, they used “sgdm” method.
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3 Scope  

The scope of our project is to maximize productivity and ensure agricultural sustain-
ability. This model will serve as a benefit for the farmers who have cultivated citrus 
and tomato plants. Farmers get benefitted from this model with high yield and 
minimize the economic loss and it gives a positive impact on the farmers. 

4 Methodology 

4.1 Procedure 

1. Datasets 

In computing, a dataset is a collection of related, discrete pieces of related information 
that can be gotten at exclusively or mix-and-matched, or that can be tracked in 
aggregate. Figure 1 shows the diseased leaf images. 

2. Data Augmentation 

Adding augmentation data to existing data sets or creating new synthetic data sets 
from existing data is a process of increasing the amount of data in data analysis. This 
function serves as a regularizer and reduces overfitting when training a model. It has a 
lot to do with data analysis oversampling. Through the process of data augmentation, 
we have increased our original dataset to double the size. Consequently, we were 
able to create adequate datasets and train our model to achieve maximum accuracy.

Fig. 1 Leaf disease image 
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Table 1 I: CNN training 
parameters 

Parameter Value 

Epochs 25 

Batch size 32 

Activation in middle layer ReLU 

Activation in final layer SoftMax 

3. Environment 

Execution of code needs an access to a system with GPU. For this, we used an online 
platform called Google colab as these notebooks have GPU access. To detect the 
citrus and tomato diseases, we use Convolutional Neural Network Algorithm. 

4. Convolutional Neural Network Algorithm 

The Input layer, Middle layers, and Output layer make up a Convolutional Neural 
Network, or CNN. The input layer is responsible for accepting features such as input, 
or images. The number of middle layer nodes is determined by the application. A 
result is created by the output layer 

Convolutional Layer-Convolution is performed on the pixel values in conjunction 
with the kernel matrix. The kernel matrix is dragged across the pixel matrix to 
calculate the result. 

Max Pooling Layer-Filter maps are generated using this layer to minimize their 
size. This reduces the likelihood of overfitting issues. 

Rectified Linear Units (ReLU) Activation Function-With the Rectified Linear 
Units (ReLU) Activation Function, all negative values are replaced by zero (0) while 
all positive values are maintained. 

Fully Connected Layer-A node from the previous hidden layer is connected to a 
node from the next hidden layer in this layer, which is also known as Dense Nodes. 
Each layer will be connected by use of edge connections among the neurons. Here 
Table 1 shows the training parameters of the CNN model. 

4.2 Library 

Keras is a popular deep learning library that runs on top of other libraries such as 
tensor flow. Its minimal Python structure facilitates learning and quick writing of 
deep learning models. 

Algorithm 

STEP 1: Importing the libraries and initializing the data path. 

STEP 2: Importing the datasets.
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STEP 3: preprocessing—write a function to resize the dataset images to (224,224) so 
that they can be fit for training. Also visualizing our data and dividing it into training 
and testing categories. 

STEP 4: Defining train and test data into the model. The train dataset has 12,723 
images belonging to 8 classes and the test dataset has 5669 images belonging to 8 
classes. 

STEP 5: we use keras library to develop a plant disease detection model. Because it 
has good support for functions that enable users to deploy models fast. Keras supports 
building neural network models with fewer lines of code. 

STEP 6: we create a sequential model for this plant disease classification. we develop 
the 1st block of 2D convolutional layers with 32 filters of 5*5 kernel and using ReLU 
(rectified linear unit) activation function then we perform max pooling operation in 
the layers. Secondly, we used 32 filters of the 3*3 kernel with ReLU (rectified linear 
units) activation function in the layers and then we performed maximum pooling. 
In the 3rd block of 2D convolutional layers, we have 64 filters of 3*3 kernels, one 
of which is active in a ReLU (rectified linear unit) activation function, and the other 
operates in a Max Pooling mode. 

The next layer is a flattened layer. We used 25% (0.25) dropout function in the dense 
layer. 

STEP 7: Here, we declare all the hyper parameters required for our plant disease 
classification such as epochs, steps, batch size, learning rate etc. Fit our training data 
to our model and set the batch size to 32, which will accept 398 values at a time until 
all parameters are met. The number of epochs here refers to the number of times it 
will be processed. 

STEP 8: Training the Model-The model has been developed, and it should be 
compiled using the Adam optimizer, which is one of the most familiar optimizers. 

STEP 9: We take 25 epochs to train our model. More epochs increase the accuracy 
and decrease the loss. we can see here that accuracy in each step increase. we train our 
model 25 times. When test images train with lots of train images then accuracy will 
increase, and our model predicts more accuracy. More accuracy means our model 
works properly and gives desired output. Figure 2 gives the summary of CNN model 
architecture.

STEP 10: Detection of the disease when the input is given. 

STEP 11: Computing Loss Calculation Based on Training and Test Results. 

STEP 12: Accuracy Calculation for Training and Test Results-Matplotlib was used 
to show the accuracy plot on the training and test sets. A simple graph analysis can 
clearly reveal the difference in training and test set accuracy. 

Accuracy = Number of accurately predicted records/Total number of records.
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Fig. 2 Convolutional layers

The result is 0.9702, which means the model is 97.02% accurate in making a 
correct prediction. The flow of the project is pictured in Fig. 3.

5 Results and Findings 

This study emphasizes the need of early diagnosis of plant diseases. Deep Learning 
was used to create this model. The accuracy of this model was tested using 30% 
(5669) of photos. The photographs in this gallery are from eight distinct classes. 
For testing, 30% of each class was chosen at random. The correctness of the testing 
dataset is greater than 95%. Model properly Classified 5669 photos out of 18,392 
images. On the testing dataset, our model generated the Training and Validation 
accuracy curve as shown in Figs. 4 and 5.
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FLOWCHART. 

Fig. 3 Work flow

6 Discussion 

To identify citrus and tomato illness with high efficiency, this method primarily uses 
Convolutional Neural Networks. When verification performance and model storage 
are constrained, the CNN model can be useful. An important component for diag-
nosing and identifying crop diseases and insect pests is the availability of rich and 
diverse databases, and a large dataset can decrease the error rate in the recognition 
process. The power of deep learning tools can only be fully unleashed by accumu-
lating. In addition, we intend to acquire ever larger databases in order to improve the 
model’s generalization capabilities. As the dataset collected on citrus diseases is being 
analyzed, the backgrounds can be removed, allowing better disease images to be used 
as training models for improving the accuracy of disease identification. It is possible
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Fig. 4 Model accuracy 

Fig. 5 Model loss

to attain identification accuracy by optimizing the convolution network algorithm. 
Optimisation of the convolution operation can ensure more accurate identification 
of data obtained from larger datasets.
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7 Conclusion 

Using a form of modern approaches, plant diseases are detected and classified using 
sick leaves. Commercial solutions to spot these diseases aren’t available at the current 
time. In our work, we used CNN models for the detection of plant diseases using 
diseased-leaf images of citrus and Lycopersicon esculentum. The quality dataset with 
18,392 images was accustomed to train and test the model (after data augmentation). 
There are 8 different classes of plant diseases namely Mancha Graxa, Citrus Canker, 
Tomato Early Blight, Tomato Septoria Leafspot, Tomato mite Two-spotted mite 
(Tetranychus urticae), Tomato mosaic virus (Tobamovirus), Tomato yellow leaf curl 
virus (Begomovirus), Tomato Target Spot (Corynespora cassiicola). 

After splitting the dataset into 70–30 (70% data for training, 30% data for testing), 
97.02% accuracy was achieved in our model. On average, it took 25 and 25 s/epoch, 
respectively, on coloured images. With relevance to both accuracy and loss, the 
implemented deep-learning model reduces the deviation from the best deep learning 
model. The desired time to coach the model was much but that of other machine-
learning approaches. 

8 Future Scope 

The present model is modified to measure the detection model and it is designed as an 
internet application which helps farmers to make a decision on the particular quantity 
for pesticide applications to scale back the price and environmental pollution and 
increase the productivity. Moreover, the system predicts the kind of plant and kind 
of disease so scientists can recommend specific pesticides or fungicides to be used, 
thus providing useful suggestions for future research. Detecting a disease during this 
crop is predicated solely on the leaf of the plant. Roots, stems, and branches from the 
crop are easier to handle if they will be included yet which increases the detection 
accuracy. It’ll also show the disease name if the model receives input aside from leaf 
images. And also had a concept to incorporate another crop diseases to extend the 
predictability. 

9 Recommendation 

There are countless new plant diseases reported annually or an old disease that has 
reappeared and is now affecting crops previously unaffected. But the notice towards 
the detection of plant diseases in an early stage isn’t for sure. The fundamental 
thought when the plant gets affected is to use fertilizers and a few chemicals utilizers 
but while taking concern about the health of the plant one of all the most effective 
ways is early detection. In the event of controversy during the growing process, ask
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questions or keep an eye fixed on the matter. By following the recommendations, the 
impact of plant diseases is greatly reduced, leading to a decrease in shrinkage and 
increased profit. 
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Artificial Cognition of Temporal Events 
Using Recurrent Point Process Networks 

N. Bala Sundara Ganapathy and M. Deeptavarna 

Abstract Data generated by real-world events are usually obtained by condensing 
events into continuous signals at specific intervals, which are handled by mechanisms 
that make this data, a part of a continuous time function. Past models have used a 
parametric function that relates chronological data with event sequences, which are 
elicited through conditional intensity functions in order to quantify the frequency of 
event occurrence. Thus, the resulting data is devoid of a relation between present and 
past event occurrences, which is more often than not, a specific task that has been 
determined based on prior knowledge. This particular limitation is overcome using 
point process networks in Recurrent Neural Network (RNN) to which this paper 
on the said subject will enumerate a theoretical distinction along with practically 
implemented instances of RNNs where one RNN is concerned with capturing the 
relationship among the event sequences obtained as a result of the processes described 
earlier, while another is employed to update the intensity function based on time 
series. Finally, in order to prove the relation among data in a regular interval and in 
a random event an attempt to discover any anomaly or deviation from prediction is 
also implemented. 

Keywords Parametric function · Recurrent neural network · Anomaly detection ·
Data and model integration · Self-parameterized model creation 

1 Introduction 

Sequences usually result in two kinds of indicators chronologically, synchronous and 
asynchronous [1]. Asynchronous events are prevalent in various fields such as social 
networks, hospital management systems and other daily monitored tasks. Event data 
that is obtained does not only contain the event characteristics but also a timestamp 
that is denoted as:
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{Zi , Ti }Ni = 1 (1)  

which denotes the occurrence of an event. Studies focusing on the dynamics of 
systems which explore the timestamp relation in order to conclusively create a rela-
tionship among the data that exist, show that timestamps denote event sequences that 
occur in asynchronous events are fundamentally different from those of synchronous 
events, this is because asynchronous timestamps provide a basic insight into the 
network dynamic while the time aspect is deterministic. Though, the time series data 
provides continuous updating of background events that occur in temporal point 
process, many models employ time series data along with point process data. Past 
models treat these two processes independently [2–5] ignoring the influences they 
hold over each other, there is a need to view them as a closely related process, 
these are called joint models, where the dynamics of point process and the series 
of timestamps are taken together. These “Joint models” though are rare and almost 
inexistent. 

The proposed work through this project is one such effort to create a “Joint model” 
that interlinks the time series and event sequence to each other. The most popular 
method of doing so is by detecting multiple events from series data. Also, Statistical 
aggregation or frequency counts are often performed on each time interval of equal 
length, while this can be considered a crude method as it can cause loss of informa-
tion about the actual functioning of the process at a very inceptive stage. This has 
been offset by studying the recent works on modeling point process which include 
mathematical reformulations and optimization techniques along with novel para-
metric forms that strive to play the part of prior human knowledge that has already 
been shown to have been the governing aspect in forming the parametric rules earlier 
[6–8]. A major limitation that these models exhibit is in their capability to capture 
the dynamics of data and misspecification. 

This led to the development of a model that functions in the absence of parametric 
regulations. But these models are under Hawkes’s process formulation, which bases 
its results on risks of unknown model complexity and is not congenial for point 
processes that do not follow the self-excitation or the mutual excitation of nodes 
which is inherent in the Hawkes model [7–9]. In another recent work, the authors 
described a semi-parametric pseudo-point process model, which employs a time-
decaying influence between events and the background of intensity is constant and 
the event type is regarded as a mark associated with univariate process. In papers 
proposed on this subject, contingent force of a point interaction as nonlinear planning 
from the installing of time series and previous occasion information to the antici-
pated transient event power of future occasions with various kinds, a revised version 
of “Joint model”. This was done to accommodate and create a model capable of 
handling all paradigms of real event data both synchronously and asynchronously 
developed data. In order to eliminate a parametric form of intensity function the 
event time is directly applied into the model. RNN are chosen as the model for such 
non-parametric mapping, by utilizing deep learning techniques to increase the effi-
cacy of the proposed model in creating an intensity function of the point process. 
Thus, the result of such pursuits and combination of studies in such approaches
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proposes a synergistic multi-RNN, as the choice for non linear and dynamic mapping 
without prior mapping. As mentioned, in order to appropriately monitor the devel-
opments, a mechanism to check anomalies are also infused to improve its capability 
for prediction and relational mining. 

2 Recurrent Point Process Network 

2.1 Recurrent Neural Network 

The main component of the proposed model is the Recurrent Neural Networks 
(RNNs) and its advanced variations like Long Short Term Memory units and Gated 
Recurrent Units. RNNs are dynamical frameworks whose next state and yield rely 
upon the current network state and its input information, which are more broad 
models than the feed-forward networks. RNNs have for some time been investigated 
in perceptual applications for a long time; anyway, it tends to be undeniably chal-
lenging for preparing RNNs to learn long-range elements to some degree because of 
the disappearing and detonating inclinations issue. LSTMs give an answer by joining 
memory units that permit the network to realize when to fail to remember past secret 
states and when to refresh covered up states given new data. In various language 
problems, vision and speech, the RNN’s and LSTM’s models have been successfully 
applied recently. There are two main aspects that have been considered in this paper 
in the application point of view. They are, 

i. Synchronized Events—Sequence of events with equally spaced intervals. 
ii. Asynchronous Events—Sequence of events with timestamps about their occur-

rence, which are randomly distributed over the continuous time series. 

2.2 Interoperability and Prediction Module 

Prediction precision and model interpretability are two objectives of numerous 
fruitful prescient strategies. Existing works regularly need to experience the tradeoff 
between the two by either picking complex discovery models like deep neural 
networks or depending on conventional models with a better translation, for example, 
Logistic Regression with less exactness contrasted and best in class deep neural 
network models. Notwithstanding the promising increase in exactness, RNNs are 
somewhat hard to decipher. There have been a few endeavors to decipher RNNs, and 
provide a generic method of interpreting a model but owing to the flexibility that 
is inherent in RNN it usually doesn’t seem feasible when a generic interpretation is 
expanded to understand all other models. The system proposed makes use of another 
model that works closely to interpret the event triggers by monitoring the data varia-
tion from the predicted values which is called the attention model whereas a simple
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mathematical equation that observes the loss and cost at each stage enables us to 
ensure interoperability without any kind of trade-off between them and maximizing 
their combined efficacy. 

2.3 Point Processes Equations 

Point process is a mathematically effective framework for modeling synchronous 
and asynchronous event data. It is an arbitrary process whose realization comprises 
of a rundown of discrete occasions restricted on schedule. The elements of the point 
process can be very much caught by its contingent intensity function, whose definition 
is momentarily investigated here, 

[t, t + dt], λ(t) (2) 

The Eq. (2) represents the rate of occurrence of a new event with respective 
conditions on the history denoted as follows: 

Ht  = {zi , ti |ti < t } (3) 

λ(t) = lim�t → 0E(N (t + �t) − N (t)|Ht  ) (4)

�t = E(dN  (t)|Ht  )dt. (5) 

Equation (5) calculates the number of expected events that happened in the interval 
[t, t + dt], given the historical observations Ht. The conditional intensity function 
played a vital role in the point processes. 

3 Automated Data Relation Process 

3.1 Model Creation 

When a dataset containing regular intervals of events are sent through the model, 
the data is first broken down into batches and a few parameters such as data size, 
encapsulations and data format are considered. This paves the way for the model, as 
this information largely dictates the most appropriate model that can be employed in 
order to attain the required weights and bias in the equation of the model constructed. 

Since the model is highly susceptible to vanishing gradient and cascading gradient 
effects, LSTM (Long Short Term Memory) and GRU (Gated Recurrent Unit) are 
incorporated. The model is capable of deciding on the best alternative in order to
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avoid gradient problems. LSTM and GRU are of special importance since data sets 
that are given as input are not subjected to manual inference methods which creates a 
need for the model to be capable of creating its own model based on pre-programmed 
formulas that denote the number of layers and hidden nodes. While each unit can 
simply be a recurrent iteration of the first node in the second layer, the input and 
output layers are designed automatically based on input data sequences, which are a 
result of internal data processing which sequences the large input data into batches 
and sequences for more optimal routes. Finally, the entire model is subjected to an 
optimizer which ensures no regressions are found. 

3.2 Training Phase 

Once the data is sent to the training phase of the model, each epoch, their loss 
combined with total loss, beta, f-values, and weights are calculated and stored as 
checkpoints. These checkpoints can be considered as the model’s inference of the 
data given. During the training phase, the losses are calculated and a cumulative loss 
value is passed as the total loss for the entire epoch of data that is learned by the 
model. We first train the model with a dataset that has no anomaly and then use the 
model to identify anomalies in a test set where anomalies are present. In order to 
prove that a relation among the data is also created, this inference is passed to the 
attention module described earlier in this paper. 

Since multi-step predictions using RNN is a complex problem due to the accu-
mulation of prediction errors as the process progresses causing inaccurate results. 
To prevent such issues the model is incorporated with noise handling capacities such 
as Teacher Forcing Loss and Free Running Loss, which are referred to as loss in the 
execution phase of the model. 

3.3 Testing Phase 

The model tests a part of the entire dataset in order to fine tune its own weights and 
bias, also called as cost or loss depending upon how the deviation is calculated. This 
allows the model to learn and correct itself which is of paramount importance when 
trying to predict the future event occurrences which follows this phase. 

3.4 Anomaly Detection 

The checkpoints allow the model to construct predictions based on past events, 
and these predictions are placed at 1-step and 10-step intervals. The data deviating 
from these predictions at a particular step interval is considered an anomaly which
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is interpreted as an anomaly in the event plane. This data is passed through the 
network, where values of mean, beta, predictions, f-value and step-predictions are 
carried out and saved as checkpoints so that the data need not be trained every time 
for creating instances and can be simply interpreted from saved checkpoints. These 
step predictions are carried out using the following mechanism. 

3.5 Visualization 

To allow a visual representation of said anomaly, predictions and the mean, the entire 
data along with parameters such as mean, predictions, and deviations are mapped 
onto a graph. This allows for a human inference from the entire data, which is in part 
the goal of the model. 

4 Temporal Variation Samples 

4.1 Synchronous Event 

When dealing with variable inputs such as the models previously used [9]. There is a 
clear need for distinctions from those used in asynchronous events [9, 10]. To elicit 
the working of the model when faced with a temporal event that shows a recurring 
pattern, the model is expected to recognize this and prove this recognition through 
the detection of any anomaly if at all present in the data stream. For this purpose, we 
employed the dataset of an ECG chart and processed them into a stream of acceptable 
data format with the help of previous studies [11–13]. This is a result of pickling 
the input image and then serializing it to generate a data stream of numerical value 
from the image data. Input to the model is directly given as the image which is 
later subjected to serialization that converts the image into a sequence of values. 
The image in its actuality is devoid of any errors or anomalies which are used to 
train the model, while for testing the same image can be given as input with a few 
anomalies introduced or another entirely new image containing anomalies can be 
used. The model then proceeds to process the values which result after serialization 
of the image. These results in the creation of overlapped prediction sets that are 
comparable with the mean in order to show the deviation or any forms of anomaly 
that might exist. Figure 1 is the enlarged portion of the abnormal variation region.
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Fig. 1 Anomaly detection on ECG dataset 

4.2 Asynchronous Event 

While distinguishing a temporal pattern is simply a subject of waiting for the pattern to 
repeat in a synchronous temporal event, asynchronous events differ quite extensively 
in this subject of behavior. In order to deal with such scenarios, we take upon values 
of covariance and mean into a Poisson or Hawkes model. The model is bolstered 
by past instances and examples of successful implementation of Hawkes model in 
scenarios of temporal randomness or irregularity in occurrences that are usually 
referred to as events [14]. After applying serialization in a manner similar to the 
one carried out in the ECG charts for obtaining a series of numerical inputs, the 
data on NYC taxi dispatches and gesture data were converted into inputs. Since the 
model does not discriminate nor does it have the capacity to distinguish between 
a temporal event of repetitive pattern and irregular pattern, the model tries to elicit 
regions of deviation from predicted values thereby creating an acknowledgement of 
event relation creation. Figure 2 shows the deviation from predicted values. 

Fig. 2 Anomaly detection on NYC Taxi dataset
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5 Conclusion 

Thus, a model that is capable of autonomously handling varying data sizes and seam-
lessly integrates data and model integration without any prior parametric limitations 
is developed. The model also includes a self-parameterized model creation making 
manual parameter specification redundant. The event relation is elicited using an 
attention module that detects anomalies proving the model’s capabilities and also 
the model’s advanced efficacy is proved using various data samples comprising of 
both synthetic and real-life data sets. 
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Performance Analysis of Energy Efficient 
Video Transmission Using LEACH Based 
Protocol in WSN 

M. Radhika and P. Sivakumar 

Abstract Video transmission over wireless sensor networks is an on-demand 
research due to the advantage of low power consumption and low implementation 
cost. Video transmission has deployed in many of the WMSN trends, which includes 
multimedia, video surveillance, health-care monitoring, military, environmental and 
industrial applications. In this paper, an energy efficient video transmission using 
hierarchical LEACH based routing protocol has been conducted through MATLAB 
simulation, based on H.264 video coding technique. In this investigation of video 
transmission over LEACH based routing protocols, our proposed modified micro 
genetic algorithm consumes less energy when compared with other LEACH variants. 

Keywords Energy efficient routing protocol · Wireless sensor network · Video 
transmission · Genetic algorithm · LEACH 

1 Introduction 

Wireless sensor networks (WSN) are the most leading, talented and emerging equip-
ment that plays a significant role in many applications like environmental monitoring, 
traffic controlling and monitoring [1], video surveillance, agriculture, agriculture [2], 
multimedia surveillance [3], military and industrial applications. Wireless sensor 
network is a self-organized network which consists of four fundamental parameters: 
sensors, clusters, interconnecting network, and computing resources. 

WSN has many challenges [4–16]: energy efficiency, network lifetime, QoS, scal-
ability, maintainability, robustness, and security. For the past few decades, researchers 
developed a lot of innovative protocols to overcome the challenges in WSN, espe-
cially the lifetime of the network. In our previous work [17, 18], micro genetic based
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LEACH protocol was proposed and the result shows an improvement in network 
lifetime by 20% to 94% when compared with other LEACH variants. 

Multimedia transmission over WSN [19, 20] is the most challenging task due 
to the availability of minimum power sources. In this paper, we proposed a video 
transmission analysis over LEACH protocols. 

2 Related Work 

Zigbee-based video streaming in WSN [21] achieved an acceptable video quality 
of the network. Video packets are transmitted to analyze the quality of service 
(QoS) [22, 23]. Cross-layer communications with multipath routing techniques were 
proposed by [24], and produced a good result with acceptable QoS and network life-
time improvement. Multi-path content-aware video transmission [25] has a control 
signal which will periodically update and sends a message from source to sink node 
to exchange the routing path information. Based on the priority and energy level, the 
packets are selected for video compression in the EQV architecture [26]. It is one 
of the energy efficient high-quality video transmissions over WSN in the cross layer 
architecture. 

3 Problem Statement and Our Contribution 

WSN contains non-rechargeable battery power at each and every node. Hence, power 
consumption is an important factor to improve the lifetime of the network. In general, 
transmitting a video over LEACH based hierarchical protocol consumes more power. 
Here, we introduced an energy efficient routing protocol to improve the lifetime of 
network by consuming less energy. Our proposed micro genetic algorithm (µGA) 
based LEACH protocol consumes lesser energy of 35% to 84% when compared with 
other LEACH variants like LEACH, LEACH-C, LEACH-Genetic Algorithm (GA), 
and GADA-LEACH protocol. 

4 LEACH Based Routing Protocol 

LEACH is the first hierarchical protocol proposed by [27], in which the cluster 
heads and cluster members are selected based on the set-up phase and steady-state 
phase. This choice of cluster heads (CHs) may not aware of the node location. 
Later, LEACH-C [28] was introduced which is similar to LEACH contains set-
up and steady-state phase, but node location is taken into account for the section 
of cluster head is an advantage over LEACH. In the LEACH-GA [29], a genetic 
algorithm is employed for the selection of optimal cluster head probability. The
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preparation phase is introduced at the beginning of the set-up and steady-state phase. 
GADA-LEACH [30], relay nodes are introduced in between the base station and 
cluster head for long distance communication. GADA-LEACH improves the network 
lifetime when compared to LEACH, LEACH-C, and LEACH-GA protocols. In our 
previous work [17], the µGA-LEACH protocol was implemented and our result has 
concluded that µGA-LEACH improves the lifetime of network by 94%, 91%, 54%, 
and 20% greater than the LEACH, LEACH-C, LEACH-Genetic Algorithm (GA), 
and GADA-LEACH protocol respectively. The overall process of the proposed µGA 
based LEACH protocol is shown in below Fig. 1. The network lifetime comparisons 
of the proposed protocol with the other LEACH variant are shown in Fig. 2.

5 Video Transmission Over WSN 

Video transmission is the most challenging task in wireless sensor networks, which 
includes the following steps. 

• Generate ‘N’ number of nodes. Among that total, select 2 nodes for making a 
transmission. 

• Initialize the genetic algorithm and network parameters 
• Select the protocol to perform the video transmission over the network. 
• The video packets are converted into a sequence for binary bitstreams, and then the 

binary sequences are transmitted through the selected protocol in the constructed 
network using H.264/AVC encoding technique. 

• After transmitting, the packets are reconstructed using H.264/AVC decoding 
technique. 

• At last, the total energy consumed by the network is calculated. 

6 Experimental Result 

In this section, simulation of video transmission in wireless sensor network was 
analyzed on MATLAB tool with the network area of 100 × 100 m2. Let us consider 
the total number of nodes are100, which are randomly distributed through the network 
and the base station is situated at the center of the network (50, 50). Among that total 
node, two nodes are picked up randomly for video transmission. In which one will 
act as a source and the other is the destination node. In Fig. 3.dark pink dashed line 
represents the path for video transmission between the source and destination.

For the simulation, ant-maze video [31] has been considered with different frame 
lengths and initial energies as shown in Fig. 4. The simulation parameters are shown in 
Table 1. First radio model is used for the network which was proposed by Heinzelman 
et al. [31]. The energy consumption for the cluster heads is given in Eq. 1,
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Fig. 1 Proposed 
µGA-LEACH protocol [17]

ECH(l,d) =
⎧
l × [Eelec

(
n 
k − 1

) + EDA  
n 
k + Eelec + ε f s  × d2 

toBSi f  dtoBS  < d0 
l × [Eelec

(
n 
k − 1

) + EDA  
n 
k + Eelec + εmp × d4 

toBSi f  dtoBS  ≥ d0 
(1)

Energy consumption by the non-CHs is given in Eq. 2, 

Enon−CH  (l.d) = l × Eelec + l × ε f s  × d2 
toC  H (2)
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Fig. 2 With the initial 
energy of 0.2 J/node [17]

Fig. 3 Network Structure

d0 = 

√ 
ε f s  
smp  

(3) 

d = 
√ 

(x2 − x1)2 + (y2 − y1)2 (4) 

n—Number of sensor nodes 

k—Number of clusters 

l—Message Size
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Fig. 4 Ant maze video 

Table 1 Simulation parameters 

Network parameters Values 

Network Size 100 × 100 m2 

Total Number of nodes 100 

Number of Video Nodes 2 

Video Sensor Nodes 82 and 91 

Routing Protocols LEACH, LEACH-C, LEACH-GA, 
GADA-LEACH and µGA-LEACH 

Initial Energy, Eo 0.5,and 1 J/node 

Transmitter Energy, ETX 50 nJ/bit 

Receiver Energy, ERX 50 nJ/bit 

Amplification Energy for short distance, Efs 10 pJ/bit/m2 

Amplification Energy for long distance, Emp 0.0013pJ/bit/m2 

Data Aggregation Energy, Eda 5 nJ/bit 

Cluster Head probability, p 0.5 

Maximum number of Iteration 8000

Eelec—Total transmitted energy 

EDA—Data aggregation energy 

εfs—Short distance amplification energy 

εmp—Long distance amplification energy 
Table 2 represents the energy consumption of various protocols by transmitting 

a video over WSN with the initial energy of 1 J/node. Table 3 shows the energy 
consumption of video transmission with the initial energy of 0.5 (J/node). From 
the result, we conclude that our proposed protocol consumes lesser energy as 86%,
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85%, 52%, and 35% compared with LEACH, Centralized LEACH (LEACH-C), 
LEACH-Genetic Algorithm (GA), and GADA-LEACH protocol respectively. 

Table 2 Evaluation of Energy Consumption with the Initial energy of 1 (J/node) 

Frames length LEACH Centralized 
LEACH 

LEACH-GA GADA LEACH Proposed 
method 

15 14.59 13.1259 4.3881 3.4511 2.0213 

30 29.2552 26.4113 9.4292 5.3747 4.0546 

45 43.8829 39.6336 14.1437 7.8632 6.0508 

60 58.4501 52.7526 17.2923 10.7424 8.0698 

75 73.164 65.8368 23.1779 16.9956 10.0999 

90 87.7407 79.0793 15.6733 17.4319 12.1146 

120 116.9688 105.4299 38.0428 28.6574 16.1557 

150 146.1658 131.5856 46.495 27.5437 20.1867 

300 292.2663 262.0748 74.3160 73.0487 40.3005 

500 486.5904 441.0746 156.4630 103.4266 67.2721 

600 583.7459 526.6310 180.6384 138.7263 80.6991 

900 876.6371 782.115 269.3112 226.8019 121.4481 

Table 3 Evaluation of Energy Consumption with the Initial energy of 0.5 (J/node) 

Frames length LEACH Centralized 
LEACH 

LEACH-GA GADA LEACH Proposed 
method 

15 7.7674 7.4107 4.2161 3.4518 2.0179 

30 15.5641 14.8554 8.2345 5.3344 4.0318 

45 23.3290 22.2027 10.4722 8.2314 6.0562 

60 31.0986 29.6609 16.0468 10.4615 8.0681 

75 38.8799 36.9738 20.3924 15.6499 10.1182 

90 46.6605 44.3120 23.3571 22.6646 12.1117 

120 62.1530 59.2149 32.9584 22.1636 16.1416 

150 77.7969 74.1093 26.2696 36.0552 20.1826 

300 155.4353 148.4734 52.4030 81.2242 40.4648 

500 259.0341 246.7536 132.8491 93.3515 67.2672 

600 311.2898 296.5043 106.0136 113.4550 80.8472 

750 389.1152 371.5276 207.8653 167.5074 101.0853 

900 466.5140 442.9190 238.3538 181.4032 121.2908
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7 Conclusion 

In this paper, video transmission on hierarchical protocol was presented. Video trans-
mission over the WSN is still a challenging task, and we initiated the new direction 
for the LEACH based protocol using WSN. Our performance analysis shows that 
the proposed µGA-LEACH protocol consumes less energy as 35% to 85% when 
compared with other LEACH based hierarchical protocols. 

Our simulation results are based on single-path routing; in future, it can be imple-
mented on multipath routing. Further, the proposed method can be implemented in 
real-time applications like surveillance, monitoring, and so on. 
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Hybridization of Texture Features 
for Identification of Bi-Lingual Scripts 
from Camera Images at Wordlevel 

Satishkumar Mallappa, B. V. Dhandra, and Gururaj Mukarambi 

Abstract In this paper, hybrid texture features are proposed for identification of 
scripts of bi-lingual camera images for a combination of 10 Indian scripts with Roman 
scripts. Initially, the input gray-scale picture is changed over into an LBP image, then 
GLCM and HOG features are extracted from the LBP image named as LBGLCM 
and LBHOG. These two feature sets are combined to form a potential feature set 
and are submitted to KNN and SVM classifiers for identification of scripts from the 
bilingual camera images. In all 77,000-word images from 11 scripts each contributing 
7000-word images. The experimental results have shown the identification accuracy 
as 71.83 and 71.62% for LBGLCM, 79.21 and 91.09% for LBHOG, and 84.48 and 
95.59% for combined features called CF, respectively for KNN and SVM. 

Keywords LBP · LBGLCM · LBHOG · GLCM · HOG · KNN · SVM 

1 Introduction 

In the present situation there is a significant improvement in internal storage, the 
performance of the processors, and high resolution handheld mobile devices such 
as smartphones; have emerged new ways of capturing and processing images in 
general and document images in particular. With these handheld mobile devices, 
users can easily capture the images of hard documents, too fragile documents, text 
present in the scene, signboards, text on monuments, business boards, digital boards, 
historical documents, text written on leaves, carved on stones and so on. Along with
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these advantages, there is a possible presence of distortions like uneven illumination, 
blur, out-of-focus, perspective distortion etc. called noises. Processing such camera 
captured document images are challenging problems. These challenges have moti-
vated us to work on these problems. Hence, the identification of script from the bilin-
gual document images captured from the camera at the word level by using mixture 
of features of textures are addressed in this paper. In Sect. 2, review of literature is 
presented, details of the proposed method and data set considered are addressed in 
Sects. 3, and 4 contains exploratory outcomes and discussion, and Sect. 5 contains 
the conclusion. 

2 Review of Literature 

The details of research work found in relation with the camera captured document 
image script identification is discussed in following. 

Ojala et al. [1] they have mentioned the SFTA features to identify bi-script from 
camera based multi-lingual images containing text, by considering the combination 
of 11 language texts viz., Kannada, Bangla, English, Tamil, Oriya, Telugu, Hindi, 
Gujarati, Malayalam, Urdu, and Punjabi and used Feed Forward Feature selection 
technique they got the recognition rate of 87.02% from English and Hindi script 
combinations by KNN classifier. 

Dalal and Triggs [2], they reported the bus signboard script identification using 
the Log-Gabor, Gabor, and wavelet features to identify the Malayalam Kannada, and 
English scripts. In segmentation, they adopted a set of morphological operations to 
extract the text from the bus signboard image. From that they constructed the (Gabor 
= 16, Log-Gabor = 16 and Wavelet = 28) and they have selected the 60 texture 
features for each word. To classify the scripts, they have used the k-NN and SVM 
classifiers, and obtained 97.40% recognition accuracy. 

Li and Tan [3], have proposed the signature and template similarity measures to 
recognize the scripts of the camera-based documents containing Cyrillic, Roman, 
Greek, Thai, Hebrew, Arabic, Bengali, Japanese, and Chinese. With the cosine, they 
have computed the Hamming distance between the components of query document 
and template, and submitted it to NN classifier. With these, they could achieve 91.00% 
of recognition accuracy. 

Dhandra et al. [4], reported SFTA features to identify the scripts at the block level 
by using the two-language document captured from the camera. And they got 86.45% 
recognition accuracy in connection with English and Gujarati script combinations 
using the KNN classifier. 

Mukarambi et al. [5], they reported features obtained by using LBP method is 
utilized for the purpose to identify document image containing three scripts in it. At 
the block-wise having Hindi, Kannada, and English scripts. From the LBP method 
they obtained the 59 features and fed them to the KNN and SVM classifiers and 
got the maximum recognition accuracy as 99.70, and 98.00%, from KNN and SVM 
classifiers.
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Malik et al. [6], reported work on script identification of Chinese, Arabic, Hindi, 
Urdu, and English script video images. They have extracted and selected the combi-
nation of Gabor, GLCM, LBP, HOG, SFTA, LPQ, and AR Coefficients textural 
features as their potential feature set. For identification, they have used ANN clas-
sifier and achieved 86.54% accuracy for a single LPQ feature and 96.75% accuracy 
for combined features. 

Shivakumar et al. [7], has done the work on script identification from videos 
containing Chinese, English, Japanese, Arabic, Tamil, and Korean scripts at the word 
level, using Gradient-Angular-Features (GAF) as potential features. The gradient 
angle segmentation process has been used to segment the word from video frames. For 
the experiment, they have created the template for each script, and GAF features are 
extracted from each template and achieved the 88.2% average recognition accuracy 
and used the Euclidean distance between templates of the script with the labeled 
script as the similarity measure. 

Dhandra et al. [8], have carried out work on eleven Indian scripts. The extracted 
features from SFTA, LBP, and mixture of features were to identify the scripts from 
the document captured from the camera. The 18 features were extracted from the 
SFTA and LBP method extracted 59 features and concatenated the SFTA and LBP 
features. From the extracted features they got maximum of 77.94 and 82.39% by 
using SFTA features and 89.82 and 93.94% by using LBP features, from SVM and 
KNN classifiers for a mixture of features KNN has given 94.45%, and SVM has 
shown 93.88% recognition accuracy. 

Dhandra et al. [9], have presented the work on two and three types of script 
identification from camera-captured document images at line-level using SFTA and 
LBP features. For the experiment, they have taken 11 scripts. The final recognition 
rate for bi-script is 98.78% and for tri-script 97.66% is obtained from SVM classifier. 

3 Proposed Method 

This part of the paper gives the details about extracting the potential features for 
identification of the scripts from the bilingual document image captured from the 
camera is proposed. Initially, the LBP image is generated from the input image to 
have normalized and more texture information. From the LBP image, second-order 
statistical features (GLCM) which contain the local features named as Local Binary 
Gray Level Co-occurrence Matrix (LBGLCM) [10, 11], and HOG features called as 
Local Binary Histogram Oriented Gradient (LBHOG) features are extracted, then 
both features are combined to forma potential feature vector for identification of 
scripts of the camera based bilingual document image. The experiments are carried 
out for individual and combined features to study their performances (see Fig. 1).
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Fig. 1 Block diagram of the proposed approach 

3.1 Creation of LBP Image 

To obtain the texture descriptor, the LBP operator has been applied to gray-scale 
images. The LBP operator transforms the gray-scale images into integer labels, which 
are the description of small-scale appearance in the image. The image labels are used 
for further analysis of an image. The LBP operator creates a mask of size 3 × 3, and 
it slides on all over the image. In each slide, it creates the LBP patterns by making 
the comparison with central pixel value with its eight neighborhood pixels values. If 
neighborhood pixel value is greater than or equal to center pixel value, then it assigns 
1 otherwise 0. The following equation exhibits the central pixel value calculation. 

LBPP,R(xc, yc) = 
P−1∑

p=0 

S(gp − gc)2P (1) 

where S(x) =
{
1, x ≥0 
0, x < 0 (2) 

gc is the gray value of the central pixel, gi. is the gray value of the neighboring pixel 
and P is the number of neighbors, and R represents the radius of the neighborhood. 

The following Fig. 2 represents the sample of generating the LBP image from the 
Input gray-scale image (see Fig. 3).
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Fig. 2 Local binary pattern computation 
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Fig. 3 Sample of the input gray-scale image and their corresponding LBP image 

3.2 Extraction of GLCM Feature from LBP Image 

This feature is popular and much used to evaluate the textures of the image. It 
enhances the texture information of the image and gives a straightforward interpre-
tation. This tabulates occurrences of Gray scale levels of an image. Typically, the 
GLCM features extracted from an input image based on the pixel and its corre-
sponding neighbor pixels ignoring the spatial relationship between the local texture 
patterns of the image. The GLCM features extracted from the LBP image based on 
the local neighborhood pixels contain the spatial and texture features information 
with its different patterns, Sastry et al. [11]. In the proposed method following five 
properties of GLCM are extracted. 

(i) Contrast: This parameter reveals the intensity contrast values between the different 
textural patterns. The contrast is given by. 

Contrast = 
G−1∑

i=0 

G−1∑

j=0 

|i − j |2 LBP(i, j) (3) 

where LBP is the image generated from a gray-scale image.
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(ii) Homogeneity: It computes the closeness of gray values distribution of the LBP 
image. The following equation is used to compute the homogeneity of the texture 
values from the LBP images. 

Homogeneity = 
G−1∑

i=0 

G−1∑

j=0 

LBP(i, j ) 
1 + |i − j | (4) 

(iii) Correlation: Correlation is used to compute the degree of association between 
patterns of textures at the specified pixel position which are relative to each other. 
The following equation is used to compute the correlation of texture patterns in the 
image. 

Correlation = 
G−1∑

i=0 

G−1∑

j=0 

{i × j} ×  LBP(i, j ) − {μx × μy} 
σx × σy 

(5) 

where μx , μy are the means and σx , σy are the standard deviations of the probability 
matrix Px and Py. G is the number of Gray levels used. 

(iv) Energy: The energy feature computes uniformity of textural pixels. The 
maximum energy will occur when texture or image-level distribution is either 
constant or uniform periodically. Following equation describes the energy of the 
textures in the LBP image. 

Energy = 
G−1∑

i=0 

G−1∑

j=0 

(LBP(i, j ))2 (6) 

(v) Entropy: This measures the degree of the disorder among the image pixels. It is an 
inverted portion that has correlated with uniformity. The image which has the larger 
number of gray levels has larger entropy. The following formula gives the entropy 
of a gray-scale image. 

Entropy = 
G−1∑

i=0 

G−1∑

j=0 

LBP(i, j ) log(i, j ) (7) 

GLCM has been constructed to get statistical texture features from the second-
order features; Contrast, Homogeneity, Correlation, Energy, and Entropy. 

Algorithm 1 is designed to extract GLCM features from the LBP images of the 
input documents for identification of the script of the document using the KNN 
classifier.
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ALGORITHM 1 Extraction of GLCM features from bilingual input document 
images and Script identification. 
Input Image: Word-level LBP images. 
Output:  GLCM Features and Identified script of the bilingual document image. 

Training Phase: 
Start 

Step 1: Read LBP image generated from the input image 
Step 2: Compute the Contrast of an LBP image 
Step 3: Compute the Homogeneity of an LBP image 
Step 4: Compute the Correlation of an LBP image 
Step 5: Compute the Energy of an LBP image 
Step 6: Compute the Entropy of an LBP image 
Step 7:  Four features are generated from Steps 2 to 6 with an angles (0°, 

45°, 90° and 135° ) of  and total makes  4x5 =20 features. 
Step 8: Save features into the knowledge base along with label. 

Stop. 
Testing Phase: 

Start 
Step 1: Repeat steps 1 to 7 from training. 
Step 2: Save the features in test database. 
Step 3: Calculate the Euclidean distance in between test features 

and train features.  
Step 4: Submit the distance metric to KNN and SVM Classifier to  

identify the script of the input document. 
Step 5: Gives the identified script 

Stop. 

3.3 Extraction HOG Feature from LBP Image 

Dalal and Triggs [2], have originally done the work on HOG feature extraction 
procedure. This method divides the input image into small patches known as cells. 
From each cell, a Histogram oriented Gradient features are extracted. HOG is a 
popular method for its ability to capture the edges and corner details of the input 
image.
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LBP features will not consider the edge, occurrence of intensity, and corner of the 
shape, whereas HOG captures the details left by the LBP method. Hence, to overcome 
from the limitation of LBP, the HoG features were considered. The recognition 
accuracy was enhanced, by using HoG features extracted from the input image. 

Algorithm: Script identification from HOG features. 
Input   :  LBP image 

Output: Identified script. 
Training: 
Start 

Step 1: Read the LBP image generated from the input image 
Step 2: Apply 3 x 3 sliding window 
Step 3: Use filter kernel [–1,0,1] and [–1, 0, 1] 
Step 4: Calculate Histogram of Oriented Gradient direction of an LBP image 
Step 5: Generate the Histogram of all cells 
Step 6: Normalize the Histograms by using an L2 Normalization method 
Step 7: Generate 81 features 
Step 8: Store the 81 HOG feature vector into the knowledge base with labels. 

Stop. 
Testing: 

Start 
Step 1: Repeat 1 to 7 steps from above train phase. 
Step 2: Save features in test database. 
Step 3: Calculate the Euclidean metric in between test and train features 

saved in knowledge base. 
Step 3: Submit the distance metric obtained in Step3 to KNN and SVM 

Classifier to identify the script. 
Stop. 

3.4 Combined Feature Vector of GLCM and HOG from LBP 
Image 

In this section, the above generated two feature vectors LBGLCM and LBHOG are 
combined to form the Global Feature Vector (GFV). This GFV contains the GLCM 
and HOG features derived from the LBP image.
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Algorithm: Identification Script from the LBP image with GFV. 
Input: LBGLCM and HOG features 
Output: Identified Script. 
Training phase: 
Start 

Step 1: Load the LBGLCM 
Step 2: Load the LBHOG 
Step 3: Combine the  LBGLCM and LBHOG to form  GFV = [LFV-1, LFV-2] 
Step 4: Store the GFV in knowledge base with script labels. 

Stop 
Testing Phase: 
Start 

Step 1: Repeat the steps 1 to 4 from above train phase 
Step 2: Save GFV features in the test base 
Step 3: Calculate the distance metric in between test and train features and 

submit to KNN and SVM. 
Step 4: Display the identified script. 

Stop. 

4 Experimental Results and Discussion 

The experiment for the proposed methods are carried out with self created dataset of 
77,000 images containing 11 scripts collected from newspapers, Magazines, Novels, 
Computer Printouts, etc. and each script has a 10,000 words image, as of now there 
is no open access data set. 

4.1 Results and Discussion 

In the following tables presents the recognition accuracy of bi-scripts with the said 
feature set submitted to SVM and KNN classifiers. For the KNN classifier correlation 
distance metric is used for similarity measure with K = 3 as the optimal value. In 
the SVM classifier, the Gaussian kernel is used. 

From the above Table 1, is shown the LBGLCM features came out as the improtant 
features to recognize the English with Hindi scripts by attaining 90.03% and 90.32% 
recognition accuracies from KNN and SVM classifiers, respectively. The average 
recognition accuracies are 71.83, and 71.62% for KNN and SVM classifiers and it 
needs a further increase in recognition accuracies.

The observation from Table 1 reveals that the combination of English and Hindi 
has achieved the highest recognition accuracy of 87.47 and 96.77% for KNN and
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Table 1 Average recognition accuracy of LBGLCM and LBHOG features with KNN and SVM 
Classifiers 

Bi-lingual script identification based LBGLCM 20 features Bi-lingual script identification 
based LBHOG (LFV-2) 81 
features 

Sl. No Scripts KNN (%) SVM (%) KNN (%) SVM (%) 

1 E-H 90.03 90.32 87.47 96.77 

2 E-B 64.77 62.61 85.85 92.31 

3 E-G 71.37 69.26 72.21 88.48 

4 E-P 69.04 65.39 85.15 94.43 

5 E-O 86.35 90.21 78.80 95.02 

6 E-U 71.66 75.92 82.05 92.19 

7 E-K 66.24 65.89 79.88 90.82 

8 E-Te 63.06 61.65 70.86 85.69 

9 E-Ta 70.81 74.74 77.84 90.19 

10 E-M 65.00 60.25 72.05 85.04 

Avg. Rec. Acc 71.83 71.62 79.22 91.09 

Note U- Urdu, E-English, B-Bangla, P-Punjabi, Te-Telugu, H-Hindi, O-Oriya, M-Malayalam, G-
Gujarathi, K-Kannada, Ta-Tamil

SVM classifiers. The average recognition accuracies for KNN and SVM classifiers 
are 79.22%, and 91.09% respectively. The comparison between the LBGLCM and 
LBHoG features is that LBHoG features perform much better than LBGLCM features 
(Tables 1 and 2). Table 2 shows the performance of the LBGLCM and LBHoG (GFV) 
combined features with KNN and SVM classifiers.

Table 2 The total 
recognition accuracy of 
combined features (GFV) 

Bi-lingual script identification based GFV 101 features 

Sl. No. Scripts KNN (%) SVM (%) 

1 E-H 96.86 99.56 

2 E-B 88.06 98.09 

3 E-G 79.69 95.59 

4 E-P 87.89 96.70 

5 E-O 89.63 94.44 

6 E-U 84.78 98.05 

7 E-K 84.58 96.62 

8 E-T 73.38 95.65 

9 E-T 83.16 90.63 

10 E-M 76.77 90.63 

Avg. Rec. Acc 84.48 95.60
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Fig. 4 The comparative 
recognition accuracy of the 
feature vectors using the 
KNN classifier 

Fig. 5 The comparative 
recognition accuracy of the 
feature vectors using the 
SVM classifier 

From the above Table 2, it is clear that the GFV features are potential to recognize 
the English and Hindi scripts, achieving maximum recognition accuracy of 96.86% 
and 99.56% with KNN and SVM classifiers, respectively. The average recognition 
accuracy of the 10 scripts with English is 84.48%, for KNN and 95.60% for SVM clas-
sifiers. Hence, the proposed combined features GFV outperforms for all 10 bilingual 
scripts. However, still there is the possibility of reducing the feature size by applying 
PCA, which will be considered in the next phase (see Figs. 4 and 5).

From the above tables and figures, it is clear that GFV features with SVM 
classifiers outperformed as compared to both the LBGLCM and LBHoG features. 

5 Conclusion 

This proposed method first creates an LBP image derived from the grayscale input 
image. From LBP image the HoG and GLCM features are extracted and it is called 
LBGLCM and LBHoG features and these features are concatenated to form a single 
feature vector called GFV. Algorithms are designed to carry out the performance 
evaluation of the proposed three feature vectors with respect to recognition accu-
racies. All these feature vectors are submitted to SVM and KNN classifiers. The 
combined feature vector GFV has outperformed compared to LBGLCM and LBHoG 
feature vectors. The average recognition accuracy of 95.59% is obtained with SVM 
classifiers.
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Advanced Algorithmic Techniques 
for Topic Prediction 
and Recommendation—An Analysis 

Shaik Nazeer , Prathyusha Yayavaram , and L. Jani Anbarasi 

Abstract With the rapid growth in technology and the need for people to stay 
connected, social networking has become the most essential part of day-to-day life. 
As the demand went high, a lot of social networking applications were made available 
to the users. Twitter is one such famous platform where users get to post short and 
crisp texts called tweets. Being restricted with a limit of 140 characters per tweet is 
one of the effective ways to diffuse information. Twitter has a unique ability to orga-
nize and encourage large-scale debates about ‘trends.‘ Users can stay updated with 
the latest trends around the world by using twitter’s large-scale platform of posting 
tweets, which are updated in real-time. Twitter’s uniqueness from other social media 
platforms comes from its ability to list out hot trending topics being discussed by 
a large number of people. Predicting the topics which are soon be trending is a 
significant way to help users who want to grow their following by communicating 
their message to others. In this paper, a recommendation based on pre-trending 
subjects based on individual user interests, as well as prediction algorithms for iden-
tifying tweets that will shortly trend has been detailed. Techniques like Hashtag, 
Word Ranking, Authority, Background Tweet Detection and Short-Term Fluctuation 
Modeling based Approaches are analyzed to show the performance of predictions. 

Keywords Tweet prediction · Hash tag · Word ranking · Shortest term fluctuation 
model · Background Tweet detection
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1 Introduction 

Social media has become an essential part of our day-to-day life with its capability 
of connecting people and providing a platform where people can learn about the 
trending topics across the world. Twitter is one such platform which helps people 
follow their favorite celebrities, entrepreneurs, political leaders etc. all over the world. 
Zubiaga et al. [1] evaluated the tweet trends pattern among the users of social media 
with shared interests. His work included the analysis on the subjects that could trigger 
a trend in Twitter and categorized the types of trends into four types: news, current 
affairs, comic content and commemoratives. The goal is to predict and categorize 
the trending topics earlier than when they happen so that they can deliver a selective 
subset of trends to the end users matching their interests. Tweet relevancy to the user 
is the biggest concern while displaying tweets from such a huge collection of tweets. 
To overcome such a problem, relevancy engines were introduced which categorize 
the tweets based on user’s personal data like geographic location, his/her interests, 
previous tweet shares made by the user and etc. Kywe et al. [2] has introduced 
a hashtag recommendation system that helps in categorizing the targeted users to 
improve the relevance of the tweets they see. But hashtags do not have any central-
ized organization and the representations of hashtags made are not controlled. A given 
hashtag can have multiple meanings in different geographical areas. The recommen-
dation that solely depends on the hashtags would not yield results with high accuracy. 
The algorithm for hashtag-based recommendation systems has been evaluated and 
results are compared against other recommendation systems. The improvements 
and more sophisticated approaches to relevancy engines will help in accurate tweet 
suggestions. Predicting the soon trending tweets is yet another challenging area that 
helps users to get relevant tweets with high accuracy. Soon trending tweet detection 
algorithms based on a variety of parameters are being proposed in this paper. Go et al. 
[3] performed a twitter sentiment analysis and Waters et al. [4] performed a content-
based analysis for a non-profitable organization. Borgmann et al. [5] performed a 
qualitative analysis of participants along with their tweet strategies and contents for 
the urological field. Pemmaraju et al. [6] analyzed the best practices and uses of 
tweets for the health care sector. Duan et al. [7] proposed a ranking model that not 
only used the contents based on relevance but also the authority and the URL of the 
link. 

This paper has been organized as follows. Section 2 focuses on the related work 
on methodologies performed in forecast Tweets. Section 3 explains the results and 
discussion part which deals with the predictions and accuracy of the proposed model. 
Section 4 details the conclusion and future scope of this research.
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2 Proposed Model 

The research’s motive is to validate various algorithms that could anticipate which 
subjects and hashtags will become popular soon. To do so, five parallel systems 
are created, each taking a different approach to the problem. Since trends are not 
necessarily topics that are frequently discussed, but topics that are rapidly increasing 
in popularity or temporarily increasing in usage, an effective way of predicting trends 
could be tracking word usage in tweets based on baseline or normal usage. Each 
algorithm collected a corpus of tweets using Twitter’s Streaming API service [8] 
and then delivered the top 50 topics that are “predicted” to be soon trending. These 
predicted topics were then compared to the top Twitter topics that are retrieved during 
the following few hours. The architecture of the system is shown in Fig. 1. 

2.1 Hashtag-Based Approach 

Hashtag-based Approach [9] is a straightforward method where the frequency of 
each hashtag is calculated from the corpus of tweets and these hashtags are ranked 
based on their frequency. Hashtags are often chosen with care because they symbolize 
the message that people are attempting to convey. Twitter Streaming API has been 
used to download the tweets which are used to count the frequency of each hashtag. 
Following the collection of tweets, a tag dictionary is created to track the number of 
times each hashtag has been used.

Fig. 1 Architecture of the proposed system 
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2.2 Word Ranking Based Approach 

Word Ranking based approach ranks the topics based on the most frequently observed 
words. This technique is similar to the Hashtag method in terms of calculating the 
number of times a topic appears in a tweet, but instead of hashtags, the words of a 
tweet’s text are considered. Additional refining of data was required as moved from 
hashtags to words, which included irrelevant data like grammatical constructors, 
unseemly words, stop words [10], etc. After pruning the unwanted data, this approach 
provided more meaningful data which resulted in better predictions. 

2.3 Authority Weighting Based Approach 

This method distributes weights [11] to terms to achieve more accurate predictions. 
Weights are assigned based on the popularity of the users, their profile verifica-
tion status, number of followers, and their previous trend history. These kinds of 
weights assigned to tweets help in modeling the data more accurately. Considering 
the previous trend history of the users helps draw more information on predicting the 
popularity of their future tweets. Unlike the previous two methods, users’ character-
istics are taken into account along with tweet words segregation which would help 
in more meaningful predictions. The algorithm for Word Ranking Based approach is 
shown as follows. The computation of weights for accurate predictions is performed 
using the following Eqs. (1–5). 

Rank By : (K1 × freqx1mod + K2 × followx2mod + K3 × verx3mod)ϕ (1) 

K1, K2, K3 are arbitrary weights. 

freqxymod = 
log log

(
log log

(
freqx

)) − μlog log(log log(freq)) 

σlog(log log(freq)) 
(2) 

followxymod = 
log log(followx ) − μlog log(follow) 

σlog(follow) 
(3) 

verxymod = 
log log(verx ) − μlog log(ver) 

σlog(ver) 
(4) 

ϕ = {4 if term present in hashtag 1 otherwise (5) 

The histogram of word frequencies, log log word verified user frequencies, and 
log verified frequencies are computed based on the number of tweets, number of 
verified users per word, and frequency of words and is shown in Fig. 2.
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Fig. 2 Histogram distribution, a Word frequency, b Log Word Frequency, c Verified user frequency, 
d Log verified user frequency 

2.4 Background Tweet Detection-Based Approach 

Using historical tweet data [12], this method identifies subjects that are referenced 
at unusually high rates. It can be noticed that trends aren’t necessarily issues that are 
addressed infrequently. There is a significant number of tweets that trend because of 
other factors like transient spikes in usage, rapidly gaining popularity, etc. Hence the 
frequency of words used in a tweet can be compared to their standard or typical usage 
which will predict more accurate results. To achieve this, the frequency of tweets in 
the test sample is compared to the corresponding frequencies in the historical data. 
The algorithm for the Background Tweet Detection approach is shown below. The 
tweets are ranked using Eq. (6). 

Rank By :
(
freqcurr − freqhist 

freqhist

)3 

(6) 

2.5 Short-Term Fluctuation Modeling Based Approach 

Not only the frequencies and occurrence of the individual words [13], but tweet 
subjects also play an important role in predicting the tweet trends. More information 
on tweets subjects can be obtained by comparing the variance in the usage of each
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topic over a period, which gives growth outlooks and predicts if they would soon be 
trending. This can be obtained by computing term frequencies separately for chunks 
of different periods of time and determining the upward or downward frequency 
movement from their differences. The algorithm for the Short-Term Fluctuation 
Modeling approach is shown below. The rank of the tweets is computed as given in 
Eq. (7). 

Rank By : (K1�5−4 + K2�4−3 + K3�3−2 + K4�2−1) (7) 

3 Results and Discussion 

To assess the accuracy of the predictions, a set of assessment metrics has been used to 
compare and analyze the outcomes of the algorithms with the actual trended topics. 
Over 50 predicted hashtags and topics of tweets are used for the analysis to correlate 
with the actual tweets that started to trend in the following hours of the predictions. 
The results have been categorized into completely relevant, slightly relevant, and 
completely irrelevant to the actual trending tweets and is given in Table 1. 

The precision [14, 15] is computed using Eq. (8). 

P = relevent tweets retreived/Relevent tweets (8) 

The reciprocal rank (RR) measures the possible sample tweets ordered with the 
correctness probability where k refers to the sample tweet and rank prefers the best 
for the query as shown in Eq. (9). 

Reciprocal Rank = 
1 

k 

k∑

j=1 

1 

rank j 
(9) 

Discounted Cumulative Gain (DCG) refers to the relevance values from all the 
generated results as shown in Eq. (10) where rkj shows the relevance in position j.

Table 1 Table captions should be placed above the tables 

Hashtag Word 
ranking 

Authority 
weighting 

Background tweet 
detection 

Short-term 
fluctuation 
modeling 

Precision 0.4 0.2 0.42 0.5 0.44 

RR 0.5 0.25 1 0.33 1 

DCG 14.73 5.09 12.26 20.38 20.1 

ERR 0.81 0.09 0.18 0.57 1.46 
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DCG = 
k∑

j=1 

rk  j (10) 

Expected Reciprocal Rank (ERR) determines the expected time expected for the 
user to retrieve the relevant tweet as given in Eq. (11). 

ERR( j ) = 
k∑

j=1 

(( 
1 

j 
) ∗ 

j−1∏

k=1 

(1 − S(Sck)) ∗ S(Sc j ) (11) 

With the highest score in Discounted Cumulative Gain (DCG) and Precision, 
Background Tweet Detection-based Approach implies to be the most efficient predic-
tion algorithm with the most relevant predicted tweet topics. However, the Reciprocal 
rank and Expected Reciprocal Rank, 0.33 and 0.57 respectively, are lower than the 
majority of the other techniques, indicating that its ranking order is not so accu-
rate despite being highly accurate overall. Short-Term Fluctuation Modeling based 
Approach, on the other hand, has the highest Expected Reciprocal Rank (ERR) of 
1.46 and second highest Precision and Discount Cumulative Gain, suggesting it to 
be the most balanced and accurate algorithm among all five. 

4 Conclusion 

In this research work, many algorithms that may predict the twitter topics that will 
be trending soon and provide users with better recommendations are investigated. 
Background Tweet Detection and Short-Term Fluctuation Modeling are found to 
be the most effective after testing each of the prediction methods. The Hashtag, 
Work Ranking, and Authority Weighing focused on monitoring term frequencies. 
But other two methods took into account a broader range of frequency patterns 
throughout time and analyzed a variety of regular frequency trends to better discover 
anomalous frequency patterns. Evidently, Background Tweet Detection is the most 
precise and effective technique of prediction analysis, yielding the most forecasts 
that ultimately trended. In terms of precision, Short-Term Fluctuation Modeling 
came up second but greatly outperformed Background Tweet Detection in terms 
of reciprocal rank, implying an improved ranking system that positions the most 
pertinent recommendations on the top. In addition, it was able to provide value for 
all of our test subjects by leveraging previous user tweet data to uncover future areas 
of interest. These techniques and algorithms can be improved in the future to better 
assist people in utilizing Twitter’s great tool. Future work includes the prediction of 
Tweets based on daily Trending where the relevance can be identified based on the 
pre-trending hashtags. Similarly, machine learning algorithms can be performed to 
predict the trends.
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Implementation of an Automatic EEG 
Feature Extraction with Gated Recurrent 
Neural Network for Emotion Recognition 

Rajeswari Rajesh Immanuel and S. K. B. Sangeetha 

Abstract Emotion is a complicated state that influences one’s thoughts and 
behaviour. Recognizing the emotions of a human being is a major research interest 
in the affective computing after this pandemic situation and which can be applied in 
medical related fields to cure physical and mental illness. Early detection of stress 
helps humans to avoid or prevent many diseases related to it. The development of 
an emotion recognition system using machine learning algorithms has taken a lot 
of time and effort for researchers and is less focused with Electroencephalography 
(EEG) signals because EEG signals are noisy, non-linear, and non-stationary. Deep 
learning algorithms are the most popular solution due to its ability to see images as 
data. In this paper, we propose a deep learning framework, Gated Recurrent Unit 
Emotion Recognizer (GRUER) that can detect human emotion with help of EEG 
signals. This is achieved by implementing four feature extraction algorithms such 
as Short-Time Fourier Transform (STFT), Wavelet Entropy, Hjorth and Statistical 
features on dataset and the feature selection method Principal Component Analysis 
(PCA) is applied to the extracted features to select most significant features to obtain 
high-accuracy emotion recognizing model. Keras libraries are used to train the model 
in an appropriate way so that it is neither overfit nor underfit with the data using the 
Early-stopping function. The performance of the GRUER model is measured using 
performance metrics such as accuracy, precision, recall and F1-Score are illustrated 
in the results. The accuracy of the GRUER is 98% and it is a 3-dimensional model 
which has valence, arousal and dominance for emotion detection. The model loss 
obtained by GRUER is 1.12 which is low when compared to other models. Finally, 
the suggested method and its results show that this proposed method outperforms 
numerous existing emotion recognition systems.
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Keywords Emotion recognition · Deep learning · EEG signals · Classification ·
CNN · Stress · Dataset · Feature extraction 

1 Introduction 

In broader applications, such as mood monitoring, brain state detection is used so 
that a major human–computer interface platform can change its presentation to the 
user’s current state of mind. Machine learning faces various challenges when dealing 
with brain imaging data. Brain signals are noisy, i.e. A multitude of things contam-
inate the data, including muscle activity, measurement inaccuracy, non-interesting 
brain activity, and electromagnetic interference from the surroundings. Hundreds of 
thousands of features can be found in the raw data from each trial. Because the data 
is a time series with spatial interactions, it may be necessary to investigate temporal 
components in addition to spatial analysis [1]. Furthermore, data collection takes 
time and effort. As a result, gathering enough data to run many of the most effective 
machine learning algorithms can be difficult. The activity of the brain varies greatly 
between people and even between data collection sessions within a single person. 
As a result, classifiers can cope with large. However, in brain imaging activities, 
producing more than a few hundred trials per person is sometimes unfeasible and 
quantities of variation are necessary. To solve these challenges, researchers used the 
effectiveness of several deep learning architectures in detecting brain signals [2, 3]. 

The capacity to train a network with numerous layers was critical for deep learning 
neural networks to continue to grow. To train a multiple layered neural network, the 
gradient loss function is used to adjust the weights and the backpropagation also 
helps in periodical training for the neural network. However, because of a lack of raw 
processing power and ways to deal with the vanishing gradient problem, which occurs 
when the back propagated error gradient approaches zero leads to poor performance 
of neural networks. The neuron in every layer is linked to next in Conventional neural 
network research which focused on fully linked layers. Earlier these types of layers 
were used but now due to their training problems, they are not effectively used [4]. 

The EEG signal is multidimensional because it has both spatial and temporal 
covariance. Traditional machine learning techniques struggle to account for the high 
dimensionality, creating a desire to identify signal properties to minimise dimen-
sionality. The non-stationary nature of the EEG signal, however, causes problems 
for many time series techniques for feature extraction. Deep learning has mainly been 
investigated in the same way, with each study focusing on a single sort of architecture 
and a single dataset. There is a scarcity of knowledge on how alternative architec-
tures compare. Furthermore, using EEG data to train a deep learning classifier is a 
tough task [5, 6]. Feature extraction is currently carried out using time-consuming 
and labor-intensive theory-driven manual analytic approaches. The suggested study 
would look into a new deep learning categorization model that uses automated feature 
extraction from EEG data. Several machine learning methods have been used to auto-
matically extract features from EEG, according to the literature review, but no proper
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comparison research of traditional and automatic feature extraction methodologies 
has been described. The features retrieved from the EEG data are sent to Gated 
Recurrent Unit Emotion Recognizer (GRUER). The proposed work is evaluated and 
compared with existing techniques for comparative analysis. 

The remainder of the paper is organized as follows: Sect. 2 describes the back-
ground of the research domain as well as other related papers. In Sect. 3, the  
experimental setup, analysis, feature extraction, and classification approaches are 
all described in depth. The results as well as the discussion are explained in Sect. 4. 
The conclusion part contains a discussion of the limitations and future works. 

2 Related Study 

In contrast to machine learning, which processes a large volume of data in a linear 
manner, the deep learning approach concentrates on the problem in a non-linear 
manner. As a result, the deep learning method was chosen to investigate emotions, 
particularly stress. Many studies on Human–Computer Interface (HCI) have been 
undertaken in recent years, with an emphasis on emotion recognition utilising EEG 
signals. Because EEG signals are chaotic, non-linear, and non-stationary, research 
on emotion identification focuses on brain signals rather than EEG signals [7, 8]. 
Emotion recognition is carried out with general lifestyle features like gender, age, 
habits conducted with KNHANES VI dataset wherein Stress is classified using Deep 
Belief Network (DBN). The DBN algorithm is compared with other conventional 
machine algorithms such as Support Vector Machine (SVM), Naive Bayes Classifi-
cation (NBC) and Random Forest (RF). The specificity and accuracy in predicting the 
stress among people are 75.32% and 66.23% respectively. The first layer of the model 
is dedicated to data collecting and data cleaning, while the second layer is dedicated 
to data analysis. Feature extraction is performed using t-test and Chi-square test. 
Finally, the extracted features are fed to DBN and the model predicts the stress [9]. 

Speech is a way to communicate the thoughts of humans. Hence, speech signals 
were used to detect emotions of the 56 subjects with the help of RNN and algorithm 
to obtain the maximum accuracy with Long Short Term Memory (LSTM). Using 
preprocessed speech samples, the system first obtains mel-filterbank coefficients. 
Then the output is derived using binary decision criterion using LSTM and the accu-
racy of the model was 66.4% [10]. Work related stress among selected Smart factory 
workers was conducted with DAIC-WOZ dataset with 116 audio recordings. Smart 
factories are digital environments that are highly automated with a cyber ecosystem. 
Speaker diarization and sampling strategy techniques are used for noise reduction 
in the audio samples. The Convolutional Neural Network (CNN) and Growing Self-
Organizing Map (GSOP) algorithms are used to obtain the prediction of stress with 
82% accuracy [11]. 

Social media posts are also taken as a dataset to identify whether the person is 
emotionally balanced. Depression lexicon is manipulated and used the same to derive 
the conclusion. Kaggle.com dataset from Twitter is used to find post depression of
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cancer survivors by their Twitter posts. CNN is compared to other algorithms such 
as MLP, NBC, SVM, CNN n-gram. The accuracy achieved by this model is 91.29%. 
In this paper, they have used a text analysis tool to find the depression lexicon in 
the tweet. Then the extracted data is fed to filtering and to CNN layers. The output 
is whether the cancer survivor is stressed or not [12]. Deep learning approaches 
are applied in criminals’ psychological problems by recording their EEG signals. 
Around 109 criminal EEG signals are recorded. The EEG is preprocessed using a 
time-domain regression approach to denoise it and extracted EEG signal features are 
given to the Back Propagation (BP) algorithm and obtained emotion recognition is 
93.5%. The recorded dataset helps to evaluate the stress level in them with MATLAB 
Tool. The BP algorithm performance is compared with the Bayes classifier, SVM 
and Hidden Markov Model (HMM) [13]. 

The study proposes using a late-fusion strategy with two phases to merge acous-
tical and textual information. The acoustic and text features from the speech have 
been fed to the SVM to find the Arousal-Valence-Dominance accuracy of the model. 
The dataset used in this model are from IEMOCAP and MSP-IMPROV datasets 
and measuring devices used here are Biosemi Active and The Emotiv EPOC. The 
accuracy of emotion recognition is compared between two datasets. It also compares 
SVM to Recurrent Neural Network (RNN)—LSTM [14]. Table 1 shows the compar-
ison of recent works done in EEG-based deep learning algorithms. Most of the 
current applications have feature extraction which is followed by a classifier. Less 
time implementation and less problem in overfitting in these algorithms than deep 
learning. SVMs (Support Vector Machines) are an example of this type of model. 
Another extensively used classifier is Linear Discriminant Analysis (LDA), which 
produces linear decision surfaces using probabilistic modelling and the requirements 
of normality and homoscedasticity (same variance are used by all the classes). In 
order to determine the label, K Nearest Neighbors examines the training data using a 
distance metric to identify the K samples nearest to the one being categorised. Naive 
Bayes is a simple probabilistic classifier that makes choices based on maximum 
likelihood [15].

Fourier Transformations (FT), Wavelet Transforms (WT), PCA, Independent 
Component Analysis (ICA), autoregressive methods, and combinations of those 
techniques are the most frequent feature extraction methods. The Fourier transform 
is likely the most widely used approach for obtaining features. At the expense of 
temporal data, it gives more information on the data’s frequency spectrum. In prac-
tise, short-time Fourier transforms are more commonly used to combat this. The 
Fourier transform is used to determine power spectra, which correlate to EEG litera-
ture on brain activity that occurs in separate frequency bands. The wavelet transform 
is another prominent signal processing method for feature extraction. Wavelet trans-
form techniques also break the signal down into frequency-based information, but 
unlike the Fourier transform, the model takes into account time and frequency trade-
offs [20]. EEG signal feature extraction techniques are less used in deep learning 
research.



Implementation of an Automatic EEG Feature Extraction with Gated … 137

Ta
bl
e 
1 

R
el
at
ed
 w
or
k 
co
m
pa
ri
so
n 

S.
 N
o.

A
ut
ho
r 
na
m
e

In
pu
t

O
ut
pu
t

M
et
ho
d/
al
go
ri
th
m

Pe
rf
or
m
an
ce
 

m
et
ri
c/
ac
cu
ra
cy
 

C
on
te
nt

D
at
as
et
 

1
A
sg
ha
r 
et
 a
l. 
[1
6]

E
E
G
 S
ig
na
ls
 2
D
 

fe
at
ur
es
 S
pa
tia

l 
Te
m
po
ra
l 

E
m
ot
io
n 

de
te
ct
io
n 

D
N
N

A
cc
ur
ac
y 

SE
E
D
-9
3.
8%

 
D
E
A
P-
77
.4
%
 

K
-m

ea
n 
cl
us
te
r 

al
go
ri
th
m

is
us
ed

 
D
E
A
P 

SE
E
D
 d
at
as
et
 

2
M
in
g 
et
 a
l. 
[1
7]

E
E
G
 s
ig
na
ls

E
m
ot
io
n 

re
co
gn
iti
on
 

C
N
N

A
cc
ur
ac
y 
co
m
pa
re
d 

w
ith

 v
ar
io
us
 

pa
ra
m
et
er
s 

R
ei
nf
or
ce
m
en
t 

le
ar
ni
ng
 

37
 s
ub
je
ct
s 

m
an
ua
lly

 d
at
a 

co
lle

ct
ed
 

3
X
in
g 
et
 a
l. 
[1
8]

E
E
G
 s
ig
na
ls

E
m
ot
io
n 

re
co
gn
iti
on
 

L
ST

M
 o
ve
r 
SV

M
 

SA
E
 o
ve
r 
IC

A
 

A
cc
ur
ac
y 

va
le
nc
e-
81
.1
0%

 
A
ro
us
al
-7
4.
38
%
 

O
pt
im

iz
er
 

al
go
ri
th
m

is
us
ed

 
fo
r 
re
du
ce
d 

gr
ad
ie
nt
 d
es
ce
nt
 

D
ea
p 
da
ta
se
t 

4
Y
i D

in
g 
et
 a
l. 
[1
9]

E
E
G
 s
ig
na
l 

Fe
at
ur
e 

Te
m
po
ra
l 

Sp
at
ia
l 

E
m
ot
io
n 

de
te
ct
io
n 

SV
M

A
cc
ur
ac
y-
86
.0
3%

SV
M
 is
 c
om

pa
re
d 

w
ith

 E
E
G
N
et
, 

L
ST

M
 

18
 s
ub
je
ct
s 

E
E
G
 s
ig
na
ls
 

re
co
rd
ed
 f
ro
m
 

M
U
SE

 E
E
G
 

he
ad
ba
nd



138 R. R. Immanuel and S. K. B. Sangeetha

3 Methodology 

The proposed methodology has various steps involved from data preprocessing to 
results. The proposed model GRUER uses EEG signal and involves numerous tech-
niques which are shown in Fig. 1. The dataset is preprocessed by removing artifacts 
and passed to the feature extraction section. In feature extraction, different required 
features are extracted. The dimensionality reduction is also done with the PCA and 
the final vector of data is given to the GRU classifier to classify the different emotions 
[21]. 

3.1 Preprocessing 

EEG signals contain a lot of noise such as Electrooculogram (EOG) blinking of 
eyes and Electromyogram (EMG) movement of muscles. The 50–60 Hz power line 
frequencies act as noise to EEG signals. Below 40 Hz, frequencies relevant for iden-
tifying emotions can be found. The preprocessing EEG signals remove artifacts and 
select the dominant frequency [22]. The EEG dataset was principally preprocessed 
by filtering with a cutoff frequency of 70 Hz and down sampling to 200 Hz from a 
sampling rate of 1000 Hz. Figure 1 depicts the effect of the preprocessing stages on 
the raw EEG signal [23]. The preprocessed EEG signals are passed to the feature 
extraction module where the significant features related to emotion recognition are 
extracted. 

3.2 Feature Extraction 

The EEG-based emotion detection model has a feature extraction stage which identi-
fies the most important characteristics of the dataset available which will help to map

Fig. 1 Proposed model architecture 
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Table 2 EEG signals band Sr. no. Frequency of EEG signals in (Hz) Band of EEG 

1 1–4 δ 
2 4–7 𝜣

3 8–15 α 
4 15.5–16 β1 

5 16.5–20 β2 

6 20.5–28 β3 

7 25–100 G 
8 Potentially evoked ň 
9 Potentially evoked P300 

the emotion properly and it is the key objective for the proposed system [24]. The 
EEG signal is a random, non-stationary signal that is challenging to extract only in 
the temporal domain. We employed time–frequency analysis to capture the dynamic 
change of EEG in the time and frequency domain. We extract the power spectrum 
feature, Hjorth, and wavelet energy entropy feature for positive, neutral, and negative 
emotions [25]. 

3.2.1 Short-Time Fourier Transform (STFT) 

One of the ways for revealing the frequency contents of EEG signals at each time 
point is STFT analysis. This information from the EEG signals extracted using STFT 
will be helpful in controlling and performing various tasks using HCI. Hence, the 
STFT is used to extract the features and the different frequencies of EEG signals and 
their bands are given in Table 2. 

STFT is defined as follows: 

∞∑

k=−∞ 

x(k)ω(k − nR)e− j ωm k (1)  

where x(k) is the input signal of the time n, ω(n) is a window function whose length 
is m, j is the Bias value [24]. 

3.2.2 Wavelet Entropy Feature 

Entropy is one of the powerful algorithms developed for the non-linear analysis 
of EEG signals as non-linear dynamics has progressed [24]. The discrete wavelet 
transform may adapt the window size automatically based on the frequency. The 
discrete wavelet transform is defined mathematically as follows:
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Table 3 The Hjorth feature Parameter of Hjorth feature Notation 

Activity of parameter var(x(i)) 

Mobility of parameter
/

var(x '(i )) 
var(x(i )) 

Complexity of parameter mobility(x '(i)) 
mobility(x(i)) 

Wx(i, j ) =
∑

j 

x(t)ψi, j (t) (2) 

Wx(j, k) is the data after convolution with scale function i, j(t): where x(t) is EEG  
data, i is the number of wavelet decomposition layers, and Wx(i, j) is the data after 
convolution with scale function i, j(t):

ψi, j (t) = 
1 √
2 j

(
t 

2 
− j

)
(3) 

3.2.3 Hjorth Parameter 

The Hjorth parameter is one way of expressing statistical features of a signal in the 
time-domain, and it has three types of parameters shown in Table 3. Additionally, 
they can be used to produce lower computing complexity [26]. 

3.2.4 Statistical Features 

To recognize the emotion, the time series of EEG signals which has a set of signal 
statistics data are used. From EEG signals, five statistical features are extracted for 
each channel producing 70-dimensional (14(channels) × 5(statistics) = 70). This 
statistical feature vector is used to characterize the EEG signals. 

Mean from Statistical Feature 

y = 
1 

M 

m=1∑

M 

Y(m) (4) 

Standard Deviation from Statistical Feature 

σy =
⎡||√ 1 

M 

m=1∑

M 

Y
(
m − μy

)2 
(5)
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Mean of absolute values of first difference 

θy = 1 

M − 1 

m=1∑

M 

|Y(m + 1) − Y(m)| (6) 

Mean of absolute values of second difference 

γy = 1 

M − 2 

m=1∑

M−2 

|Y(m + 2) − Y(m)| (7) 

Mean of absolute values of second difference of normalized) 

γy − 1 

M − 2 

m=1∑

M−2 

|Y(m + 2) − Y(m)| (8) 

These parameters can be extracted from the statistics features and it can be used 
to recognize the emotions of human beings more accurately. 

3.2.5 Feature Selection Method—PCA 

PCA is a multivariate analytical method based on linear transformation that is 
frequently used to minimise data dimensionality, extract valuable information from 
massive data, analyse variable structures, and so on. In this research, the PCA 
approach was utilised to reduce the dimensionality of the EEG signals. Because the 
EEG signal’s spatial resolution is inadequate, using all channels for feature extrac-
tion only adds to the workload. We can use PCA in this circumstance since it can 
determine the largest variation from the higher input dimensions. As a result, a set 
of EEG signals can be turned into a single signal using PCA to reduce the number of 
channels of interest. Using PCA, the selected EEG channels are AF4, F4, F8, FC6, 
T8, P8, O2, O1, P7, T7, FC5, F7, F3 and AF3. These are the channels of input taken 
from electrodes that are placed in a particular position on the surface of the head 
with the help of an EEG recorder. If the data channel has Y = (Y1, Y2, Y3… Yn) that 
can be applied to PCA. The data vector Y can be transformed to X by applying PCA 
to the same. 

X = UT Y (9)  

where U T is the eigenvector of the covariance matrix of Y. Hence, the elements 
which are more significant are selected using this process and the selected features 
which have high information are fed to the classifier.
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3.3 Classifier 

We have used the Gated Recurrent Unit (GRU) architecture which is similar to the 
Recurrent Neural Network (RNN) model in deep learning for classifying whether the 
person is positive (Happy), Neutral (relaxed) and negative (Sad). GRU is a classifier 
implemented using Keras library. GRU has an input layer, reset gate, update gate 
and an output layer. GRUER (Gated Recurrent Unit Emotion Recognizer) receives 
the features extracted from the EEG signal using feature extraction techniques and 
feature selection techniques. GRUER has an input layer, hidden layer and an output 
layer which gives the results. We have trained the GRUER model with the dataset 
which is splitted into training data and test data as 7:3 ratio accordingly. 

GRUER consists of different layers and the summary of the model which is the 
output is shown in Fig. 2. 

The input layer consists of the parameters extracted from the process of prepro-
cessing, feature extraction and feature selection of EEG signals. From the input layer, 
the input is passed to the dense neural network GRUER where the actual process 
takes place. The neurons in the dense layer or the hidden layer get activated with 
the help of activation function Softmax. Then, from the activation layer, the feature 
vector is flattened. The single layer vector is fed to the fully connected layer and the 
output is the final classification of emotion recognition whether the person is sad, 
relaxed or happy as shown in Fig. 3.

Fig. 2 Different layers involved in GRUER model 
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Fig. 3 GRU model architecture of different layers 

4 Results and Discussions 

4.1 Dataset 

In this experiment, the EEG signal is collected by using an EEG Signal recorder and 
there are 14 channels for collecting EEG across the entire brain. The 12 participants 
in the age group 25 to 30 participated in the experiment and subjects were shown 
movie clips with different emotions. The EEG signals are recorded when they were 
watching the different movie clips for 2 min. The electrodes are placed around the 
head according to the international 10–20 system. Every electrode can be represented 
with a letter and a number that identify the lobe and hemisphere in which it should 
be used (the letters F, T, P, C, and O refer to the frontal, temporal, parietal, central, 
and occipital lobes, respectively). The selected EEG channels are AF4, F4, F8, FC6, 
T8, P8, O2, O1, P7, T7, FC5, F7, F3 and AF3 are used for processing. The stimuli is 
collected from the participants when they watch different movie clips with different 
emotions. This dataset is taken from the deep database shown in Fig. 4 and the 
preprocessed EEG signal is plotted using the Matplot function in Fig. 5.

4.2 Implementation 

For this experiment, we have used Keras library in Tensorflow to increase the speed 
of the execution of the proposed GRUER model. The speed of the execution of the 
deep learning network is faster and easier with Keras. We have also implemented an 
Early-Stopping function to reduce the number of Epoch and also to monitor the loss 
in the model as explained in Fig. 6. Overfitting or underfitting can be avoided using 
the Early-Stopping function. The model is properly trained with the dataset.

The loss function used in this model is categorical-cross entropy which is suitable 
for multi-class classification. GRUER model is a multi-class classification, since it 
classifies emotion as positive, negative and neutral. Moreover, Softmax activation
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Fig. 4 Preprocessed and feature extracted dataset 

Fig. 5 Preprocessed EEG signals
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Fig. 6 Validation accuracy and loss calculation

function is used with categorical- cross entropy as they both work well together [15]. 
Optimizers are used in deep learning to control the parameters of a neural network 
so that the cost function is minimised. In this model, Adam optimizer is added to 
improve the performance of the GRUER. Figure 8 reveals that the model loss is 
compared between train data and test data. The loss for the training data slowly 
decreases whereas for test data, it is low from the beginning as already the training 
is done with the train data.Finally, the training data loss is reduced to zero and for 
the test data, loss is 1.16 respectively shown in Fig. 6. 

The model accuracy is described in Fig. 7. The model accuracy graph is compared 
with train data and test data respectively. The X-axis consists of a number of epochs 
and the Y-axis consists of an accuracy percentage upto 1.0. As the number of epoch 
increases the accuracy also increases. For train data, accuracy achieved is 1.0 whereas 
for test data, around 10 epochs, it reaches the stagnate accuracy of 0.98. Early-
stopping function should in this situation to properly train the system neither overfit 
nor underfit the model. 

Fig. 7 Analysis of model 
accuracy
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Fig. 8 Analysis of model 
loss 

The Confusion matrix is plotted for the proposed model in Fig. 9 has actual output 
against predicted output. The labels for emotions positive, negative and neutral are 
represented as 0,1,2 respectively. The other performance metrics are also plotted 
in Fig. 10 as precision, recall and F1-score respectively. The final accuracy for the 
proposed model GRUER is 0.98 which is higher than other previous models. 

The deep learning or machine learning algorithms are compared with the proposed 
model. The performance of the various classifiers such as DNN, CNN, LSTM 
and SVM is compared with GRUER for accuracy and model loss. Eventually, the 
proposed method and its outcome presents better accuracy and model loss which 
is more important is shown in Table 4. The proposed model gives 98.0% accuracy

Fig. 9 Confusion matrix for 
the accuracy of the model 
GRUER
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Fig. 10 Performance metrics for the model GRUER

Table 4 Performance comparison of different models with GRUER 

Sr. No. Classifiers/method Performance metrics/accuracy (%) Model loss 

1 DNN (Asghar et al. [16]) 93.8 1.50 

2 CNN (Ming et al. [17]) 90.5 1.85 

3 LSTM (Xing et al. [18]) 81.1 2.2 

4 SVM (Yi Ding et al. [19]) 86.03 1.80 

5 Proposed Model (GRUER) 98.0 1.16

and lowest model loss of 1.12 for validation data. Figure 11 depicts the performance 
graph of all the classifiers with the accuracies respectively. The proposed model 
shows higher accuracy than other models in the row. The X-axis displays accuracy 
and Y-axis displays the different models namely CNN, DNN, LSTM, SVM and 
GRUER. The proposed model illustrates higher performance by 4% higher than the 
existing better model for validation loss. Figure 12 represents model loss for the 
above said models. The GRUER exhibits the lowest model loss among all the five 
models. 

5 Conclusion 

In this study, we propose a deep learning system called GRUER (Gated Recurrent 
Unit Emotion Recognizer), which uses EEG signals to recognize human emotion. 
This is accomplished by applying four feature extraction algorithms to the dataset, 
including STFT, Wavelet Entropy, Hjorth, and Statistical features, and using the 
feature selection method principal component analysis (PCA) to select the most 
significant features to obtain a high-accuracy emotion recognizing model. To distin-
guish three types of emotional states, an EEG-based emotion classification approach 
GRUER based on fused characteristics was applied (neutral, happiness and sadness) 
and GRU dense neural network is used for the classification. The accuracy obtained
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Fig. 11 Performance of various models with GRUER model 

Fig. 12 Validation loss for different models with GRUER model

from this model is 98% and mdel loss is 1.12 for validation data. Feature selection 
method used for selecting the important features from the extracted features with the 
help of PCA which performs better for EEG signal. The same dataset is executed 
with different deep learning and machine learning algorithms. The performance of 
different algorithms are compared with the GRUER model and the proposed model 
provides higher performance than others. 
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High Performance Classifier for Brain 
Tumor Detection Using Capsule Neural 
Network 

J. S. Thanga Purni, R. Vedhapriyavadhana , S. L. Jayalakshmi , 
and R. Girija 

Abstract Brain tumor is a kind of dangerous disease that continues to spread world-
wide. Therefore, early diagnosis and treatments are extremely important in this case, 
and it is considered the most common form of cancer that can be found in children 
and adults. Finding out the right type of tumor in the early stages is an important part 
for developing a specific treatment and diagnosing the patient’s response according 
to the treatment. In this paper, we propose a Caps Net (Capsule Neural Network) 
model to avoid the rise of mortality among the brain tumor people and to reduce the 
time required for accurate diagnosis. The proposed method involves MRI images for 
classifying the different types of tumors and outperforms CNN in accuracy. 

Keywords Brain tumor · Accuracy · Capsule neural network · Early diagnosis 
malignant and benign 

1 Introduction 

In this era, securing information is a challenging task. Information also includes audio 
[1, 2], video [3, 4] and image files [5–9]. A proper cryptosystem must be designed to 
protect the information. It’s not only important to design the cryptosystem, whereas 
the designed cryptosystem must be able to withstand attacks. Many researchers [10]
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focused on many technologies in this field. IOT also came into this field for moni-
toring [11, 12]. When an attacker attacks the system, recognizing the attacker is a 
challenging task. In such a case, face recognition [13] plays an important role. Now-
a-days, deep learning and machine learning plays an important role in securing the 
information [14]. Deep learning concentrates more on health monitoring and diet 
monitoring [15]. Monitoring health is very much needed for all human beings. In 
case if any human fails to monitor his/her health, it causes very dangerous diseases 
will come into the picture. One of the diseases is Brain tumors. 

Brain is the utmost complicated organ [16] that controls the mechanism of the 
human body if any damage occurs that can lead to death because the brain works 
with many cells. Nowadays, there are many methods available for analyzing the brain 
tumors and their behavior. 

The serious form of brain tumor with hyper-growth of cells is called malignancy. 
All the brain tumors are not exactly malignant (cancerous), but some tumors are 
benign (non-cancerous). Primary and secondary cancers are two important categories 
of brain tumors. Primary brain cancer is a rare form of cancer that starts from the 
brain itself. This kind of cancer damages [17] the healthy tissues in the brain and 
spinal cord. Subsequently, it spreads across the body to attack the immune system of 
the human body. Secondary brain cancer is the most common type of cancer, which 
starts from any part of the body rather than the brain. For instance, lung cancer or 
breast cancer spreads to the brain and it is called metastatic brain cancer. 

This paper mainly focuses on two things which is to overcome the drawbacks of 
CNN in the pooling layer which is mainly needed for segmentation and detection and 
the time required for the detection of tumor from the input image by overcoming these 
two major problems it will be much help on the doctor’s side to plan the required 
treatments for their patient and analyzes their response. Most of the conventional 
methods such as Support Vector Machine (SVM) and Artificial Neural Networks 
(ANN), Naive Bayes (NB) [18–20] were able to detect tumor in brain with very 
lesser percentage in the early stage and it leads to a person’s death. 

In this case, if the current treatment plan was not giving much response, they 
can go for a new treatment plan if the tumor stage has been caught earlier and to 
avoid unnecessary critical situations for doctors and patients. This model has been 
proposed to handle such an abnormal situation by detecting the tumor in an early 
stage to avoid the severity of the disease in human beings. 

CNNs have been constructed to classify images with layers of convolutions and 
pooling. While performing this technique we have a few shortcomings. One among 
them is that while performing [21, 22] pooling leads to a loss of preferred spatial 
transformation details and different positional parameters of the inputs. This infor-
mation plays a vital role in identifying the spot of the tumor while performing object 
segmentation and detection. Even when we detect the tumor type if we know the 
location and size of the tumor information only can help doctors to do the operation. 

Sometimes while operating the tumor, it may be bigger than the MRI also so 
as much possible information doctors get about the tumor from input image will 
be helpful while the patient goes for operation and the second problem is the time 
required for the detection in classification, either we get more accuracy or time
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accurate can be done to solve these two problems at the same time this proposed 
model can be used. Brain cancer can be treated and cured if caught early which 
needs higher accuracy while predicting the type of cancer. For examining and testing 
the spatial values from input pixel and for extracting the features by statistical method 
[23] GLCM has opted a better performance. 

The rest of the paper is organized as follows: Sect. 2 presents a review of 
methods for brain tumor classification. The proposed approach is presented in Sect. 3. 
Sections 4 and 5 present the studies carried out and the performance analysis of 
proposed method. 

2 Methods 

2.1 Convolutional Neural Network 

CNN is the main key for deep learning success. Till today it has been used for 
computer vision tasks. It is used to identify the different objects from given input 
image. The main feature of CNN is it requires less pre-processing tasks compared to 
the other classification algorithms for object detection. CNN is basically the combi-
nation of two successive layers called pooling [24, 25] and convolution to fetch the 
embedded features of an image. The extracted features are used for both training of 
the model and for classification of images. 

2.2 Capsule Networks 

Capsule Networks, the process is about routing by agreement which is mainly used 
for solving the flaw of convolutional neural network in pooling layers. In Capsule 
Network these layers are replaced by “routing the agreement”, after this process the 
parent capsule will get the result from the next layer when their coupling coeffi-
cients are not getting a similar performance. From the parent capsule each capsule 
attempt to predict the output, and therefore the coupling coefficient between the two 
capsule increases when the prediction is consistent with the actual output of the 
parent capsule. This Model has 64 feature maps within the convolution layer instead 
of 256.
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3 Literature Survey 

Heba Mohsen et al. [26], the techniques which have been used here are feature 
extraction, DNN classifier for tumor classification, image segmentation and reduc-
tion using Principle component analysis. Pamian Afshar et al. [27], with the real set of 
MRI images Caps Net is Investigated for the over-fitting problem and checking their 
capability for providing the better fit for the whole image or just the segmented part. 
Sanjeev Kumar et al. [28], measured the training performance, classification accu-
racies and computational time by using the modified Probabilistic Neural Network 
Classifier. Which gives rapid and accurate classification and decreases the processing 
time. Dina Aboul Dahab et al. [29], by using the hybrid approach the manual labelling 
time and error can be reduced and the features are reduced by applying the Principle 
Component Analysis technique. 

Mesut Togacar et al. [30], built on an architecture with attention modules and hyper 
column. The BrainMRNet model used in the convolutional layer is hyper column 
and the features extracted from each layer of BrainMRNet model are retained by the 
array structure. 

The main goal of the proposed model is to focus on the diseased area. Minakshi 
Sharma et al. [31], ANFIS is an adaptive network which mixes the specification 
and properties of both fuzzy and neural networks, and a Comparative analysis has 
been performed, Pankaj Sapra et al. [32], for the training performance, classification 
accuracies and computational time PNN classifier is used. Mehdi Fatan Serj et al. 
[33], with the help of Deep-CNN architecture the features of the CT-scan images can 
be learned and compacted at the preliminary layers of a deep model. 

Hojjat Salehinejad et al. [34], with the original imbalanced dataset Augmenting 
with GAN generated images improve the performance of classification. Zhenghao 
Shi et al. [35], the approaches are to form a map for ANN techniques for the medical 
image processing. The result has been shown with a combination of real and artificial 
data used to train  the DCNN.  

4 Proposed Model 

In the proposed model, the capsule network architecture is implemented by using 
convolutional layer with reshaping and squashing functions. The tumor types that 
we considered are Glioma, Meningioma and Pituitary. Glioma occurs in the brain 
and spinal cord, and it can affect severely the brain function. The criticalness can 
be found based on the location and its growth rate. Meningioma arises from the 
meninges, it’s the membranes that are surrounded by our brain. Usually it grows 
very slowly, without any major symptoms. Pituitary tumors are abnormal growths 
that arise in pituitary gland. Most of these types are benign and these growths remain 
within the pituitary gland or in the surrounding tissues.
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Here ui will be the output of the child capsule layer has been multiplied with the 
weighting matrix and from that the prediction output value of parent capsule will be 
found as u

Δ

j |i 
Coupling coefficient for calculating the SoftMax function 
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And as finally the squash function secures the output vector to form the final 
output for each capsule in its initial defined value 

v j = ||s j||2 
1 + ||s j||2 

s j
||s j||

For updating the log prob and coupling Coeff when the two vectors agree after the 
routing process 

ai j  = v j u
Δ

j |i 

4.1 Capsule Network Model Creation 

1. Primary capsules 

Convolution + Reshape + Squash 
The input MRI images are fed into the convolution layers after which the outputs are 
mapped with the features extracted and stored in an array. It is then further processed 
by applying the function of reshaping to retain the data even after the new shape 
is achieved. The vital information is preserved even if the shape is changed. Now 
the Sigmoidal shaped function which acts as a squashing function is smeared to 
make sure that the complete range of values lies within the small range variety of 
having upper limit value of 1 and lower limit value of 0 to ensure that the conditional 
probability distribution of the ideal frame arrived. And, by maintaining the simplest 
form of derivatives by just taking the mere difference between the basic functions.
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The MRI images archived by the Picture Archiving Communication Systems are 
stored without deviation of the stational information in the advanced dimension. 

2. Higher layer capsules 

Routing by agreement 

Before the higher layer capsule starts its operation, the capsule lies in the primary 
layer and will forecast the outcome of the higher layer capsules. For an understanding, 
it is considered that the number of capsules in the primary layer is 48. Then in such 
case if 24 is for certain silhouettes and another 24 is for next set of characters. 

In the higher layer there are only two types of outcomes expected and now 
prediction of the higher layer is done by each set of characters. When we combine 
both predictions and project the predictions which are similar and at the same time 
proposed by majority of the silhouettes. Now the higher layer as a double check, 
will also perform the operation and find its own output and cross-check with primary 
layer. If both the primary and higher layer accepts to pick out the same, then the 
output capsule is located through similarities with higher prediction accuracy. 

Initially the weights are assigned as zero while finding the similarities between the 
capsule layers. To normalize the same, a normalized exponential function is applied 
as SoftMax Function to get the exponential terms of the applied input image. The 
predicted output is consigned in the higher layer and finally calculates the weighted 
sum of all capsules cumulatively so that changes in weight are done repetitively for 
every pass till the error gets reduced which is calculated between the predicted and 
the actual output. 

If the predicted do not correlate with the features in the actual output, then the 
weights added would be very less and do the process once again. Wherever the 
predictions are sturdy then more weights are involved in the process. The finalization 
of capsule in the higher layer is fixed after passing through many reiterations. Less 
number of reiterations leads to less computation time. 

3. Decoder 

In the Unscrambling decoder, three dense layers are connected, out of which two are 
piecewise linear functions and the last one is the logistic function for repairing the 
input image. This network will learn on its own how to reconstruct the input image. 
Based on the training and adapt itself in identifying the features during testing. It 
tries to reduce the MSE (Mean Square Error) and do the reconstruction immediately. 

4. Loss Calculation 

Margin loss—The square loss function is used to find the mismatch between the true 
and the predicted one. 

lk = Tkmax
(
0, m+ − ||νk||

)2 + λ
(
1 − TIi

)
max

(
0, ||vk|| −  m−)2
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Fig. 1 Caps net architecture 

5. Loss due to Refurbishment 

The repairing block as well as the calculated rebuilding loss prevents the model to 
get into the trap of losing information and ensures to keep up the information and 
stores it safely without encountering it into a loss. The problem of over-fitting is 
avoided during this phase of training. 

The recommended Caps Net Architecture (Fig. 1) is composed of the first layer as 
the convolutional layer, the resized output after applying the squash function in the 
primary layer and the consecutive layers of higher layers along with an Un scrambler 
unit and refurbishment loss function. 

In Capsule Network, pooling layers of CNN are exchanged by the method called 
“direction finding”. The best feature of this Model is it has 64 feature maps within the 
convolution layer instead of 256. With this created capsule network model through 
VS code, a dashboard has been created and through that we can insert our input and 
see the type of tumor in the given image and confidence level of the tumor. 

4.2 Prediction 

Once the models have been created then through the flask framework with the created 
html page it will call upon the proposed capsule model and carry on the inputs 
from users and reshape the image dim into standard level and investigate the model 
conditions it will predict the tumor type and give the confidence level of the tumor. 

– Predicting Confidence level 

answ = model. predict(x) 
classification = np. where (answ == np. amax(answ)) [1][0]
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pred = str(round(answ[0] [classification]*100 ,3)) + ’% confidence 
there is ’ + names(classification) 

5 Proposed Algorithm 

5.1 Prediction Through Flask Framework 

– Declare model--&gt; model.h5 

1. def x(number): 
if (x == 0): 
return classes [0] 
Elif (x == 1): 
return classes [1] 
2. user input on X 
3. Resize X to 224 x 224 
4. model. predict(x) 
5. Classification [(0), (1)] 

6 Results and Discussions 

6.1 Accuracy 

The obtained accuracy of the Capsule Network Model with the average k-fold vali-
dation is 87% with the array of accuracies between 88.44 and 86.87%. K value is 5 
since the dataset given is fragmented into 5 groups for validation. 

6.2 Predicting Tumor 

Based on the model a web application is created through which when the data is 
fed as input through uploading the different stages of tumor is predicted and are 
discussed as given below.
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• Detecting Pituitary Stage 

Evidence of tumor in the pituitary gland (Fig. 2) which is mostly appeared to be 
benevolent. 

• Detecting Meningioma Stage 

The meningioma stage is detected with 73.32% confidence (Fig. 3). Meninges grow 
slowly without any symptoms over a long period of time that surrounds the brain. 

• Detecting No Tumor

The MRI image with no tumor evidence (Fig. 4) is also proved with 100% confi-
dence level. The probability of the multiple classes is predicted and if the squared 
length of the object is between 0.1 and 0.9 the prediction cannot be accurate. To

Fig. 2 Pituitary stage 

Fig. 3 Meningioma stage 
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Fig. 4 No tumor

finalize whether the object is present the calculated squared length should not be less 
than 0.9 and to prove the absence of the object the squared length must not lie below 
0.1. So based on the probability calculation of the various classes the loss function 
is deliberated. 

6.3 Training and Validation 

The Training accuracy and Validation accuracy for the proposed model (Fig. 5) seem 
to be linearly increasing. The Training loss and Validation loss for the proposed model 
(Fig. 6) seem to be linearly decreasing. The Precision, Recall and F1 Score values 
(Table 1) are calculated for all the three classes. 

Fig. 5 Training and 
validation accuracy
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Fig. 6 Training loss versus 
validation loss 

Table 1 Performance metric 
table 

Class Precision Recall F1-Score 

Meningioma 87.76 90.44 89.01 

Glioma 95.98 87.02 91.28 

Pituitary 92.60 97.94 95.19 

Table 2 CNN versus caps 
net accuracy 

Class CNN accuracy Capsule net accuracy 

Meningioma 83.12 91.12 

Glioma 85.02 95.02 

Pituitary 89.53 96.53 

7 Conclusion 

In this paper, prediction of Brain tumor has been the greatest challenge for many 
years, but early diagnosis can be a good way to prevent and diagnose the brain tumor 
and in image processing model there are various methodologies that are the greatest 
challenge for many years, but early diagnosis can be a good way to prevent and 
diagnose the brain tumor and in image processing model there are various method-
ologies are available and the methods are competing each other to achieve the best 
output. From that working on the Capsule Neural Network model will lead us to 
reduce the time required for accurate diagnosis. The accuracy of CNN Model and 
the proposed Capsule Net module (Table 2) is compared for all the three classes. The 
CPU computational time is calculated (Table 3) for CNN Model and the proposed 
Capsule Net module

These capsule networks model can work with minimum number of training 
samples, and in this network the units are equivariant, it outperforms when compared 
to CNNs in tumor classification problem.
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Table 3 CPU time 
calculations 

Models CPU computational time (sec) 

Sample 1 Sample 2 

CNN 3.3625 1.7853 

Caps net 0.3902 0.1531

Fig. 7 Accuracy-capsule network 

The accuracy is predicted as 84.18% in 15 epochs (Fig. 7) using Capsule Network 
for a batch of 354 datasets. 
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Mining Suitable Symptoms to Identify 
Disease Using Apriori and NBC 

R. Sandha and M. Vasumathy 

Abstract The availability of data mining algorithm leads to extraction of helpful 
knowledge through data analysis. Researchers are concerned with using these algo-
rithms in various fields. In the medical field, data mining tools are providing 
successful results through disease diagnosis applications. Health care professionals 
used data mining and statistical tools to diagnose the disease, However, using data 
mining techniques for identifying frequent symptoms for a particular disease and 
applying in patient data to check whether they are affected or not using a classi-
fication algorithm leads to suitable treatment for the diseased patients. This paper 
proposes a model to systematically close those gaps using our methods. 

Keywords Data mining · Frequent symptoms · Apriori algorithm · NBC 
association rule 

1 Introduction 

Data mining is about finding valid, new and likely effective knowledge and coherent 
pattern from large data with the help of databases. The data mining is an interdisci-
plinary that refers to several domains likes parallel computing artificial intelligence, 
machine learning, mathematical statistic, parallel computing and so on. 

Data mining is about extracting knowledge from enormous data. Data mining is 
looking at global patterns and relationships that exist in databases [1]. Data Mining 
has great potential to explore hidden trends in the database in the field of medicine. 
Identifying relationships and hidden patterns often goes undeveloped. Data mining 
algorithms are the solution to this problem. Data mining algorithms include classi-
fication, clustering, associations, prediction and so on. Mining association rules is 
one of the most critical application of data mining. To detect associations among
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datasets in databases, association rules are utilized. These connections are based on 
the data elements’ co-occurrence [2]. This paper concentrates on analyzing medical 
data. Medical information such as symptoms of patient can be used in mining the 
frequent symptoms of the disease and diagnose the disease of patients using the 
classification algorithm. 

2 Review of Literature 

Soni et al. [3] published an assessment of current methodologies for database knowl-
edge discovery utilizing data mining techniques, which is employed in the prediction 
of heart disease [4] Carlos Ordonez. The issue of finding constrained association 
rules for heart disease prediction was discoursed. Three imperatives were presented 
to diminish the number of patterns. To begin with, one requires the traits to seem 
on as it were one side of the run the show. The moment one isolates traits into 
uninteresting bunches, the extreme limitation confines the number of qualities in 
a run the show. Tests outlined that the limitations decreased the number of found 
rules strikingly other than diminishing the running time. Maria-Luiza Antonie, et al. 
conducted some tumor detection trials in digital mammography. Antonie et al. [5] 
discussed several methods such as Genetic Algorithms, fuzzy categorization and 
Neural Networks. Reference [6], the authors looked into some of the difficulties that 
could be encountered when mining skin data. Bellaachia and Guven [7] describe 
predicting breast cancer using data mining technique. Subbalakshmi et al. [8] used  
an information mining displaying technique, specifically Nave Bayes, to construct a 
Choice Bolster in Heart Illness Forecast Framework (DSHDPS). PCAR: a Productive 
Mining Affiliation Rules approach present nearly every viable heart attack forecast 
framework. Deepika et al. [9] describes Data mining in health care management data. 

Jaya Rama Krishniah et al. [10] bargains with the outcomes within the field of 
clustering based on K mean, kNearest Neighbor and Entropy-based cruel clustering 
algorithms and kmean on the total performance creates known mean based on entropy 
which is the most excellent opt time for handling information and appears way better 
in execution of exactness expectation. Rao and Gupta [11] discussed a FIS technique 
that eliminates the shortcomings of apriori calculations and its time and scanning 
database is efficient. Stilou et al. [12] linked the a priori method to a database of 
diabetes patient data and attempted to extract affiliation criteria from the hidden true 
parameters. The outcomes suggest that the technique used can be quite beneficial to 
the demonstrative strategy, especially when large amounts of data are involved. 

Kaur and Wasan [13] examined the usage of allocation based information mining 
methods such as decision tree, Rule based and Artificial Neural Network to Arrange 
to gigantic amount of health related information. Particularly, they consider utilizing 
classification of data procedures on health issue information. Chao and Defu [14] 
elaborated on the method of e-commerce user information mining within the setting
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of huge information. At last, the Apriori algorithm is connected to mine e-commerce 
client information. 

Wang and Jiang [15] proposed that the Apriori algorithm is improved by using 
the MapReduce model of Hadoop platform to parallelize processing, and the exper-
imental results show that the improved. Apriori algorithm has high efficiency and 
good stability in big data processing. The above given audit of writing explained the 
change within the classification, increment within the expectation of breast cancer, 
heart illness and skin infection. Digital therapeutic data explains a strategy for recog-
nizable proof of the recurrence of different infections in a specific geological range 
at a specific time as discussed in this paper. 

3 Association Rule Mining 

Association Mining is an important data mining functionality and so many research 
studies have been done by researchers. Association rules framing is the core of 
datamining is used in transactions between items for sales purpose. The usage of these 
rules is finding unknown relationships, and producing output which can perform the 
basis for prediction and decision making. In the event of choosing association rules 
from the given data of all conceivable rules, imperatives on different significance 
measures are utilized. The most known limitations are least limits on confidence and 
support. Support percentage is calculated based on the frequency of the item set that 
appears in the dataset. Support is an indicator of how repeatedly the items appears 
in the dataset. The support(p) is an item set p is outlined because of the proportion 
acquired for transactions within the knowledge set that was included in the category 
set. For example, 

The item set Fan, AC, TV gain 5/15 = 0.33 support in the database because 
all exchanges achieve 33%. To be more specific, 5 denotes the number of database 
transactions containing the category set “Fan, AC, TV,” whereas 15 represents the 
total transactions. The degree of confidence in a rule indicates how frequently it has 
been proven to be true. Confidence can be utilized for an appraise of the likelihood 
The disclosure of association rules is partitioned into two stages, where the location 
of the frequent item sets is to begin with stage and era of affiliation rules which is the 
second stage. Every set of items is called an itemset in the first phase, and a minimum 
support threshold is given as input. If they appear together more frequently than the 
minimal support threshold, this itemset is referred to as a frequent itemset. 

This stage is more significant than the second since finding frequent item sets is 
straightforward but expensive. It can currently generate many rules from a single 
itemset. As a result, all of the rules’ confidence and support criteria should be 
connected in order to prune the rules whose values fall below the thresholds. Finding 
the link between several elements from a large number of transactions productivity 
is a problem that has been addressed by association mining. 

For mining frequent itemsets, the apriori algorithm is the most well-known and 
imperative approach. Apriori is utilized to find all frequently occurring sets in a
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Fig. 1 Support count 

database (Fig 1). As per Apriori algorithm frequent itemset subset must moreover 
be visited. The key thought of Apriori principle is to form numerous iterations over 
the database collections. It makes use of an iterative approach called breadth first 
search through the database, where n-itemsets are used to investigate (n+1)-itemsets. 
Within the starting, the collection of the frequent itemset is found. The set of that 
contains something which fulfills the support count. In each consequent iteration, we 
start with a given set of item sets found to be expansive within the past. The given 
seed set is utilized for producing unused possibly huge datasets, named as candidate 
item sets, and the real support for those candidate data sets amid the iteration over 
the information is checked. We finally came to the conclusion as to which among 
the candidate datasets are really huge, and they have to be the input for another at 
the conclusion of pass. 

4 Proposed Work 

The main goal of our work is to develop a model for disease prediction and prevention 
system using Naive Bayes and apriori. The model will identify the exact symptoms 
of the particular disease from historical data of different patients using maximum 
frequent set and find if the exact disease is affecting the patient or not using classifi-
cation algorithm. It may reply intricate inquiries for detecting illness and hence help 
medical professionals to create shrewd decisions clinically which cannot be done 
by conventional bolster frameworks. By giving successful medicines, it moreover 
makes a difference to reduce the treatment costs. Here, the scope of the project is



Mining Suitable Symptoms to Identify Disease Using Apriori and NBC 169

that integration of finding the maximum frequent set from patient records and deci-
sion support with the classification algorithm might diminish restorative blunders, 
improve quiet security and diminish the undesirable hone variety. 

Information mining devices have been created for compelling investigation of 
therapeutic data to assist the clinical user in making a proper conclusion. In this 
research, the researcher can gather information from the clinic which has the adequate 
points of interest of the patient’s side effects. Once the information is collected from 
the clinic data framework, research work discovers the frequent symptoms of an 
infection with the assistance of association techniques. Using frequent symptoms 
of a disease, the affected people can easily be identified using the decision tree 
algorithm which reduces the diagnose time for fast spreading viruses like the corona 
that affected a huge crowd of people. 

This research helps in mining the information about frequent symptoms of an 
illness with the use of data from the training set and find the affected people using 
naïve Bayes algorithm. The clinic information system is used in the medical profes-
sion to obtain various types of treatment databases of illnesses and the affected 
persons from various locations. It may be a herculean errand to recognize the frequent 
diseases and its causes from the expansive dataset. Affected people from diverse loca-
tions approach different centers for healing. Their data are maintained by the clinics 
where they get their treatment. Collecting information around the regularly occurring 
ailments is not a straightforward work. The information collection with respect to 
these types of indications of an illness can be done with the help of the association 
rule. Particulars with respect to these types of diseases in a particular time can too 
be mined utilizing the apriori algorithm. 

4.1 Apriori Algorithm 

Ci: dataset of size i 
Li: frequent symptom set of size i L1= {frequent set}; 
For (i= 1; Li!=0; i++) 
do begin Ci+1= Medical data generated from Li; 
each transaction t in database 
does the count increment of all 
medical         data in Ci+1that are 
contained in t Li+1= medical data 
in Ci+1with min_support end 
returni Li; 

The proposed system is useful to differentiate the frequent disease or illness 
symptoms in a massive restorative information set. The end result of this is to inquire 
if assistance can be offered to the professionals in developing restorative options for 
the different health issues.
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Fig. 2 Confidence 

Minimum confidence is 50%. So, both the rule outputs as the confidence above 
50% is shown in Fig 2. The final rules are, 

Rule  1 : 2 -> 3  

Rule  2 : 3 -> 5  
Maximum frequency of symptoms identified from the given symptoms through 

the apriori algorithm. It is considered as an attribute for the NBC classifier to find the 
highest probability of symptoms which lead to a correct decision about the disease. 

NBC may be a classification procedure based on a suspicion of freedom between 
interpreters. In straightforward terms, a NB classifier expected to be the nearness of 
a specific highlight in a lesson is irrelevant to the existence of any other feature. To 
construct a Bayesian demonstration is basic and especially functional in the event 
of massive data sets. Besides straightforwadness, NB classifier is known to be at 
convenient classification strategies as well. Bayes theorem provided a better way 
of finding back likelihood Pro(c|x) from Pro(x), Pro(x|c) and Pro(c). Pro(c|x) is 
the posterior probability of the attribute given the indicator (attribute). The prior 
probability of the class is Pro(c). Probability of the predictor given in the class is 
Pro(x|c). The very first probability of the predictor is Pro(x). Let’s follow the below 
steps to find it. 

Make a decision as per Fig 3.

Step 1: Change over the information fix to the recurrence table Fig 4.

Step 2: To find the probabilities, make a Probability table.
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Fig. 3 Decision table

Fig. 4 Frequency table

Step 3: Presently, use the N BC equation to calculate the back likelihood for each 
lesson. The lesson with the most useless back likelihood is the solution of the 
prediction. 

Using the above discussed method we can solve it, so Pro(Yes | P1) = 
Pro(Yes)/Pro(P1) * Pro(P1 | Yes). Here, we have Pro(Yes) = 9/14 =0.64, Pro(P1) = 
5/14 = 0.36, Pro(P1 | Yes) = 3/9 = 0.33 Now, Pro(Yes | P1) = 0.330 * 0.640/0.360 
= 0.60, which has a larger probability. Naive Bayes classifier employs a compara-
tive strategy to anticipate the likelihood of diverse course based on different traits. 
This technique is generally utilized in content classification and with issues having 
numerous classes. From these observations Sensitivity, Accuracy and Specificity can 
be characterized as follows.
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Accuracy: Accuracy is Eq. 1. The number of true positives is added with number of 
true negatives divided by the total of number of true positives, true negatives, false 
positives and false negatives 

Accuracy = number of true positives + number of true negatives 

number of true positives + false positives + false negatives + true negatives (1) 

Sensitivity: Sensitivity is Eq. 2.The number of true positives is divided by the number 
of true positives and number of false negatives 

Sensitivity = number of true positives 

number of true positives + number of false negatives 
(2) 

Precision: precision is Eq. 3. It is defined as the rate of the true positives against both 
false positives and true positives. 

Precision = number of true positives 

number of true positives + false positives (3) 

Specificity: Specificity is Eq. 4. The number of true negative rate divide by both the 
number of true negatives and true negatives and false positives. 

Specificity = number of true negatives 

number of true negatives + number of false positives 
(4) 

In Table 1. Naïve Bayes classification made based on Accuracy, Precision, sensi-
tivity and specificity. Five diseases were taken for research and it produces a higher 
percentage of result. 

Based on Fig 5. Disease 3 gets the highest accuracy than other diseases. Disease 
3 gets the highest precision than other diseases. Disease 1 gets the highest sensitivity 
than other diseases, whereas Disease 3 gets the highest specificity than other diseases.

Table 1 Naive Bayes 

Accuracy Precision Sensitivity Specificity 

Disease1 95.33 87.17 94.44 95.62 

Disease2 96.93 97.57 89.44 99.29 

Disease3 98.002 99.4 92.22 99.82 

Disease4 97.203 95.42 92.77 98.59 

Disease5 97.73 98.22 92.22 99.47 
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5 Conclusion 

This research proposes the association rule-based apriori information mining proce-
dure which can find the occurrence of disease side effects and influencing patients 
who will recognize utilizing NBC. This research study is done on different patients 
from different topographical areas and at different times. A data mining technique is 
used to compute the frequency of disease symptoms, which is then used in a classifier 
to generate a decision table to locate persons who are affected. It examined different 
diseases and was validated using metrices. The analysis done was the actual fact 
that time consumption is taking place for identifying symptoms of a disease and for 
recovery. Data obtained from different hospitals are used as working data set for 
training the data. Completely, 1000 quiet records influenced by diverse symptoms 
amid the year 2020 are analyzed. WEKA information mining apparatus is utilized to 
distinguish the recurrence of the infections that are repeating in individuals located 
in different geological areas amid diverse time periods. 
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Background Features-Based Novel Visual 
Ego-Motion Estimation 

B. Sharmila and D. Nedumaran 

Abstract For localization in mobile robotics, usage of camera provides hundreds 
and thousands of information about its environment and poses a great chal-
lenge computationally in real-time applications. Furthermore, when it is applied 
in computer vision algorithms, its robustness turns out to be a vital factor. This paper 
contributes a robust and efficient visual Ego-motion estimation technique using a 
stream of images captured solely in a stereo camera. In many cases, nuisances 
caused due to instantly varying illumination, occlusions, and low textured regions that 
increase the error rate of tracking visual cues. A linear multi-orientation, multi-scale 
image decomposable steerable pyramid transformation was applied to images to over-
come the above mentioned problems. Using the Steerable pyramid transform, depth 
of the image features was measured, features closer to camera were neglected based 
on the threshold value and pure background was extracted for further processing. This 
step enhances the speed due to less memory consumption, as most reliable feature 
vectors are commonly present at the static objects of the scene (background). Using 
Zero Normalized Cross Correlation, singular points containing reliable feature points 
were extracted. Further, the RANSAC method was used to eliminate the outliers 
effectively. Finally, Affine transformation was employed to derive the pure rota-
tional and translational values of the camera. The developed algorithm was tested 
on different stereo sequences and the results were compared with its ground truth 
values. The results show a good accuracy and achieved 1.09% translational error 
with 0.027 deg/m rotational error at a speed of 1.96 s. 
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1 Introduction 

The capability of perceiving an unmanned vehicle or robotic environment is directly 
linked to its increased autonomy. It could be enabled to use these environmental 
perceptions to elaborate its control and localize itself. In the domain of computer 
vision, Longuet-Higgins and Prazdny [1] developed the first computational model 
for the self-motion of the observer, known as Ego-motion. The process of estimating 
a camera’s or observers’ instantaneous displacement from a visual input is known as 
visual Ego-motion estimation. Some of its major real-time applications are robotic 
navigation [2, 3], virtual reality [4], self-governing or semi-autonomous driving [5]. 
A great advantage of estimating Ego-motion using visual input is to avoid any external 
physical device on the system that is already equipped with a vision sensor (camera) 
for control, observation or any other reason, resulting in the reduction of weight, 
space, and money. Conventionally, these external sensors have their limitations: 
wheeled odometry are unsuccessful in smooth or pitchy landscape, while inertial 
sensors are unreliable due to error accumulation over time, and GPS won’t be avail-
able in deep indoors or in low coverage areas. Cameras do have another advantage 
of providing visual information very similar to that of human vision, especially 
stereo cameras. In spite of having many benefits, vision sensors while used as a 
single source of information inherit their own noise due to changes in illumination, 
contrast, difference in texture, occlusion etc. These drawbacks make the tracking of 
complex features into a very difficult task. Considering all these facts, the Ego-motion 
estimation in a dense background is a complex and challenging task. 

In deriving a solution for the above issues, a novel Ego-motion computation 
method based on stereo vision is presented. Linear multi-orientation and multi-
scale image decomposition was attempted by steerable pyramid transform (SPT) 
to eliminate the errors due to noise, illumination changes, and texture variation in 
the sequence of input images. This step helped in separating the image information 
from noise and enhancing the tracking of complex image features mainly through 
the decomposition of the image and reduction in memory bandwidth that enables a 
decrease in computational time. SPT was chosen, owing to its unique nature of trans-
lational and rotational invariant features, which simultaneously decreases the image 
size, removes the noise, and improves the feature properties present in the scene. 
Further, depth information of image features were derived from SPT processed 
stereo image pairs. By introducing a threshold value the foreground information 
was filtered out (i.e., independently moving objects) from background consisting 
of static objects with the most valuable information. This step further accelerates 
the process, providing a way to implement our algorithm in real-time applications. 
Subsequently, the Zero Normalized Cross Correlation (ZNCC) method was imple-
mented to detect the similarity between singularity points. This method allows us to 
distinguish reliable feature points from other pixels and also checks the confidence 
of the detected matches between and frame. After the estimation of the motion vector 
fields, a RANSAC (RANdom SAmple Consensus) algorithm was applied to divide 
the data into inliers and outliers to yield a minimal set of inliers having greatest



Background Features-Based Novel Visual Ego-Motion Estimation 177

support. Finally, an affine transformation for inliers was employed to achieve the 
desired rotational and translational information of the camera’s Ego-motion. The 
key objective of this paper is to develop a real-time system with high speed and less 
computational complexity, by using the proposed simple and efficient techniques. 
The results of this study revealed a high precision and good accuracy in outdoor 
terrain, which is ascertained in terms of an average translational error value of 1.09% 
and rotational error value of 0.027 deg/m at a speed of 1.96 s. The advantage of our 
method mainly depends on reducing the size of the image data and processing time, 
which paves the way to implement the Ego-estimation in hardware environment 
like FPGA, GPU, and DSP, for further improvements in the speed of Ego-motion 
estimation. 

1.1 Related Work 

Because of its potential applications in real-time robotic control domain, visual odom-
etry has an increased attention over past few years. In the field of visual odometry 
a.k.a. Ego-motion estimation, a great deal of work was conducted by Nister et al. 
[6]. Traditional methods for estimating the observer’s Ego-motion includes more 
than one sensor assembly. For example, GPS, IMU, IR imaging systems, etc. But, 
the influence of sensor errors on motion estimation caused due to mechanical issues 
like wheel slipping in slippery terrains or accuracy and occasional absence of GPS 
in remote areas affects the precision of the Ego-motion estimation. Subsequently, 
vision data was used alongside of mechanical sensors that introduced a new hybrid 
system with active and passive sensors. Considering a flying insect vision system as 
a model, using optical flow fields derived from vision sensor and data from IMU, 
an opto-aeronautic algorithm was developed to estimate the Ego-motion [7]. As 
synchronizing those sensors resulted in error accumulation over time, this method 
lacked in accuracy and also consumed more power and energy. Many other works 
describing the hybrid system were reported in detail [8–11]. Scaramuzza and Fraun-
dorfer [12] explained that Ego-motion estimation with vision sensors usually leads to 
very small relative position error ranging between 0.1 and 2% of the true observer’s 
position. In 2007 [13, 14], the usage of visual Ego-motion estimation method in 
Mars exploration rovers was implemented which also demonstrated the efficiency 
of vision system on a different planet. Generally, cameras are present in almost 
every computer vision/automated/robotic systems. Using the data available on the 
system, instead of incorporating a new one, vision-based estimation proves as a cost 
effective and valuable error-minimizing technology. Therefore, Ego-motion estima-
tion is a potential tool for robust real-time applications. With lot more advantages 
than mechanical sensors, vision sensors have their own limitations due to lightning 
conditions, unknown distance of the objects from camera, texture variation, blurring, 
etc. Usage of different types of vision sensors solves these limitations. Monocular, 
Omni-directional, stereo, compound eye cameras are the most used camera models. 
Self-motion estimation using wide field of view camera and insect eye inspired
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compound eye camera were briefly explained in [15, 16]. Applications involving 
monocular camera poses problems like unusual viewing conditions such as camera 
flipping vertically and absence of visible ground plane. Objects moving indepen-
dently can lead to valid motion vectors, which are nonetheless outliers. In addition 
to this, forward motion: a very common problem in real-world autonomous naviga-
tion, is particularly difficult for monocular Ego-motion estimation [17]. Attempting 
Ego-motion estimation using a single camera inherents the problem of determining 
the range of an object as well as definite ambiguities hat occur due to small rota-
tional and translational motion. Stereo vision camera gives a firm solution for all the 
above-mentioned monocular vision problems. These cameras have an advantage of 
calculating distance of the objects in simpler way with good accuracy and speed [18]. 
Defining an appropriate baseline (distance between two center points of the cameras 
in stereo setup) gives us some valuable in-depth information of the scene. Initially, 
to minimize data size of the input image sequence without affecting the quality, 
Steerable Pyramid Transformation (SPT) [19] was applied. A scene consisting of 
uneven texture patterns and brightness shot by stereo camera is difficult to decide 
whether pixels at the left and right images correspond to one another. This leads to an 
unauthentic match of calculating the disparity map. SPT developed by Freeman and 
Adelson [20] was tested for scene motion estimation [21], recognition of objects [22], 
and stereopsis [23]. As SPT has a tendency to produce feature descriptors invariant 
to both rotation and translation, we have used it as a front end of our algorithm. 
Optical flow is a dense motion algorithm used to track the motion of an image with 
brightness patterns [24]. Ego-motion based on optical flow fields were studied in 
[25–27]. In optical flow fields, moving sources of light with respect to the observer 
affected their subsequent stability of robustness. 

In recent years, feature-based Ego-motion estimation is gaining momentum. The 
key point for an efficient motion estimation algorithm depends on the selection of 
features, which play a critical factor for best error-free results with good accuracy 
and speed. The existing methods of estimating motion between two scenes can be 
classified as feature based [28–31], appearance based [32], and pixel based [33]. 
Szeliski surveyed the effectiveness of feature based and pixel based methods in 
selecting the feature points [34]. In [35], the authors briefly evaluated some basic and 
commonly used feature detectors. Common approaches use local feature detectors 
such as scale-invariant feature transform (SIFT) [36], Speeded up Robust Features 
(SURF) [37], Features from Accelerated Segment Test (FAST) [38], ORB (Oriented 
FAST and Rotated BRIEF) [39] or in some special cases are even combined together 
[40] at the cost of higher computational complexity. Systems associated with the 
Kalman filter framework [41–43] tracks the image sequence with respect to the 
detected features and predicts the future camera state. This system tends to fail over 
long distances, as the usage of large number of features increases the computational 
cost. Another method of feature tracking is the structure from motion (SFM), which 
estimates the relative position of more than two cameras with respect to their frames 
by matching them [6, 44–47]. SLAM (Simultaneous Localization and Mapping) [48] 
estimates Ego-motion by simultaneously updating the map of its surroundings. Besl 
and Mckay implemented ICP (Iterative Closet Points) for finding the rotation and



Background Features-Based Novel Visual Ego-Motion Estimation 179

translation between two point clouds by shortening the geometric difference between 
them [49]. Further, the extension of ICP with Least Trimmed Squares (LTS) [50] was  
experimented. In this work, ZNCC (Zero-mean Normalized Cross Correlation) [51, 
52] was used as the similarity measure between detected corners of background 
features using the Harris corner detector [53]. Subsequently, outliers were reduced 
by building a model parameter set with Random Sample Consensus (RANSAC) 
[54–57]. 

The paper is structured as follows: Sect. 2 briefly discusses the flow chart of the 
proposed method along with the strategy of selecting reliable feature points and their 
basic algorithms used in this work. Section 3 has elaborated details of the methods 
and tools used to implement the proposed method. In Sect. 4, the obtained results 
were studied and Sect. 5 covers the concluding remarks of the proposed work with 
future scope. 

2 Algorithm 

2.1 System Overview 

Figure 1 shows the block diagram of the proposed algorithm. Using the stereo imaging 
arrangement, the video sequences from the left and right sides were acquired for Ego-
motion estimation. Most importantly, Ego-motion estimation of a camera mainly 
relies on the choice of feature extraction, which always focuses on speed, accuracy 
and repeatability. The traditional methods often fail to consider the memory occupied 
by the frames of the input video sequence and the intermediate images, in addition 
to the complicated computational algorithms.

The proposed method differs from other methods in terms of efficient handling 
of the memory constrain problem without compromising the speed and accuracy of 
the system. The choice of SPT for base operation not only helps to remove unwanted 
noise, illumination issues, texture variation etc., but also reduces the input image size 
without affecting the quality of the data and preserves the feature details. This step 
boosts the speed of the system in a remarkable way for real-time implementation 
without compromising its accuracy and stability. Then, SPT was applied to both 
left and right images and a disparity map was constructed. The resulting disparity 
map was applied with a threshold of. At this stage, the background of the image 
sequence was extracted, which further decreases the complexity of applying feature 
extraction algorithm for the entire image, since the reliable singularity points are 
often present at the background. To extract the pure background, comparison of 
the right image with the threshold Tsh < 25 was performed. Further, Harris corner 
detection was applied between the K and K + 1 frames and matched to identify the 
exact feature points. Additionally, ZNCC was applied to eliminate erroneous data by 
way of checking the confidence of the match. The extracted reliable motion vectors 
from the ZNCC are then subjected to RANSAC algorithm for removing the outliers,
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Fig. 1 Block diagram of the proposed method

which build small sets of vectors for constructing a testing hypothesis. The hypothesis 
with the maximum score was considered as the best solution having the translational 
and rotational information of the camera. In the final step, the best hypothesis was 
interpolated using Affine transformation [58] for achieving the optimal Ego-motion 
parameters. 

2.2 Steerable Pyramid Transformation (SPT) 

SPT was used in this work as the front-end for basic pre-processing and stereo 
disparity identification from the frames of the input video sequence. Steerable pyra-
mids are familiar in evaluating the image in several orientations at multiple scales of 
resolution. When a steerable filter output was convolved with an image at different 
orientation, it seems to be loaded with information about local neighborhood of each 
pixel [59]. Each level of Pyramid filtering includes information about both the space 
and the spatial frequency [60]. Thus, the steerable pyramid produces feature vectors 
that are translational and rotation invariant, owing to the advantage of orthonormal 
transform characteristics. Let, Il and Ir be the left and right images at time t . Pyramid 
formation consists of two steps: analysis and synthesis. Step 1: In analysis part Il 
and Ir were partitioned as low pass sub-band (with steerable filter L0) and high 
pass sub-band (with steerable filter H0). Successive level of steerable pyramid was 
built up from the preceding step by convolving the low-pass filter L1 with the set of
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Fig. 2 Four basis filters oriented at 0º, 45º, 90º and 135º 

low-pass sub-bands (Bi .....Bk). For j th  order filter, the basic filter functions needed 
for steering appears till j + 1 orientation. Figure 2 illustrates a first level Steerable 
pyramid decomposition. The shaded area over the lower low-pass sub-band was 
sub-sampled by 2 in  x and y directions. 

Further, the steerable filters L0 and H0 defined in the Fourier domain [61, 62] are  
given in Eqs. (1) and (2). 

Where are polar frequency co-ordinates of the filters? A third-order filter set 
requires four different basic filters oriented at and. SPT provides finer edge features 
at higher spatial frequency sub-bands, while typical edge features are incorporated 
in the lower spatial frequency sub-bands [62]. A steerable basis set was obtained by 
using as basis filter, which has 4 different orientations (shown in Fig. 2). The linear 
combinations of the basis filter forms the coefficient of the filter orientation set. In 
this work, a 3-level single orientation SPT was implemented. This step reduces the 
size of the input image frames without losing key features of the image and also 
removes the unwanted noise data. 
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From IL and IR , feature vectors FL (x, y) and FR(x, y) were derived by combining 
their steerable pyramid responses at each level, respectively. These vectors are 
enriched with valuable description about their intensities in the image. Later, a 
disparity map was constructed by minimizing these feature vectors of left and right 
images using the Mean Square Error (MSE) [63] given by Eq. 3. 

MSE  = 
1 

Fs 

n∑

i∈Fs 
(FL (x, y) − FR(x, y))2 (3) 

Here Fs denotes the feature vector size. Window with minimum disparity estimate 
was taken as the best initial disparity value. Locations, where no possible match was 
identified (like constant intensity regions) and at boundaries, disparity was assigned
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as zero. As a form of smoothness constraint, median filter was applied to the full 
resulting image frame. The final smoothened image Ds gives the disparity map of 
stereo image pair IL and IR . 

Here, the background of input stereo image frame was segmented through thresh-
olding of its disparity map to a required minimum value. This step helps in speeding 
up the Ego-motion estimation, as the most reliable singular points lie at background 
information. Discarding the foreground objects simplifies the remaining process 
as it releases unwanted memory allocation and improves robustness against false 
estimation. A condition of Dth  ≤ 50 was applied to Ds in the proposed method. 

2.3 Keypoint Detection and Matching 

Once the background was separated, the resulting image was then processed to extract 
reliable keypoints. Keypoints are defined as any salient point, otherwise known as 
interest points of an image, often a feature or a corner detail. A corner point has 
remarkably larger change in intensity from rest of its neighboring image points. 
Harris corner detector is a tool for finding isotropic saliency metric, proposed by 
Harris and Stephens [53], was used in this work for the detection of reliable corners 
or keypoints. In this method, autocorrelation matrix was used to evaluate the approx-
imate autocorrelation function at any arbitrary direction. Considering an image I 
with pixel value (i, j ) at image position I (i, j ) having an autocorrelation function of 
f (i, j ), the autocorrelation matrix was defined in Eq. (4) based on few assumptions 
[53]. In Eq. (4), Δi,Δ j represents some small shift in directions i, j , respectively 
from the image point I (in, jn). 

f (i, j ) ≈ (Δi Δ j )A

(
Δi
Δ j

)

(4) 

Gw(i, j; σ ) = exp
(

−
(
i2 + j2 

2σ 2

))

(5) 

Ii = 
∂ I 
∂i 

= I ∗ (−1, 0, 1); I j = 
∂ I 
∂ j 

= I ∗ (−1, 0, 1)T (6) 

A Gaussian window stated in Eq. (5) was used for computing first order deriva-
tives given in Eq. (6). Autocorrelation function’s principal variation in orthogonal 
directions results in Eigenvalues λ1 and λ2 of autocorrelation matrix A. When both 
Eigenvalues are high, they represent a highly textured corner point [64]. In case of 
one higher and other lower Eigenvalues, there was a variance across one direction 
representing an edge point. These Eigenvalues were used in Harris corner detector 
to define the saliency of a pixel. ‘Cornerness’ C was evaluated using Eq. (7). 

C = det(A) − k trace(A)2 (7)
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where, 

det(A) = λ1λ2 (8) 

trace( A) = λ1 + λ2 (9) 

The selected keypoints were matched for similarity with successive frames. For 
selection of keypoints, an improved version of Normalized Cross Correlation (NCC) 
known as Zero mean Normalized Cross Correlation (ZNCC) was used. Consider T1 
and T2 as templates of previously detected keypoints in the first and second images 
with co-ordinates (x1, y1) and (x2, y2), respectively. Let the mean intensity of T1 be 
T1 and T2 be T2. Equation (10) gives the ZNCC values of the detected motion vector−→mv of a corner feature point after matching with successive frames. The ZNCC 
value corresponding to the best similarity match gives the motion vector value of the 
required background feature for further process. 

ZNCC  =
∑

x1,y1

(
T1(x1, y1) − T1

)(
T2(x2 + x1, y2 + y1) − T2

)

/
∑

x1,y1

(
T1(x1, y1) − T1

)(
T2(x2 + x1, y2 + y1) − T2

)2 
(10) 

2.4 Ransac 

As the obtained feature vectors may consist of invalid feature correspondences, 
known as outliers. RANSAC was implemented for rejecting them and extract inliers 
for the Ego-motion estimation. The hypothesis with the maximum score was taken as 
inliers. Results were then used to estimate parameters for the Affine Transformation 
(AT ) [58] described in Eq. (11). Least Mean Square (LMS) was applied to selected 
inliers set to obtain AT. The  AT

Δ

will be chosen as the best Affine transform (ATB) 
only, if I Ln (number of inliers detected) reaches a condition of I Ln ≥ 50% of −→mv 
total’s calculated. Otherwise, the whole process will be repeated again. According to 
Eq. (12), maximum iteration trails are limited [54]. Equation (12) ensures that I L '

n 
vectors with a probability of Ps are free from outliers, while ε is the highest fraction 
of outliers. 
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log

[
1 − (

1 − ε I Ln
)] (12)
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In Eq. (11) A, B, D, E and C, F are rotational R and translational T parameters, 
respectively, of the camera motion. Let (i n, j n) and (i n+1, j n+1) denote the pixel 
co-ordinates of detected feature vectors in IL and IR , respectively. 

3 Experimental Results 

The proposed method was tested with various stereo image sequences of resolution 
1392 × 512 pixels having cameras (Ego-motion) randomly with different transla-
tional and rotational motions. Furthermore, the input was annotated with ground 
truth values. The algorithm was programmed in C+ + under OpenCV environ-
ment and executed on 64-bit operating system with 4 GB RAM. Table 1 lists the 
number of detected reliable corner points at 300, 600 and 900 frames with respect to 
different frame rates. Even under different frame rates, the proposed method showed 
a stable estimation of feature points at any instant of time. While executing our 
algorithm, around 2.5 GB of RAM space was engaged, this clearly exhibits that 
the proposed SPT method reduces the total memory occupied and thus speeding 
up the system for real-time implementation. This will pave possible steps to imple-
ment a stand-alone Ego-motion estimating system in the FPGA (Field Programmable 
Gate Arrays) environment. Figure 3a shows the resulting Ego-motion of the vehicle 
with ground truth values of sample image sequence recorded in urban terrain. It is 
very clear that the proposed method estimates the Ego-motion of the camera very 
close to the ground truth values. Figure 3b shows the trajectory of the proposed 
method along with the ground truth values, SSLAM and SDWO algorithms. The 
graph explains the robustness and efficiency of the proposed method against the 
ground truth and other two algorithms. Ego-motion of the vehicle was estimated in 
1.96 s. Further, on testing of the algorithm on several frames, the proposed method 
generates Ego-motion parameters very closely to the ground truth in most frames. 

To estimate error in Ego-motion estimation, Average Translation Error (ATE) and 
Average Rotational Error (ARE) metrics were calculated. The results of this study 
exhibit an average error of 1.09% translational error with 0.027 deg/m rotational 
error. Figure 4a explains the rotational error and Fig. 4b explains the translational

Table 1 Detected feature 
points and inliers with respect 
to different frame rates of 
300, 600 & 900 frames 

Frame no Frame rate (fps) Detected feature 
points 

% of inliers  

300 15 168 91.07 

30 156 92.94 

600 15 232 90.94 

30 214 91.12 

900 15 136 91.91 

30 122 92.62
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Fig. 3 a Estimated Ego-motion of the camera and its respective ground truth values. b Trajectory 
of Ego-motion estimated from the proposed method with ground truth, SSLAM and SDWO

Fig. 4 a Rotational error of estimated Ego-motion in sequence_s01; b Translational error of 
estimated Ego-motion on sequence_s01 

error for the input image sequence at 15 fps. This ensures that the proposed method 
improves the speed of Ego-motion estimation without affecting the robustness of the 
system. 

4 Conclusion 

In this work, the key property of the Ego-motion of a camera/observer, as trans-
forming the background images into scaled or translated, was used for the Ego-motion 
estimation of stereo video. The main theme of this work relies on separating the back-
ground of an image frame efficiently on most reliable areas of the individual frame and 
applying feature detector that enabled to speed up the process. The highlight of this 
work is the contribution of SPT, as it removes noise and defects due to illumination 
changes without additional processing time, but decreased memory usage with high 
accuracy. Further, the results demonstrate the number crunching capability of our
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approach against different frame speeds. Additionally, ZNCC enhanced the robust-
ness of the proposed method by selecting the best similar reliable feature match. The 
merit of the proposed method can be understood through the better accuracy as well as 
the average error of 1.09% in translational movement with 0.027 deg/m in rotational 
movement at a speed of 1.96 s. In the future scope of this study, we will implement 
the proposed method in FPGA hardware environment to further improve the speed 
and built a fully automated stand-alone embedded system for mobile/autonomous 
driving, video stabilization, motion control and many more in computer vision-based 
applications. 
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Livspecs: Design and Implementation 
of Smart Specs for Hearing and Visually 
Challenged Persons 

P. K. Prithvi, K. Chandru, Krishnan B. Yashwanth, Fathima M. Shabika, 
R. Ranjana , and T. Subha 

Abstract Every day there is a child born with disabilities, but unfortunately, it is not 
in our hands to undo what has already happened. But we could very well help them to 
make their lives easier. In this proposal, we have designed an eyeglass that could serve 
a purpose for people with autism, visually and hearing impaired. People with autism 
could not sense things immediately; the same is the scenario for the visually impaired. 
They can’t sense what’s happening in front of them. So, we have designed an eyewear 
VI-SPECS (Visually Challenged- Specs) that senses the real-world entities using a 
camera lens by using YOLO V4. YOLO V4 captures the real-world objects followed 
by text to speech recognition. This will give them commands about what’s happening 
in front of them. Similarly, for the hearing impaired, we have designed efficient specs 
HE-SPECS (Hearing Impaired- Specs). This glass takes real word sounds as input, 
converts them into text segments, and displays them on the screen. The screen will 
be partially visible so that they cannot disturb while they are at any other work. Thus 
our vision is to help people to overcome their disabilities. 

Keywords YOLO V4 · R-CNN · Autism · Computer vision · OpenCV 

1 Introduction 

Around 3,85,000 babies are born each day, of which 3% are born with disabilities, 
which rises to 5% when they are at age one. All these children are not intentionally 
born or affected by disabilities. In spite of having modern medical assistance, we 
could detect the disability in the mother’s womb. But no assistive technology could
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Fig. 1 Framework of 
proposal 

cure or correct the disability of that infant. And in most cases, the disability is found 
after birth. Neglecting these children is against humanity, and as a parent or well-
wisher, one could not see their difficulties. Thus, this is an emotional moment that 
one could feel that somehow they could help the person or give them any sort of 
instrument or gadget that will be helpful in an efficient way. 

Modern medical technologies couldn’t tackle this situation. Hence digital tech-
nology came forward to find a solution using emerging technologies and core 
concepts that helps to assist a person with a disability. YOLO V4 algorithm and 
most essential functions such as image to speech and speech to text are employed to 
make our proposed system [1]. The YOLO V4 is an algorithm used for object detec-
tion. The use of this algorithm is extensive due to its accuracy. More accurate the 
prediction, the more the positive outcome. Speech to text and image to speech oper-
ations are performed by the third-party control. And the input for these operations is 
captured in real-time (see Fig. 1). 

2 Literature Survey 

Garg et al. [2] proposed their idea to improve the accuracy of recognizing the face 
using aspects of deep learning. In this paper, they used one of the famous deep 
learning libraries YOLO(YOU ONLY LOOK ONCE). For detecting faces in videos, 
they used a convolutional neural network as a deep learning approach. They trained 
and tested the data using the FDDB dataset. 

In this paper Xu et al. [3]; They used multifunctional real time electronic glasses 
(E-glasses) for indoor navigation. The primary functionality of their paper is indoor 
navigation via navigation algorithm and item of interest recognition via deep learning 
technology. The resultant object information is given as feedback to the blind person. 

Arora et al. [4] developed a paper that detects objects in real-time using image 
segmentation and CNN (CONVOLUTIONAL NEURAL NETWORK). The position 
with respect to the person is indicated to the blind individual with the help of speech
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stimulus. In this paper they used MobileNetArchitecture along with a single shot 
multibox detection structure to create a faster and versatile real time object detector. 

The paper by Go et al. [5] proposed a methodology to recognize human emotion 
with the aid of facial images and speech signals. It is accomplished by using multi-
resolution analysis from discrete wavelet. And LDA (LINEAR DISCRIMINANT 
ANALYSIS) generates feature vectors. The emotion recognition from speech signal 
approach is structured in such a way that the recognition algorithm is performed 
autonomously. 

Bedrii et al. [6] The author’s implementation is about automated diet monitoring 
in unrestrained instances. It is a device which is equipped with a gyroscope and 
optical sensors that enable it to detect food consumption activities by a person. It 
captures the images of food intake by an individual with the assistance of an onboard 
camera. 

Önal and Dandil [7] They proposed an idea based on detecting the people in 
camera where they are not wearing protective suits while working in an industrial 
environment. 

To detect this they used the YOLOv4 deep learning technique. In this study they 
created their own video dataset and with the aid of YOLO they detected protective 
equipment like gloves and eyeglasses. 

Jung et al. [8] They proposed an idea about a new method for detecting Deep 
Fakes created by the generative adversarial network (GANs) model by analyzing 
a major change in the blinking pattern. When eye blinks are repeatedly repeated 
within a very short period of time, the proposed technique DeepVision is applied 
as a criterion to validate an abnormality based on the period, repetition number and 
expired eye blink period. 

Camil et al. [8] Their idea is when eye blinks are repeatedly repeated within a very 
short period of time, the proposed technique DeepVision is applied as a criterion to 
validate an abnormality based on the period, repetition number and expired eye blink 
period. Integrity verification can detect deepfakes by observing substantial changes 
in eye blinking patterns. 

Chang et al. [9] Their research project’s purpose is to create a prototype method 
for automatic indexing of sports videos. Their approach is unique in that they suggest 
combining speech understanding and image analysis techniques to obtain data. In 
this paper they used image to text classification and text to voice classification. 

Rao et al. [10] Electronic Travel Aids (ETAs) aid in navigation by gathering data 
about the surroundings and conveying it in a manner that enables a blind individual to 
comprehend the environment’s nature. A computer vision-based solution to detecting 
potholes and uneven surfaces is proposed in order to help blind persons to move easily. 
The method involves displaying laser patterns, recording them with a monocular 
video, processing them to get features, and then sending path indications to the blind 
user.
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3 Proposed System 

Most of the children in this world are born normal, but on the other hand, some of 
them are born with some disorders or deficiencies, of which one of the deadliest is 
Autism. According to a report of the CDC, 1 in 54 children in the US is affected 
with Autism. There is no leading cause for Autism; it may be due to genetic, non-
genetic, or even environmental factors. In our proposal, we have found a way to help 
children with Autism and visually challenged to make them comfortable when they 
meet another person or encounter any object in real life. Also, we have planned to 
design efficient specs that could also serve people with a hearing aid but are visually 
perfect. This could be a significant relief for them, making them visually connected 
without eyes. The Backend Architecture Of LIVSPEC is explained in (Fig. 2). 

Methodology For VI-Spec (Exclusive specs for visually challenged and child 
with autism) 

To proceed further in this proposal, we have to tackle the following objectives in an 
efficient way,

• To receive the object motion from the specs through YOLO V4.
• To recognize and process the received data using the Deep Learning model CNN 

and OpenCV.
• To generate the voice module using the output of the processed information.
• To transfer the voice module through earphones. 

Object Detection Using YOLOv4 

For image and motion detection, we use smart glasses which comprise in-built 
speakers to transfer the output, a CPU is incorporated in any one of the arms of 
the specs which serves as the brain of this gadget, and a tiny camera lens that could

Fig. 2 Backend Architecture Of LIVSPEC 
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capture the real-world entities is fitted across the lens of the specs. A narrow-angle 
motion is captured using the camera entity in order to focus on the particular objects 
that are presented in view with the user. The received motion picture is passed through 
the YOLOv4 algorithm. A computer vision-based algorithm is developed for rapid 
and accurate object/image detection using a unique convolutional neural network 
model. Here image/video is sent as an input to VI-spec. Based on the image sent 
object detection is done using the you only look once algorithm as mentioned earlier. 
A grid layer of SXS size (here S is the number of pixels) is spread across the entire 
captured image. Instead of detecting the object using layers of neural networks, 
YOLOv4 focuses on using a grid layer, and outline rectangle/square box across grid 
layers that outline the entire object residing in the captured image. The proximity 
of 0 to 1 digit is used for object detection. Where the value 0 is considered as no 
object is found inside the grid. YOLOv4 also helps in detecting and separating over-
lapped objects by using the reLU function which operates on max(0, S) which helps 
to improve the performance of the software. Thus with the help of YOLOv4 and 
the python library OpenCV supporting the YOLOv4 algorithm built using CUDA, 
the motion image is captured and the objects are identified and recognized. The 
recognized object is then classified based on its properties using OpenCV. I.et the 
image be classified into different labels such as persons, animals, things, etc., from 
the dataset provided. The processed output waits for further processing if required 
or it is automatically transferred to the voice module based on the person using it. 
Consider the case of a visually challenged person where the output is transferred as 
the facial expression may not be necessary at times, as they are highly intelligent in 
understanding intonations (Fig. 3). 

To Recognize and Process The Received Data Using The Deep Learning Model 
CNN and FER 

See Fig. 4.

Fig. 3 Facial detection 



196 P. K. Prithvi et al.

Fig. 4 Emotion recognition 

After recognizing the objects present across the viewer. The next step is the 
processing of the facial expression of the object if the label of the object is clas-
sified as person. This part of the proposal is developed for a better analysis of facial 
expressions for people affected by autism. Emotion recognition may not be a big 
thing for a normal human but for a person affected by autism who has difficulties in 
grasping the atmosphere surrounding them. We came up with the solution of emotion 
recognition, to help autistic persons understand their surroundings and the people 
they are involved with. YOLOv4 may be helpful in identifying rapid object detection. 
But it may not be accurate in identifying minute details spread across the image. 

In order to achieve greater accuracy and to match the most suitable emotion 
detected based on the object’s facial expression, we use the CNN Model (Fig. 5) to  
identify facial expressions, by using NxN pixels and n-layers of neural networks to 
match the most suitable expression. Here, the sigmoid function helps in transforming 
the input value into an output value ranging from 0.0 to 1.0 in order for more accu-
rate and minute details. The facial expression recognition (FER) library file with 
CNN using Tensorflow and Keras library functions is implemented using python for 
emotion detection.

To Generate and Transfer the Voice Module of the Recognized Object to Ear 
Aids: 

The last process involved in the development of VI-specs (Fig. 6) is the implemen-
tation of an earphone that is connected to the VI-specs via Bluetooth signal; here the 
output is transformed into a voice command to make things convenient for a visually 
challenged person as well as for an autistic person as well. Here, the google speech 
API is used for voice recognition and voice commandments.

Voice Module Generator: 

Methodology For HE-SPEC (Exclusive specs for a person with a hearing aid): 

This proposal is specially meant to design an efficient goggle for a hearing-impaired 
person. Initially, the device encounters an audio signal which is transferred to the 
system using Bluetooth, and further, the system does speech to text processing. 
Finally, the output text will be projected on the glass screen, basically like a sub-title. 
To achieve this proposal, we need to satisfy the following objectives,
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Fig. 5 CNN model

Fig. 6 VI-SPECS design

• To receive the audio input using a microphone.
• To process the audio speech input to text input
• To display the final text information on the screen. 

Audio Detection 

We all know how an audio signal is captured. This whole process works on the 
principle of capacitance. The approached audio signal is converted into an electrical 
signal when it hits the vibrating diaphragm, moving a magnet near the coil. 

Speech to Text Processing 

This could be done by transferring the received audio clip to the system where it 
initially identifies the audio segments followed by recognizing the language being 
spoken. And finally, it converts to a text segment with respect to time code.
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Fig. 7 HE-SPEC design 

Text Display 

The text segments are then sent to the mini projector which displays the final output 
on the screen of the glass. We have an internal prism to reflect the text segments so 
that they won’t be reflected back on the eyes. 

Thus on the whole we have proposed a system that could work efficiently for 
hearing and visually impaired people. By using this they could sense the function 
which they lost.  

4 Result and Discussion 

We live in a world where not every human being is born with all six senses fully 
operational. People who are born blind or deaf require some assistance in seeing and 
hearing. We can assist people with autism by using modern technologies such as 
YOLO 4. 

Many technologies intended to facilitate people with autism in seeing well, but 
none of them convey any information about the emotion of the person in front of 
them. We developed the VI-SPECS device with the help of YOLO 4 and an expanded 
camera, which is capable of detecting things and human emotion in real time and 
communicating it to the appropriate individual. 

Hearing aids can help partially deaf persons, but they have zero effect on people 
who are completely deaf. We use a device called HE-SPECS (Fig. 7), which takes in 
real-world sound as input and converts it to text messages, which is then displayed. 
The displayed text is not entirely visible, so it does not obstruct the user’s view. 

5 Conclusion 

YOLOv4 may be an excellent algorithm in rapid and accurate detection of objects 
but since the VI-specs are made for a broad, yet narrow, view for the user. It may 
not be helpful in detecting distant objects which may be a problem for a visually 
challenged person when walking in an open space buzzing with various objects. 
VI-specs is useful if worn in institutional places such as school, collage, university, 
etc.
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Object detection and classification is made easy with the help of YOLOv4 and 
OpenCV but describing the features of an approaching object is not conventional in 
VI-specs. 

Processing the object’s facial expression using CNN helps in accurate detection 
of the type of emotion the object is facing but since CNN is a slow process detection 
compared to other neural network models such as [11] R-CNN, Fast R-CNN, etc. 
the object’s expression may already have changed into something by the time the 
detection takes place. 
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Self-balancing Robot Using Arduino 
and PID Controller 

C. N. Savithri , R. S. Roopesh, N Lavanya Devi , P. Shanthakumar, 
and P. Thirumurugan 

Abstract Robots are programmable machines built to mimic human actions. One 
such action is locomotion of robots which is the recent area of research. Two-wheeled 
robots which diligently stabilize it may contribute to the locomotion of robots in 
upcoming decades. In this paper, the PID controller and Arduino are utilized to design 
the self-balancing robot. This paper focuses primarily on developing a controller that 
will aid the robot and test against several parameters such as position, balance along 
vertical axis and signals for controlling. The accelerometer and gyroscope sensor 
values are used to determine the precise position of the robot in 3 dimensional space. 
The sensor values are sent to the controller which controls the rotation of wheels 
thus aiding in balancing the robot. The two-wheeled robot turns precisely while 
navigating through different obstacles as against four-wheeled robots. 

Keywords Self-balancing robot · Accelerometer · Gyroscope · PID controller 

1 Introduction 

The advent of computers has led to automation of processes such as controlling the 
machines automatically. Robots are examples of automated programmable machines 
capable of performing a series of task. Self-balancing robots are two wheeled robots 
that can move faster and change the direction with ease. Two wheeled robots are
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basic type that finds applications in autonomous vehicles. Segway and Nine-bot are 
commercial electric vehicles used as patrol transporters that use the principle of 
inverted pendulum [1, 2]. 

In recent years, road accidents have increased due to more vehicles on roads 
causing property damage and increasing the fatality rate. Every year 1.3 million 
people pass away due to traffic accidents. Misguided information or reckless driving 
is responsible for the majority of accidents. According to the survey made, driving 
with weariness was accountable for 72,000 crashes, 800 fatalities and 44,000 injuries 
in the United States. Intelligent Transportation Systems (ITS) is gearing up in addition 
to gaining greater attention owing to their promising approach in improving trans-
portation safety. Wide range of research is done in the area related to self-driving 
and autonomous cars by many universities and companies. 

2 Related Works 

A method for detection of lane using Hough transform and detection of drowsiness 
of the driver is presented. The reasons for poor driving are identified using predictive 
analytics. The cause for poor driving is also identified in real-time with the help of 
sight and sound. The paper presents the solution to aid the drivers understand and 
also to improve their attitude while driving which protects the drivers from being 
blamed. This helps the driver to maintain the lane and avoid road accidents thereby 
having an impact on general welfare of people and safety of public [3]. 

Accurate recognition of objects is performed using radar and vision sensors. The 
coordinates are different for sensor specific data and hence calibration becomes 
essential. The algorithms for coordinate calibration between radar and vision images 
are introduced and calibration of sensors is performed from the data obtained from 
the sensor [4]. 

Two wheeled self-balancing robot is designed using PID controller and move-
ment of robot is balanced by solving the problem of inclination angle while imple-
menting in real time. The angle of tilt during load imbalance is measured by fitting 
the accelerometer on the robot. The results are obtained for stabilization by modeling 
the robotic system and performing simulation with different control methods [5]. 

A gyroscope sensor is used to obtain the angular speed of the two-wheeled 
robot. The angular speed of the motor controlled to maintain the robot balance 
in upright position is presented. The design of the fractional-order PID controller 
(FOPID) which has good controllability and the ability to adjust when compared 
to conventional PID controller is demonstrated. Its performance is validated against 
PID controller with the help of Matlab simulation. Raspberry Pi using cascaded 
second-order section form II IIR filters are implemented [6]. 

A simulation is carried out with level 4 architecture for driving on the highway 
for the Supplementary Tesla model. Results demonstrate that there is an increase 
of about 23% in average energy economy against conventional driving. Results
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illustrate smoother autonomous control profiles when compared to manual human 
control which revealed higher levels of fluctuations for velocity profiles and lateral 
deviations [7]. 

Two-wheeled self-balancing mobile robot is introduced with control moment 
gyroscope module that improves the balance while minimizing the movement. A 
disturbance observer estimates the disturbance and is compensated by the control 
moment gyroscope, thus maintaining the balance with very less movements [8]. 

A low cost embedded digital signal processor based driver-assistance system 
installed in the vehicle is presented. The neighboring lane is considered to be the 
major cause of accidents. The system used fuzzy based steering and speed regulation 
to initiate the driving by humans and the developed model was examined in a real-road 
environment [9]. 

A framework for providing intelligence to vehicles is introduced. The framework 
is operated by collecting information like traffic lights, road signs and surrounding 
vehicles, processes the information intelligently and guides the driver by giving 
warnings. The obtained simulation results exhibited the merits of the proposed 
system like simplicity, less response time and scalability achieved by 3G/4G/5G 
infrastructures [10]. 

3 Proposed Methodology 

The block diagram of a two-wheeled robot, the working principle of the proposed 
system and the controller action are discussed in this section. 

3.1 Block Diagram of the Two-Wheeled Robot 

The block diagram of the two-wheeled robot is shown in Fig. 1. The self -balancing 
robot procures the balance on a pair of wheels by having the grip needed to provide 
the friction. Two vital points for retaining the vertical axis are measuring the angle of 
inclination and another is maintaining zero degree with the vertical axis by controlling 
the forward and backward movement of motors. Accelerometer and gyroscope are the 
two sensors used for measuring the angle as shown in Fig. 1. The static or dynamic 
forces are sensed by the accelerometer while the angular velocity is measured by 
the gyroscope. A math filter known as a complementary filter combines the outputs 
from the accelerometer and gyroscope. An error value is obtained by subtracting the 
measured value from the reference value that is already set. The error is applied to 
the PID controller for control action as shown in Fig. 2.
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Fig. 1 Block diagram of the two-wheeled robot 

Fig. 2 Working Principle of 
two-wheeled robot 

3.2 Working Principle 

The two-wheeled robot is able to maintain its balance with the help of the sensors 
and driving motors only with two wheels. In order to retain balance of the robot, 
the motors counteract and help the robot from falling by wheels rotating in the 
desired direction as shown in Fig. 2. This process needs feedback and correcting 
elements. The acceleration and rotation in all directions is given by the sensors 
namely gyroscope and accelerometer. The Arduino utilizes this to sense the current 
orientation of the robot. The motor and wheel constitutes the correcting element of 
the robot. 

The current position of the robot is obtained from the sensors. The orientation of 
the robot in static condition is given by the accelerometer while the tilt angle is given 
by the gyroscope. The problem faced while combining the sensor values are. 

(i) The gyroscope returns an incorrect value when it encompasses a drift in a lesser 
time. 

(ii) The accelerometer returns an incorrect value when it encounters vibrations and 
returns the correct value while the acceleration is progressive. 

A complementary filter is used to overcome the problems occurring due to sensors 
and it also combines the values from sensors. The complementary filter is a combi-
nation of low-pass and high-pass filter. The vibrations from the accelerometer are
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filtered out by a low-pass filter while drift from the gyroscope is removed by the 
high-pass filter. The values thus obtained are combined and applied to the controller 
for control action. The Eqs. (1) is for the low-pass filter: 

y(n) = [(1 − α).x(n)] + α.y(n − 1) (1) 

where x(n) is the value from the accelerometer and y(n) is the output of the low-pass 
filter. 

Equation for high-pass filter is given by Eq. (2) 

y(n) = [
(1 − α).y(n − 1)] + (1 − α)[x(n) − x(n − 1)] (2) 

where x(n) is the value from the gyroscope and y(n) is the output from the high-pass 
filter. In Eq. (1) and (2), n represents the current sample and α represents the boundary 
between values of the accelerometer and gyroscope. The value of α indicates the 
dependency on current and previous sample values and is assumed to be greater than 
or equal to 0.5. 

The second factor is the angle of inclination (𝜣) which is determined by the values 
of the angles from the sensors as given in Eq. (3)

𝜣 = [
(1 − α).(previous Angle + η1)] + [α.(ξ2)] (3) 

where, η1 is the angle obtained from the gyroscope, ξ2 is the angle obtained from 
the accelerometer. 

The angle from the gyroscope (η1) is obtained by integration and the next value 
is obtained from the accelerometer (ξ 2). As an example, a zero output from the 
gyroscope will result in a value given by the accelerometer (ξ2). A small value of 
‘α’ discards the output angle from the accelerometer and reads the value from the 
gyroscope. 

3.3 Control Action 

The speed of the wheels are controlled by PID (proportional integral derivative), 
which is a control loop feedback mechanism mainly used in control systems. The 
calculation of ‘error’ value is done by the PID. An error value is obtained by 
subtracting the measured value from the reference value that is already set. The 
constants of the controller namely Kp, KI and the KD are obtained empirically. The 
error is applied to the PID controller for control action in three steps as shown in 
Fig. 3.

(i) A control signal μ is generated by the PID controller when the error is applied 
as input. 

(ii) The control signal is applied to the two wheeled robot for control action.
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Fig. 3 Flow diagram of the PID controller 

(iii) The two wheeled robot returns back to the reference value in the vertical axis 
on application of the PID control signal thus gaining the balance. 

The microcontroller generates output that drives the motors making the robot 
stand upright. The response of the PID controller is multiplied by their corresponding 
constants (Kp, Kd and Ki) and the results are summed. The following steps are used 
to obtain the values of these constants. 

Step 1: The value of KI and KD are set to zero and the value of Kp is increased 
gradually in order for the robot to oscillate about the zero position. 

Step 2: The value of KI is increased to balance the robot when the response of the 
robot is high. Large KI is required to make the angle of inclination zero. This brings 
the robot position back to zero when it is inclined. 

Step 3: The value of KD is increased to reduce the oscillations and overshoots. 

Step 4: The above three steps are repeated for tuning each parameter to achieve the 
desired position. 

4 Results and Discussion 

The implementation of a two wheeled self-balancing robot is shown in Fig. 4. 
Figure 4a shows the balancing of robot in the rough surface while Fig. 4b shows  
the movement of the robot in the smooth surface. The robot is a static linear model 
and a maximum tilt angle of 12° is observed. The robot moves up to 1 m in the 
forward as well as backward direction by balancing itself on the flat surfaces. The 
self-balancing robot balances better on slightly rough surfaces as against the smooth 
flat surfaces. This is due to the fact that the damping effect of the surface and the 
moment of inertia required by the wheels is small in contrast to the body of the robot.
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(a) (b) 

Fig. 4 Set up of two wheeled self-balancing robot a Rough surface b Smooth surface 

5 Conclusion 

In this work, a two wheeled self-balancing robot is implemented by Arduino and 
PID tuning method. The balance of the robot in forward or backward directions is 
achieved with help of the PID controller. MATLAB are used for upright (vertical) 
balance angles, their control signals and their disturbance rejection capabilities. A 
math complementary filter is utilized to remove the drift and vibration occurring in 
the sensors. Since PID controllers are easier to implement they are used to balance the 
two wheeled robot. The tilt error is observed to be 5° and the robot is able to handle 
a load around 250 gms. The maximum tilt angle observed is 12° and is capable of 
moving 1 m in forward and backward directions. The torque in the DC motor limits 
the height of the robot which in turn reduces the angular rate. The other limitation 
is the terrain in which robot can move. For robot to move on slant surfaces, artificial 
intelligence is required to calculate the slant angle and balance the robot. 
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A Survey Based on Online Voting System 
Using Blockchain Technology 

S. P. Shanthinii, M. Usha, and P. Prittopaul 

Abstract India could be an equitable country which suggests individuals have the 
control to choose their pioneers. For choice there’s a decision handle which is inclined 
to extortion and has numerous drawbacks. India is losing the genuine meaning of 
Democracy as the percentage of voting is diminishing definitely day by day. In order 
to overcome this problem there’s ought to give a simple and secured preparation 
by developing a Mobile/Web Application. This must be considered as each people 
group’s vote plays a noteworthy part in choosing the correct pioneers. Block chain 
innovation offers the straightforwardness and security requisites for the fair-minded 
race. It may be a total decentralized, permanent record framework. The online voting 
framework permits the voters to cast their vote from any place at any time which 
leads to expanding the voter support check. The objective of the survey is to review a 
voting framework which gives straightforwardness and security utilizing block chain 
innovation. The Blockchain framework will permit the citizens to cast their votes in 
spite of their area. Each year an expansive bunch of Indians closes up the country due 
to which they are unfit to sharpen their voting rights most of the time. Blockchain 
system will be a medium for them casting their votes undoubtedly in showing disdain 
toward the reality that they are not physically displayed in India among race time. 

Keywords Distributed ledger technology · Pioneers · Innovation · Online voting ·
Democracy 

1 Introduction 

One of the foremost challenging cryptographic convention issues is electronic voting 
[1]. Bitcoin is the primary decentralized crypto-currency that’s right now by far the 
foremost well-known one in use. The bitcoin exchange language structure is expres-
sive enough to set up advanced contracts whose finance exchange can be upheld 
consequently [2, 3]. This survey is pointed to a distributed e-voting framework.
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Midpoint thought is to incorporate distributed ledger development with a mystery 
distribution scheme and advanced encryption standard harmonious to realize the 
distributed e-voting utilization without a trusted mediator. The thought gives an 
open as well as straightforward vote preparation while ensuring every namelessness 
of vote caster personality, security about information communication as well unques-
tionable status of selection amid every charging stage [4]. The Board of Europe is the 
universal management toward issuing suggestions about every control of utilizing 
electronic voting [5]. Blockchain was initially conceptualized by Satoshi Nakamoto 
in 2008 as a center component to bolster exchanges of the computerized cash— 
Bitcoin, blockchain has been known to be the open record for all exchanges and 
settled the double-spend issue by combining peer-to-peer innovation with public-
key cryptography [6, 7]. This study to begin with clarifies how blockchain makes 
this enchantment happen and after that presents the blockchain’s effective applica-
tions in E-voting, E-governance, and E-democracy [8]. There are different strategies 
including the access to computerized voting all over the world. All abide those asso-
ciated with diverse perquisites as well as controversy. One of the foremost imper-
ative along with predominant issues endure the need about inspecting the potential 
along with framework confirmation strategies. Blockchain innovation, as of late, has 
picked up a part of consideration that can give an arrangement toward the indicated 
problem. The stated survey presents Blockchain Voting Framework that portrays 
electronic voting forms and innards of a direct web voting framework that reviews 
along with confirmation competent. Blockchain accomplishes this through utiliza-
tion of blockchain innovation together with voter caster documented paper review 
path [9]. This survey displays a proposition for a voting system based on blockchain 
innovation and analyzes its potential to progress current voting frameworks as well as 
the execution disadvantages [10, 11] tended to the features of blockchain innovation 
as dispersed record empowers no single point of failure and unused exchange can be 
embedded into the ledger by anybody who is having the dispersed control. 

2 Background 

2.1 Overview of Computerized Voting System 

By improvement made from Web innovation along with advanced cryptanalysis 
automation, computerized voting has gotten to be an unused voting strategy, which 
fathoms many shortcomings of conventional voting strategies, such as tall fetched, 
moo effectiveness along with frequent botches. Since the primary electronic voting 
convention was proposed, after more than 30 years of advancement, electronic voting 
plans based on different cryptosystems have been proposed by numerous cryptolo-
gists. Its objective is to provide a secure, helpful and effective voting environment for 
the Web. These mature arrangements have too been connected to a few government 
races, corporate board voting and vital decision-making voting.
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By and large talking, a protected computerized voting plot ought to contest 
consecutive necessity [11]: 

1. Ballot protection: nobody realizes for the ballot select, along with the sub stance 
of the ballot is covered up out of possession of the viewer. 

2. Individual unquestionable status: Residents can confirm if the votes are checked 
accurately later balloting. 

3. Capability: As it were true blue voters can take an interest in balloting activities. 
4. Equity: Nobody could influence the balloting result. It isn’t permitted to reveal 

balloting results or to add ballots within the balloting handle. Something else, it 
might possess an unjustifiable effect on the balloting result. 

5. Singularity: All true blue voters can vote as they once did. 
6. Vigor: Nobody’s calculation could influence or alter the ultimate balloting result. 
7. Keenness: Every poll ought to do numbered accurately. 

2.2 Blockchain Technology 

The blockchain innovation understands the double-spend issue with the assistance 
of public-key cryptanalysis, by which each applicant abides doled out a secure vital 
and a wide vital is shared with all clients. All understanding of blockchain may be 
a conveyed directory comprising the history of transactions that are mutual among 
taking section parties. Each of these transactions is proved by the accord of a lion’s 
share of the members within the plan, building false exchanges incapable to pass 
collective confirmation. Once a history is made and accepted by the blockchain, it 
could never be changed. Actual inquiries on blockchain have been primarily intent 
on plan expertise, secure and inventive operations [8]. 

Through plan, persuasiveness is the foremost critical concern for blockchain. 
Blockchain must have really strict confirmation preparation to form an unused 
alternate plan, which leads to a critical idleness of assertion time and squander of 
computing resources. As of now, it takes almost 15 min for a transaction to be autho-
rized. In expansion, thousands of hubs are running to compute and confirm exchanges 
[8]. As shown in Fig. 1, blockchain provides transparency, security, smart contract 
etc.

2.3 Analysis of Ethereum 

The survey centers on the sorts of accounts accessible, the transaction structure and 
the Blockchain convention were utilized in Ethereum. Ethereum has two account 
types:
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Fig. 1 Structure of blockchain

• A remotely possessed account (user-controlled) could be a public–private key pair 
controlled by the client.

• The method signifies these accounts by A, B,—A contract account may be a savvy 
contract that’s controlled by its code. The denotation of a shrewd contract account 
by λ [12]. 

The Ethereum-based blockchain is treated as an efficient exchange-based auction 
model. In the event that different exchanges have a twin obligation, at that point 
the obligation’s eventual case is decided through arrangement of exchanges that 
commit in the section. Entirely, Ethereum-based blockchain could be a deviation 
of the Phantom convention [13] which may be a tree-based blockchain. The indi-
cated tree features a fundamental department in regard to squares that represent the 
‘Blockchain’ and exchanges in these squares decide the eventual case of transaction 
as well as report equilibrium. Comparable to Bitcoin, the guarantee of the Blockchain 
relies upon mineworkers giving a ‘proof of work’ which approves the miner to add 
a modern square. The indicated verification effort may be a computationally ambi-
tious amaze, and the digger is compensated 5 ether on off chance that the piece is 
effectively added. 

3 Comparative Study of Blockchain-Based Electronic 
Voting Plans 

See Table 1.
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Table 1 Comparative study of blockchain-based voting systems 

Theory Encryption mode Voting sort Description Blockchain 
techniques 

Hardwick et al. 
[14] 

Blink signature Any Ethereum 
blockchain is 
designed for a 
deliberate 
exchange-based 
auction model 

Ethereum 

Wu [13], Iversen 
[15] 

Ring signature 1-out-of-m The conspired 
blockchain can be 
partitioned into 3 
parts: Creating a 
key match, 
producing a ring 
signature and 
confirming the 
signature 

Bitcoin 

McCrory et al. 
[12] 

2Round-zero 
knowledge proof 

1-out-of-2 Ethereum 
blockchain is 
designed for a 
deliberate 
exchange-based 
auction model 

Ethereum and 
smart contract 

Zhao et al. [2] Zero knowledge 
proof 

1-out-of-m Each member 
persuades others 
that he takes after 
the convention 
utilizing 
zero-knowledge 
proofs 

Bitcoin 

Almeida et al. [16] Vote chain 
proposal 

any Vote authenticate, 
casting and 
counting 

Cryptocurrencies 

Fujioka et al. [4] Bit-commitment 
scheme, digital 
signature and 
blind signature 

Not specified This scheme 
generates a secret 
voting between the 
voter and 
administrator 

Communication 
channel 

Hsiao et al. [17], 
Zyskind [18] 

A decentralized 
electronic 
identification 
infrastructure (DI 
eID), 
decentralized 
infrastructure for 
voting, counting 
the results (DI 
voting) 

Not specified DIeID-This 
foundation ought 
to gives a method 
for the solid 
recognizable proof 
of users and a list 
of true blue voters’ 
foundation 

Decentralized 
system

(continued)
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Table 1 (continued)

Theory Encryption mode Voting sort Description Blockchain
techniques

Khan et al. [19] Not specified Not specified Bitcoin multi 
chain generates a 
contrast for 
management to 
design as well as 
express blockchain 
function along 
speed 

Bitcoin 
Multichain 

Gao et al. [20] Certificate less 
traceable ring 
signature, 
code-based, ECC 

Not specified Bitcoin 

Chillotti et al. 
[21], Iversen [15] 

Non-malleable 
encryption, 
LWE-based 
homomorphic 
encryption 

Not specified Uses a voter 
signature 

Cryptography 

4 Discussion 

A survey is made on online voting systems based on Block chain technology. 
In Table 1, the comparative study of blockchain-based voting system is made. In 
these cases, blockchain advances have been conveyed as secure data administration 
and provenance framework, verification and approval foundation, budgetary settle-
ment foundation, and exchange administration foundation. To encourage, create 
and develop blockchain activities, the UK Government Chief Logical Office has 
given a few suggestions in progressing blockchain advancements in the government 
and society, which incorporate [22]: (1) setting up a ecclesiastical level authority 
to guarantee that government gives the vision, authority and the stage for conveyed 
record innovation inside the government; (2) that the investigation community 
contributes within the inquiry about that required to guarantee if disseminated 
records are adaptable, secure and give confirmation of rightness of their substance; 
(3) that government bolsters the creation of conveyed record demonstrators for 
nearby government that solidifies all the components fundamental to test the 
innovation and its applications; (4) government ought to put in put the fundamental 
administrative system for dispersed record. This study examined all parameters for 
voting framework counting security. In spite of the fact that security is guaranteed, 
future work can upgrade the security indeed.
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5 Conclusion and Future Work 

The survey recognized the set of center standards for equitable balloting along with 
the most discussed settings of blockchain-based electrical balloting systems. The 
survey diagram depicts the advancement handle of electronic voting. The survey 
considers that blockchain innovation could be utilized to establish electronic voting 
plans to accomplish nearly every standard for law-based elections. However, there is 
caution against analysts putting away ballots over open blockchains compensation to 
long-haul protection commerce. Electronic voting system is conveyed on Ethereum 
arrange. Numerous research works demonstrated that the square chain innovation 
makes a difference in improving the existing framework; subsequently it gives a 
better way to conduct the Race. It is too utilized to avoid the drawbacks of centralized 
voting frameworks. This survey concludes that an electronic voting system can be 
designed using Ethereum with more security and transparency. 

In future, the security can be enhanced even better by including an Iris sensor as 
well as a fingerprint sensor to check whether the user is a valid user or not. Future 
work could implement additional security. 
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Survey on Collaborative Filtering 
Technique for Recommender System 
Using Deep Learning 

S. L. Jothilakshmi and R. Bharathi 

Abstract Automated systems like Recommenders are developed to recommend 
item suggestions to consumers abiding a variety of conditions. They predict ratings 
of the most likely product a user will buy intuitively or based on interest. Collabora-
tive filtering (CF) is one of the most common methods for designing recommender 
systems. It works on a collection of users’ established preferences to make sugges-
tions or predictions for unknown users. This survey study provides a comprehensive 
insight into the most up-to-date state-of-the-art approaches for efficient filtering and 
successful recommendation. In addition, the survey article studies different types 
of deep learning-based collaborative filtering algorithms and implementation tech-
niques used in different recommender system applications to overcome cold start 
and data sparsity challenges. 

Keywords Deep neural networks (DNNs) · Collaborative filtering approach ·
Recommender systems (RS) 

1 Introduction 

Deep learning is a relatively new area of research in machine learning. It imitates the 
human brain’s process of interpreting data such as pictures, sounds, and texts. The 
deep learning approach is divided into supervised and unsupervised learning, much 
like machine learning. To discover distributed feature representations of data, deep 
learning combines low-level features to shape more abstract high-level representa-
tion attribute categories or features [1]. Deep learning is often referred to as “new-
generation neural networks” because it was first coined in the area of artificial neural 
networks. There has been a remarkable achievement in many application fields such
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as machine visions, Natural Language Processing, Audio recognition, and Recom-
mender Systems (RSs), since the advent of the deep neural network. Researchers have 
been working exclusively to expand the use of deep neural networks in a variety of 
applications [2]. 

Deep learning offers a deeper understanding of user needs, item characteristics, 
and historical experiences between them than conventional recommendation models. 
Deep learning for recommender systems has sparked a lot of interest, and several 
deep learning-based recommendation models have been proposed [3]. They could be 
used for movie recommendations, content-based image recommendations, website 
recommendations, and Document Context-Aware Rating Prediction [1–3]. In recom-
mender systems, the user and item ratings are combined to predict the outcome. For 
example, MudRecS, makes suggestions based on the ratings of multimedia objects 
that fit a user’s interests [4]. Deep learning-based Collaborative filtering is one of the 
most widely used strategies in recommender systems [5]. 

The novelty of this survey article is that we investigated the use of several deep 
collaborative filtering (CF) models to evaluate the relationship or association between 
users and the items in interest. Traditional CF-based methods, such as the restricted 
Boltzmann computer, can only understand a single form of relationship, such as the 
user–user or item–item relationship [6]. 

E-commerce platforms produce a large amount of data on today’s industry. As a 
result, Recommender Systems (RSs) are a technique to deal with information over-
load and boost consumer satisfaction by providing personalized suggestions [7]. 
Many application domains, such as e-commerce, movie and music reviews, tourism, 
news, marketing, financial markets, and social networks employ collaborative 
filtering and deep learning approaches to enhance the efficiency of recommendation 
tasks [8]. 

This paper provides a detailed analysis of deep learning combined with a collab-
orative filtering approach for recommender system applications. We discuss the 
following three relevant concepts: (i) The impact of deep learning technology in 
recommender systems. (ii) The features of the collaborative filtering approach in 
recommender system applications. (iii) Different deep learning techniques. The 
remaining part of this paper is structured as follows: Section 2 presents the detailed 
view of deep learning in recommender systems. Section 3 shows various applications 
that use deep learning-based collaborative filtering approaches. 

2 Recommender Systems 

Recommender systems are used to accurately identifying users’ preferences and 
choosing suitable items from a large volume of data. The recommendation algorithm 
is at the heart of the recommender system. To perform recommendation tasks, the 
current recommendation systems use a variety of strategies and models for learning 
user preferences [9]. They are categorized as follows:
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• Content-based recommendation systems: Here recommendations are based on 
the content of products which the consumer has previously shown interest in. e.g. 
Genre of the movie.

• Collaborative Filtering (CF) based recommendation systems: Here recom-
mendations are based on previous similar preferences.

• Hybrid recommendation systems: Recommendations are based on content-
based and Collaborative Filtering based approaches. 

The content-based model has limited ability to expand on the users existing inter-
ests only. To avoid these limitations collaborative filtering techniques can be used. 
Collaborative filtering techniques are divided as shown [10]. 

1. Memory-based algorithms: Memory-based algorithms are heuristic algorithms 
estimating a target user’s rating for an object by using partial knowledge of the 
target user as well as adjusted weights generated from the dataset. 

2. Model-based algorithms: Model-based algorithms are machine learning 
approaches used for detecting patterns in CF datasets. Matrix factorization, is 
a potential candidate in capturing the interaction between user and item ratings 
directly. 

Recommendation systems face the following issues:

• Cold start: There is insufficient information available when a new person or 
product is added to the recommendation system for the first time. This is known 
as the “cold start” problem. Because fewer customers have tried a new item, it 
takes a long time to incorporate it into the recommendation process [11].

• Data Sparsity: The condition is known as data sparsity when consumer input is 
inadequate for recommendation system models to operate on. It may be due to 
a cold start or the users’ mistakes for not providing enough input. This has the 
potential to affect the selection and consistency of recommendations [12].

• Scalability: When the number of users and objects grows, so does the cost 
of computation. This may affect the recommendation system’s efficiency and 
response time. 

2.1 Deep Learning-Based Recommendation Systems 

Algorithms that recommend relevant items to users are called recommender systems. 
In recommender systems, the recommendations are mainly based on implicit interac-
tions like clicks, listened to songs, watched movies, likes, dislikes of users with item 
ratings. The dataset comprises both implicit and explicit feedback. It is hard to explain 
the distinction between implicit and explicit input in recommender systems, as well as 
why existing recommendation systems depend on implicit feedback. Generally, there 
are two phases involved in the recommendation system. The first phase discusses 
feature extraction using deep learning techniques. The extracted features are the
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Fig. 1 Architecture of deep learning based recommender system 

input for the next phase. The second phase consists of a deep collaborative filtering 
approach for recommendations. Figure 1 shows architecture of Deep learning based 
recommender system. 

2.2 Deep Collaborative Filtering Techniques 

The key challenges in collaborative filtering algorithms for recommendation systems 
are to create effective suggestions overcoming data sparsity and cold start. For this 
issue, several ways are proposed. The majority of them train the models using one 
source of data, while other methods perform poorly, especially while data sparsity 
is high. DeepHCF a deep learning-based model employing joint training to train 
two deep models by exploiting rating matrix and item reviews, which is poten-
tial in addressing this issue. The user-item rating matrix data is learned using the 
Multi-Layer Perceptron (MLP), whereas the other side information is learned by 
Convolutional Neural Network [13]. 

Deep learning-based collaborative filtering methods can outperform traditional 
methods in terms of recommender system performance, especially when text data 
is available. The proposition is the proposed network constitutes more layers to 
extract information embedded in the product’s text description and combines with the 
rating information. As the network grows in-depth, preamble signal attenuation may 
cause failure in convolutional neural network. Hence the gradient progressively fades 
away altogether in the back-propagation process thus preventing weights from being 
altered. A new approach, eXtreme Residual connected Convolution Collaborative 
Filtering (xRConvCF) is plausible in estimating the rating for each item considering 
the textual input [14]. 

The majority of deep collaborative filtering-based recommender systems uses 
Convolutional Neural Networks, Recurrent Neural Networks, Multilayer Neural 
Networks (MNN), and auto-encoders to provide consumers with suggestion ratings 
[13, 14]. Deep Factorize-based Machines (deep FM) and Neural Collaborative 
Filtering (NCF) used in CF neural approaches. Using a dual neural network, NCF 
processes item and user information at the same time [2, 15, 16]. For complex recom-
mender tasks, deep learning-based techniques such as deep neural networks and 
convolutional neural networks manage a vast amount of data [17]. The hybrid model-
based technique was implemented using a combination of generative, discriminative, 
and deep learning models.
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2.3 Datasets 

There are many benchmark datasets available for implementing the deep collabo-
rative filtering-based recommender applications. Some of the benchmark datasets 
available in the literature are MovieLens (Movie Recommendations) [4], Pinterest 
(Top-N Recommendation) [6], TripAdvisor [5], amazon dataset [14]. The perfor-
mance of various approaches is evaluated with the help of benchmark datasets using 
the following metrics: root mean square error (RMSE) [1, 3, 7] and hit ratio (HR) [2]. 

3 Recommendation System Applications 

This section summarizes some recommendation applications such as movie recom-
mendation, hotel recommendation, and music recommendation. These applica-
tions used deep learning methods for achieving successful recommendations. Other 
applications such as book recommendation, top N recommendation, document 
recommendation, also utilize the deep collaborative filtering approach for better 
performance. 

Recommendation systems are essential for streaming video services like Netflix 
in assisting consumers and finding new movies to enjoy. Lund and Ng [4], suggested 
a deep learning technique that uses auto-encoders to construct a distributed filtering 
framework that predicts a user’s movie ratings based on a large database of other 
users’ ratings. They look at how deep networks may be used to provide movie recom-
mendations in the MovieLens dataset and predict user ratings on new films. The k-
nearest-neighbor and matrix-factorization approaches were used to validate the deep 
learning method’s novelty and accuracy. 

Gupta et al. [18], developed an item-based method (collective filtering) for the 
suggestion, which is considerably more accurate and easy to use than the user-based 
approach because it can be done offline and is not dynamic. The distance between the 
target and all other movies in the dataset is calculated using the KNN method, and 
the top K- most closely related movies are ranked using a cosine similarity metric in 
the filtered products. 

Zhang et al. [14], used a deformable convolutional network (DCN) to improve the 
capability of using an offset layer to the standard convolution layer and work on a new 
deformable convolutional network matrix factorization (DCNMF) recommendation 
model that results in a convolution transformation model. The DCNMF model was 
tested on three real-world datasets MovieLens 1 m, MovieLens 10m1, and Amazon. 
The performance evaluation used root mean squared error (RMSE) [14]. 

The tourism industry is one of the most primary applications of recommendation 
systems. The collaborative filtering technique based on deep learning and the multi-
criteria rating was developed by Alfarhood and Cheng [3]. This model extracts user 
and item ratings as input to the proposed deep neural network’s criteria ratings 
anticipation. The results are evaluated using TripAdvisor1, a multi-criteria rating
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dataset containing hotel ratings from users. It is comprises of several criteria ratings 
like Value, Place, Hygiene, Office Desk Check-in, Services, with an overall rating 
ranging from 1 to 5. The Mean Absolute Error F-measure is used to assess the model’s 
efficiency. 

Wang et al. [19], proposed a feed forward neural multi-criteria task collaborative 
filtering algorithm (NMCF) which maps the possible relationship between the user 
ratings and confidence relationships to achieve mutual promotion that leads to a better 
prediction of rating, rather than oblivious in optimizing the training parameters. 

Table 1 summarizes the widely used recommendation applications with their state-
of-the-art approaches. Deep learning-based Recommender models are better repre-
sentations of learning the user-item experiences compared to conventional recom-
mendation architectures. Similarly, in some implementations, deep learning can be 
used together with collaborative filtering to achieve good results. To conclude, the 
main limitation of recommendation system using the collaborative filtering approach 
is the phenomenon of the cold-start problem due to non-availability of information 
about an item or a user to make relevant predictions [18]. Generally, to avoid the cold 
start problem a matrix factorization—a neural collaborative filtering approach—is 
used in a personalized recommendation system [20]. DeepHCF is used on deep 
learning recommendation model using multi-layer perceptron in the convolutional 
neural network thus creating a hybrid collaborative filtering approach capable of 
tackling two separate sources of input data [13]. In the future, a hybrid-model 
approach using an online dataset will be developed for improving the accuracy of 
the recommender system.

4 Conclusion 

A systematic overview of deep learning-based recommender systems is shown in 
this article. Deep learning-based recommender systems could learn user and item 
ratings from large amounts of data, and then build a recommendation model using a 
deep collaborative filtering technique. First a detailed discussion about deep learning 
approaches in recommender systems is shown, along with datasets for Deep Collabo-
rative Filtering in Recommender Systems. Second a quick outline of the various deep 
learning and collaborative filtering applications was provided. The development of 
efficient deep neural networks, a robust recommender framework, and benchmark 
datasets for complex online recommendation tasks all are key future directions.
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A Survey on Power Consumption 
Indicator Using Machine Learning-Based 
Approach 

R. Hamsini and P. Visu 

Abstract According to the Electricity market, power consumption seems to be the 
actual energy demand which is made on the existing electricity supply. Recommen-
dation systems play a significant role in Machine Learning and Artificial Intelligence. 
Recommender systems also plays a crucial role in majority of the industries. It uses 
various approaches in predicting user’s interest and provides relevant recommenda-
tions by using different filtering methods. This paper has a detailed survey on the 
recommender systems based on power consumption. Recommender systems provide 
different algorithms for an effective way of consuming power. Residential customers 
need to consume power efficiently and also can enjoy the alert system which reminds 
them of their monthly usage which inturn helps the customers to manage their elec-
tricity bill. In our proposed system the Power Limit Indicator system (PLIS) manages 
the usage of power for the individual residential customer. Residential customers of 
the PLIS are alerted based on the data of household appliances when their limit 
reaches the threshold. The PLIS outperforms other strategies which seem to provide 
a strong solution to power limit alert task. 

Keywords Recommendation systems · Power limit indicator system · Power limit 
alert 

1 Introduction 

Power Consumption grew 18.6% due to improved economic activities and has 
recorded yearly growth of about 4.6% in September 2020. There is a huge power 
demand and the rate of power consumption is increasing rapidly. Energy demand is 
increasing rapidly and thus integrating renewable energy sources with non-renewable
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resources is widely followed. Electricity tariffs have been impacted in recent years. 
Large power consumption increases the electricity tariff. The residential users have 
gradually understood the current power consumption scenario. With increase in 
power consumption, there are various methods to reduce power consumption in 
commercial and industrial sources. 

The energy consumed by the residential user is rapidly increasing. This is due to the 
non-identification of the electricity consumption for individual residential users. This 
involves various recommendation systems to provide individual residential tariffs. 
The recommendation system has a wide range of attention in the past decades. With 
the wide spread of Internet, given the opportunity to interact with the catalogue of 
millions of items on different platforms, user can have a great experience when it is 
integrated with recommendation systems. With these systems, tariffs are suggested 
to the end users based on their requirement. 

The residential electricity tariff suggestion seems to reduce the power consump-
tion and also the users have the flexibility to choose their own plan according to their 
requirement. Even after choosing the tariff, it seems that the residential users are not 
aware of the energy consumed by them. Over consumption of power results is the 
huge metric change in the tariff. Thus, the recommendation systems can be integrated 
with various filtering methods and provide an alert when the individual residential 
customer exceeds the limit of their regular usage. This way helps in consuming the 
power efficiently and also manage their tariffs effectively. 

2 System Description 

Recommender systems provide an efficient algorithm for power consumption. Power 
Consumption Alert will help the users to effectively use the power without wasting 
it. In our proposed system, Power Limit Indicator system (PLIS) alerts and manages 
the usage of electricity for the individual residential customer. 

2.1 Power Limit Indicator System (PLIS) 

Power Limit Indicator System will alert the individual user on the power consump-
tion. We can have three Phases where the first phase will access the customer data and 
the second phase can use different filtering algorithms to detect the power consumed 
and the last phase can alert the user based on the acquired results. This may even 
reduce the individual user’s power consumption. Thus makes a huge difference in 
the residential power supply.
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Fig. 1 PLIS flow 

2.2 PLIS Basic Flow 

As shown in the Fig. 1, the first phase of PLIS accesses all the customer data. Data 
set with customer ID, type of user (residential/commercial), number of appliances 
used, star rating of the appliances, customer data usage (past years) are used. Based 
on the data in the first phase, detection of power consumption takes place in the 
second phase. Here, based on the recommendation systems and different filtering 
algorithms, suggestions are made. And also, alert measure is generated in this phase. 
The final phase provides the alert indicator. It alerts the end user in three forms— 
nearby reached/reached limit/limit exceed. This helps the individual residential user 
to plan their energy consumption which in turn reduces the power consumption rate. 

3 Review and Analysis of Power Consumption Systems 

The proposed system [1] performs the data analysis, and also per-process and trains 
test split even before training the model. This proposed system trains a stable model 
that performs well in all aspects compared to the previous model with various metrics
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errors like mean absolute, mean absolute percent, mean squared, and root mean 
squared logarithmic. The results obtained show that the energy from the fossil fuel is 
very relatively high when compared to the other forms of renewable energy. Recom-
mender system [2, 3] provides efficient guidance to the customers to select their suit-
able electricity plans and tariffs. This system uses collaborative filtering for higher 
precision of the recommendation results. It introduces a weighted metric from appli-
ance into Jaccard Euclidean which helps to improve the missing feature. This model 
also introduces fast nearest neighbor detection and recommendation plan based on 
the retailing market policy. The proposed system [4, 5] provides an efficient method 
in saving the energy consumed by targeting the unoccupied spaces and relaxing 
the set point temperature. This system uses two types of recommendations—moving 
recommendation and shift schedule recommendations. This system proposes a tightly 
coupled system comprised of the simulator and recommendation system. The model 
produces 25% more energy consumption in the simulation results. 

This system [6] helps us in understanding the various machine learning techniques 
in building the energy prediction and analysis. A detailed review on four modelling 
criteriamachine learning techniques, deep learning models, optimization techniques, 
and the geospatial distribution to design and analyze the energy consumption. It 
also provides various computational machine intelligence techniques and relevant 
architecture used to design energy consumption. The proposed model [7] provides 
comprehensive update of the major machine learning models. Though there are lot of 
conventional Machine Learning methods such as ANNs and MLP, DTs, application 
of hybrids and Ensemble methods, this paper suggests hybrid methods for higher 
accuracy and speeds. This research reports that using the novel hybrid and ensemble 
predication models provides an outstanding increase in the performance of the predic-
tion technologies. This model [8] provides an (EM) 3 which is a combination of data 
collection, abstraction, recommendations. This system handles many sensor data 
efficiently to provide recommendations. (EM) 3 currently works with recommenda-
tions based on rules and the results of the predictions tend to have increased energy 
efficiency and scalability. Future prototype of (EM) 3 will extend it to more users 
and also to improve user energy profiles. The proposed system [9] proposes a task 
scheduling which is said to be optimal for different electrical constraints which also 
ensures the comfortability of the thermal according to the user needs. The proposed 
algorithm helps in identifying the optimized solution to the imposed constraints. It 
also allows the user to have relevant flexibility in choosing huge working horizons 
and lower the resolution values. The overall optimization framework from a thermal 
view will be the future efforts. 

The proposed model [10] provides recommendations on context-aware adaptive-
ness for its users for energy savings. To increase effectiveness and produce high 
manageable change of behaviors, it relies on the gamification elements. This model 
prevents high dropout rates, provides an in depth understanding of the deployments 
of various aspects like original mix of instruments, gamification-based stimuli, web 
and mobile user interfaces, and recommendation for personalized energy saving for 
sustainable energy consumption. This model [11] proposes an expert-based approach 
which prioritizes the demand curtailment allocation using the AHP method. Various
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Demand curtailment parameters such as loading level, capacity of demand response, 
customer type, and the loading categories are used in the Peak Demand Management 
system. The simulation results from the proposed system tends to achieve Peak load 
reduction. This system [12] works under scheduling of hourly costing and limiting the 
peak power. The Scheduling system optimizes the cost reduction in a dynamic pricing 
environment. It works on the demand response strategies which include all control-
lable assets which are thermostatically controllable and non-thermostatically control-
lable. There are different parameters like the energy storage system and distributed 
generation that are considered in this scheduling system. This system uses several 
load shaping straggles to minimize the peak power. The goal of the system is to 
optimize the total cost of the household. The simulation results from the proposed 
system seems to be computationally efficient. This system [13] provides optimiza-
tion techniques to minimize the conventional energy and also diminishes the cost 
of consumption. This paper proposed a game theoretic consumption which uses a 
mixed integer programming. This system schedules a consumption plan for resi-
dential customers. The simulation results from the proposed system could detect a 
stable solution and also admits a Nash equilibrium. It proves that the cost of energy 
is minimized when renewable energy is integrated with the consumption scheduling 
optimization mechanism. 

The proposed system [14] provides a detailed study on the recommendation 
systems. This study mainly concentrated on context-aware which is a type of 
recommendation system for efficient energy consumption. It extends the persua-
sive recommendations which are totally based on user preferences. The objective 
of the recommendation system in power saving action is based on either one of 
the persuasive facts such as economical or on an ecological saving prospect or 
impact. The obtained results yield 19% increase in economical or ecological facts. 
The current results are based on the recommendation acceptance ratio parameter. 
These systems [15] describe the properties and challenges of the recommendation 
systems in locating services. It provides a comprehensive survey on the objective, 
methodology and the data source for the recommendation systems. The objec-
tive of the recommendation includes various parameters like the locations, activi-
ties, users or the social media. The methodologies of the recommendation systems 
include Link analysis-based methodology, content-based methodology, collabora-
tive filtering-based methodology. The data sources of the recommendation systems 
include user history online, user history location and user profiles. This paper helps 
in researching the location-based recommendation systems with a balanced depth 
and scope. The proposed model [16, 17] describes the properties and challenges 
in the social media recommendations. This paper address relatively huge problems 
like social related, recruitment of the members, and recommendations for friends. 
The major challenge will be the heterogeneous data structures. Session based recom-
mendations, cross domain recommendation, social trust ensemble learning model are 
some of the listed deep learning techniques. This model [18, 19] provides a detailed 
review on the energy saving behavior with the help of recommendation systems. 
This paper presents the surveying of the existing recommender systems, detailed 
view of the evolution, providing original taxonomy with reference to the energy
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efficient recommendation systems. It includes the nature of the recommendation 
engine, computing metrics, evaluating platforms, and in-depth critical analysis. It 
also explains different strategies like conventional smart metering, edge computing, 
and privacy preservation recommendation. Recommending systems in any sectors 
is a very promising field in the energy consumption process. Table1 summarizes on 
the approaches for power consumption with numerous ways of the recommendation 
system. 

Table 1 Summary on the approaches for power consumption 

S.no References no System/technology/stack used Application 

1 [4] Hybrid machine learning approach 
for power forecasting 

Renewable energy of fossil 
fuels 

2 [6, 8] Electricity plan recommender 
system 

Retailing markets, electricity 
sectors 

3 [9] Moving recommendation and shift 
schedule recommendations 

Commercial Buildings Power 
Usage 

4 [1] Energy prediction analysis and 
utilization models 

Urban sectors on energy usage 

5 [12] The novel hybrid and ensemble 
predication models 

General purposes 

6 [3] Micro-moment recommendations Automation services 

7 [19] Optimal task scheduling under 
dynamic electrical constraints 

General purposes 

8 [10] Socio-technical gamification-based 
system 

Web and mobile Interfaces 

9 [18] Peak demand management system Electricity market sectors 

10 [15] Demand response scheduling 
System 

power consumption on 
household devices 

11 [16] Consumption scheduling 
optimization mechanism 

Home management with local 
energy sources 

12 [5] Personalized recommendation 
system 

Recommendation Systems in 
all sectors 

13 [17] Location-based social network 
recommendation systems 

Social networking 

14 [7] Large-scale social networks 
recommender Systems 

General purposes 

15 [2] Energy efficiency recommender 
systems 

Recommendation systems in all 
sectors
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4 Conclusion 

This paper presents a review of various power consumption systems based on 
different recommendation systems. There is a huge impact in the energy consumption 
of the residential users as they are not alerted on their regular usage. This paper inves-
tigates the individual residential power consumption and based on the analyzed data 
the power consumption alert indicator is triggered. Power Limit Indicator System 
(PLIS) helps in alerting the user with limit reached or limit exceeded metrics (type of 
service, no. of units consumed, no. of appliances used, etc.) which helps in reduction 
of the power consumption and in turn reduces the electricity tariff. 
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A Novel Hand Gesture Recognition 
for Aphonic People Using Convolutional 
Neural Network 

S. Deepa , A. Umamageswari , and S. Menaka 

Abstract Hand gesture is a form of nonverbal correspondence wherein apparent 
activities are utilized to impart significant messages. Sign language is the most natural 
and effective way for communication between normal human beings and hearing 
impaired and aphonic people. Existing hand gesture recognition systems used k-
means clustering algorithm and support vector machine algorithm that suffered from 
challenges such as poor edge detection and required trained persons to avoid diag-
nostic errors. The proposed architecture uses convolutional neural network for the 
recognition of hand gestures. Gesture sign is recorded and subjected to binarization 
where the image is separated into foreground and background. Contours are detected 
from the binarized image. Feature extraction is done using the Scale Invariant Feature 
Transform (SIFT) algorithm. The extracted features are given to the convolutional 
neural network classifier to recognize the hand gestures. The recognized hand gesture 
is given as output in the text format. The proposed architecture shows improved 
performance in terms of varying background and illumination conditions. 

Keywords Hand gesture recognition · Binarization. SIFT algorithm · Convolution 
neural network 

1 Introduction 

Because of its wide range of applications, the hand gesture recognition system has 
got a lot of attention in recent years. Due to its applicability in a wide range of 
fields, sign language is one of the nonverbal communication methods that is gaining 
traction and developing a firm foundation detected earlier. The most common appli-
cation is for people who are differently abled, such as the deaf and dumb. They can 
communicate with non-signing persons utilizing a hand gesture recognition system 
without the need for an interpreter. The most natural and effective means for hearing 
impaired and aphonic persons to communicate with each other is the sign language.
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Gesture recognition is a primary role through sign language in communication. It is 
a quickly developing area inside computer vision and has drawn in critical exam-
ination because of its inescapable social effect. To address the challenges experi-
enced by hearing impaired and aphonic people, it is imperative that a technology 
be developed that converts sign language into text so that they may communicate 
with normal people. To bridge the communication gap between hearing and speech 
disabled persons and the general public, a hand gesture detection system is neces-
sary. The proposed architecture uses convolutional neural network for the recognition 
of hand gestures. Whang et al. [1] suggested using a radar sensor to identify hand 
gestures employing a time sequential inflated 3dimensions (TS- I3D) convolution 
neural network strategy for hand gesture detection based on frequency modulated 
continuous wave (FMCW) radar sensor. Maharani et al. [2] proposed a hand signal 
acknowledgment utilizing K-implies grouping and backing vector machine calcula-
tion which arranges and perceives the hand motions utilizing support vector machine 
calculation to further develop accuracy. Chanu et al. [3] proposed a Comparative 
Study for vision-based and information-based hand signal acknowledgment strategy 
utilizing Data glove based technique to perceive the hand motions. The proposed 
model was hard to use for useful purposes. Ahuja et al. [4] proposed a Static vision-
based hand motion acknowledgment utilizing head part investigation. Arifulhoque 
et al. [5] proposed Computer vision-based motion acknowledgment for work area 
object control utilizing Baum–Welch calculation. Akmelia et al. [6] have fostered a  
continuous Malaysian gesture-based communication interpretation utilizing shading 
division and accomplished an acknowledgment pace of 90%. 

Holden et al. [7] have proposed an Australian communication through signing 
acknowledgment framework, which utilizes mathematical shapes and position of the 
items to follow different objective articles and concentrate the hand motion elements 
to perceive the sign expressions. Starner et al. [8] have proposed a framework to 
perceive hand signals progressively and clarifies American Sign Language (ASL) 
utilizing the Hidden Markov Models (HMMs).The sign acknowledgment framework 
accomplished correctness somewhere in the range of 75% and close to 100%. Ren, 
Zhou et al. proposed Robust part-based hand signal acknowledgment with the Kinect 
sensor [9], which centers around fostering a section based, powerful hand motion 
acknowledgment framework with the Kinect sensor. Cooper et al., [10] proposed Sign 
language acknowledgment that specifies the critical parts of Sign Language Recog-
nition (SLR). The constant persistent motion acknowledgment framework recom-
mended by Liang and Ouhyoung [11] for gesture-based communication presents 
a wide jargon gesture-based communication. In this paper, the contribution to the 
Hand gesture recognition framework is given from the hand which joins binariza-
tion and shapes discovery for preprocessing and SIFT for highlight extraction. This 
calculation expects to perceive the hand guesture from a data set, for an info picture. 
The paper is depicted as follows. In Sect. 2, the proposed Hand gesture recognition 
algorithm is clarified. In Sect. 3, the procedure is carried out and results are acquired 
for different information bases, showing that it works acceptably. Conclusion and 
References are discussed in Sects. 4 and 5.
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2 Proposed Methodology 

The process that will take place in the paper is shown in the system architecture. The 
entire process is classified into two parts: training and testing shown in Fig. 1.Training 
is the actual process flow of the project. In the training part, the input video is 
taken and the binarization process will take place. The binarization is carried out 
using the thresholding algorithm. The thresholding is an image segmentation; it 
partitions the image extracted from the input video into foreground and background. 
The binarization step is followed by contour detection. Contours are the lines that 
connect all of the points along the image’s boundaries that have the same intensity. 
The find Contour () function is used to extract contours from the image. Next step is 
feature extraction. SIFT algorithm has been used for this. From the set of reference 
images, SIFT key points of the hand gesture image are first extracted and stored in the 
database and then the key points with quantitative information are furnished which 
can be used for hand-gesture recognition. After this, classification is done using the 
convolutional neural network (CNN) to recognize the hand gesture. To extricate and 
become familiar with a more significant level element of the hand motion picture, 
CNN applies a progression of channels to the crude pixel information. 

TRAINING PHASE 

TESTING PHASE 

REFERENCE 

OUTPUT 

BINARIZATION AND  

CONTOUR DETECTION 

FEATURE EXTRACTION 

USING SIFT  

Fig. 1 Block diagram
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Image Acquisition 
Image  Enhancement 

Binarization Method  

Binarization Image Image Ready for 

Fig. 2 Binarization model 

Fig. 3 Binary image 

2.1 Binarization 

In general, all documents are saved in the computer memory as grey levels, with a 
maximum of 256 different gray values ranging from 0 to 255. Each gry value produces 
a unique color in the grayscale palette. If certain information from the document 
picture is necessary, the action must be processed multiple times. Binarization is a 
technique for turning any grayscale image into a black-and-white image. To begin 
the binarization process, the grayscale threshold value is determined and whether or 
not a pixel has a specific gray value as shown in Fig. 2 is also estimated. The output 
of the binary image is shown in Fig. 3. 

2.2 Contour Detection 

A contour is a curve that connects all points in the vicinity of a certain region of a 
picture that are of the same hue or intensity. The outlines of all items in the threshold 
image are identified to identify hand motions. Then there’s the largest contour, which 
represents the hand’s area and has the largest computed area. To find the hand contour, 
the Contour () method is utilized. The output of contour detection is shown in Fig. 4.



A Novel Hand Gesture Recognition for Aphonic People … 239

Fig. 4 Contours detected 
from binary image 

2.3 Feature Extraction Using Sift Algorithm 

The feature extraction phase follows the contour detection phase. Scale-invariant 
feature transform is the algorithm employed (SIFT). The SIFT algorithm 
extracts/generates image features that are invariant to picture translation, scaling, 
and rotation. The SIFT technique can be used to find distinct features in an image 
The points of interest in the training/reference hand gesture images are detected and 
saved in the database, which are referred to as key points in the SIFT architecture. 

The difference between successive Gaussian-blurred images is analyzed after the 
test hand gesture image is convolved using Gaussian filters at various scales. The 
Difference of Gaussians (DoG) maxima and minima at various scales are important 
sites. 

2.4 Classification Using Convolutional Neural Network 

After the feature extraction phase, the classification procedure begins. Convolutional 
neural networks are utilized in this cycle (CNN). The structure of CNN is summarized 
in three layers. 

Image Input Layer: The size of the input image is set in an image Input Layer, 
which in this case is 128-by-128-by-1. In this situation, the incoming data is a 
grayscale image, therefore, there is only one channel. 

Convolutional layer: Convolution layers are a collection of filters that can be 
learned. The filtering size, number of filters, and padding are the input arguments for 
this layer. In this scenario, the size 10 filter is applied, resulting in a 10×10 filter. 

Classification Layer: Classification layer is the final layer of the architecture. This 
layer classifies classes based on the probabilities acquired from the softmax layer, as 
well as calculating the cost function. The output is shown in Fig. 5.
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Fig. 5 Hand gesture 
recognition using CNN 
bilateral filtering 

3 Experimental Results 

The input undergoes preprocessing steps to remove the noise. The recognized hand 
gestures are presented to the user in the form of text output. 

We used Mendeley’s HGM-4 dataset to evaluate the performance of our suggested 
technique [12]. The HGM-4 dataset was created for hand gesture identification and 
contains a total of 4,160 color images (1280×700 pixels) of 26 different hand move-
ments collected by four cameras at various angles. The original datasets utilized in 
this investigation were separated into three image sets: training, validation, and test, 
with proportions of 90, 7, and 3%, respectively. Table 1 shows the specifics of each 
of the three sets. 

Accuracy: It is defined as the number of samples that are exactly predicted out of a 
total number of samples. 

SP  = T N  + T P  

T N  + FP  + T P  + FN  
(1) 

The True Negative is TN, the True Positive is TP, the False Positive is FP, and the 
False Negative is FN. Figures 6, 7 and 8 show the peace command, Loser command 
and Power command sign using Hand guesture recognition system. Figure 9 shows 
the CNN performance graph for training and validation. Table 2 gives the comparison 
of results with the existing system.

Table 1 The dataset is divided into three groups 

Total Train (90%) Validation (7%) Test (3%) 

Initial dataset 4160 3744 291 124 
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Fig. 6 Peace command 
recognized using Hand 
gesture recognition system 

Fig. 7 Loser command 
recognized using Hand 
gesture recognition system 

Fig. 8 Power command 
recognized using Hand 
gesture recognition system 

Fig. 9 CNN performance 
graph
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Table 2 Comparison of 
results with existing systems 

Author, year Methods Language 
level 

Accuracy 

Shukor, 2014 Template 
matching 

Alphabets, 
numbers 
Gestures 

95,93.3 
78.3 

Sriram, 2013 Template 
matching 

Alphabets 94 

Matiwade, 
2016 

Logics level Alphabets 93 

Goval, 2013 Keypoint 
localization 

Alphabets 95 

Murakami, 
1991 

Neural networks Alphabets, 
words 

98 

Pail, 2014 Template 
matching 

Alphabets 96 

Lu, 2016 Extreme 
learning 
machine 

Numbers 91.2 

Xie, 2012 Segmentation 
algorithm 

Basic 
gestures 
Complex 
gestures 

97.9 
97.2 

Wu, 2015 Libsvm Words 95.9 

Shasha hang, 
2019 

Ts-i3d Gestures 97 

Anggi, 2018 K-means 
clustering and 
SVM 

Gestures 98 

Proposed 
system 

Proposed 
method 

Gestures 99 

4 Conclusion and Future Enhancement 

This paper addressed the problem faced by the hearing impaired and aphonic people 
in our society. We have proposed a system that helps hearing impaired and aphonic 
people to communicate with the normal people. The system classifies the hand 
gestures using convolution neural network. Because the system may be used in a 
mobile situation, it’s ideal for real-time applications. Research on vision-based hand 
gesture identification is currently ongoing, and our future research will focus on 
increasing the accuracy.
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Comprehensive Analysis of Defect 
Detection Through Image Processing 
and Machine Learning for Photovoltaic 
Panels 

S. Prabhakaran, R. Annie Uthra, and J. Preetharoselyn 

Abstract Fault identification in Photovoltaic (PV) panels is of prime importance 
during the regular operation and maintenance of PV power plants. An extensive 
fault identification process that employs Image Processing, Machine Learning, and 
Electrical-based techniques has been analyzed comprehensively. Photovoltaic panels 
are the perfect choice of renewable energy from natural light sources. The energy 
yield of PV panel is degraded gradually because of dust, discoloration, crack and 
faults. These faults attribute a production loss of up to 20%, as one faulty panel can 
bring down the efficiency of the entire plant. It is implied that faulty panels need 
to be identified as soon as possible, and it is highly critical to resolving issues to 
ensure effective energy production. The various IP techniques and ML models that 
elucidate ways to identify PV panel defects have been addressed. Inferences made 
from this study to help identify three methods for defect detection that stand apart in 
terms of efficiency. Parametric observations on all three methods are made in terms 
of F1 Score, Precision, Accuracy and Recall. Numerical values indicate clearly that 
the Machine Learning method based on AlexNet predicts the Photovoltaic panel’s 
defect with 0.86 F1 value, 0.89 precision and an accuracy of 85.56%. 

Keywords Photovoltaic panel · Image processing ·Machine learning · Deep 
learning 

1 Introduction 

Renewable energy resources gave the biggest addition to power generation, followed 
by gaseous petrol when the coal age fell. The portion of renewable energy in power 
generation expanded from 9.3 to 10.4%, outperforming atomic energy. There is
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Fig. 1 Primary energy consumption by energy source 

boundless help for utilizing sustainable power, especially sunlight-based energy, 
geothermal energy, wind energy and other types of biomass energy, which give 
energy without any carbon dioxide emissions. According to REN21’s 2017 study, 
renewable energy accounted for 19.3% of global energy consumption. This energy is 
divided as follows: 8.9% from traditional biomass, 4.2% from heat energy, 3.9% from 
hydroelectricity and 2.2% from wind, solar-powered, geothermal, and other various 
forms of biomass. In 2015, global interest in environmental growth amounted to 
more than US$286 billion. Wind and solar power become problematic at substantial 
levels while implemented [1]. Consumption of primary energy is usually classified 
as depicted in Fig. 1. 

1.1 Photovoltaic Panels 

The energy crisis has become a big issue since the beginning of the twenty-first 
century. Worries are raised about settling natural contamination issues, cruel atmo-
sphere changes and exhaustion of fossil fuel sources. Subsequently, the innovation of 
PV force has been quickly developed [2]. In reality, popular fuel sources, for example, 
atomic, oil and coal, affect the biological system, human well-being and environ-
mental change [3]. This crisis led to the development of renewable energy sources, 
mainly solar energy; this is our only focus. The characteristics of solar power are 
pure, inexhaustible, viable and other organic benefits which create new energy. PV 
plants are becoming increasingly widespread across the world every year. Generally, 
we used Monocrystalline and Polycrystalline types of PV cells [4].
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Fig. 2 Real-Time images of defective photovoltaic modules 

1.2 Defects in Photovoltaic Panels 

The faults in PV panels consist of different sizes and shapes. To segment the 
micro-cracks in high-definition images, we need a profoundly adequate and effi-
cient methodology. Small industries often utilize human-inspected fault identifica-
tion arrangements. Human-inspected fault identification strategies are inadequately 
productive and costly. Programmed fault identification techniques were developed 
by Image Processing and Machine Learning, which have rapid, better accuracy and 
minimal effort [4]. Some of the most widely recognized PV panel deformities such as 
blob, yellowing, browning, busted module, fractured module, rust, charred compo-
nents, separation, breakable, lax, crouched, incorrect positioned, exposed electrical 
parts, oxidized, delaminated, corrosion and anti-reflection snail trails are required to 
keep a watch on during PV installation. We have collected some real-time PV panel 
images having different kinds of faults which are depicted in Fig. 2. and described 
below in Table 1.

2 Fault Identification System 

Fault identification and classification system provides high efficiency and good 
production. This system provides the root cause and location of the particular defect. 
Fault identification system is based on mathematical models and process modeling. 
These models are associated with statistical decision-making techniques, expert 
systems, artificial neural networks, fuzzy logic and computational procedures. So 
this fault identification system becomes more effective and completely independent
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Table 1 Defects versus nature of severity on solar panels 

Discoloration The Silver grid across the PV module is described as 
Optical discoloration. The discoloration is caused by 
internal and external circumstances such as poor 
temperature and quality of PV cell [5] 

Cracking Micro-cracks occur during manufacturing, manual 
soldering or by applying mechanical and thermal stress on 
it. In continuous progress, cracks are expanded largely 
which can reduce the module yield [5] 

Anti-Reflection coating damage Due to dirt and rust retention, anti-reflection coating 
damage and production loss may occur [5] 

Soiling Soiling can reduce the panel’s work over a long period and 
it is caused due to dirt and bird dung [5] 

Busbar oxidation and corrosion One of the primary degradation methods in PV method is 
encapsulant. It takes place between PV cell’s exterior and 
encapsulant. Modest components and mistake-handling 
activities bring about improvements in shading [5] 

Hotspots It may also occur due to the PV panel’s inherent properties, 
such as electrical fluctuations, impurities and wafer 
resistance [5] 

Physical impacts Serious physical impacts are made on surface of the PV 
panels. They occur due to climate, misuse of components 
upon migration, significant thermal extension and glass 
breakage. Previously mentioned deformities influence the 
yield of the PV module significantly. A few deformities can 
be prevented by improving assembling measures, utilizing 
better materials and more cautious dealing with components 
[5]

in real-time operation. In Fig. 3, a block diagram is introduced where the consecutive 
design of the fault identification system is described. The various fault identification 
systems are utilized using different techniques which are depicted in Fig. 4. 

Fig. 3 Common workflow diagram of fault identification system
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Fig. 4 Overview of fault identification methods 

2.1 Image Processing-Based Defect Identification 

Image processing defect identification system performs with various procedures 
which allow pixels to be classified as defects and non-defects [6]. As a result, only 
the image-relevant data is extracted and the rest is ignored. The Image Processing 
techniques build up information preparing work process that consistently and conse-
quently perform basic pre-processing and post-processing image processing steps 
shown in Fig. 5. 

Fig. 5 Common Workflow diagram in image processing
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To identify the micro-cracked faults in PV panels, image processing techniques 
and Electroluminescence innovation techniques were used. To achieve the image 
segmentation threshold, the OTSU algorithm is used and to discover tops in the 
parameter space dot-line duality [7]. It depends on the feature vector that describes 
parts of images acquired by a standard camera. It relies on the measurement of co-
occurrence matrices for images. OR-Login activity is performed between the two 
co-occurrence matrices, and the segmentation technique is applied once a PV panel 
pattern has been characterized. Initially, the image is investigated and then separated 
into different partitions. Then the feature vector is determined for every partition. At 
last, vector probability is calculated for the panel class [6]. 

From the below numerical equation, Variance can be explained as the distribution of 
the data 

σ2 =
∑n 

i=0 (Xi − μ)2 

N 

where 

Xi—Pixel Value 

μ—Mean 

N—Number of pixels in one image 
An image processing methodology is used for improving the activity of a PV 

plant regarding dust evaluation. The procurement of images is performed by drones 
outfitted with high-resolution cameras. The calibration technique is used to create 
a library of dustiness images in instances of various lighting levels such as Low 
lighting, Medium lighting and High lighting. The main innovation of this algorithm 
is used to detect dust and to measure the dust amount on a surface. The outcome of 
the first method depended on the average ratio between the grayscale level pixels, 
and the outcome of the second method depended on regression analysis [8]. Infrared 
thermography-based defect identification framework was created to identify some 
expected faults in PV boards. To identify the defects in PV panel images, feature 
extraction and classification algorithm were used. Background data are gotten rid of 
by canny edge detection and Hough transformation. The overall Training efficiency 
= 93.7%, Validation efficiency = 96.3% and the testing efficiency = 93.3% [9]. 
Harris Corner identifier technique is used to consolidate multiple Infrared images to 
Image mosaicking. In a PV factory, a small Unmanned Aerial System—PLP-610 is 
used to identify the faults in PV panels. The blending algorithm is utilized after the 
mistakes of photometric and geometric misalignment between images given by the 
stitching phase. Hence, the blending algorithm is used to limit the breaks in mosaic 
images and to check entire defect PV panels and safe panels in PV boards [10]: 

f (a.b) =
∑

[I (ai − bi ) − I (ai + ∆a, bi + ∆b)]2 

where
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f(a,b)—window function 

ai – bi—shifted intensity 
An automatic wafer pattern recognition framework is used for enhancing the effi-

ciency, fault classification functions and removal of noise, etc. Compared to manual 
auditing, multilayered wafer patterns are 30 times faster than human auditors. The 
classification data is used to indicate the audit zone, as well as to separate defective 
areas into multiple levels. An input image signal is analyzed by a rapid pipeline-
structured image processor at a rate of 7 MHz in a one-pass manner. Accuracy of 
the detection framework is adequate because the prediction error is less than 0.5 
occupancies per chip [11]. This algorithm with microscopic imaging is to identify 
mathematical flaws like an incomplete filling, harmful designs and sticking in printed 
patterns. Nano-Imprint Lithography is a powerful technique for the production of 
huge Nano-structures at low prices. The fundamental issue of microscopic defect 
detection was resolved by morphological processing and linear filtering. Across 102 
defects, the biggest defect size in a single image is 7 μm2 and the average size is 2 
μm2. Overall value of the calculated faulty area is 2% [12]. 

In [13], a Phase Unwrapping Algorithm is developed to identify glass defects 
such as stone, knot and ream. This algorithm depends on Phase image processing. 
To eradicate jump error, this algorithm is used which depends on the jump-corrected 
method. The division of the faulty area is carried out by threshold segmentation 
and grayscale mathematical morphology. Boundary coordinate is used to measure 
the fault’s proportion and position. This phase unwrapping algorithm is utilized to 
accomplish the actual algorithm rapidly and accurately and will ensure the accuracy 
of every fault and faulty area. Instead of grayscale image processing, Color Image 
Processing [14] is used to create image sensors. The proposed rust fault identifi-
cation technique can be additionally evolved to understand a robotized mechanical 
investigation of bridge coating surface conditions Table 2.

2.2 Machine Learning-Based Defect Identification 

Most numerical classification methods depend on supervised learning models. These 
classification methods are trained with benchmark datasets to identify the faults 
and defects accurately. There are various detection and classification techniques 
developed for fault identification problems. The traditional technique called K-
nearest-neighbors algorithm (kNN) is used to identify the defects in PV Panels. 
Even instance-based algorithm has some issues when it is utilized on enormous 
datasets. Data collection, data pre-processing, building datasets, model training, 
testing evaluation and deployment to production are all common phases in Machine 
Learning. Some sections of the machine learning operations can be automated. It 
covers data pre-processing, data cleaning and feature development, as well as how 
they affect Machine learning Model performance [18]. Machine learning workflows
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Table 2 Advantages and disadvantages of defect detection and classification with specific 
algorithms 

Input Data Algorithm/techniques Advantages Disadvantages 

Infrared image [9, 10] Unmanned aerial 
system 
Image mosaicking 

Resultant image can 
also be used for 
texture mapping of a 
3D environment 

Multiple images 
cannot be achieved 
repeatedly 
May fail if sequence 
id is missed 

Thermal image [8] Feature extraction 
Edge detection 
Though transform 

External tracking 
Least detection time 
Strong efficiency of 
classifying 

Sensitivity and 
resolution reduce with 
distance and angle of 
view 

CAD data [8] Pipeline architecture 
Image processing 
techniques 

Specifies the Field 
of Inspection 
Designation of 
optimum inspection 
parameters 
Differentiate faulty 
parts into various 
layers 

Complex Compilation 
Inability to 
continuously run the 
pipeline at the full 
speed 

Ordinary image [15] Machine vision 
RBF-SVM classifier 
Calyx and stalk scar 
detection 

Good generalization 
Easy to design 
Works well even if 
the dataset is not 
linearly separable 

Low precision 
Labor-intensive 
Subjectivity 

Ordinary image [16] Bi-stream deep 
convolutional neural 
network 
Selective laser melting 

Easily identifies 
trends and patterns 
No human 
intervention is 
required 

Hyper parameter 
tuning is not trivial 
Have to enhance the 
consistency and 
repeatability of the 
component 

Ordinary image [13] Phase image 
processing 

Clear edges with 
good segmentation 
results 

Not suitable for noisy 
images 
Not suitable for 
edge-less images 

Ordinary RGB images 
[14] 

Color image 
processing 

A Accuracy, 
objectivity 
Speed, consistency 
High adaptability to 
changes in pixel 
values without losing 
precision 

Highly redundant and 
correlated 

Ordinary Image [15, 
17] 

Feature extraction 
DCNN, faster R-CNN 
Dense-SIFT, VGG-16 

DCNN 
Concise, compact, 
easy to use 
Faster classification 
Automatic 
positioning 

Complex process 
Depends on region 
selection algorithm

(continued)
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Table 2 (continued)

Input Data Algorithm/techniques Advantages Disadvantages

Microscopic Images 
[12] 

Image processing 
Nano-imprint 
lithography 

Simple equipment 
setup 

Erase the pattern 
image difficulty in 
printing large patterns 
and complex patterns

Fig. 6 Common workflow in machine learning 

define typical phases including data collection, data pre-processing, building datasets, 
model training and refinement, evaluation and deployment to production which are 
depicted in Fig. 6. 

Cascaded Forest identification system will find four types of PV field failures 
such as short circuit, open circuit, abnormal degradation and partial shading. To 
find out the failures in PV panels, a Cascade Forest model can be prepared, and 
afterward, real-time information can be sampled. Comparing the Random Forest 
and Back Propagation Neural Network (BPNN) with test information, we can check 
the reliability. The test results show that Cascaded Forest is superior to the Random 
Forest model and the BPNN model [2]. BPNN-based defect identification for PV 
panels, can show the connection between the PV array faults and the reason for 
the shortcoming. The proper defect patterns such as battery breaking, short circuit 
and shadow are used to train the neural network. Using various parameters such as 
temperature, voltage and current, the PV panel’s faults can be identified. To train the 
network, this experiment collected 200 groups of fault sample data under various 
conditions. Using the Tansig Transfer Function, a neural network was trained, the 
training error was 0.001 and the training phase duration was 0.05 s per dataset [19]. 

Generally, Machine Learning methods are dependent on RGB images and identify 
some external faults such as mud, snow and sand in PV panels. The improvement of 
this technique depends on data gathered from the PV module control framework. A 
Machine Learning pipeline was created for observing PV panel status by utilizing 
information obtained from various sources. For the prediction of future defects, the 
Machine Learning methods use binary classification. Totally, this Machine Learning 
pipeline has 342 datasets for training and testing, and the result score got is 0.9 in 
LBFGS and LIBLINEAR classification algorithm [20]. The CALYX and STALK 
SCAR identification process is performed by histogram thresholding and mean
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Table 3 Accuracy rate of 
different Methodologies 

References Defect detection techniques Accuracy rate (%) 

[2] Cascaded forest 85 

[2] Random forest 84 

[21, 22] YOLOv3 91 

[21, 22] YOLOv2 89 

[19] 
[3] 

Tansig transfer function 
PNN classifier 

90 
98.19 

[23] ETSG 90 

[17] Dense-SIFT 99.26 

[17] VGG-16 97.14 

[4] U-net 97.38 

[15] RBF-SVM 97.09 

[9] Infrared thermography 94.0 

grading-recognition (g-r) estimation. RBF-SVM classifier utilizes the Lab color 
space pixel values to identify the faulty locations [15]. Deep Convolutional Neural 
Network (DCNN) analyzing SLM, and self-regulating image feature learning and 
feature integration techniques are accomplished in SLM faulty condition-related 
patterns [16] Table 3. 

2.3 Deep Learning-Based Defect Identification 

Most of the shallow learning models extract a few feature values from signals, causing 
a dimensionality reduction from the original signal. Deep learning methods used 
complex layers with new classification methods to identify the faults in PV panels. 
Most of the machine learning models extricate a couple of elements from actual data. 
So the dimensionality reduction may happen from the original data. A Deep Learning 
computer model figures out how to perform classification operations directly from 
pictures, text or sound. By using CNN, the data can be classified into normal and 
faulty classes. Such a method tries to look at all issues, and it provides better results 
[24]. A traditional deep learning workflow is depicted in Fig. 7. 

Fig. 7 Common workflow in deep learning
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Fig. 8 Common workflow in convolutional neural network 

Deep Learning-based CNN classification methods such as LeNet, CifarCNN, 
YOLO and GoogleNet are used to distinguish PV cells as either damaged cells or 
ordinary cells. Here, we used binary classification for fault identification and the 
training algorithm is Stochastic Gradient Descent. The learning algorithm was also 
optimized using root mean square propagation [1]. An Unmanned Aerial Vehicle 
(UAV) system configured with the CNN YOLOv3 technique was used to find the 
PV Panel defects like white stains, dust, glass breakage, grid-line corrosion, snail 
trails and yellowing. To identify the faults in each cell, an Image processing-based 
segmentation method was used. The proposed technique is compared with previous 
fault identification methodologies with a feasible dataset. Principle advantage of 
utilizing DCNN-based YOLOv3 is it will give all the data needed to discover the 
objects in the images. The YOLOv3 defect identification method accomplishes a 
mean average precision of 98.4% [21, 22]. The Common architecture of CNN is 
depicted in Fig. 8. 

A UAV system configured with the DCNN technique was used to find and classify 
the defects in Electroluminescence PV panel images. Some of the defects are dust 
shading, encapsulant delamination, grid-line erosion, snail trails and yellowing. The 
U-net model is prepared and tried on solar Electroluminescence images dataset, 
and the outcomes are recorded utilizing mean Intersection over Union. It alto-
gether improves the effectiveness and precision of resource review and well-being 
appraisal for PV farms with the ordinary methods. This algorithmic solution is 
broadly assessed from various angles, and the mathematical outcome unmistakably 
exhibits its viability for the productive fault identification of PV panels [4, 25]. The 
contracting path of U-net is as follows. 

W. Chine et al. proposed an Artificial Neural Network (ANN)-based defect identi-
fication technique for five different kinds of defects such as short circuit fault, inversed 
bypass diode fault, shunted bypass diode fault, open circuit fault and connection 
resistance between PV modules. Also, this detection algorithm is used to predict the 
Alternating Current (AC) power creation. By using a simulation model, PV panels are 
calculated in given working condition parameters like temperature, current, voltage 
and a number of peaks in the current–voltage. To produce day-by-day predictive
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alarms and to distinguish faults, pattern information of PV panels is compared with 
model performance, and the vector of residuals is analyzed. The auto-correlation 
work is then used to discover the characteristic periodicity of peaks. The residuals 
are collected and handled to identify out-of-limit tests and framework degradation 
trends; these trends are separated by processing the Triangular Moving Average. The 
method has been approved utilizing an exploratory information base of climatic and 
electrical parameters [23, 26]. The consecutive current and voltage of the PV panels 
are changed into a Two-Dimensional Electrical Time Series Graph (ETSG). This 
design consists of two primary parts such as feature extraction and classification. 
The above design consequently separates appropriate features from ETSG, which 
gets rid of the need to utilize artificially settled features of information. This defect 
identification technique just takes the input (voltage and current) of the PV panel and 
the reference panels are utilized for normalization [27]. 

In [3], a Probabilistic Neural Network (PNN) defect identification and examina-
tion technique is used to identify the short circuit faults. The recommended method-
ology comprises six principal phases such as parameters extraction, elaboration of 
database, network construction, training, testing, simulation and validation. The PNN 
technique was compared with feed-forward back-propagation and ANN classifier 
technique, for silent and faulty information. In [17], a fastener fault detection tech-
nique utilizes Dense-SIFT and VGG-16. The outcome is conceivable to complete 
the imperfection recognition of fasteners with RCNN. This methodology is applied 
in railway track fault identification such as fastener missing and broken cases. To 
identify the faults, here we used feature extraction and classification. The key to the 
Dense-SIFT algorithm is to determine the descriptors of each bin. They are evaluated 
here as follows 

(a, b) =
/

(L(a + 1, b) − L(a − 1, b))2 + (L(a, b + 1) − L(a, b − 1))2 

θ (a, b) = arctan L(a, b + 1) − L(a, b − 1) 
L(a + 1, b) − L(a − 1, b) 

where 

L(a,b)—input image 

θ (a,b)—Gradient magnitude 

3 Experimental Results and Analysis 

The comprehensive survey is supported by experimental and numerical results 
obtained with datasets that contained thermal imageries. Each classification model 
is chosen and the best model is identified for obtaining experimental results.



Comprehensive Analysis of Defect Detection … 257

3.1 Canny Edge Detector 

Canny Edge detection with Optical Flow, followed by DBSCAN, has been identified 
as the best method for detecting defects in solar panels. The biggest benefit is that this 
method is suitable for real-time applications due to its low computational cost. It also 
has good detection rates and close to zero false alarm rates, and finally, is resilient 
to motion blur. Also, this method can detect the most common problems—cracks 
and hotspots immediately when it comes into the field of view of the camera, while 
hot panels will be clustered using DBSCAN. Also, this method uses both pixel-level 
scanning and global scanning to give the output, which makes it even better. The 
Canny edge detector depends on processing the squared gradient magnitude. The 
arithmetic behind the entire improvement measure is somewhat complicated. By 
using a Gaussian low-pass filter and gradient magnitude, the images were smoothened 
and the edges were detected. The Gaussian low-pass filtering is used to compute the 
gradients significantly, and it can reduce the noise sensitivity of the edge detector. 
The Canny edge detection algorithm can be summed up below. 

Algorithm 1: Canny Edge Detector 

Step 1: Gaussian filter to be applied for smoothen the image. 
Step 2: Intensity gradients need to be finding for an image. 

Step 3: On-maximum suppression to be applied to edge detection 

Step 4: Double threshold image binarization to be applied to determine solid 
edges. 

highThreshold = max(max(im))*highThresholdRatio; 
lowThreshold = highThreshold*lowThresholdRatio; 

Step 5: Track edges by hysteresis. 

The input comes from a machine scanning panels in sequence. The output is 
a detection of various types of defects as stated before—cracks, hotspots and hot 
panels. The experimental results are as follows: When tested on real-world test data 
from close to 12,000 solar panels, accuracy was 98% of panels correctly recognized. 
And from these, 92% of all types of defects were detected by the system.
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3.2 Support Vector Machine 

The best method out of 5 methods outlined for Machine Learning-based methods is 
Anisotropic filtering with an SVM classifier. Electroluminescence imaging is used 
for capturing PV images. This particular combination of methods performs the task of 
micro-crack detection really well because the diffusion methods produce excellent 
enhancement. The SVM can perform efficient classification. This means that the 
method will work even with various forms of noise. 

240 8-bit sample images of resolution 1178 × 1178 are taken as input for defect 
detection. The output classifies whether micro-cracks are present or not. The Clas-
sification rate for SVM is 88% with average sensitivity = 97.7% and specificity = 
80.2%. 

Figure 9 provides the input and output as a result of experiments conducted on 
PV panels using Anisotropic filtering along with the SVM classifier. The panels with 
hotspots are identified for maintenance thus preventing an avalanche effect from 
occurring in the future. 

From the above graphs, it is evident that AlexNet outperforms the other three 
methods in terms of 3 parameters, namely F1, Recall and Accuracy. This clearly 
indicates that the best possible method for detection of defects in solar models is 
through Machine Learning.

Fig. 9 Comparison of parametric observations for all 4 methods—a F1 Score, b Precision, c Recall, 
and d Accuracy 
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3.3 AlexNet 

Of all the methods available, the best method for solar panel defect detection is 
AlexNet. It is a 25-layer Feed-Forward CNN. The image type is Electrolumines-
cence imaging. Broadly, there are two categories of Deep Learning algorithms that 
can be applied here—Classification and Segmentation algorithms. Among these, 
classification algorithms using CNN are the better option because they provide auto-
matic feature extraction and classification as well. Also, transfer learning applied on 
AlexNet provides the best results according to the paper. The dropout with another 
good candidate VGG-16 is that it suffers in handling low-resolution images. 

The Input is a 227 × 227 × 3 image and the output is the category that the picture 
belongs to—either defective or normal. Therefore, this method cannot detect between 
different categories, but this can simply be resolved by giving different categories of 
defects in the dataset without any change to the underlying architecture. A Dataset 
of 599 images (326 defective, 273 normal) from Google, Bing, etc. is taken into 
consideration. The Images are resized to 227 × 227 × 3. The Validation accuracy 
stands at 93.3%. 

The performances of deep learning algorithms are evaluated by Precision, Recall, 
F-Score and Accuracy. Those values are calculated by True Positives (TP), False 
Positives (FP) and False Negatives (FN), with the following formulas: 

P = T P  

T P  + FP  

R = T P  

T P  + FN  

F = 2. P.R 

P + R 
where 

P—Precision, R—Recall, and F—F1 Score. 
Table 4 provides a clear picture of which of the four models provides the optimal 

result in the detection of PV Panel defects. Numerical results prove that the Deep 
Learning model using AlexNet outperforms other approaches. Deep learning model 
provides automatic ways to perform feature extraction while in other methods; such 
extraction is handcrafted or highly customized. Therefore, they do not generalize 
well. Deep learning can generalize to multiple scenarios, and also adding different 
types of cracks will require little to no architectural changes.
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Table 4 Parametric evaluation of edge detection, SVM classifier, PCA and AlexNet 

Method F1 score Precision Recall Accuracy (%) 

Edge detection + Optical flow 0.84 0.93 0.76 80.58 

SVM classifier 0.85 0.95 0.77 84.30 

PCA+ ICA 0.83 0.92 0.75 81.65 

AlexNet 0.86 0.89 0.84 85.56 

4 Conclusion and Discussions 

In this survey, there are various kinds of methods which have been proposed to 
identify the faults in PV panels. These methods can identify the faults quickly and 
effectively. We used parameters such as current, voltage, temperature and faulty 
image types such as IR images, Thermal images, RGB images and Microscopic 
images. These techniques are classified into three categories: (i) Image Processing-
based defect identification, (ii) Machine Learning-based defect identification and (iii) 
Deep Learning-based defect identification. The comparison table shows various diag-
nostic algorithms and input factors. The developments of fault identification systems 
are most important in PV modules. Among the above techniques, the DCNN-based 
method gives better accurate results. Therefore, image processing and traditional 
Machine Learning methods will always fail to generalize to new types of defects and 
will require retraining and more handcrafting. Deep learning can learn the features 
automatically with sufficient data. This qualifies as the best candidate for defect 
detection in Solar panels. 
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Covid Analysis Prediction Using 
Densenet Method in Deep Learning 

M. Usha, P. Prittopaul, and D. Lekha 

Abstract Coronavirus is a quickly spreading viral sickness that infects people, yet in 
addition creatures as well. Clinical research of COVID-19-tainted patients revealed 
that these individuals are frequently infected by a lung infection as a result of their 
interactions with this Corona Virus Disease. Chest CT-scans images are used for 
diagnosing lungs related problems. Deep learning is the best method of AI, which 
gives valuable examination to consider a lot of chest CT-Scan pictures that can 
fundamentally effect on screening of Covid-19. Image and statistical data were used 
for the evaluation of accuracy and mean value analysis. The DenseNet method is one 
of the Convolutional Neural Network methods, which achieves better performance 
during image pre-processing and prediction. The accuracy of our proposed system 
is up to 95 to 97%, respectively. This kind of system helps to analyze the COVID-19 
infection in its early stages. 

Keywords COVID-19 · Convolutional neural network · DenseNet · CT-scan 

1 Introduction 

Coronavirus is a serious illness issue where an enormous number of individuals lose 
their survives each day. In the previous decade, a few sorts of infections (like Flu, 
SARS [1], MERS, and so forth) came into the image [2, 3], anyway they address 
a few days or barely any months [4]. Numerous researchers are dealing with these 
sorts of infections, and not many of them are analyzed because of the accessibility of
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immunizations arranged by them (i.e., Scientists or specialists). Covid-19 sickness is 
currently affecting the entire world [5], and the fundamental problem is that no single 
country’s researchers have been able to develop an identical vaccine. The epic Covid 
illness started things out as throat contamination, and tainted patients of Covid-19 
[6] should have been in confinement, perform legitimate screening, and hold suffi-
cient assurance with anticipation to secure solid individuals. This contamination is a 
subsequent chain cycle [7] that exchanges starting with a single individual and then 
onto the next subsequent to interacting with Coronavirus tainted people. Emergency 
clinic staff, attendants, specialists, and clinical offices assume a fundamental part 
in the finding of this pandemic. A lot more methodologies have been pertained to 
lessen the effect of Covid-19. Clinical mirroring [8] is also a method for analyzing 
and anticipating the effects of Coronavirus on the human body. With the help of chest 
X-ray images [9, 10, 15] and CT images, healthy individuals and Covid-19 tainted 
patients can be separated in this way. X-ray images of solid and Coronavirus-infected 
individuals were transferred from numerous sources for use in the Covid-19 inquiry, 
and the DenseNet-121 model was assigned. The primary focus of this research is on 
using CNN models to order chest X-rays for Covid-affected patients. There are two 
major challenges that need to be resolved: 

1. A CT-Scan image that it had been uploaded for process to envision COVID OR 
NOT-COVID that it doesn’t belong to each the edges throughout the analysis 
therefore it ought to result as “INVALID DATA” or “INVALID IMAGE”. 

2. The input image that it’s some totally different resolution, if the resolution is 
smaller than 64 × 64 throughout the compression or extension of image compo-
nent there’ll be some loss of knowledge are going to be occurring. So, consol-
idating the loss of knowledge throughout the compression and maintaining the 
accuracy. 

2 Related Work 

The authors of [11] used CNN models based on deep learning and compared their 
performance against three models: ResNeXt models, Xception, and Inception V3, as 
well as analyzing precisions. They focus on possible methods for classifying Covid-
19-infected patients and make no claims to medical precision. In [12], a binary classi-
fication has generally been made to detect COVID-19. This study used convolutional 
neural networks and other deep learning architectures to diagnose COVID-19 from 
CXR pictures [13]. The methodologies used to train a Convolutional Neural Network 
with a dataset of more than 79, 500 X-Ray pictures gathered from various sources, 
including more than 8, 500 COVID-19 specimens, are illustrated by the authors 
in [14]. In [16], For the detection of coronavirus pneumonia-infected patients using 
chest X-ray radiographs, five pre-trained convolutional neural network-based models 
(InceptionV3, Inception-ResNetV2, ResNet50, and ResNet101, ResNet152) have 
been proposed [22]. Iohannis et al. [17] analyze the performance of state-of-the-art 
convolutional neural network architectures [21]. Authors in [18] hypothesized that
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AI’s deep learning algorithms could be able to remove COVID-19’s unique visual 
characteristics and provide a clinical diagnosis before the pathogenic test, saving vital 
time for disease control. The photos were classified by the authors in [19, 20] using  
a Convolutional Neural Network (CNN), Softmax, Support Vector Machine (SVM), 
Random Forest, and K closest Neighbour AI methods (KNN). In [23], the authors 
examine how to use a Convolutional Neural Network (CNN)-based algorithm to a 
chest X-ray dataset in order to identify pneumonia. 

3 Methodologies 

3.1 DenseNet 

DenseNet is one of the most recent neural network discoveries for visual item recog-
nition. For certain core contrasts, it’s pretty similar to ResNet. ResNet utilizes an 
added substance strategy (+) that consolidates the past layer (character) with the 
future layer, though DenseNet links (.) the yield of the past layer with the future 
layer. 

The DenseNet is divided into DenseBlocks, each of which has many filters with 
similar measurements. DenseNet begins with a convolution layer and a pooling 
layer, then moves on to a dense block, Transition Layer, and lastly a dense block, 
followed by a classification layer. The DenseNet was illustrated in Fig. 1 [24, 25]. 
The following is the sequencing of each convolutional block: BatchNormalization 
comes first, then ReLU activation, and finally the Conv2D layer. 

4 Proposed Work 

COVID analysis can be done by CT-Scan images of different people. The image, 
which it received as input from the user, was compressed to 64×64 size in order to 
maintain the grayscale level. Pre-trained models are used for training the images

Fig. 1 Dense blocks and layers 



266 M. Usha et al.

of COVID and Normal types. The model used for the classification of images 
is DenseNet-121. DenseNet-121 is the CNN technique or a method that contains 
121 layers to pre-process the image in the dataset. The images in the dataset were 
processed one by one through hidden layers of the DenseNet. After passing the 
output layer, a mean value and variance are obtained from the trained images. Once 
the values are received, they need to be data augmented. Data augmentation is a 
technique for increasing the size of a prepared dataset by modifying images in the 
dataset in various ways. The input image will be processed with the existing dataset 
by a model algorithm and then it results in an array that contains possibility values 
of COVID and Normal, based on which has maximum value will be decided either 
of cases and sends the output to the server. 

4.1 Need for Covıd Detectıon

• Building a COVID detection system helps to find out whether a person has COVID 
or not.

• It helps to find out COVID in the very early stages itself.
• It gives the results like what is the possibility a person can get Corona Virus 

Disease; based on that prediction, precautions are made for safety.
• If the COVID is evolved in the near future, by using image samples like CT Scans, 

Chest X-ray images, we can able to analyze the corona virus.
• It is so robust and availability. 

4.2 Dataset 

A publicly available SARS-CoV-2 CT scan dataset, comprising 1252 CT scans that 
are positive for SARS-CoV-2 infection and 1230 CT scans for patients convinced 
by 2482 CT scans, SARS-CoV-2, altogether. These statistics were gathered from 
real patients at emergency rooms in Sao Paulo, Brazil. The goal of this dataset is to 
encourage the development of AI systems that can determine whether a person is 
infected with SARS-CoV-2 by looking at his or her CT scans. This dataset is provided 
to the model in order for it to develop and produce results. 

4.3 Server Creatıon 

A localhost server is created, which interacts with the user to get the input image. 
The server act as a front end of the system, which gets the input and displays the 
output to the user.
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4.4 Identıfıcatıon of Covıd 

After receiving the image, the image will be resized to 64 × 64 and converted into an 
array. The collection of images from the SARS-CoV-2 dataset, which contains the 
images of COVID and NORMAL, will be trained by using DN (DenseNet) method 
and performing all the performance, accuracy, and loss operations. This is called 
Transfer learning, which means obtaining a result from trained images. During the 
prediction, the input image will be compared with all the other images through the 
HL (Hidden-Layers) or FCL (Fully Connected Layer). Finally, the result will be 
moved to OL (Output-Layer) or DL (Dense-Layer) which helps to get an array that 
has a value of possibilities of COVID and NORMAL from the image. 

4.5 System Architecture 

1. The web server run as a back-end which allows the user to get the input image 
from the user as depicted in Fig. 2. 

Fig. 2 Flow of Entire process
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2. The image is sent through the DenseNet Algorithm and hidden layers in order 
to obtain the mean value and variance. These values will be compared with the 
pre-trained models from the dataset. 

3. As the probabilities are received, it contains the possibilities of COVID and 
Normal values which have more value than other the output will be resulted in 
the server or displayed. 

5 Implementation and Results 

The result was an array that contains the values of possibilities of COVID and 
NORMAL. The output will be based on which class value will be more than another 
will; it is like either COVID or NORMAL. The output will be displayed on a web 
server. 

Data Set
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Fig. 3 Comparison of DCNN models based on accuracy 

Figure 3 shows the performance analysis of accuracy and precision with ResNet50, 
DenseNet-121, DenseNet-169, and DenseNet-201. DenseNet-121 Provides better 
results across competitive datasets, as compared to their standard CNN. 

6 Conclusion and Future Enhancement 

DenseNet is one of CNN’s deep learning techniques which is more efficient and 
provides accurate results. This strategy is secure adequate, reliable, and accessible 
to use. There is no demand for specialized hardware to install this system. It was 
constructed by obtaining medical image datasets and a local host server. 

In the future, a large dataset for Lung CT-Scan images can be considered to 
validate this model to achieve better accuracy. Further, the system will be developed 
for the detection of other diseases like pneumonia, influenza, and lung cancer so that 
it acts as a single platform that gives the results for the other diseases too. 
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Feature Extraction Based on GLCM 
and GLRM Methods on COVID-19 
Dataset 

N. Suganthi and K. Sarojini 

Abstract COVID-19 epidemic had devastating effects on both the economic and 
social infrastructures of all countries in the world. Several researches are still being 
carried out in order to develop effective models for the diagnosis and treatment of 
COVID-19 patients. A COVID-19 infected person may experience dry cough, muscle 
ache, brain pain, fever, sore throat, and mild to severe respiratory illness. At the same 
time, it has a negative impact on the lungs. The severity of COVID-19 contamina-
tion over the lungs can be examined using X-Ray and CT scan images of the chest. 
The examination of the severity of disease is carried out by Manual characterization. 
However, it may lead to human error. To overcome this drawback, an exact and profi-
cient indicative tool is highly required. Hence, this research provides a new topology 
for COVID-19 diagnosis using CT scan images. In this topology, features from the 
images are extracted using Gray Level Co-event Matrix (GLCM), Gray Level Run 
Length Matrix (GRLM). An automatic classification is carried out with supervised 
ML algorithms. In order to examine the effectiveness of the proposed model, an exper-
iment was carried out on the COVID-19 Dataset. Various performance evaluation 
metrics are utilized to identify the best ML method. 

Keywords COVID-19 · SVM · NB · DT · KNN 

1 Introduction 

COVID-19 is a widespread dangerous infectious disease, which is caused by severe 
respiratory syndrome. By December 2019, a coronavirus outbreak had been discov-
ered in Wuhan, China. The outbreak of this COVID-19 has posed serious health and 
economic risks around the world. Fever, cough, muscle soreness, breathing problem,
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Classification Algorithms 

Fig. 1 Feature extraction 

diarrhea, etc., are some of the common symptoms of COVID-19 [1]. Computer-
aided diagnostic (CAD) systems have been formulated to assist clinicians in making 
quick diagnoses of COVID-19 using CT scan. To categorize Infected/Not Infected 
images, these systems typically utilize various processing stages such as prepro-
cessing, extraction, and classification. Several topologies with standard ML algo-
rithms have been proposed so far for detecting CT scan images. The capacity of 
pre-trained ML models and multiple versions of Covid-19 were explained in this 
research (Fig. 1). 

2 Literature Review 

The impact of contour wave transformation on gray correlation degree and noise 
intensity of various medical images is investigated by Li et al. [2]. In this, the Bayesian 
threshold is improved. Multiple thresholds confine the contour features of medical 
pictures and correlation properties of contour wave coefficients improved the middle 
threshold function. The wavelet MRA approach was implanted to lower the dimen-
sion of the medical image, and the matching threshold search space was obtained. In 
order to discover the optimal quasi-threshold in the search space, a GA was applied. 
A histogram of the medical image was established using this value. The optimal
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feature extraction threshold of the medical image was obtained using the golden 
section approach. The experimental findings show that the suggested approach can 
extract contour feature information from an image quickly, with an optimum feature 
extraction effect and high feature extraction efficiency [2]. 

Chander et al. [3] proposed a new technique for detecting and classifying brain 
tumors. The characteristics were extracted from segmented medical images using the 
GLCM approach. They presented the system and implemented an SVM classifier 
for categorizing benign and malignant tumors, with the proposed system achieving 
a classification accuracy of 93% [3]. 

Deepika et al. [4] proposed a novel classifier model. In this, MRI data is converted 
into grayscale images using the T2-weighted preprocessing approach. Using the 
nearby twofold (LBP) technique, features are detected from the preprocessed images. 
Uncorrelated items are removed using PCA topology. SVM classifier is utilized to 
determine whether an MR image is normal (benign) or abnormal (malignant) [4]. 

The performance of three distinct feature extraction approaches for the clas-
sification of normal and abnormal patterns in mammograms was evaluated and 
compared by Nithya and Santhi [5]. This work utilized intensity histogram, GLCM 
(and intensity-based features feature extraction approaches. ANN-based supervised 
classifier system is used. According to the findings of the experiments, the GLCM 
approach outperformed the other two methods. 

SVM and KNN classifiers, with GLDM and Gabor feature extraction algorithms, 
have been proposed by Neeta and Mahadik [6] for Mammography. Experiments were 
carried out using the MIAS database. The results suggest that combining the GLDM 
feature extractor with the SVM classifier produces better results than the other two 
approaches. 

3 Proposed Methodology 

3.1 Feature Extraction 

The process of assessing image texture involves feature extraction. The findings 
provide a clearer picture of how texture and object shape are determined. For better 
handling, the algorithm should be switched to a smaller dimension when it has a 
larger input data set. Feature extraction is the process of converting an input image 
into a standard set of features. The grouped pixels were converted to numerical data 
by using the feature extraction procedure on CT images in the normal and COVID-
19 categories. GLCM for extracting statistical features and GLRM for extracting 
run length characteristics are considered in this study work [7]. For normal and 
COVID-19-positive images, the features derived by GLCM and GLRM were listed 
here (Table 1).

For every image (both normal and affected images), a total of 29 characteristics 
(22 GLCM Features +7 GLRM Features) were retrieved. The intensity characters are
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Table 1 Overall features 

Methods Features 

GLCM based features Auto correction, contrast, correlation, cluster prominence, cluster, shade 
dissimilarity, energy, entropy, homogeneity, maximum probability, sum 
of squares (Variance), sum average, sum variance, sum entropy, 
difference variance, difference entropy, information measures of 
correlation1, information measures of correlation2, inverse difference, 
inverse difference normalized, inverse difference moment normalized 

GLRM based features SRE, LRE, RLU, GLN, RP, LGLRE and HGLRE

determined by the extracted features, the spatial dependencies of the gray levels on 
different angles are determined by GLCM, and the image coarse characteristics are 
determined by the run length. By providing higher level statistical information, the 
GLRM considerably increases the intensity of the class area. As a result, the recovered 
features provide more information on image intensity, shape, texture, and location. 
Normal cells are smaller in size and have a regular shape, however, abnormal cells 
are dispersed and large in size. The data set created by these two feature extraction 
procedures is fed into classifiers as input. 

3.2 Gray Level Co-Occurrence Matrixes 

A GLCM is a framework in which the number of lines and sections in an image of 
a surface is equivalent to the number of distinct dim levels or pixel values in that 
picture. The GLCM’s substance is used in the texture including computations to give 
a proportion of the power variation at the pixel of interest. The co-event framework 
is often processed based on two boundaries: the general distance between the pixel 
pair d, as measured in pixel number, and their relative. 

Direction. On a regular basis, it is quantified in four directions (e.g., 0°, 45°, 90°, 
and 135°). 

The figure beneath addresses the arrangement of the GLCM of the dark level (4 
levels) picture at the distance d = 1 and the heading of 0° (Figs. 2 and 3).

3.3 Gray Level Run Length Matrix 

GLRM is the quantity of runs with pixels of dark level I and run length j for the 
provided guidance. A bunch of back to back pixels with a similar dark level is known 
as a dim level run. The quantity of pixels in a run is the run length. GLRM likewise 
has four counterbalances like GLCM (Figs. 4 and 5).
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Fig. 2 Arrangement of the GLCM. a. An image with 4 Gy level images, b. GLCM for distance 1 
and direction 0° 

Fig. 3 Direction of GLCM 
age. From the middle () to 
the pixel 1 addressing course 
= 0° with distance d = 1, to 
the pixel 2 course = 45° with 
distance d = 1, to the pixel 3 
course = 90° with distance d 
= 1, and to the pixel 4 course 
= 135° with distance d = 1

Fig. 4 MatrixofImage 4X4 
pixels 

Fig. 5 GLRM matrix
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4 Classification Techniques 

In this research, the classification problem has been solved using supervised ML 
algorithms like normal classification problem which uses scientific features to solve 
it. Here, one of the SVM is employed to classify COVID-19 disease. The learning 
instances in the training data are used to aid the learning models to train the supervised 
learning to make it proficient. As a result, they can attain a high level of categorization 
accuracy. This research applies some ML classification algorithms such as:

• Decision tree (DT) Algorithm [6]
• K-Nearest Neighbor (KNN) [7]
• Support Vector Machines (SVM) [8]
• Naive Bayes (NB) [9] 

And also demonstrates all classification algorithms’ performance on extracted 
features. 

5 Results and Discussion 

The intended system is executed in MATLAB2018a with ML packages. The intended 
technique has been tested with the datasets after Feature extraction of the CT scan 
images data ser. Initially, 2484images were taken for analysis in this 1341 are normal 
images and 1143 images are COVID-19 affected images. After data collection, 
feature extraction techniques are applied to extract 29 appropriate features from 
raw data. Numerous evaluation processes are considered to be the most important 
phase, since the proposed algorithm performs with minimum feature vectors from the 
feature extraction and performance of classification model is calculated. The effort 
of the proposed methodology has been assessed using feature selection and classifi-
cation algorithm provided by the MATLAB machine learning tool and classifies the 
normal and COVID-19 affected images which are presented in the extracted dataset. 
Assessing all the results achieved by all the employed algorithms, the experimental 
results proved that the SVM classification algorithm has increased the performance 
of the algorithm. 

5.1 Performance Measures Parameters 

The dataset’s characteristics are employed in the training and testing processes. 80% 
percent of the data was utilized for training and 20% was used for testing in the 
assessment. The following parameters are used to evaluate the different algorithms: 
TP, FP, TN, FN, Precision, Recall, F1-Score, and classification Accuracy [10].
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• True Positive—If the normal feature is correctly identified, then it is TP
• True Negative—If the abnormal feature is correctly classified as abnormal, then 

it is TN
• False Positive—If the normal feature is wrongly identified, then it is FP
• False Negative—If the abnormal feature is wrongly classified as normal feature, 

then it is FN
• Accuracy value is the proportion of the number of accurate predictions. It can be 

calculated using the below equation 

Accuracy = (T P  + T N  ) 

(T P  + T N  + FP  + FN  )

• Precision is the proportion of anticipated positive models which truly are positive 

Precision  = T P  

T P  + T N

• Recall, also known as hit rate or affectability, is a metric that measures how well 
a classifier can recognize positive models. 

Recall = T N  

T P  + T N  

A confusion matrix is used in this research to describe the performance of the clas-
sification algorithm. It also permits easy recognition of uncertainty between classes. 
The goal of this procedure is to evaluate the effectiveness of various classification 
methods. The categorization results for the extracted datasets are shown in the table 
below. Different cases have been used to evaluate it (Fig. 6 and Table 2).

The characteristics such as Accuracy, Precision, and Recall have been determined 
to evaluate the performance, and it can also be compared to current algorithms, 
demonstrating that the suggested FS technique beats the others. The suggested work 
demonstrates that the SVM technique has greater classification accuracy. 

6 Conclusion 

The features are extracted for the classification of micro-calcifications. In this work, 
two types of texture description methods such as GLCM and GLRM are analyzed 
over the Covid-19 image. It also focused on the classification of the COVID-19 
dataset as either positive or negative. From the results, it became clear that a higher 
classification accuracy of 77.96% is achieved for COVID-19 and non-COVID-19 
classification using the SVM method. From the experimental output, it is interpreted
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Table 2 Classification datasets 

classification Algorithms DT KNN NB SVM 

Accuracy 74.21 75.71 75.18 77.96 

Precision 81.22 82.85 81.90 96.86 

Recall 86.36 84.64 83.53 84.31

that, SVM achieved better accuracy when compared with other DT, KNN, and NB 
algorithm results. Hence, it is concluded that, the SVM method is the best ML method 
for the analysis of COVID-19. 
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Memory Augmented Distributed Monte 
Carlo Tree Search Algorithm-Based 
Content Popularity Aware Content 
Recommendation Using Content Centric 
Networks 

A. P. Christopher Arokiaraj and D. Hari Prasad 

Abstract The rapid advancements of social media networks have created the 
problem of overloaded information. As a result, the service providers push multiple 
redundant contents and advertisements to the users without adequate analysis of 
the user interests. The content recommendation without user interests reduces the 
probability of users reading them and the wastage rate of network load increases. 
This problem can be alleviated by providing accurate content recommendations 
with consideration of users’ precise interests and content similarity. Content centric 
networking has been developed as the trending framework to satisfy these require-
ments and improve access to relevant information and reception by the desired user. 
The uses of message entity by giving a proper name, the users’ real-time interests 
are identified and then the accurate and popular contents with high contextual simi-
larity are recommended. An efficient content recommendation scheme is presented in 
this paper using Memory Augmented Distributed Monte Carlo Tree Search (MAD-
MCTS) algorithm for ensuring minimum energy consumption in the CCN. The big 
data context of the users’ social media data is considered in this study so that the 
complexity can be visualized and controlled to minimize the network complexities. 
Experiments are conducted on a benchmark as well as an offline collected Twitter 
dataset on Covid-19 and the results implied that the accuracy and convergence of the 
proposed MAD-MCTS outperform the other content recommendation algorithms. 

Keywords Content centric networking · Content recommendation · Content 
push · Memory augmented distributed Monte Carlo tree search · Big social data ·
Social network · Recommender system · Covid-19 tweets
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1 Introduction 

Social media networks such as Facebook, Twitter, Instagram, YouTube, etc., have 
transformed the social interactions between humans into a gigantic space. The 
simplicity and cohesion in social media have led to an increasing amount of 
interactions. In addition to viewing and interacting with known members socially, 
social media networks provide a platform for communication between like-minded 
unknown people [1]. Based on the likes and interests of the users, the general content 
published on social networks are also recommended for the users. The major factors 
for these considerations are the geographical location, similarity of interests, popu-
larity among other similar users, and contents from followers or friends. It provides 
access to all users to get information about all contents. Certain information is sensi-
tive and is likely to reach all over the network and subsequently, data overload 
becomes the greatest issue to deal with for the networking access providers. They 
recommend a variety of informations including the information initiated by the users 
and popularizing it will lead to exceeding the users’ capacity for browsing [2]. Thus, 
most of the recommended contents will be useless and the network load will waste 
significantly. It also negatively impacts the profits of the network service providers as 
their primary source of income through the advertisements will be reduced [3]. These 
problems have motivated several researchers to propose accurate content recommen-
dation systems. Accurate content recommendation is often considered a multi-class 
classification problem in which the contents must be categorized based on different 
users’ perceptive, interests, and requirements to achieve personalized recommenda-
tion. However, there are two complications in achieving these performances. They 
are (i) the precise description of the users’ interests and (ii) the ever-increasing 
volume and diversity of the data associated with the users’ interests. These two chal-
lenges have led to the development of out-of-the-box techniques [4]. CCN has been 
projected by Jacob-son et al. [5] as a budding networking framework for analyzing 
the accurate information recommendation to satisfy the interests of legitimate users. 
It decides on what content to be shown to the users rather than where they need 
to be shown. This diversity improves the variety of contents for the users under 
their interests and also increases the probability of viewing them [6]. This new tech-
nology saves maximum network load and also reduces energy consumption than the 
other IP-based networking models. The concept of CCN also supports social media 
networks with great flexibility to retrieve and diffuse the contents to the users [7, 8]. 
CCN allows the service providers in providing accurate user perception and increases 
their revenue through adequate advertisements. This property can be exploited by 
designing an accurate content recommendation algorithm. Yet, the inclusion of big 
data is very challenging. Previous works on big data-based content recommendation 
are not adequate since the computational cost increases with the increased amount of 
data [9]. Additionally, the traditional models cannot support instant learning of the 
increasing big data which is considered to be a major drawback. Recently, context-
based multi-armed bandit-based Montecarlo tree Search algorithm was presented
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by Feng et al. [10]. This approach solved the problem of content recommenda-
tion from the perspective of big data through modeling of incessant resemblance 
among legitimate user’s features. However, the limitations of MCTS reduce the 
overall effectiveness. The MCTS algorithm attempts to prune sequences that are 
less relevant and leads to loss of data. It also needs a huge number of iterations 
to effectively decide the most efficient direction of content similarity routing. As 
the tree growth becomes rapid, after a few iterations, it requires a huge amount of 
memory. Considering these limitations, an improved search algorithm is presented 
in this paper in the form of Memory Augmented Distributed Monte Carlo Tree 
Search (MAD-MCTS). MAD-MCTS uses the users’ interests and popularity-based 
content density as the main features and models the accurate content recommendation 
problem as a stochastic multi-armed bandit problem. Then the MAD-MCTS algo-
rithm is developed by enhancing the distributed property of MCTS with an effective 
Roulette selection and integrating the memory augmentation concept into the basic 
MCTS algorithm. Here, the distributed MCTS performs parallel processing through 
tree-splitting where the nodes are selected using Roulette wheel selection. Likewise, 
memory augmentation exploits generalization in online real-time search and reduces 
storage issues. Thus, the proposed approach can efficiently provide precise informa-
tion recommendation in the big data setting with relatively less cost and also maintain 
the instant increase of data. 

The rest of this article is structured as follows: The related study in Sect. 2. The  
system model, problem formulation, and the proposed MAD-MCTS-based content 
recommendation system is explained in Sect. 3. Performance results and comparative 
investigations are illustrated in Sect. 4. References of this research and possible future 
instructions are given in Sect. 5. 

2 Related Works 

Many studies have been presented in recent years on the topic of efficient content 
recommendation. Feng et al. [10] developed a distinguished context-based multi-
armed bandit-based Monte Carlo tree search algorithm to solve the problem of 
precise push of the relevant information in the network. However, this approach 
has high energy consumption in the network model due to the wastage of recom-
mended contents. Makki et al. [11] designed Twitter message recommendation based 
on user interests. It was tested on TREC 2015 Microblog track dataset and achieved 
95% accuracy. However, this approach did not consider other features such as content 
location, popularity, etc. Kazai et al. [12] designed customized news and recommen-
dations for blogging by using location-based filtering and profile of the legitimate 
users. It achieved 97% accuracy with reduced recommendation time. However, this 
method lacked the effectiveness to handle false positives. 

Otsuka et al. [13] developed a hashtag recommendation system for Twitter data 
using TF-IDF method and MapReduce. It achieved 30% hashtag recall and 93%
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accuracy. However, this method falsely identifies similar hashtags that are unre-
lated in real sense. Daptardar et al. [14] developed a personalized movie recom-
mendation system using Twitter profile extraction and achieved 90% accuracy. Das 
et al. [15] also proposed a personalized movie recommendation system using Twitter 
data which used ranking methods. Although effective, this method has reduced the 
overall  hit ratio.Mwinyi et al.  [16] presented a predictive self-learning content recom-
mendation system using short-term characterizations for multimedia contents. This 
approach provided accurate recommendations without decreasing the performance 
of the system in terms of response time and CPU utilization. However, it has high 
learning time and also has high false positives for advertisements since they are 
recommended based on benefits to providers. 

Rutkowski et al. [17] developed a content-based recommendation system using 
a neuro-fuzzy approach that used the CUDA technology. This approach provided 
high accuracy of 97%, even before the back-propagation fine-tuning was done to 
the neural networks. However, this method has high complexity for low-end users. 
Yu et al. [18] designed a content-based goods image recommendation system using 
weighted feature indexing and binary tree. This approach was tested on a real goods 
image database with 98% accuracy. However, it has high memory requirements. 
Antony Rosewelt and Arokia Renjit [19] presented a content recommendation system 
using embedded feature selection and Fuzzy Decision Tree-based CNN. Although 
efficient, this approach has limited relevance in terms of recommended contents. 
Tahmasebi et al. [20] proposed the social movie recommender system from Twitter 
data using the deep auto-encoder network. This approach achieved 97% accuracy 
and a high hit ratio. However, the complexity of this method is higher than other 
methods. Motivated by the limitations of the methods in the literature, this study has 
presented an efficient and accurate content recommendation system using MAD-
MCTS algorithm. It reduces energy efficiency and improves the accuracy of the 
content push. It also improves the profits for the service providers. 

3 MAD-MCTS-Based Content Recommendation System 

3.1 System Model and Problem Formulation 

The content recommendation problem is modelled based on the general content flow 
structures. The user set is represented as U and is divided into various user categories. 
The user set expands with increasing time and each user will be slotted in a time 
slot denoted as t = 1, 2, 3, . . . ,  T . The information is recommended when the user 
ui ∈ U freshly opens or refreshes the home page of social media and sends a fasci-
nating message to the server at t . Through the accelerated learning process, the service 
provider observes the message as two special kinds of interests, namely: Recommen-
dation Request Message and Content request message. As the same user can log in
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from multiple devices, the recommendations must be synchronized and updated regu-
larly across all devices. The contents set is represented as C = {c1, c2, . . . .} which 
will expand over time based on the uploading rate of content providers. 

When the terminal accepts and acknowledges the Interest message, it reads the 
user’s context such as gender, location, education, recent interests, and relationships 
according to the message and determines the user type xat by his/her context. The 
two main contexts, namely, friendship and following relationships are considered to 
form the content tree. Then the message type is identified. If it is CRM, the system 
replies to the content directly. If it is RRM, the system analyses the content tree 
of personalized data structure to select the content node with the highest estimated 
reward ri of xat and returns the content ci . 

The user set U = {u1, u2, . . . .} has been modelled as a measurable dimensional 
space du to outline the users by their contexts. Each user ui ∈ U is described by the 
du dimensional vector represented as u with slight abusing of notation. For simplicity 
of exposition and without loss of generality, U = [0, 1]du is a unit hypercube. The 
dissimilarity between the two users ui , u j ∈ U has been defined as 

||ui − u j|| =  

 ⎡
|
|
√

du∑ 

d=1 

| 
| 
|ud i − ud j 

| 
| 
| 
2 

(1) 

Here, ud i and u
d 
j are the d-th dimensions of uiandu j , respectively. The user space is 

divided into mT subspace. Each subspace represents a user type, denoting a-th user 
type by xa . The shape of the subspace is not restricted to illustrate the exact nature of 
users range. A larger range of users is represented by a rectangular subspace and a 
smaller range of users is represented by a smaller triangle. To balance the computing 
efficiency and personalized recommendation, a ∈ [1, mT ] is set between the range. 

For finding the similarity between the users’ interests, a content dissimilarity 
function f (c1, c2) is used. The content space C is equipped with a dissimilarity 
function f :C2 → [0, ∞] such that for all c1, c2 ∈ C and we get f (c1, c2) ≥ 0 
and f (c1, c1) = 0. This condition must be satisfied to provide an accurate content 
recommendation. The regret is the loss during the content recommendation. It is 
caused by a lack of knowledge of reward distribution. When defining one step regret 
at time t as Δt = μ∗

t − rt . Here  μ∗
t is the optimal expected reward for its user type 

and rt is the reward at the time t. The total expected regret can be modelled as 

RT = E 

[ 
T

∑ 

t=1 

Δt 

] 

= 
T

∑ 

t=1 

( 
μ∗ 
t − E(rt ) 

) 
(2) 

The goal of the proposed MAD-MCTS algorithm is to proficiently compute a 
recommendation strategy to minimize RT . RT illustrates the learning speed or the 
convergence rate to the best possible strategy. Thus, a sublinear regret-upper bound 
provides an effective way for the proposed algorithm and can converge to the optimal 
strategy.
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3.2 Popularity Estimation 

Every node counts locally the number of requests for each content name, and stores 
the pair (Content Name; Popularity Count) into a Popularity Table. Once a content 
name reaches locally a Popularity Threshold, the content name is tagged as being 
popular and if the node holds the content, it suggests its neighbour nodes cache it 
through a new Suggestion primitive. These suggestion messages are accepted or not 
based on local policies such as resource availability. As the popularity of content can 
decrease with time after the suggestion process, the Popularity Count is reinitialized 
according to a Reset Value to prevent flooding the same content to neighbours. This 
strategy influences directly the CCN node requirements. The popularity distribution 
model can be formulated using Zipf’s law distribution [21]. According to this law, the 
popularity of content to be requested is directly proportional to the rank of content 
among all other contents. The popularity of content ci is defined as with relation to 
its ranking order Rank. The value of popularity Pop(ci ) is the popularity of i-th 
content, which is given as 

Pop(ci ) ∝ 
1 

Rank 
(3) 

Pop(ci ) = 
1 

Rank 
∑N 

k=1 
1 
k 

(4) 

Here k is a random integer. 
Using this formula, the universal and local popularity of the contents can be 

computed. The universal popularity U P(ci ) is similar to the general popularity 
function. 

U P(ci ) = 
1 

Rank 
∑N 

k=1 
1 
k 

(5) 

Similarly, local popularity can be computed by finding the expected popularity 
of Eq. (4). It will also make the hit ratio remain constant for a certain period of 
examination. The expected popularity is defined by an expected value of content 
requests made by the clients which are based on the popularity and probability of 
popularity. Therefore, if the content has a high value of the probability of popularity, 
then the expected number of request will be increased. The expected popularity of 
E(Pop(ci )) of each content ci can be defined as 

E(Pop(ci )) = 
T∫ 

t=1 

Pop(ci ) × Prob(Pop(ci )) (6)



Memory Augmented Distributed Monte Carlo Tree Search … 287

Here Prob(Pop(ci ) =
∑T 

t=1 Req(ci )/t
∑T 

t=1

∑N 
i=1 Req(ci )/t 

such that Req(ci ) denotes the requests for 
one content. The local popularity LP(ci ) is given by the ratio of local estimated 
popularity to the overall popularity. 

LP(ci ) = 
LE(Pop(ci )) 

Pop(ci ) 
(7) 

Based on these two popularities, two decisions are possible in the content 
recommendation. These decisions will be taken by the MAD-MCTS. 

(1) if (U P(ci ) − LP(ci )) > 0), then a replacement will be done. 
(2) if (U P(ci ) − LP(ci )) < 0), then a replacement will not be done. 

3.3 MAD-MCTS 

The procedure of MAD-MCTS has been formulated based on the memory augmented 
MCTS presented by Xiao et al. [22]. The weight function w = Sfτ(−c) must be 
approximated to obtain the MAD-MCTS. Here, the parameter Sfτ denotes the scalar 
function and c resembles the content vector from the previous sections incorporated 
into the MCTS. Figure 1 shows the content mapping process obtained by MAD-
MCTS on the Covid-19 dataset. 
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Let φ : S → RD be a function to generate the feature representation of a state. For 
two states s1, s2 ∈ S, the difference between V ∗(s1) and V ∗(s2) are approximated by 
a distance function d(s1, s2) which is set to be the negative cosine of the two states’ 
feature representations. 

εs1,s2 ≈ d(s1, s2) = −cos(φ(s1), φ(s2)) (8) 

To keep the inner product unbiased, a feature hashing function h is introduced 
such that the feature representation becomes φ(s1) = h(ζ (s1) and ζ is the normalized 
state function. The expected value becomes 

E[cos(φ(s1), φ(s2))] = cos(ζ (s1), ζ  (s2)) (9) 

δs2 is the term corresponding to the sampling error, which is inversely proportional 
to the simulation numbers: δs2 ∝ 1/Ns2 where Ns2 is the number of nodes in the state 
s2. By combining Eq. (8) with the concept of ey is very close to y + 1 for any small 
value of y, the approximation of w is possible. 

wi = Ni exp(− d(i,s2) 
τ ) 

∑M 
j=1 N j exp(− d( j,s2) 

τ ) 
(10) 

By applying these approximations to the MCTS, the MAD-MCTS can be formed 

as a kernel-based method with 
exp(− d(i,s2) 

τ ) 
∑M 

j=1 exp(− d( j,s2) 
τ ) 

becoming the kernel function and τ 

becomes the smoothing factor. 
One memory M is maintained in the proposed approach. Each entry of M corre-

sponds to one particular state s1 ∈ S. It contains the state’s feature representation 
φ(s1) as well as its simulation statistics V (s1) and N (s1). There are three operations 
to access M: update, add and query. 

Update: If the simulation statistics of a state s1 have been updated during MCTS, 
we also update its corresponding values V (s1) and N (s1) in the memory. 

Add: To include state s1, we add a new memory entry {φ(s1), V (s1), N (s1)}. If  
s has already been stored in the memory, we only update V (s1) and N (s1) at the 
corresponding entry. If the maximum size of the memory is reached, we replace the 
least recently queried or updated memory entry with the new one. 

Query: The query operation computes a memory-based approximate value given 
a state s2 ∈ S. We first find the top M similar states in M based on the distance 
function d(., s2). The approximated memory value is then computed by VM(s2) =
∑N 

i=1 wi (s2) · V (i ) where the weights are calculated using Eq. (9).



Memory Augmented Distributed Monte Carlo Tree Search … 289

4 Experiments and Results 

The evaluation of the proposed MAD-MCTS-based content recommendation is 
performed using MATLAB R2016b under a controlled environment. Experiments 
are performed to compare the efficiency of MAD-MCTS on the benchmark as well 
as an offline Covid-19 dataset. The performance ratio considered in this study is 
accuracy, precision, recall, hit ratio, and push time. The existing MAB-MCTS is also 
implemented for comparison. 

4.1 Benchmark Dataset 

The benchmark dataset used is the Health News in Twitter Dataset available at UCI 
repository (https://archive.ics.uci.edu/ml/datasets/Health+News+in+Twitter). It was 
gathered by Karami et al. [23] for their research study. The dataset consists of 58,000 
instances and 25,000 attributes. It contains health news from 15 major health news 
agencies such as BBC, CNN, and NYT. The results obtained for the benchmark data 
files of BBC, CNN, and Everyday news are shown in Table 1. 

From Table 1, it can be seen that the proposed MAD-MCTS has achieved better 
performance results. The performance on all three data files has been significant and 
the push times are also considerably lesser. 

4.2 Covid-19 Dataset 

The dataset consists of tweets collected from multiple topics of interest related to 
Covid-19. The twitter datasets are collected using the Twitter streaming API. A total 
of 242,623 tweets were collected without duplication and after pre-processing and 
normalization 17,000 tweets are used in the final dataset. Table 2 shows the results 
obtained for the Covid-19 dataset for both the proposed MAD-MCTS and the existing 
MAB-MCTS.

Table 1 Results for benchmark dataset 

Metrics/data files Existing MAB-MCTS Proposed MAD-MCTS 

BBC CNN Everyday BBC CNN Everyday 

Accuracy (%) 91.44 93.24 92.02 91.44 93.24 92.02 

Precision (%) 87.14 90.0 82.5 87.14 90.0 82.5 

Recall (%) 86.67 85.38 83.33 86.67 85.38 83.33 

Hit ratio 0.82 0.825 0.9643 0.82 0.825 0.9643 

Push time (seconds) 18.6427 15.3770 17.0191 18.6427 15.3770 17.0191 

https://archive.ics.uci.edu/ml/datasets/Health+News+in+Twitter
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Table 2 Results for 
Covid-19 dataset 

Metrics/data files Existing 
MAB-MCTS 

Proposed 
MAD-MCTS 

Accuracy (%) 84.33 92.16 

Precision (%) 87.98 92.93 

Recall (%) 91.65 98.92 

Hit ratio 0.75 0.8667 

Push time (seconds) 35.667 21.0954 

From Table 2, it can be seen that the proposed MAD-MCTS has achieved better 
performance results even for the Covid-19 dataset. MAD-MCTS has high values of 
all parameters. It has 7.83% high accuracy, 4.96% high precision, 7.27% higher recall, 
11.67% higher hit ratio, and 14.6 s lesser push time than the existing MAB-MCTS. 

5 Conclusion 

Accurate content recommendation or content push is a highly important research 
topic. This paper presented an improved content recommendation system using 
MAD-MCTS algorithm. This approach included the use of the popularity of the 
content to reduce the unwanted contents being recommended. Then the contents are 
recommended effectively using the proposed approach with the memory augmented 
search process to reduce the slow training and improve accuracy. The results indicated 
that the proposed MAD-MCTS-based approach is highly efficient than the existing 
MCTS model. In future, the content freshness will be investigated to improve user 
satisfaction and maintain the revenue for service providers. 
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Bots with ML 
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Abstract In this modern fast-moving digital world, Online Shopping has become 
an important part. When these online shopping sites announce an offer for a limited 
amount of time to a product that has high demand, customers will rush to buy the 
products for diluted prices. But unfortunately, there are some other people called 
scalpers, who will buy those products in large quantities and sell them in the market 
for higher prices to make a profit. In order to buy those products faster, they are using 
some bots called Scalper bots. Using this, they can buy a large number of products in 
a short interval of time which is much faster than normal humans. Thereby making 
legitimate customers lose their opportunity to buy the product. The main problem 
is that the scalping bots are very fast and intelligent enough to buy many products 
in a short amount of time and can even bypass some varieties of CAPTCHAs. The 
efficiency of the bot lies in its speed. If we are able to find whether the user is a human 
or a bot, we can extend the time required to perform the checkout/buying process 
for the bot. By doing so, we can reduce its efficiency tremendously. Our solution 
involves a Machine Learning Algorithm to find out the average minimum amount of 
time taken by a human to complete the checkout process and use that as a standard 
to determine whether a user is a bot or a human. The proposed system improves the 
accuracy by predicting bots with the help of advanced machine learning algorithms.
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1 Introduction 

In this modern fast-moving digital world, Online shopping is an important part of 
this modern world. Many people have started shopping online nowadays. Online 
shopping sites are also encouraging customers by announcing attractive offers now 
and then for a short amount of time to boost their sales. At that time, people will rush 
to the internet to buy their products. But there are some other people called Scalpers 
who will misuse this to gain money. They will buy a large number of products that 
have high demand in the market and later when the product has become out of stock, 
they will sell this for a high cost. Thus, it makes legitimate customers lose their 
opportunity to buy the products and they are forced to pay the price determined 
by the scalpers. Not only e-commerce sites, but scalpers are also attacking many 
online marketing sites which affect the film industry, music industry, and many other 
industries [1]. This not only affects the customer, but also the seller. To buy these 
products, Scalpers are using Programmed Bots called Scalper Bots which are very 
fast in checkout processes. These bots are fast and intelligent enough. Inserting 
CAPTCHAs seems to be a solution to stop these scalpers. But usually, CAPTCHAs 
are inserted at the last step of all the processes, i.e., usually at the payment page. 
So, the scalpers take this as an advantage and use the bot to fill all other fields like 
selecting the product, logging into the account, filling the address fields, etc., except 
the last page so that the scalper can just solve the CAPTCHA and buy the product. 
But normal users on the other hand have to fill all the fields manually and they also 
have to solve the CAPTCHA as well which will make the condition even worse. This 
could be a major issue for legitimate customers [2]. As there aren’t enough factors 
to distinguish between a human and a bot, it is almost impossible to detect bots. The 
only thing which differs between humans and bots is the time taken to do the checkout 
process. It is also the only advantage that a bot has over humans. Usually, bots are 
way faster than humans as they are automated to autofill all the data required for 
the checkout process. Using Machine Learning Algorithm, the minimum amount of 
time taken by a human to buy a product has to be found (standard time) by providing 
some data sets of some verified users [3]. By comparing that time with the time taken 
by each user to do the checkout process, we can determine if a user is a human or a 
bot. If any user is found to check out faster than the standard time, then they will be 
asked to solve CAPTCHAs just to increase the checkout time. Since the efficiency 
of the scalper bot lies in its speed, our proposed solution directly undermines the 
efficiency of these bots. Thus, giving humans a chance to buy the products.
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2 Existing System 

In this solution, they have proposed a method to prevent scalper bots from buying 
tickets for concerts. This solution is based on the fact that concert tickets are mostly 
bought by the people from the region where the concert takes place. If a large number 
of tickets are being bought by users from some other region, there is a high possibility 
that these users could be bots. By collecting geographic data when selling the ticket, 
we determine if the user is a bot or a human. Thus, we can stop them from buying 
tickets. 

2.1 Disadvantages 

This technique can be used only for events like concerts and matches in which the 
geographic location is known. But in the case of online shopping, we cannot use the 
location as a factor because users can buy a product from almost any part of the world 
[4]. This solution doesn’t work well with scalpers near the event location. Most of 
the time, scalper bots use VPN to hide their IP address. Bots can still buy tickets 
using VPN near the event location [5, 6]. 

3 Proposed System 

3.1 Block Diagram 

Time taken by normal users to perform the checkout process is used to train the 
machine learning model. The classification algorithms play a vital role while clas-
sifying humans from bots. Machine learning algorithms can be used to find bot in 
an efficient way. The time spent by the user inside the website to buy the product is 
noted, before redirecting the user to the payment portal, the time taken by him/her 
will be sent as input into the trained model. Based on its prediction, the user will 
be either redirected to the payment portal instantly (In case of humans) or made to 
wait for a few seconds and then redirected to the payment portal (In case of bots). 
Figure 1 explains the architecture of the overall system. This waiting time will slow 
down the bot so that scalpers can no longer gain an advantage by using such bots. 
This part is versatile, i.e., instead of making the bot wait for a few seconds, we can 
either give a puzzle to it to solve.



296 R. Gowthamani et al.

Fig. 1 Block diagram 

3.2 Collecting User Timing Data 

This stage requires the collection of timing data of users. The time taken by humans to 
buy a product can be easily obtained by just asking some people to do it. A checkout 
bot is designed by us and made to do the checkout process in the e-commerce website 
which we made to collect the timing data.
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3.3 Training the Machine Learning Algorithm Using 
the Collected Data 

The collected data is cleaned to remove any repeated data set and to remove any 
empty columns and then each timing data is marked whether it is a bot or human’s 
timing. Then it is fed into the Machine Learning Model so that the model can be 
used to make predictions. 

3.4 Validating User 

Now the trained machine learning model can be used to validate if a user is a human. 
We have to pass the checkout timing for that particular user to the Machine learning 
model and it classifies if it is a human or not. Once a user is found to be a bot, we can 
increase the checkout process timing by making the user wait for some time before 
the payment process. Thus, it removes the advantage of bots over humans. 

3.5 Improving the Accuracy of the Model 

The accuracy of the model can be improved by including the time period spent by 
users on each page in the data set which will be used to train the Machine learning 
model so that it can make predictions more precisely. 

4 Implementation 

4.1 Web Application 

An e-commerce web application made using the Django framework is designed to 
demonstrate the working of our solution. It is also used to get the dataset to train our 
model. 

The web application which we have designed contains some common pages found 
on famous e-commerce sites like amazon, flip kart, etc. All these web applications 
mostly have a homepage that has a list of products. After selecting our products, 
we will be forwarded to the login page where we have to login or register. After 
logging into our account, we will give our basic information like Name, Address, 
and Mobile number in order to buy the product. On the next page, we will select our 
mode of payment and fill our card details. Now we are one step away from buying 
our product. After confirming, the product will be purchased. The Web App which 
we have designed also has most of these features in order to get a dataset to train our
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model [7]. The user’s timing will be started to note down as soon as the home page 
loads. After going through all the processes one by one, the user’s timing up to the 
“Payment Method” will be calculated and sent to the model. Based on its prediction, 
the user is either allowed to fill the payment details instantly or the user will be made 
to wait for certain time and then allowed to fill the details [5, 8]. 

4.2 Checkout Bot 

A bot is made using a python program to checkout products automatically. It will 
be used to collect the timing data set of bots using the e-commerce web application 
we have designed [6]. Based on the checkout bots designed by the scalpers, we have 
designed a checkout bot using python programming language, which will do all 
the processes from selecting the product to buying that product. Depending on the 
sequence of pages and input in the Web App, we have to configure the bot before 
executing it. We also provide the info which has to be filled in the input fields which 
includes the passwords, card details, and so on. In this, we have used fake information 
and not our original details. We have to start the Web Application and we have to 
start the bot as well. When the bot completes one iteration (from the home page to 
the payment page), its time is noted down, and then using the openpyxl module, it is 
stored in a sheet. The bot’s time may vary based on the network traffic. A number of 
data sets are collected in this way [9]. After this, time taken by the normal user is also 
calculated in the same way but instead of the bot, we did those checkout processes. 
Finally, our dataset contains the timestamps and another column contains the answer 
if the user is a bot or human which is represented using 1 for bot and 0 for human. 

4.3 Bot Detection Model 

A binary Classification Algorithm is used in this project to differentiate between 
human and bot. It comes under classification algorithm which is a Supervised 
Learning Technique which makes predictions based on the data given to it [10]. 
The output will be in the form of Binary, i.e., either yes or no, 1 or 0. In this case, it 
predicts if the user is a Bot or not. The steps involved in this model are: 

1. The CSV file containing the datasets is imported and cleaned to remove duplicate 
values. 

2. The data set is splitted into two in the ratio 8:2 in order to train and then test the 
model 

3. Then the model is trained. After that, it is tested to check if it is working properly. 
Some adjustments are made based on the prediction accuracy
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4. The Python file containing the model was not created/embedded inside the App. 
It was created outside, trained, and tested and that trained model is stored as a 
module 

5. That trained module is imported into the App so that we don’t need to train the 
model each time we start the server 

6. Now when a user tries to buy a product, those timestamps will be collected and 
sent to the model, based on its prediction, and the consecutive steps are followed. 

5 Result 

5.1 E-commerce Web Application 

Once the user enters the e-commerce website, a timer will be started to note down 
the time. The user will be selecting the products which he/she wants and adds them 
to the cart then logins into the account. After that, the user will proceed to the 
payment process in which the user has to enter his address and some more personal 
information. In the next step, the user has to perform the payment to buy the product, 
i.e., right now the user is one step away from buying the product. Now the timer will 
be checked to find how much time the user has spent doing all these processes. This 
time is sent to the model to make a prediction if the user is a bot or a human. 

5.2 Detected a Human 

We use a binary classification algorithm which is trained using datasets collected 
from bots and verified humans to detect if the timing data obtained from the timer is 
that of a bot or a human. The above image is an example of the result of the binary 
classification algorithm. The timing is too high to be considered as a bot. So, the 
classification algorithm classified it as a human. 

5.3 Detected a Bot 

In the above image, the classification algorithm classified the user as a bot as the 
timing is too low to be considered as a human. Once a bot is detected, we can slow 
down its checkout process to such an extent that its checkout timing comes close to 
that of a human. Figures 2 and 3 represents the detection of human and bot identified 
by the proposed model. As soon as the user opens the product page, the timer starts 
and it will record the time taken by the user to do the checkout process. At the end of 
their checkout process before payment, the time taken so far will be used to determine 
if it is a user or not. If the user is found to be a bot, it will be made to wait for some
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Fig. 2 Output represents human 

Fig. 3 Output represents bot 

time before the payment process. By doing so, we undermine the efficiency of these 
bots. Thus, allowing normal human users a great opportunity to buy the product. 

5.4 Comparison Chart 

The graph shows the quantity of products bought by the bot in the absence of a bot 
detection mechanism and in the presence of our bot detection mechanism for a given 
amount of time. 

From the graph, we can see that the efficiency of the bot is tremendously reduced 
by making it to wait for a certain amount of time. Figure 4 shows the accuracy of 
our proposed work.

6 Conclusion 

The proposed system can be used to eliminate the threat of scalper bots. The Graph 
shows that the quantity of products bought by the bots is reduced very much. It 
tremendously reduces the efficiency of these bots. By delaying these bots to buy 
the products, a lot of normal customers get the chance to buy those products. Our 
Proposed Model uses the binary classification algorithm to find bots with the help 
of a timer. If the user is found to be a scalper, then the user is made to wait for a few 
seconds. In our solution, we have made the bot wait for a few seconds because we 
found it is simple and reliable. But it is the choice of the developer, i.e., instead of 
making them wait for a few seconds alone, we can send puzzles to solve or some
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Fig. 4 Graph showing the number of products bought by the bot with and without our bot detection 
mechanism

other mechanism to the users who are suspected to be a bot instead of making them 
wait for few seconds. Thereby we can not only delay the bots from buying, but we 
can also prevent the product from falling into the hands of the scalpers which will 
be used by them later to gain money. 
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An Enhanced Optimized Abstractive Text 
Summarization Traditional Approach 
Employing Multi-layered Attentional 
Stacked LSTM with the Attention RNN 

M. Nafees Muneera and P. Sriramya 

Abstract Progress in technology is occurring at an escalating speed all through this 
world. The human concentration stretch remains continually lessening, and the time 
span an individual needs to put in reading is decreasing at a rapid pace. Due to the 
development of technology, a wide amount of text data are produced daily through 
social networking services, business firms, medical information services, and news. 
In fact, it remains a complicated job to excerpt fascinating designs out of the text 
data like views, summaries, and actuality particulars possessing variable length. 
Due to the issues of the length of text data and the complication of feature value 
excerption in news, this study proffers a hybrid feature excerption out of the multi-
layered attentional StackedLSTM (long short-term memory) (MASta-LSTM-RNN) 
alongside the Attention RNN network which automatically produces a summary 
out of a lengthy text. In this study, an input of the StackedLSTM module and the 
correlation betwixt words and classes are portrayed by a discrete vector as an input 
of the MLP module for the sake of attaining exhaustive learning of spatial attribute 
data, time-series attribute data, and correlation betwixt words and classes of news 
text. The correlation between words is portrayed by the word vector. For inspecting 
the steadiness and execution of the proffered methodology, several experiments were 
executed. The outcomes of these experiments exhibit that the proffered methodology 
resolves the issues of text length, the complication of attribute excerption in the news 
text, and categorization of news text effectually and has acquired finer results. 
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1 Introduction 

Presently, there remains a wide amount of textual information present inclusive of 
online archives, articles, news, and reviews, which consist of lengthy strings of 
text that required being summarized [1]. The significance of text summarization 
is because of various causes such as the recovery of notable data out of a lengthy text 
in a brief duration, simple and swift loading of much significant data, and solving of 
the issues related to the parameters required for summary assessment [2]. Because 
of the progression and development of automated text summarization methodolo-
gies that have given notable outcomes in several languages, these methodologies are 
required to be analyzed and summarized. Hence, in the present study, we surveyed 
the latest methodologies and concentrated on the approaches, datasets, assessment 
standards, and adversities of every technique alongside the way whereupon every 
methodology discussed difficulties. 

Text summarizing is used in applications like search engines and news web pages 
[1]. Previews are generated as snippets in search engines, and news web pages 
produce headlines for defining news to make wisdom retrieval easier [3, 4]. According 
to genre, kind of summarizer, number of documents, and function text summa-
rizing can be divided into several classes [5]; one text summarization classification 
technique divides the summarization operation into abstractive classes [6]. 

Since Abstractive text summarization (ATS) needs comprehension of the docu-
ment for producing the summary, wide natural language processing (NLP) and state-
of-the-art machine learning approaches are needed. Permissible summarization must 
possess the enduring: sentences that manage the arrangement of the chief conceptions 
and notions given in the initial text, minimum to not repetitive, sentences that are even 
and rational, and the capacity to recall the sense of the text, for lengthy sentences too 
[7]. Moreover, the produced summary should be concise when expressing significant 
data regarding the initial text [2, 9]. 

Deep learning approaches are used in abstractive text summarization foremost ever 
in 2015 [8] and proffered paradigm relied upon encoder-decoder structure. To such 
applications, deep learning approaches gave outstanding outcomes and are widely 
used recently. 

Abstractive Text Summarisation (ATS) schemes are crafted by implementing any 
text summarization techniques: abstractive or hybrid. The preprocessing technique 
chooses the much significant words out of input text and employs them for producing 
a summary. The abstractive technique portrays input text in an intermediary format 
that produces the summary having words and sentences, which contradict the initial 
text sentences. The hybrid technique joins abstractive techniques. The enhanced 
categorizations for the ATS system employs in categorizing the text information. 

The common structure of ATS system, illustrated in Fig. 1, includes ensuing 
assignments: (i) Pre-processing: generating an organized portrayal for initial text 
[9] employing several linguistic approaches such as Noise Removal, elimination 
of stop-words, words tokenization, stemming and part-of-speech tagging, and 
so on, (ii) Processing: employing one among the text summarization techniques
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Fig. 1 a Source-document, b Multi-document, c Automatic text summarizer, and d Target summary 

by implementing an approach or many to transfer the input document(s) to the 
summary, and (iii) Post-Processing: resolving a few issues across produced summary 
sentences such as anaphora resolution and rearranging the chosen sentences formerly 
producing the last summary. 

2 Associated Studies 

Raphal et al., analyzed many ATS procedures in common [10]. Their work distin-
guished betwixt various paradigm structures like reinforcement learning (RL), super-
vised learning, and attention operation. Moreover, correlations concerning word 
embedding, data processing, preparation, and confirmation were executed. Neverthe-
less, there remain nil correlations of the quality of many paradigms which produced 
summaries. 

Additionally, the two extractive and abstractive summarization paradigms were 
summarized in [11, 12]. In [11], the categorization of summarization works relied 
upon three factors: input, purpose, and output. And this research analyzed exclu-
sively five abstractive summarization paradigms each one, and this research analyzed 
exclusively five abstractive summarisation paradigms each one. Contrastingly, 
concentrated upon the datasets and preparing approaches besides the structure of 
many abstractive summarisation paradigms [12]. Nevertheless, the attribute of the 
produced summary of various approaches and the assessment standards have not 
been articulated. 

Shi et al., gave an exhaustive survey of many ATS paradigms that are relied upon 
seq2seq encoder-decoder structure for convolutional and RNN sequence-to-sequence 
paradigms. The concentration was on the architecture of the network, preparing 
scheme, and programs used for producing the summary [13]. Even though many 
works examined abstractive summarization paradigms, some works have executed 
exhaustive research [14]. Additionally, many of the former surveys included the 
approaches up till 2018, although surveys have been publicized in 2019 and 2020 
[11, 12]. Herein the study, we discuss many latest deep learning-based RNN ATS 
paradigms. Moreover, the study remains the foremost one to discuss the latest 
approaches implemented in abstractive summarization like Transformer.
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(a) This work ensues the experimentation notion of the amalgamation of DL 
approaches-based news text categorization and chooses CNN, LSTM, and MLP 
paradigms for proffering a custom MLP paradigm of news text categorization relied 
upon dual input joined depth learning. (b) The proffered paradigm is conveyed in 
parallel having word vector and word dispersal. The correlation between words is 
portrayed by a word vector as the input of the CNN module, and the correlation 
between words and classes is portrayed by a discrete vector and an MLP module 
input to recognize exhaustive learning of spatial attribute information, time-series 
attribute information, and correlation among words and classes of news text. (c) 
Several experiments were carried out for inspecting the steadiness and execution of 
the proffered methodology. (d) The experiment outcomes reveal that the execution of 
the proffered methodology is much finer when compared to the rest of the techniques 
concerning anticipated precision and the rest of the execution standards. 

This work gives an outline of the techniques, datasets, assessment standards, 
and adversities of deep learning-based ATS, and every title has been addressed and 
examined. The study categorized techniques according to output kind into solitary-
sentence summary and multiple-sentence summary techniques. Additionally, inside 
every categorization, we correlated betwixt the techniques relating to structure, 
dataset, dataset preparation, assessment, and outcomes. 

The rest of the study is ordered as follows. Section 3 defines the proffered method 
in depth. Section 4 describes various preprocessed ATS approaches and Sect. 5 exam-
ines various approaches alongside building blocks for applying ATS system along 
it with discusses the latest solitary-sentence summarization techniques, whereas the 
multiple-sentence summarization techniques are also included. Section 6 examines 
datasets and assessment standards accordingly with discussion. Conclusion is given 
in Sect. 7. 

3 Proffered Method 

The ensuing block drawing in Fig. 2 portrays the performing architecture of the 
proffered method. At first, the input dataset out of CNN/Daily Mail is prepared 
out of the input database in which the preparing process has to endure the prepro-
cessing, attribute excerption out of the preprocessed information, and preparing 
the abstracted information for categorizing the summarized abstractive informa-
tion. In preprocessing, the input data is preprocessed employing Noise Removal, 
Word Tokenization, Stemming, Removal of Stop Words, and POS (Parts of Speech); 
later, the input data is prepared for attribute excerption. The prepared text data should 
endure the attribute excerption by proffered structure paradigm MASta-LSTM-RNN 
information for wide-ranging preparation of the multiple sentences, and later. The 
execution of the summarized data is analyzed by the ROUGE score and by the 
execution standards.

In this section, the proffered MASta-LSTM-RNN paradigm is explained in depth. 
MASta-LSTM-RNN utilizes the strength of abstractive approaches to generate a
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Fig. 2 The proffered structure of the ATS employing deep learning conception

brief summary. The hybrid approach is later employed for generating a more appro-
priate headline that matches the produced summary. We start by excerpting impor-
tant sentences out of a comprehensive article employing our proffered procedure 
mentioned hereunder ensued by the abstractive summarization of the chief sentences 
employing a reinforced abstractive mechanism. 

4 Preprocessing 

4.1 Preprocessing Approaches 

There remain several preprocessing approaches such as noise elimination, sentence 
dissection, word tokenization, and so on. Several of these approaches are generally 
employed in preprocessing stage of the ATS system. 

4.2 Noise Elimination 

It eliminates inessential text from the input document such as the header, footer, and 
so on [15]. 

4.3 Sentence Dissection 

It breaks up the text into sentences [16]. In a number of situations, using end markers 
like “.”, “?”, or “!” to divide sentences is improper. When we rely on the markers, 
terms like “e.g.”, “i.e.”, “4.5”, “Mr.”, “Dr.”, or “etc.” lead to incorrect sentence 
border detection. Easy heuristics and common formulations have been used to solve 
the problem [15].
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4.4 Elimination of Punctuation Marks 

Punctuation marks have long been thought of as distracting terminology seen within 
the text. As a result, removing them is very supportive of previously performing 
various NLP works [16]. 

4.5 Word Tokenization 

It deconstructs text into component words. 
White space, commas, dashes, dots, and other symbols will be used to separate 

words [15]. 

4.6 Named Entity Recognition (NER) 

It detects words in the supplied text as names of things (that is position name, 
individual name, business name, etc.). 

4.7 Elimination of Stop Words 

These words appear often inside the text that includes pronouns, auxiliary verbs, 
articles, prepositions, and determiners. These have been eliminated since these by 
no means include whatever beneficial sense to examination [17] and possess nil 
impact on choosing significant sentences [16]. 

4.8 Stemming 

It lessens words having a similar root or stem toward a general format by eliminating 
changeable suffixes [16] such as “es” and “ed”. The objective of stemming remains 
in acquiring stem/radix of every word for giving attention to its semantics [15]. 

4.8.1 Part-of-Speech (POS) Tagging 

This assigns POS tags to words in a sentence (for example, verb, noun, and so on).
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5 Abstractive Text Summarization Paradigms 

This research aims to establish an ATS paradigm employing variant MASta-LSTM-
RNN-RNN. As the general format of LSTM, known as classical LSTM, possesses 
few restrictions such as reliance amidst cells that are not powerful [18, 19], instead 
of using the standard LSTM, the attention RNN with StackedLSTM-MASta-LSTM-
RNN was used to create+ paradigm. Classical LSTM and MASta-LSTM-RNN with 
the Attention RNN are thoroughly covered in this section. 

5.1 Classical LSTM Unit 

Long short-term memory (LSTM) remains a module of the recurring neural network, 
which could detect and recollect information designed to a specified time frame. 
LSTM obtains a series of text as input and anticipates a series of text as output. 
This contains memory cell, input gate, output gate, and forget gate. The above gates 
manage memory content and cell states in the present time code [20]. Structure of 
the classical LSTM unit is illustrated in Fig. 3. 

The upper line is referred to as a memory pipe because it receives previous memory 
content ct1 as input and outputs final memory ct. Former memory content is trans-
ferred using two different procedures: bitwise multiplication (x) with the output of 
the forget’s gate and bitwise summation (+) with the input gate output. Forget gate 
produces output in extent zero to one that performs a significant part in determining 
the memory content in the present timecode. The output value nearer to 0 refers 
that much of the former memory content would almost be unremembered and the 
contradictory would occur for output value close to 1. The bitwise summation (+) 
of the input gate’s output determines how much input from the current timecode can

Fig. 3 Classical LSTM has3gates: input, forget, and output 
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be incorporated into the previous memory content for creating the final memory at 
the current timecode. In this, the input gate too generates output amidst an extent of 
0–1. 

The content of the memory block is administered by 3 gates: input, forget, and 
output gates. In this, ct−1 and ct correspond to the contents of former and present 
memory cells, ht−1 and ht correspond to the outputs of former and present states, 
xt corresponds to the input vector, x corresponds to bitwise multiplication, + corre-
sponds to bitwise summation, tanh corresponds to a hyperbolic tangent function, 
sigmoid function, and bf, bi, bc, and bo correspond to the bias of various. 

Forget gate obtains output of former state ht−1, input vector xt , and bias bf as 
input and produces value amidst an extent of 0–1, which determines what amount of 
content of memory would be transferred via memory pipe. 

ft = σ(Wx f  xt + Whf  ht−1 + b f ) (1) 

The input gate too produces a value between 0 and 1, which describes what amount 
of input out of the present timecode would include the memory content in the present 
timecode 

it = σ(Wxi xt + Whi ht−1 + bi ), (2) 

Ct = ft ct−1 + it tanh(Wxcxt + Whcht−1 + bc) (3) 

Output gate obtains content ht−1 of former state, input vector xt , and bias b0 as 
input and generates as output. Lastly, the content of the present state ht is generated 
by employing the value of 

Ot = σ(Wx0xt + Wh0ht−1 + b0) (4) 

ht = ot tanh(ct) (5) 

In the structure of the classical LSTM, therein remains nil associate betwixt a gate 
and its former memory cell. Due to this, it remains impossible to procure the former 
memory cell state while the output gate stays locked amidst preparation. A variant 
of LSTM, known as MASta-LSTM-RNN, could subdue this issue. 

5.2 Abstractive Summarization 

A summarizer remains abstractive when it attempts to produce the ideal series Y = 
(y1, y2,…, yn), in which yi ∈ V Where y1, y2….yn are the output sequence for the 
input sequence of the value in the encoder input sequence.
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LSTM is a recurrent neural network module having vast implementations in 
sequence prognosis issues. While the output gate of a general LSTM format, known as 
classical LSTM, is locked, it is unable to retrieve the content of its former memory 
cell. By including additional connection betwixt every gate and former memory 
content, the issue of classical LSTM could be resolved. That extra link, called 
peephole connection, permits entire gates for employing the former memory cell 
content although while output gate is locked. The structure of MASta-LSTM-RNN 
is illustrated in Fig. 4. 

Every gate is connected to the previous memory cell ct-1 in this scheme. Aside 
from ht-1, xt , and bias, every gate has been provided the memory of the previous cell 
as an input. That permits procuring content of former memory cell while the output 
gate is locked. 

it = σ (Wxi xt + Whi ht−1 + wci ct−1 + bi ) (6) 

f t  = σ (Wx f  xt + Whf  ht−1 + wc f  ct−1 + b f ) (7) 

ct = ft ct−1 + it tanh(Wxcxt + Whcht−1 + bc) (8) 

ot = σ (Wxoxt + Whoht−1 + wcoct + bo) (9) 

ht = ot tanh(ct ) (10) 

In this, the former memory cell content ct−1 besides the rest of the criteria is 
given as input in peephole convolutional LSTM when classical LSTM in no way 
regards ct−1 as input. Considering ct−1 as input in the multi-layered attention with 
StackedLSTM (long short-term memory) (MASta-LSTM-RNN) affects outcome of 
sequence.

Fig. 4 MASta-LSTM-RNN having a multi-layered connection 
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5.3 MASta-LSTM-RNN Paradigm 

This work aims to create an abstractive summarization paradigm employing MASta-
LSTM-RNN. Figure 5 displays the execution procedure of the MASta-LSTM-RNN 
paradigm. We include multiple layers of LSTM in MASta-LSTM-RNN that refer to 
that this possesses greater than a single hidden layer. We employ dual hidden layers 
for creating a paradigm because greater than three drops occur in the execution of 
the paradigm owing toward gradient decay through layers. At first, provided input 
text is transferred via the embedding layer, which transforms provided text as arith-
metic dispensed portrayals. Such portrayals will be transferred via dual hidden layers 
of MASta-LSTM-RNN, every layer having century hidden units. The encoder and 
decoder of the seq2seq paradigm are implemented in this. The encoder captures the 
attribute vector that represents the supplied text. Simultaneously, it calculates the 
attention weight for each provided word and saves it in an attention vector, which is 
then used to provide an accurate summary in the dense layer. In this case, each word’s 
attention weight is computed and saved in a comparable attention vector.The atten-
tion scheme assists sequence-to-sequence paradigm in recalling significant qualities 
of a provided input [21]. While outputting a word, the attention weight of the input 
word at location t can be calculated as 

ayt ′(t) = 
exp

(
hxtT  hyt ′

)

∑
exp(hxtT  hyt ′) 

(11)

in which exp
(
hT 
xt

)
depicts the final hidden layer produced subsequent to processing 

tth input word, and hyt ′ depicts the final hidden layer produced out of the present 
stage of decoding. Attention operation computes the conditional possibility of an 
input word. When all of the provided text is transferred via the encoder, the decoder 
obtains the attribute vector out of the encoder and produces the finest text for a 
planned summary. Text produced by the decoder is transferred via the last dense 
layer, which employs the attention vector for choosing the much significant portions 
as the last summary. We implement our improved MASta-LSTM-RNN paradigm on 
CNN-Daily Mail data set. 

6 Results and Discussion 

The CNN/Daily Mail dataset is a subset of the DeepMind Q&A dataset, which was 
created in 2015 and contains around 287 K news stories with 2–4 summary sentences 
per story. The collection is made up of multi-sentence summaries and online news 
pieces (781 words on average) (3.75 sentences or 56 tokens on a mean). There 
are almost 287,226 training couples, 13,368 validation couples, and 11,490 testing 
couples in this ready variant of the dataset. The Precision, Recall, and F-Measure
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Fig. 5 The comprehensive plan of the proffered architecture that begins by obtaining input text 
and ends by producing an abstractive summary

scores, (i) Recall-Oriented Understudy for Gisting Evaluation (ROUGE) [22], and 
(ii) Basic Element (BE) [23] are examples of commonly used assessment standards 
in the literature. 

Precision Score Metric: This can be calculated by splitting amount of sentences 
present in the two reference and candidate (that is, system) summaries by amount of 
sentences in the candidate summary as depicted in Eq. (2) [24]. 

Precision P = 
|Sref ∩ Scand| 

|Scand| 

Recall Score Metric: This can be calculated by dividing the amount of sentences 
present in the two reference and candidate summaries by the amount of sentences in 
the reference summary as depicted in Eq. (3) [24]. 

Recall R = 
|Sref ∩ Scand| 

|Sref|
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F-Measure Score Metric: This is a measurement, which joins recall and preci-
sion metrics as depicted in Eq. (5) [24]. F-measure remains harmonic mean betwixt 
precision and recall. 

F-Measure F = 
2(precision)(Recall) 
Precision + Recall 

ROUGE Metric: This remains the widest generally employed tool for the auto-
mated assessment of automatically produced summaries. ROUGE remains an array of 
metrics and software packages employed for assessing automated summarization and 
machine translation software in NLP [15]. This correlates with computer-generated 
summaries opposing many man-generated reference summaries. The fundamental 
notion of ROUGE is to calculate the amount of overlying units betwixt candidate 
(or system) summaries and reference summaries like overlaid n-grams. ROUGE 
is confirmed to be effectual in computing attributes of summaries and associates 
splendidly with man’s decisions. Several ROUGE metrics are presented as follows. 

Table 1 signifies the correlation of present SUMMARUNNER, Optimized 
MAPCoL, SHEG + CONV (Excerption) having proffered MASta-LSTM-RNN. 

The above Fig. 6. is the overall comparison with the ROUGE-1, ROUGE-2, and 
ROUGE-L with the execution metrics and determines projected methods outperform 
the highest performance measures values.

Figure 7 shows the analysis of ROUGE scores where the x-axis indicates 3 types 
of ROUGEs, and the y-axis shows the score in percentage. The analysis shows that 
MASta-LSTM-RNN has 43.75% in ROUGE-1, 18.5% in ROUGE-2, and 37.4% in 
ROUGE-L. Table1 indicates the comparison of the ROUGE score of summary with 
the variable length for the proposed MASta-LSTM-RNN dataset (CNN/Daily Mail 
dataset).

Headline Production 

The last stage of MASta-LSTM-RNN is generating a headline on the abstractive 
summary generated in the former stage. To achieve this work, we engaged in sequence 
prognosis for generating the planned headline.

Table 1 ROUGE score computation for the dataset (CNN/daily mail dataset) 

Methodologies ROUGE-1 (%) ROUGE-2 (%) ROUGE-L (%) 

Bottom-up sum 41.22 18.68 38.34 

Summa runner 39.60 16.20 35.30 

Optimized MAPCoL 41.21 21.30 39.4 

SHEG + conv (extraction) 42.5 17.6 35.6 

MASta-LSTM-RNN 43.75 18.5 37.4 
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Fig. 6 Correlation of Execution metrics of Precision, Recall, and F-Measure alongsideROUGE-1, 
ROUGE-2, and ROUGE-L

Fig. 7 Comparison of ROUGE scores

Extractive Summary 
Tripoli libya rebels tripoli furiously hinting signs longtimelibyan leader moammar-
gadhafi exploring network tunnels bunkers built beneath massive compound cnn sara 
sidner got peek passageways friday dubbed gadhafi inner sanctum correspondent 
covering battle tripoli walked steps pitch dark tunnel used flashlight navigate under-
world described massive far said rebels cleared meters underground passage tunnel 
network believed extend way city international airport rixos hotel journalists two 
foreign nationals held five days pro gadhafi forces also thought extend neighbourhood 
gadhafi forces lobbing shells recently toward compound taken rebles tunnels sidner
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saw wise enough adults walk side side spotted golf cart easily fit corridors sidner also 
saw range sights strolled labyrinth thick wall massive door sturdy lock charred ceiling 
couches beds fire apparently occurred pieces metal shrapnel section nato bomb fell 
roof caved another room contained videotapes lined shelf part tv studio gadhafi may 
recorded messages set like survival bunker sidner said air report literally city. 

Reference Summary 

Sostokcnn sara sidner sees another world in tunnel below tripoligadhafi may may have 
recorded his taped messages in studio there rebels are methodically searching through 
the winding passages eostok. 

SummaRunner Summary 

Tripoli libya rebels tripoli furiously hunting signs longtimelibyon leader moammar-
gadhafi exploring network tunnels bunkers built beneath massive compound cnn sara 
sidner got peek passageways friday dubbed gadhafi inner sanctum correspondent 
covering battle tripoli walked steps pitch dark tunnel used flashlight navigate under-
world described massive for said rebels cleared meters underground passages tunnel 
network believed extend way citiy international airport rixo. tripolilibya rebels tripli 
furiously hunting signs longtimelibyan leader moammargadhafi exploring network 
tunnels bunkers built beneath massive compound cnn sara sidner got peek passage-
ways friday dubbed gadhafi inner sanctum corresponded covering battle tripoli walked 
steps pitch dark tunnel used flashlight navigate underworld described massive far said 
rebels cleared meters underground passages tunnel network believed extend way city 
international airport rixos s. 

SHEG Summary 

Tripoli libya rebels tripoli furiously hunting signs longtimelibyan leader moammar-
gadhafi exploring network tunnels bunkers built beneath massive compound cnn sara 
sidner got peek passageways friday dubbed gdhafi inner sanctum correspondent 
covering battle tripoli walked steps pitch dark tunnel used flashlight navigate under-
world described massive for said rebels cleared meters underground passages tunnel 
network believed extend way citiy international airport rixo. tripolilibya rebels tripoli 
furiously hunting signs longtimelibyan leader moammergadhafi exploring network 
tunnels bunkers built beneath massive compound cnn sara sidner. 

MASta-LSTM-RNN 

Sostokcnn sara sidner sees another worlkd in tunnel below Tripoli Gadhafi may have 
recorded his taped messages in studio there rebels are methodically searching through 
the winding passages eostok. 

The above is the Input Dataset for the Text summarization of the given CNN-Daily 
dataset to get the abstractive and the extractive summary.
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7 Conclusion 

The created abstractive summarization paradigm employing multi-layered peep-
hole convolutional LSTM attains finer execution when compared to other advanced 
paradigms concerning semantic and syntactic coherence. This created paradigm is 
enhanced by employing the central composite pattern alongside the response surface 
pattern. Anticipated ROUGE-1, ROUGE-2, and ROUGE-L scores identified through 
proffered methodology remain at 41.98, 21.67, and 39.84%, which are almost nearer 
to the experiment of 41.21, 21.30, and 39.42% accordingly. An improved MASta-
LSTM-RNN paradigm subdues a few issues, which are accompanying the prevailing 
ATS approaches. Semantic and syntactic coherence is also ensured in this established 
paradigm. Although this paradigm subdues a few issues of the rest of the paradigms, 
it also possesses few restrictions. This paradigm operates the least efficiently while 
we produce a lengthy text as a summary. This paradigm operates least efficiently to 
produce a lengthy text as a summary. We implemented this established and improved 
paradigm of the CNN-Daily Mail data set, and the MASta-LSTM-RNN performs 
finer than the classical LSTM-based paradigms. 
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Implementation of Machine Learning 
Methods on Data to Analyze Emotional 
Health 
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Srihari Babu Gole , N. Ravinder , and B. Sreedhar 

Abstract The design and implementation of the intelligent model based on machine 
learning methodologies on datasets to analyze emotional and mental health, majorly 
concentrating to measure, cognize, simulate, and react to human emotions. The data 
captured by the apparatus is always available to the user and provides contact to 
interact with patients in case of Emergency. It stores data for future analysis and for 
pattern identification, Experts will be able to use Artificial Intelligent based machines 
to augment the human capacity to detect, diagnose, and treat mental health issues. 
Machines have a significantly higher computational capacity than humans, creating 
assessments from large pools of patient’s data that will eventually make informed 
clinical decisions. This article will examine AI applications on emotional and mental 
health, It also highlights the implications of using emotional AI in identifying, diag-
nosing, and improving mental health. We focused on the conceptual and simulation 
model for result analysis where data stored in the cloud is retrieved as per the require-
ment and analyzed. Different machine learning algorithms are implemented on the 
dataset and results are identified through graphical analysis.
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1 Introduction 

The science and technology improved systematically in the field of intelligence 
machines, its approaches have transformed every field in medicine, creating sustain-
able, faster, and effective healthcare facilities based on different wearable apparatus. 
Optical heartbeat monitoring is a methodology adopted to identify the physical and 
mental health of patient based on sensor technology [1]. The advanced technology 
established on Internet of things for mental health monitoring through wireless tech-
nologies such as mobile and cloud provides data of the client in cloud storage or 
wireless communication systems. It generally uses different sensors such as photo-
plethysmography [2]. Innovative incorporation of cloud with different technologies 
such as Block Chain and IoT is a multifaceted task as they are different tremen-
dously distinct mechanisms [3]. Their execution and application are appraised to be 
a supplementary benefit for constructing them as a significant module of the future 
technologies [4]. It is an automated apparatus with registers and microcontrollers 
that are utilized to identify, evaluate, and communicate information based on body 
signals. An analysis of AI applications and the impact on mental health are analyzed 
and calculated based on the simulations for a better understanding of impacts. 

The new applications allow doctors to monitor patients and track health patterns. 
Artificial intelligence constructed intelligent technologies are currently being used 
to facilitate early disease recognition and allow better thought of disease develop-
ment, enhance, or reduce medicine that is handling dosages, and expose different 
treatments. Data science provides a professional approach related to data analytics 
approach towards the mental health related to the actions such as emotional, psycho-
logical, and social well-being [5]. The data analytics is the process of analyzing 
raw information based on different types of analytics such as descriptive, diagnostic, 
predictive, and prescriptive. To this end, the present study implements such a qual-
itative approach because the objective is not to explain the impact of AI emotion 
intelligence based on generalizations but rather a deeper understanding and interpre-
tations of the applicability in mental health. The method adopted here is known as 
the interactive evolutionary computation, where this application helps in diagnosing 
the mental health [4]. 

The cloud computing provides the storage sharing option where the data can 
be stored and can be retrieved from wherever we want, away from the industries. 
The IoT simplifies and enables the storage of results online with the help of cloud 
storage. The different cloud services that support the IoT are Azure or AWS cloud 
services, Many cloud services are chargeable as per the usage that is elasticity and 
we use for experimental purposes the cluster of storage of Thinkspeak is a cloud 
for data storage and retrieval [6]. The different cloud environments that support 
the Internet of things remain salesforce, SAP, Thinkspeak, CISCO, Thingworx,
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oracle, IBM Watson, Google Cloud Platform, Azure, and Amazon web/services. 
The different concepts that support Internet of things areas are Internet of Things, 
wireless networks, and cloud computing emerging technologies, Internet of thing 
devices, Internet of Things Networking and communication, IoT Cloud, Amazon 
Web Services Internet of Things that of developing and deploying an Internet of 
things, Industrial Internet of Things on google cloud platform, Industrial Internet 
of Things markets and security. The mobile applications also support the cloud 
computing, where the results of Internet of Things can be given. The Internet of 
things even supports the embedded motors and sensors [7]. 

An analysis of AI applications and mental health is necessary to better understand 
the impacts. Therefore, this article will perform an in-depth analysis of the impacts 
of AI on mental health by highlighting ethical issues that may arise when integrating 
AI into mental health care services as part of delivery. Activity trackers are such 
devices that are part of Internet of things associated with the software, electronic 
devices, sensors, cloud, and mobile technologies [8]. A medical health record will 
be viewed and verified by nurses, doctors, diagnostics, and pharmacists. It is the 
common medium to inform the status of mental health of the patient, As the medical 
record is generated electronically, it provides an easy way for data analysis. Artificial 
intelligence technologies evaluate the mental health of the object based on the Elec-
tronic Health Records (EHRs) using the parameters such as depression, psychiatric 
illness, suicide ideation, and attempts. Even data analysis plays a major role based 
on the electronic health data sets using machine learning methodologies [9]. Health 
care management is the major task in the mental health, as records play a major 
role to identify a person’s mental health situation [10]. Internet of things and cloud 
technologies combinedly created a system, where input is taken through wearable 
objects and sensors, the received signals are converted to data through the control 
system [11]. The captured data explain the recognized emotions of the humans. The 
data will be transferred to the cloud and stored as data set for future references [12]. 
The different steps involved in implementing machine learning in mental health are 
retrieving data sets from the library and data loading, data cleaning, encoding data, 
and implementation of different model evaluation algorithms. 

2 Related Work 

Wearable devices are smart health trackers that collect biological, physiologic, and 
behavioral data through intelligent sensors. These devices can be used to monitor 
mood changes that affect mental health. Integrative computer technologies have 
allowed for the use of innovative applications and programs in mobile health 
(mHealth) devices. These devices use a combination of technologies (i.e., AI, NLP, 
computer sensing technologies, and machine learning) to make them intelligent or 
smart. Mobile and wearable technologies, arguably the most ubiquitous AI applica-
tion in mental and behavioral healthcare, exist in mobile phones and other wearable 
devices to track mood and behavioral changes [13].
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The different mobile applications are available to communicate with the cloud 
and display the result on the mobile app, the most used mobile app is blynk, which is 
used to create virtual components that will be interacting with microcontroller boards. 
The different connecting devices and sensors use the cloud environment to control 
remotely. It is a new platform that builds interfaces to monitor the results provided by 
the sensors and microcontroller units. It even provides different integrated develop-
ment environment components such as buttons, gauges, sliders, and widgets for user 
interfacing. It is compatible with major microcontroller devices and freely available 
in playstore. E-health mobile applications are different methods used by physiatrists 
to avoid or prevent the suicides. The Internet-based mobile applications help the 
doctors or medical staff to know the level of patient’s psychology. There are many 
other mobile apps that are available in playstore which are easily interacting with 
the microcontroller. The apps are used to analyze the data that is produced by the 
sensors through microcontrollers, which create interfaces to the project with help of 
various widgets available as tools for the application. It selects the port 8080 for the 
hardware network connection and it uses the secured socket layer and transport layer 
security for data transmission and communication. The different cloud servers help 
to communicate with the mobile application [14]. 

Machine learning technologies use “statistical and computational methods to 
construct more robust systems with an ability to automatically learn from data” 
[8, p. X]. These systems use previously collected and labeled mental health data to 
associate input features from several data contradictions and predict mental states of 
newly undetected observations. These machine learning models require human guid-
ance through data training to effectively point out or predict psychological markers 
related to mental health issues. In the last decade, social media has grown into a 
major platform. Individuals with Internet access can share, post, and talk about their 
lives [15]. Most of these activities, online conversations, and posts can reflect a 
person’s mental state, including depression, anxiety, and/or stress. As a result, social 
media platforms are used to monitor public mental health, model mental well-being, 
and detect warning signs that signify mental health issues. Other relative mental 
health programs predict mental health disorders like anxiety, depression, and stress 
using public data from social media platforms like Facebook and Twitter. 

3 Experimental Analysis 

For the experimental analysis, we took the dataset of mental health, where the data 
mining is a technology that can retrieve, manage, and manipulate data in dataset based 
on the machine learning algorithm, this discipline combines mathematical knowl-
edge and statistical analysis [16]. As part of experimental analysis, we combined 
the knowledge of data mining and machine learning. The ML methodology is the 
highlighting concept on the qualities, attributes, and properties of the dataset. Python 
is the language used in the machine learning process, where we used Scikit-learn, is 
supports different machine learning categories such as classification and regression
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Fig. 1 Snippet to import libraries at Jupyter notebook 

Fig. 2 Suvery.csv file structure to link with machine learning algorithms 

of the supervised learning methodologies [15]. This package consists of Numerical 
Python in short called as NumPy is a library used to create objects related to multi-
dimensional arrays. The next tool or library that is associated with dataset is pandas, 
which means panel data, which is a data set tool for cleaning, transforming, and 
analyzing. The next step is to associate with graphical analysis tool or library and 
mathplotlib is used for graphical analysis as a plotting library are utilized as part of 
execution and associated with Scikit-learn along with seaborn is a data visualization 
library based on matplotlib [17]. Anaconda is the tool used for data science and 
machine learning based on it, Jupyter Notebook is used to write the code (Figs. 1 
and 2). 

The data of csv file (comma separated values) file can be identified and retrieved 
based on the following commands. 

1. data = pd.read_csv(‘C:\dataset\survey.csv’). 
2. Print(data) 

The different variables available in the dataset of mental health are that of the 
following (Fig. 3).

The different factors that influence the mental health survey are as 
shown in the above screen shot, mainly family history, wellness_program, 
mental_health_consequence, physical health consequence, and finally comparation 
of mental and physical health. Stress, anxiety, and depression are the common factors 
that influence the mental health [18] (Fig. 4).
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Fig. 3 Screenshot of the variables of the Survey.csv

The machine learning algorithms that are used for the supervised learning algo-
rithms that are adopted are logistic regression, K Nearest neighbors’ classifier, Deci-
sion Tree classifier, and Random forests classifier. We also used an ensemble learning 
methods such as bagging, boosting, and stacking to improve the performance of the 
machine learning algorithms (Fig. 5 and Table 1).
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Fig. 4 Graphical analysis of the variables of the Survey.csv

4 Conclusion 

The ensemble methodologies are the latest techniques that are used in machine 
learning approach for better performance and a high rate of accuracy. In experimental 
setup, we used the Anaconda navigator which includes the open-source Python pack-
ages such as NumPy and Pandas, where Pandas is used to extract the dataset that 
is spambase.csv. We use Jupiter notebook for coding and used scikit-learn. Exper-
imental and graphical analysis is given by using the mental health database that is 
survey.csv, where the results we received the highest accuracy is of Random Forest 
algorithm with 81.22, whereas the boosting gave a little bit more accuracy level 
with the percentage of accuracy 81.75. The boosting, bagging, and stacking are the 
ensemble learning methods that improves the performance of the machine learning 
algorithms [8]. Finally, we conclude by informing that the Aritifical Intelligence-
based Robotic Technology, data mining, and machine learning play a major role in 
the principles and procedures adoption on datasets for better results and policies [19].
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Fig. 5 Graphical analysis of the various machine learning methodologies 

Table 1 Classification table 
of algorithms implemented on 
the datasets 

S. no Machine learning 
algorithms 

Percentage (Rate) of 
accuracy 

1 Random Forest 81.22 

2 K-nearest neighbors 
algorithm 

80.42 

3 Decision tree 
classification 

80.69 

4 Logistic regression 80.95 

5 Bagging 75.93 

6 Boosting 81.75 

7 Stacking 75.93
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Course Difficulty Estimation Based 
on Mapping of Bloom’s Taxonomy 
and ABET Criteria 

M. Premalatha , G. Suganya , V. Viswanathan , 
and G. Jignesh Chowdary 

Abstract The performance of a student is assessed in the present educational system 
using grades or marks they secure in various levels of examinations. This scoring of 
marks or grades that a students’ scores as part of his/her course depend on diverse 
parameters. Among those, the difficulty level of a course is identified to be the 
main parameter considering the history of scoring. Hence, priori computation of the 
difficulty level for a course may help the both the student and teacher community to 
decide on the amount of training required for the effective completion of the course. 
In this work, we have proposed a methodology to estimate the optimal difficulty level 
of a course by mapping three main components including action words in Bloom’s 
Taxonomy, criteria stated in Accreditation Board for Engineering and Technology 
(ABET), and the student learning outcomes defined in the course. The difficulty level 
estimated using the proposed model is validated using the history of grades secured 
by the students of our university and is found to be promising. 

Keywords Bloom’s action words · Student learning outcomes · Course difficulty ·
ABET criteria 

1 Introduction 

Course difficulty estimation [1, 2] has been a problem for many ages. A single 
parameter might not be sufficient in estimating the difficulty of a course. Course 
difficulty is based on various factors. It depends on the student’s learning capacity, 
instructors’ capability of delivering the lecture contents, course contents need more 
cognitive level thinking, courses might need higher-order thinking capability, etc. So 
obviously it affects the grades of the students. Less difficulty might yield great grades 
and more difficulty might yield lower grades for a student [2, 3]. Many technics and 
methodologies such as bloom’s taxonomy [4] have been defined to help to assist us 
in predicting course yet it has not been precise due to having human errors in it as all
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technics require human work. Humans cannot provide enough confidence level in 
the predictions and require more sophisticated mathematical models for prediction. 
Prediction of course difficulty is vital to understand the quality of a particular course 
and to study the development of each generation of students. These data can further 
help us to improve a course based on the development seen in a different generation 
of students. 

1.1 Bloom’s Taxonomy 

Bloom’s taxonomy [4, 4] represents the hierarchical models that are defined to cate-
gorize the educational learning objectives into varying levels of complexity and 
specificity. 

These models cover and put all learning objectives into three domains namely 
cognitive, sensory, and affective domains. The domain with the focus of tradi-
tional education is the cognitive domain and this is frequently used to structure 
the curriculum learning objectives, with appropriate assessments and activities as 
required. The major categories recorded in the cognitive domain are as follows: 

i. Remembering: Identifying or memorizing the terms, facts, basic concepts, or 
answers without essentially understanding what they mean to them. 

ii. Comprehension: Demonstrating the understanding about the facts and ideas 
through different activities including organizing, linking, translating, inter-
preting, giving descriptions, and stating the main ideas. 

iii. Application: Solve problems occurring in new real-life situations using acquired 
knowledge, facts, rules, and techniques. Learners may use the prior knowledge 
to solve problems, and then to identify varying connections and relationships 
and apply them in new situations. 

iv. Analysis: Examine the problem thereby breaking information into component 
parts, determining the relationship between them, then identifying the motives 
or causes, creating inferences, and finding proofs to support generalizations. 

v. Synthesis: Building a base structure from various elements to build a whole 
component from different parts. 

vi. Evaluation: Defending and presenting opinions by making decisions about infor-
mation, the validity of thoughts, or the quality of work built on a defined set of 
criteria. 

1.2 ABET Criteria 

Accreditation Board for Engineering and Technology (ABET) needs the program 
to document student outcomes that prepare graduates to attain the corresponding
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Fig. 1 ABET Criteria a-m 

program educational objectives. ABET Criterion 3 [6] defines student outcomes (a) 
through (k) plus any additional outcomes that may be articulated by the program to 
achieve better results. 

Figure 1 depicts the student outcomes “a to m” followed by B.Tech CSE program 
(Curriculum 2014) at Vellore Institute of Technology, Chennai, India. 

1.3 Mapping ABET Criteria Students’ outcomes 
with Blooms’ Taxonomy 

Blooms’ Taxonomy is used for evaluating the higher-order thinking and lower order 
thinking capacity of a student for answering a question during the examination. 
Bloom’s is not only for evaluating the question but it is for classroom teaching tools 
[7]. Blooms’ Taxonomy is mapped with ABET criteria so that a course can be defined 
with the level of cognitive thinking needed while learning the course. In the proposed 
method, the difficulty of all courses in the curriculum, by mapping the action words 
of bloom with the ABET criteria. The sequence of contents discussed in this paper is 
as given: a detailed literature analysis is elaborated in Sect. 2 followed by Sect. 3 with 
a discussion on the proposed architecture. The results and discussions are elaborated 
on Sect. 4 and Sect. 5 presents a conclusion about the work.
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2 Literature Survey 

The difficulty level of a course can be estimated by considering various parameters. 
The authors used few parameters like the average grades awarded, rank correlation 
coefficient (rho) of a student with the statistical parameters like mean with scaling 
and cluster analysis [2]. A study on individual item difficulty assessment depicts that 
the course difficulty depends on the learners, course contents and the scores students 
have got in the course. The scores are received using apriori algorithm along with the 
subject matter expert [8]. The impact of course difficulty in students’ performance 
is studied in [9], using the previous student’ results and by predicting the results of 
the current student’ using AdaBoost, J48 by AdaBoost, M5P. Based on the learning 
dependency of an individual, the difficulty of knowledge for different units is ranked 
with respect to two patterns: subjective difficulty and objective difficulty [10]. Few 
research works discuss on the way of evaluating the instructors [11]. Parallelly, the 
feedback [12] given by students helps the instructors to improve the performance in 
examinations. 

Course planning [1, 13, 14] is a recommender system in which the students 
are recommended with the sequence of courses to be taken or registered for each 
semester. Based on the interest of the students, some courses are recommended [15] 
in which course recommendations are based on the user profiles from the description 
of end users’ interest, log of browsers, and subscriptions. Learning objects are also 
recommended sequentially [16] in which the students are recommended with the 
learning path and advised on how a course contents has to be sequentially learned. 

A personalized learning path is recommended to learn the sequence of various 
learning objects and if the student fails to cater those in the assessment during the 
learning process, the path will be modified/repaired and suggested with new objec-
tives. Blooms’ Taxonomy is basically used for evaluating the question paper’s cogni-
tive thinking [17, 18]. The performance of the student in the examination based on the 
difficulty index of a course is assessed through Students’ course Outcomes. The final 
exam papers are evaluated and a difficulty index is identified [19]. Then a cognitive 
map [is proposed to the research scholars to give them a clear picture of the procedure 
to start and proceed with their research. 

3 Proposed Architecture 

In this method, Bloom’s Taxonomy is specified with hierarchy and identified with 
every ABET criteria of student’s outcomes is mapped with the action words of 
Bloom’s Taxonomy and arrived at a level of complexity [20]. Figure 2 depicts 
Bloom’s taxonomy hierarchy and Fig. 3 depicts the level of complexity applied to 
each category of Bloom’s taxonomy. By considering Bloom’s complexity and based 
on the action keywords of Bloom’s every ABET criteria is mapped with the level of 
complexity of bloom as specified in Table 1.
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Fig. 2 Bloom’s taxanomy 
[20] 

Fig. 3 Level of complexity 
of Bloom’s taxonomy [21] 

Table 1 Applying the level of complexity for ABET 

ABET 
criteria 

Remember 
(1) 

Understand 
(2) 

Apply 
(3) 

Analyze 
(4) 

Evaluate 
(5) 

Create 
(6) 

Total 
(21) 

a 1 2 3 6 

b 1 2 3 4 5 6 21 

c 1 2 3 4 5 6 21 

d 1 2 3 6 

e 1 2 3 4 5 6 21 

f 1 2 3 

g 1 2 3 

h 1 2 3 6 

i 1 2 3 4 5 6 21 

j 1 1 

k 1 2 3 6 

l 1 2 3 4 5 6 21 

m 1 2 3 4 5 6 21 

Every criterion of ABET is mapped with the level of complexity of bloom and 
arrived with the difficulty of the criteria as specified in Table 1. The first two levels of 
headings alone should be numbered and lower-level headings remain unnumbered. 
These lower-level headings are formatted as run-in headings.
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3.1 Course Difficulty Estimation 

If a course is identified with a criterion, the difficulty of a course will be the sum of 
all difficulty index of the identified ABET criteria as specified in Eq. (1). If a course 
has a, h, k, l as criteria, difficulty of that course is 6 + 6 + 6 + 21 = 39. They 
found difficulty index of a course is cross verified with the mean of the grades scored 
by the past three generations of students. Figure 4 specifies the procedural steps for 
estimating the course difficulty. 

Criteria difficulty = 
n∑

i=0 

Ci (1) 

where 
C is the cognitive thinking level assigned for each bloom keyword for a particular 

criterion. 
n is the level of bloom’s taxonomy.

Students’ Academic 
History 

Bloom’s ABET and 
SLO Mapping 

Analyze and Obtain difficulty 
Parameters –  

Mathematical model 

Courseware 
Database 
with item 
difficulty 

Course ID 
Difficulty 
Level 

Course 1 4 

Course 2 3 

Course 3 5 
. 
. 
. 

. 

. 

. 

Fig. 4 Course difficulty estimation 
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Algorithm 1: Course Difficulty Estimation using ABET Student Outcomes 
and Blooms’ Taxonomy 

Input:   B.Tech. CSE Curriculum with difficulty level as computed using Algorithm 2 and 
Algorithm 3 

Output: Curriculum Courses with a Difficulty level 
1. Get the difficulty level of a course found from ABET Blooms’ mapping and Stu-

dent’s Academic History using Algorithm 2. 
2. Identify the Mean Square Error for each difficulty parameter. 
3. Calculate the final difficulty level of a course 

Algorithm 2: Difficulty Estimation with Mapping Blooms Rubrics with ABET 
Mapping 

Input: Bloom’s taxonomy and ABET Criteria 
Output: Curriculum Courses with Difficulty level – Part I 
1. Set rubrics for Bloom’s Taxonomy hierarchy as 1-6 
2. Map Blooms rubrics to ABET Student’s Outcomes 
3. Mark every mapping of ABET with Bloom’s Hierarchy value 
4. Repeat it for all ABET criteria 
5. Estimate the difficulty rubric for each ABET criteria by summing the Bloom’s rubric 

mapped for each criterion. 
6. Level of Higher-order thinking is determined by the difficulty rubric. More the rubric value, 

more the difficulty level of the criteria is. 

Algorithm 3: Difficulty Estimation Students’ Academic History 

Input: Student’s academic history 
Output: Courses with Difficulty level – Part II 
1. Get student details 
2. Get the courses registered by each student with grades for 3 generations 
3. Compare the mean for each generation. 
4.  Average of three generations grades are considered as the difficulty parameter. 

Algorithm 4: Validating the Difficulty Estimation 

Input: Course Difficulty and student grades 
Output: Comparison results 
1. Analyze the student’s grades for each course 
2. If the course difficulty is high and the grades are low for more % of students, we infer that 

the difficulty of a course has an impact on the students’ grades.
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In the proposed method, the action words of bloom’s are mapped with the ABET 
criteria, and for each criterion from a-m, the difficulty rubric is calculated using 
Algorithm 2 Based on the grades of the students, the difficulty of a course is estimated 
using Algorithm 3. Algorithm 1, compares the difficulty estimated from Algorithms 
2 and 3 and set a final difficulty rubric for each course. 

4 Results and Discussion 

The outcome mapped with each unit of a syllabus is mapped with the bloom’s action 
words and is set with the rubrics as specified in Table 1. From the curriculum, 
11 courses mapped with ABET criteria were chosen and applied with the rubric 
estimated as per Table 1. As per the specifications, the difficulty index of each course 
is estimated by identifying the number of ABET criteria mapped for each course 
with the bloom’s total score 21 as specified in Table 2. This is part I estimation of 
the difficulty index as per Algorithm 2. The difficulty index is specified in the Likert 
scale from 1 to 5 from low to high.

The next part of difficulty estimation is by comparing the student’s average grades 
scored in each course as specified in Algorithm 2. The grades scored by 3 batches of 
students were considered for identifying the difficulty of a course. 

DI  = 5 −
(
Class Average 

100

)
∗ 5 (2)  

The class average is converted into 5 and subtracted with 5 for estimating the 
Difficulty Index (DI) as specified in Eq. (2). If the class average of a course is 35 out 
of 100, the difficulty index will be 5–1.75, which is 3.25. Similarly, all the courses 
are estimated with be estimated for the difficulty index to the point of 5 as specified 
in Table 3. The actual DI and the predicted DI are depicted in Fig. 5. Later, the 
estimated difficulty index with respect to bloom’s ABET mappings is compared 
with the estimated difficulty index with respect to the student’s grades and the mean 
square error is specified in Table 3.

5 Conclusion 

The level and kind of training to be given to a course vary from course to course. The 
difficulty level of the course serves as one major parameter for deciding the number 
and type of tutoring to be done for the course. Hence, understanding and computing 
the difficulty level of the course may serve as a boom to the student community 
which in-turn will directly impact the performance of the student in the examination. 
Bloom’s taxonomy and ABET criteria set a mark in deciding the quality of the system 
and hence difficulty estimation based on these two will obviously serve as a support
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Table 3 Course difficulty estimation wrt. student’s grades 

Course 
code/SO 

Generation 1 Generation 2 Generation 3 Student’s 
grades 
(actual 
difficulty) 

ABET bloom 
(estimated 
difficulty) 

MSE 

C1 4.2 3.4 4.4 4.0 3.8 0.2 

C2 4.2 4.1 3.8 4.0 3.8 0.2 

C3 4.3 3.9 4.2 4.1 4.4 0.3 

C4 3.9 4.2 4.5 4.2 4.4 0.2 

C5 3.9 3.8 4.3 4.0 3.8 0.2 

C6 4.1 4.3 3.9 4.1 3.8 0.3 

C7 3.6 3.4 3.8 3.6 3.8 0.2 

C8 3.4 3.8 3.6 3.6 3.6 0.0 

C9 2.4 2.6 2.1 2.4 2.3 0.1 

C10 4.2 3.9 4.1 4.1 3.8 0.3 

C11 1.6 1.2 1.4 1.4 1.1 0.3 

Average 3.6 3.5 0.2 

Fig. 5 Actual DI versus 
predicted DI

for student and faculty. The estimated difficulty level of the courses is validated using 
grades of the appropriate courses for students belonging to three different batches. 
The accuracy which is the ratio of correct mapping of difficulty level to total courses 
is estimated to be 98%. 
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