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Preface

The Asian Simulation Conference (AsiaSim) started in 2001 and has been organized
by KSS (Korea Society for Simulation), SSAGsg (Society of Simulation and
Gaming of Singapore), JSST (Japan Society for Simulation Technology), CSF (China
Simulation Federation), and MSS (Malaysian Simulation Society) as an academic
event representing Asia. AsiaSim is an event where experts in modeling and simulation
from various fields in Asia gather to share research results and broaden relationships.

AsiaSim is an annual academic event, but unfortunately, the conference could not
be held in 2020 due to the COVID-19 pandemic. However, in 2021, AsiaSim was held
in the metaverse, where modeling and simulation technology is the basis of the service.
In the metaverse, every participant experienced convergence between the real world and
the virtual world.

Research results on various topics, from modeling and simulation theory to
manufacturing, defense, transportation, and general engineering fields that combine
simulation with computer graphics simulations, were shared at the AsiaSim 2021
academic event venue built in the metaverse. Three reviewers evaluated each contri-
bution. A total of 19 papers were presented in the oral session, and four were presented
in the poster session. Among them, only nine papers were finally accepted for this CCIS
volume.

We thank the keynote speakers, David Goldsman, Byunghee Kim, Lin Zhang, and
Satoshi Tanaka, for giving great insights to the attendees. Furthermore, we wish to thank
the external reviewers for their time, effort, and timely response. Also, we thank the
Program Committee and Organizing Committee members who made the conference
successful. Finally, we thank the participants who participated remotely despite the
difficult circumstances.

July 2022 Byeong-Yun Chang
Changbeom Choi
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Simulation and Visualization



Toward Agent-Based In Situ Visualization

Yan Wang1(B) , Ren Sakai2 , and Akira Kageyama3

1 Graduate School of System Informatics, Kobe University, Kobe 657-8501, Japan
190x701x@stu.kobe-u.ac.jp

2 Faculty of Engineering, Kobe University, Kobe 657-8501, Japan
3 Graduate School of System Informatics, Kobe University, Kobe 657-8501, Japan

Abstract. In situ visualization is becoming an essential method used for
high-performance computing. For effective in situ visualization, a view-
point should be placed close to a key spot or volume-of-interest (VOI). In
order to track unpredictable motions of VOI in simulations, we propose
to introduce agent-based modeling to the in-situ visualization, in which
agents are autonomous cameras, and their environment is the simulation.
As a demonstration experiment of the agent-based in situ visualization,
we put a camera agent to 3D cellular automata. The camera agent suc-
cessfully tracks a VOI of cells in highly complex time development.

Keywords: HPC · In situ visualization · Agent-based model ·
Agent-based visualization · Cellular automata

1 Introduction

In situ visualization is becoming an important research topic in high-performance
computing (HPC), because it enables the analysis of simulation data without
reducing the spatiotemporal resolution [7]. One challenge with in situ visualiza-
tion is the method used to identify a local critical region in the whole simulation
space, or volume of interest (VOI), where intensive visualizations are to be applied.
In large-scale computer simulations of complex phenomena, however, it is almost
impossible to know in advance when and where essential phenomena will occur.

In 2014, we proposed an in situ visualization approach that enables inter-
active analysis of VOI after simulation [14]. The key idea is to apply multiple
in situ visualizations from fixed viewpoints at once before applying the inter-
active exploration of video dataset on PCs. (We focus on 3D simulations with
time development.) The visualization cameras for recording of the video dataset
were assumed to be primarily placed on 2D surfaces such as a sphere. Similar
approach based on images to in situ visualization is Cinema [1,20].

By generalizing our video-based method, we proposed “4D Street View” [12,
13], where we placed omnidirectional cameras using a full (=4π steradians) field
of view. The omnidirectional cameras are placed in various forms in the simula-
tion region such as on curves (1D), on surfaces (2D), or in the whole simulation
region (3D). The viewpoint and viewing direction can be interactively changed
c© Springer Nature Singapore Pte Ltd. 2022
B.-Y. Chang and C. Choi (Eds.): AsiaSim 2021, CCIS 1636, pp. 3–10, 2022.
https://doi.org/10.1007/978-981-19-6857-0_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6857-0_1&domain=pdf
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afterward as in the Google street view [2] using an application program for PC,
called 4D street viewer.

This study proposes another complementary approach to in situ visualiza-
tions to focus on VOI. It enables automatic tracking of the unpredictable behav-
ior of VOI, such as sudden emergence/disappearance and random motion. This
is achieved by integrating the agent-based model (ABM) into in situ visualiza-
tions. In this agent-based in situ visualization, agents are visualization cameras,
and they autonomously identify and track VOI by following prescribed rules and
applying in situ visualizations.

Our long-term goal is to implement the agent-based in situ visualization as
a set of visualization cameras or “camera swarm”. Toward the goal, this study
presents a single camera as an element of the autonomous camera agent.

2 Related Work

Multiple in situ visualization approaches for HPC have been proposed. Temporal
caching [9] is to temporarily store simulation outputs in a fast storage system for
later events triggered based on the stored data. The particle data approach [15]
saves view-independent particle data for the later application of particle-based
rendering [21]. Proxy image [26,27,32] is a method that uses the intermediate
representation of data.

Several libraries and frameworks for in situ HPC visualization have been
developed, including ParaView Catalyst [3], VisIt libsim [30], ISAAC [17],
Embree [29], OSPray [28], and VISMO [18,19]. ADIOS [16] is an adaptable
data I/O framework, enabling asynchronous communication between simulation
and visualization. SENSEI [4] is a generic in situ interface, providing a portable
interface for other in situ infrastructures such as Catalyst, libsim, and OSPray.

The application of ABM to information visualization in general was proposed
by [11]. They coined the term agent-based visualization (ABV). The agent-based
in situ visualization proposed in this study is an application of ABV to in situ
visualization for HPC.

In computer graphics, the automatic setting of camera path is an impor-
tant topic having a long history [8,10,25]. Here, a relatively simple algorithm
for the camera agent motion is used because the camera agent is required to
autonomously respond to ever-changing simulation data.

3 Camera Agent

In general, an ABM consists of two components; environment and autonomous
entities called agents [31]. Each agent interacts with the environment and other
agents, following simple rules. For our proposed agent-based visualization, an
agent is a visualization camera that autonomously changes its position and
viewing direction. Unlike the omnidirectional cameras scattered in the 4D street
view, the agent camera is directional one with a smaller field-of-view than 4π
steradians. The environment is the simulation space and the physical variables
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distributed there. The camera is designed to track VOI and visualize the phe-
nomena therein. Here we focus on the behavior of a single agent.

Fig. 1. (a) The agent is pulled or pushed as per the distance to its (fixed) focal point.
(b) The agent moves following the mass-spring-damper model. (c) The focal point in
the next time step is re-calculated from local environment around it (local box).

Figure 1 shows the rules for camera-agent motion: (i) First, the agent calcu-
lates the center of VOI called focal point from the environment [the red points
in (a)]; (ii) If the distance to the focal point is larger than a reference length �0,
the camera agent is then pulled to the focal point; (iii) Otherwise, the agent is
pushed away from the focal point.

To implement rules (ii) and (iii), we adopt a simple mass-spring-damper
model with dual time stepping. The camera agent follows an equation of motion
with its intrinsic time τ , which is independent from simulation’s time t. Assuming
that the mass of the agent m = 1, we adopt the equation of motion for the
position vector of the camera agent xc as follows [Fig. 1(b)]:

d2xc

dτ2
= k(� − �0) ê − μ

dxc

dτ
, (1)

where k and μ are spring constant and friction coefficient; � is the distance
between the focal point xf and the camera agent, or � = |xf −xc|; and ê is unit
vector ê = (xf − xc)/�. We numerically integrate Eq. (1) for τ , assuming that
the focal point xf is fixed during the integration. In other words, time t stops
during the τ ’s integration. On the other hand, the focal point moves according
to the environmental change, or the development of the simulation in t, while
the motion of the agent by Eq. (1) is suspended. We alternately apply the dual
time integrations. We set �0, a free parameter in this method, as �0 = 30, with
the unit length being the cell size.

The camera agent assumes a part (or sometimes all) of the simulation region
called local box, which is defined around the focal point [Fig. 1(c)]. As the envi-
ronment changes (or as the simulation progresses in time t), the local box range,
and accordingly its central focal point, moves. According to the above procedure,
the camera agent smoothly tracks the motion of VOI, almost always keeping the
appropriate distance �0 [Fig. 1(c)]. The VOI tracked by the camera agent depends
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on the initial position of the agent. This uncertainty of VOI will be resolved if
we introduce multiple agents in future.

4 Application Tests

Agent-based in situ visualization is a general idea that can be applied to var-
ious kinds of complex simulations, such as fluid turbulence simulations. Here
we choose 3D cellular automata (CA) as test target simulations because they
potentially exhibit unpredictable behavior.

4.1 3-D Cellular Automata

We consider 3D cartesian lattice cells with discrete (integer) states and a simple
ruleset to change the states in the next time step. The rules are local, i.e., the
next state of a cell is determined by its state and that of its neighbors. CA is
known to mimic complex phenomena observed in nature [24]. The complex time
evolution of 3D CA described below makes them suitable applications of the
proposed agent-based in situ visualization method.

In the following, we call a cell empty, when its state = 0, and alive when its
state = 1. The total number of possible states is n: The state of a cell is one of
{0, 1, 2, . . . , n − 1}. The total number of alive cells in neighbors is m.

We adopt the Rule [α/β/n/γ] notation to specify a CA rule set, where α is
an integer or a set of integers for m to make an empty cell alive (born); β is
an integer or a set of integers for m to keep an alive cell being alive; and γ is
either N (Neumann neighbor) or M (Moore neighbor). When m does not match
α (when the cell is empty) or β (when the cell is alive), or the cell is neither
alive nor empty (state > 1), 1 is added to the state integer modulo n. We will
present the situ visualizations of Rule [4/4/5/M ] and Rule [5/4, 5/2/M ] below.

We developed a 3D CA code in C++ and incorporated the in situ visual-
ization function using a single camera agent in the code. Our simulation code
executes any CA model described by the Rule[α/β/n/γ] with periodic boundary
conditions in all three (x, y, and z) directions. The program is assumed to be
executed on a supercomputer system as a batch job. Although the code is not
parallelized, it will be done soon.

We place spheres at non-empty cells and the sphere color depends on the state
integer of the cell. Kyoto Visualization System (KVS) [22], which is a visualiza-
tion development framework for C++, was employed for the in-situ rendering
of the spheres on π-computer system of Kobe University, comprising 16 nodes
of AMD APYC CPU (512 cores in total). Results of the in situ visualization or
the output of KVS are stored as a sequence of image files on the hard disk drive
system. These images are then combined into a video file playable on PCs.

4.2 CA of Rule [4/4/5/M ]

First, we demonstrate the results of in situ visualization of CA with Rule
[
4/

4/5/M
]
, which leads to highly complicated dynamics of cells. We could not find
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literatures describing this CA. We recommend a YouTube video [23] to com-
prehend the brilliant and impressive developments of cells. The Rule [4/4/5/M ]
appears at the beginning of the video.

Fig. 2. (a) Snapshots of a 3-D CA. Two clusters collide after 210 time steps and highly
complicated structures are then observed. Observe that a camera agent (schematically
shown by the blue glyph) tracks a bar-like object (enclosed by a magenta curve). (b),
(c), and (d) are images of in the situ visualization by the camera agent. (Color figure
online)

Figure 2(a) shows a sequence of snapshots of the CA from 210–330 steps. The
cell lattice size is 100 × 100 × 100. At 210 steps, two clusters of non-empty cells
are observed (magnified view in the blue box). They collide later and break in
multiple fragments at 230 steps. Then, the scattered fragments undergo addi-
tional mutual collisions from 250 steps and above. At the 310th step, we observe
an emergence of rod-like structures (enclosed by the magenta-dashed line).

Here we define VOI as the center of gravity of alive cells in the local box.
When there is no alive cell in the local box, the camera agent does not move,
waiting for a change. When a cluster of cells goes into the local box, the camera
agent notices its entrance and starts tracking (green glyph in Fig. 2(a)). The
viewing direction is toward the center of gravity. In spite of its simplicity, the
rule enables the camera agent to follow a bar-like object, as shown in Figs. 2(b),
(c), and (d).
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4.3 CA of Rule [5/4, 5/2/M ]

The second example of CA to which the agent-based in situ visualization is
applied is Rule [5/4, 5/2/M ]. This CA is one of the extensions of Conway’s game
of life in 3-D [5,6], which enables a “glider,” an oscillating structure of a relatively
few cells, to translate in the space. In this CA calculation, we intentionally
set an initial condition, such that a single glider exists, to confirm the agent’s
trackability in the event of a sudden change of VOI. The glider goes through a
boundary plane and re-appears from the opposite plane because of the periodic
boundary conditions. These kinds of abrupt appearances and disappearances
should be tracked by a camera agent in complex simulations.

Fig. 3. Agent-based in situ visualization of 3D game of life. (a)–(d): A glider moves
in the simulation region under the periodic boundary condition and a camera agent
(green glyph) tracks the glider. (e)–(h): Images taken by the camera agent. The cell
size is 70 × 80 × 90. (Color figure online)

Figures 3(a)–(d) show the glider’s translation (a group of purple cells). The
blue arrow denotes the glider trajectory. The green glyph shows the position of
the camera agent. (The blue arrow and green glyph are shown for the explanation,
they do not appear in the CA computation.) The agent notices the disappearance
and appearance of the glider after (b) and before (c), respectively. The successful
tracking of the glider’s “teleportations” subsequently continues after (d).

Figures 3(e)–(h) show images obtained by the camera agent’s in situ visual-
ization at designated time steps corresponding (a)–(d). The glider is recorded at
the center of the images, as shown in these figures.

5 Summary

We propose agent-based in situ visualization for effective in situ visualization of
HPC. Toward the full capacity of agent-based modeling of visualization cameras,
we developed a single camera agent in this paper. We have shown that the camera
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agent autonomously tracks VOI in 3D CA, applying in situ visualizations of the
VOI during a batch job simulation on an HPC system. Based on the single agent
proposed in this paper, we will study multiple agents in the future, expecting
the emergence of collective order as observed in general ABMs.

The agent-based in situ visualization is complementary to the omnidirectional
stationary cameras in the 4D street view. For the effective analysis of HPC
data, we will combine autonomous camera agents and omnidirectional stationary
cameras in the future studies.

Acknowledgments. This work was supported by Grant-in-Aid for Scientific Research
(KAKENHI) 17H02998. We thank Dr. Naohisa Sakamoto for valuable technical advice
and for fruitful discussions.
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Abstract. Large-scale 3D scanning data based on point clouds enable accurate
and fast recording of complex objects in the real world. The edges in a scanned
point cloud usually describe the complex 3D structure of the target object and the
surrounding scene. The recently proposed deep learning-based edge upsampling
network can generate new points in the edge regions. When combined with the
edge-highlighted transparent visualization method, this network can effectively
improve the visibility of the edge regions in 3D-scanned point clouds. However,
most previous upsampling experiments were performed on the sharp-edge regions
despite that 3D-scanned objects usually contain both sharp and soft edge regions.
In this paper, to demonstrate the performance of the upsampling network on soft-
edge regions, we addmore polygonmodels that contain soft edges by adjusting the
models in the training set so that the network can learn more features of soft-edge
regions. Additionally, we apply the upsampling network to real 3D-scanned point
cloud data that contain numerous soft edges to verify that the edge upsampling
network is equally effective at the upsampling task on soft-edge regions. The
experimental results show that the visibility of the complex 3D-scanned objects
canbe effectively improvedby increasing the point density in the soft-edge regions.

Keywords: Point upsampling · 3D-scanned point cloud · Transparent
visualization

1 Introduction

The development of 3D scanning technology in recent years has made it possible to
precisely record complex objects in the real world. To observe the internal structure
and external contours of complex objects more intuitively, we proposed opacity-based
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edge highlighting [1], which combines the edge-highlighting technique with transparent
visualization based on stochastic point-based rendering (SPBR) [2, 3] to highlight 3D
edges, which substantially improves the transparent visibility of complex objects. How-
ever, the points in the 3D-scanned point cloud data are not always dense and uniform
along the edges, and the point density in the edge regions tends to be low due to errors
in the measurement and edge extraction process. Yu et al. [4] proposed a deep learning-
based upsampling network for sparse point cloud data. However, this approach is usually
applied to the upsampling task of overall point clouds. Therefore, to improve the visibil-
ity of edge regions, we proposed a deep learning-based network [5] for upsampling edge
points. This network can improve the transparent visualization visibility of edge regions
in complex 3D-scanned objects. In fact, in real 3D-scanned objects, the edges are usually
divided into sharp edge and soft-edge regions. In our previous work [5], we applied the
proposed network mainly to sharp edges and obtained excellent results. In addition, we
also made a preliminary discussion on the possibility of applying the proposed network
to soft edges. This paper is a further development of our previous work. We focus on
applying the proposed network to 3D-scanned point cloud data that contain numerous
soft-edge regions and demonstrate the applicability to soft edges. By adjusting the mod-
els in the training set, the network can learn more features of the soft-edge regions to
generate more understandable soft edges and improve the visibility.

2 Methods

2.1 Opacity-Based Edge Highlighting of Soft Edges

To extract 3D edges, i.e., high-curvature areas, of the target point cloud, we adopt the
statistical method [6–8], which uses an appropriate eigenvalue-based 3D feature value.
For a local spherical region centered at each point, the variances and covariances of point
distributions are numerically calculated, and the local 3D structure tensor [9] is defined.
Then, the 3D feature value is calculated using the tensor’s three eigenvalues, and the
value is assigned to the centered point. The 3D edges are extracted by collecting points
with large feature values. In our work, we adopt change-of-curvature as the feature value
f : f = λ3/(λ1+λ2 + λ3) with λi(i = 1, 2, 3, λ1≥ λ2 ≥ λ3 ≥ 0), the three eigenvalues
of the 3D structure tensor.

Recently, we proposed opacity-based edge highlighting applicable to 3D scanned
point clouds [1]. The idea is to execute transparent visualization of the target point cloud
and assign larger opacity to the extracted 3D edges regions. We can increase the edge
opacity by locally increasing the point density using upsampling and applying stochastic
point-based rendering (SPBR) [2, 3], in which regions with higher point density are
visualized with larger opacity.

The difficulty in highlighting the soft edges is that there are no sharp peak regions
of the feature value f . The value of f gradually increases around the soft edges, and
a “feature-value gradation” appears. In such soft-edge regions, introducing a definite
feature-value threshold is not easy, aiming at distinguishing the edge regions from the
remaining non-edge regions. Therefore, we rather consider an intermediate area where
the feature-value gradation occurs. Then, we make the feature-value gradation corre-
spond to the “opacity gradation” based on the opacity formula of SPBR [1]. In the
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created image, the opacity gradation appears as a “brightness gradation” that shows the
existence of the soft edges.

The contribution of the current paper is proposing a deep learning-based high-quality
upsampling of the soft-edge regions. For sharp edges, upsampling by simple copying the
original pointsworkswell [1]. However, for soft edges,we needmore careful upsampling
so that the delicate opacity gradation can be correctly reflected in the edge-highlighting
visualization.

2.2 Proposed Upsampling Network

In our work, we aim to upsample the edge regions in 3D scanned point clouds. In
our training phase, we adopt training strategies similar to [4], which use polygon data
to generate high-precision point cloud data for training. However, in contrast to our
previous work [5], we add 10 polygon mesh models containing numerous soft edges to
the training set and remove 10 models that only contain sharp edges to achieve better
upsampling performance in the soft-edge regions. Specifically, we cut each polygon
mesh data used for training to generate numerous local patches. To generate training
point cloud data with a uniform point distribution and fine detail retention, Poisson
disk sampling (PDS) [10] is used to generate points on these patches as ground truth
T . Then, the ground truth data are downsampled to generate sparse input point cloud
data P = {

pi ∈ R
3×1

}N
i=1 with N points. As illustrated in Fig. 1, the network consists

of a generator and a discriminator, and the discriminator guides the generator training.
Continuous adversarial training alternating between the two models eventually makes

Fig. 1. Architecture of the proposed upsampling network. Note that N is the number of points
in input patch P , and r is the upsampling rate. Given a sparse input patch P with N points, we
generate a dense patch S with rN points in the generator, which consists of feature extraction,
feature expansion, and coordinate reconstruction. The goal of the discriminator is to distinguish
whether its input is produced by the generator.
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the generator better able to perform the upsampling task. Specifically, for each input point
cloud data P , the goal of the generator is to produce dense and uniformly distributed
point clouds S = {

si ∈ R
3×1

}rN
i=1, where pi and si are the coordinates of 3D points, and r

is the upsampling rate. The discriminator finds the fake data generated by the generator.
Please see our previous work [4] for a detailed network structure.

2.3 Steps to Highlight the Soft Edges

Based on the ideas explained in Sects. 2.1 and 2.2, our proposed method to highlight the
soft edges is formulated as follows.

STEP 1: Extract points that are assigned a feature value larger than a given minimal
value, which defines the boundary of a soft-edge region. STEP 2: Execute the deep
learning-basedupsampling for the extracted edgepoints.STEP3:Merge the original 3D-
scanned points, which include points of the non-edge regions, with the upsampled edge
points. STEP 4:Apply SPBR to the integrated point cloud to create an edge-highlighted
transparent image of the target 3D-scanned point cloud.

3 Experiments

In this section, we show the visualization experiments of our method. We demonstrate
that our deep learning-based upsampling network works well to highlight the soft edges
of 3D-scanned point clouds based on the opacity-gradation effect.

3.1 Transparent Edge-Highlighting Visualization of Japanese Armor

Here, we show experimental results of applying our method to the Japanese armor
with many soft edges. Figure 2 shows the visualization result for our 3D-scanned data
of a Japanese armor helmet that contains many soft edges. Figure 2a shows the opaque
point-based rendering without edge highlighting. Figure 2b shows the edge-highlighting
transparent visualization by using the original opacity-based edge highlighting [1]. In
Fig. 2b, the soft edges are visible as the opacity gradation areas, but the edge highlighting
is not very clear (see the enlarged image in the rectangle). In the original opacity-based
edge highlighting method, the opacity gradation is realized based on simple copying or
duplication of edge points. Although this copying is recognizable as quasi-upsampling,
many of the added points are rejected through point occlusion. Therefore, the edge-
highlighting does not work well. Figure 2c shows the result of our method. The opac-
ity gradation is realized based on our deep learning-based upsampling well. Since the
added points are different from the original ones, the opacity gradation becomes more
evident, not diminished by the point occlusion. Therefore, edge-highlighting becomes
more effective than Fig. 2b (compare the enlarged images in the rectangles).

Figure 3 shows the visualization result for our 3D-scanned data of a Japanese armor
suit, which has both soft and sharp edges. The point cloud has several sharp edges that
appear as the horizontal lines at the jointing parts of rectangular plates. Besides, there are
varieties of soft edges. Figure 3a shows the opaque point-based rendering without edge
highlighting. Figure 3b shows the edge-highlighting transparent visualization by using
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Fig. 2. Experimental results for 3D-scanned data of the Japanese armor helmet (10million points).
(a) shows the opaque point-based rendering without edge highlighting; (b) shows the transparent
edge-highlighting visualization based on the original opacity-based edge highlighting [1]; (c)
shows the transparent edge-highlighting visualization based on our method.

Fig. 3. Edge-highlighting visualization of the Japanese armor suite (10 million points). (a) shows
the opaque point-based renderingwithout edge highlighting; (b) shows the edge-highlighting visu-
alization based on the original opacity-based edge highlighting [1]; (c) shows the edge-highlighting
visualization based on our method, and (d) shows the transparent edge highlighting visualization
result of the upsampling network using the training set from our previous work.

the original opacity-based edge highlighting based on the point copying [1]. In Fig. 3b,
the sharp edges are visible as thin horizontal lines but not very clear (see the enlarged
image in the rectangle). Besides, the soft edges are not visible. Figure 3c shows the result
of our method. We can observe the sharp edges clearer than Fig. 3b, and many soft edges
are visible by the gradated colors (compare the enlarged images in the rectangles in
Fig. 3b and Fig. 3c). Additionally, as shown in Fig. 3c and 3d, the result after adjusting
the training set shows the soft-edge regions more clearly than the upsampling result
obtained by using the training set in our previous work, and the generated new points
are more clustered rather than diffused outside the edges.
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As explained in Sect. 2.2, our improved deep learning-based network has learned
soft-edge training data. The successful result of Fig. 3c proves that the training is also
effective for sharp edges.

3.2 Edge Highlighting of Cultural Heritage Reliefs

In this subsection, we show experimental results of applying our method to the ancient
reliefs of the Borobudur temple, the UNESCO world cultural heritage in Indonesia.
Relief is a typical example of cultural heritage objects with sharp and soft edges. We
should remark here that 3D scanned data of relief usually do not record any inside
structure behind the relief surface. It means that we cannot distinguish the transparent
visualization from opaque visualization. In such cases, our edge highlighting is available
for photo-realistic edge-highlighting visualization.

Fig. 4. 3D-scanned point cloud (4,183,441 points) of a Borobudur relief panel.

Figure 4 shows a typical Borobudur relief panel. The sharp edges form the outlines
of the human figures and other decorative objects. Besides, the soft edges mainly feature
the details such as the tree branches and the human faces.

Figure 5a shows the edge-highlighting visualization of the data of Fig. 4 by using
the original opacity-based edge highlighting based on the point copying [1]. Each drawn
item is successfully characterized by the outlines expressed by the sharp edges. However,
the details of each item are unclear because we cannot observe the soft edges clearly
(see the enlarged image in the rectangle). Figure 5b shows the edge-highlighting result
created by our method. The sharp edges are visualized clearly. Besides, we can observe
the details with the help of the soft edges (compare the enlarged images in the rectangles
in Fig. 5a and Fig. 5b).

Figure 6a shows the 3D-scanned point cloud of a famous Borobudur relief panel,
where an ancient ship is drawn. The sharp edges express the outlines and the main
structure of the ship. On the other hand, the soft edges should express the ocean waves
(below the ship) and the clouds (upper right of the ship). Figure 6b shows the edge-
highlighting by using the original opacity-based edge highlighting based on the point
copying [1]. The sharp edges are visualized well, but the soft edges are not visualized
clearly due to the insufficient local point density. The quasi-upsampling based on the
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Fig. 5. Edge-highlighting visualization of the relief panel of Fig. 4. (a) shows the edge-
highlighting visualization based on the original opacity-based edge highlighting [1]; (b) shows
the edge-highlighting visualization based on our method.

point copying does not work well, especially around the soft edges. Figure 6c shows
the edge-highlighting result created by our method. The soft-edge regions are given
sufficient point density, and the soft edges are made clearly observable (compare the
enlarged images in the rectangles in Fig. 6b and Fig. 6c).

Fig. 6. Experimental results for 3D-scanned data of the Borobudur relief of the ancient ship
(3,520,688 points). (a) shows the opaque point-based rendering without edge highlighting; (b)
shows the edge-highlighting visualization based on the original opacity-based edge highlighting
[1]; (c) shows the edge-highlighting visualization based on our method.

4 Conclusions

In this paper, we have proposed a robust edge-highlighting method applicable for 3D-
scanned point clouds. By using our deep learning-based upsampling network, point
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density is made higher around the edge regions. The upsampling works well for both
the soft and sharp edges. Applying the upsampling result to the opacity-based edge-
highlighting makes the opacity gradation apparent. Then, the soft edges, which are
usually difficult be highlighted, are successfully expressed. This feature of our method
realizes comprehensible visualization of 3D scanned point clouds that record complex
3D shapes. We have demonstrated the effectiveness of our method by applying it to real
3D scanned data of cultural heritage objects.

In the future, wewill consider adopting amulti-object training strategy that combines
features of the original point cloudwith features of the edge data to encourage the network
to better distinguish between the edge and non-edge regions.
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Abstract. The size and complexity of leading-edge high performance
computing (HPC) systems and their electrical and cooling facilities have
been continuously increasing over the years, following the increase in
both their computational power and heat generation. Operational data
analysis for monitoring the overall HPC system health and operational
behavior has become highly important for a reliable and stable long-
term operation as well as for operational optimizations. Operational log
data collected from the HPC system and its facility can be composed
by a wide range of information measured and sampled over time from
different kind of sensors, resulting multivariate time-series log data. In
our introduced visual analytics method, the HPC log data is represented
as third-order tensor (3D array) data with three axes corresponding to
time, space, and measured values. By applying multiple dimensionality
reduction steps, characteristic time and space can be identified and be
interactively selected for assisting the understanding of the HPC system
state and operational behavior.

Keywords: Visual analytics · Time-series · Log data · Dimensionality
reduction · High performance computing

1 Introduction

High performance computing (HPC) has become indispensable in various fields
of science and engineering for solving complex scientific problems and advancing
science and technology. Continuous demands for larger and faster computations
increase the overall size and performance of the HPC systems. For this purpose,
large-scale HPC systems, also known as supercomputers, have been developed
to perform high-performance computations through parallel processing using
multiple compute nodes that communicate with each other via high-bandwidth
interconnection network. To ensure continuous scheduling and execution of the
users’ submitted HPC jobs, providing a reliable, stable HPC system operation
is highly important.
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Modern HPC systems can collect various environmental data from a set of
sensors to monitor the status of the hardware system and its supporting sub-
systems. These sets of data are usually stored periodically as log data, and can
be often voluminous due to the scale and complexity of the HPC systems. The
expansion of the number of monitoring components and the improvement of sen-
sor technologies keeps further increasing the amount of collected data, including
the increase in the measurement precision and the sampling rate. In order to
effectively use the environmental log data, there is a growing demand for effec-
tive operational data analysis. However, due to its data size, it is not trivial to
extract valuable information from the log data.

To address the above challenge of effective use of HPC log data, we introduce
a visual analytics method, where we use dimensionality reduction (DR) methods
multiple times. Through the multiple steps of DR, the method produces a 2D
scatterplot from HPC log data that can be represented as a third-order tensor (or
3D array) with the axes of time, space, and measured values. This plot depicts
the similarities of temporal points or spatial points based on an analyst’s interest,
and aids the analyst to find patterns, such as abnormal behaviors, from the vast
amount of data. Additionally, to help understand the identified patterns from the
scatterplot, we visualize the auxiliary information, including spatial information
(e.g., the compute rack positions) and temporal information (e.g., the change
of measured values). With interactive analysis using these visualizations, the
analyst can effectively gain knowledge from HPC log data. We demonstrate
the effectiveness of our visual analytics method through analyses of log data
generated from the K computer.

2 Related Work

In order to efficiently analyze a large size of log data, various data analysis meth-
ods have been developed. As log data generated from HPC often has both tempo-
ral and spatial information, here we discuss visual analytics methods developed
to review log data from temporal and/or spatial aspects. Xu et al. [9] developed
a visual analysis tool, called ViDX, to help detect anomalies from assembly line
log data. The tool can be used to hypothesize the causes of anomalies and their
effects by focusing on temporal changes in the system efficiency. A few analy-
sis tools are developed for HPC log data analysis, such as La VALSE [2] and
MELA [7]. However, all the works above have limitations because they treat log
data as a 2D array, and either the temporal or spatial features are required to
be explicitly specified to determine the spatio-temporal region of interest.

Tensor decomposition methods have recently been attracting attention for
the analysis of time-series data. Tensor decomposition is a method to decom-
pose tensor data (or multidimensional array data) into a sum of smaller order
tensors, including vectors and matrices, to reduce the dimensionality of data for
extracting meaningful features. The CP (Canonical Polyadic) decomposition [4]
and Tucker decomposition [8] are commonly used methods. For log data, Kimura
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Fig. 1. An overview of the proposed method composed of (a) temporal point selection
and (b) spacial point selection.

et al. [3] proposed a method to factorize log data represented as a tensor. How-
ever, the tensor decomposition results from these methods are usually not suit-
able for interactive analysis, without appropriate processing or reconstruction,
since they only provide few clues to understand their intrinsic information.

On the other hand, instead of tensor decomposition, several researchers
applied DR methods to tensor data to achieve more flexible analysis. For exam-
ple, Fujiwara et al. [1] proposed a method to help interpret visualized clusters and
outliers by interactively applying multiple rounds of DR through the stepwise
selection of reference axes for third-order tensor data. However, for analyzing
HPC log data, it becomes important to find not only the characteristic time or
space but also the characteristic space-time, which is one of the most demanding
requirements for HPC log analysis. In this work, we develop a method to find
characteristic spatio-temporal features by applying multi-step DR to a given log
data represented as third-order tensor data.

3 Methodology

An overview of our method is shown in Fig. 1. The method is designed to identify
the spatio-temporal regions where the HPC system shows characteristic behav-
iors with the (a) time selection and (b) space selection interfaces.

3.1 Time Selection

From log data X (X ∈ R
T×S×V ; T , S, V are the numbers of temporal points,

spatial points, and measured values, respectively), which is represented as third-
order tensor data, we apply DR to select temporal point clusters that show
characteristic behavior of the HPC system. Since DR can only be applied to
matrix data, it is necessary to expand and convert the third-order tensor data
X to matrix data. To do so, as shown in Fig. 1(top), we slice X along the spatial
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(a) The DR plot for the tempo-
ral points represented as Y . Red
points show a set of the user se-
lected points.

(b) The temporal information plot
of the selected points (red) and
other points (gray) from the DR
plot. Each point is plotted along
the time axis for each point
group/cluster.

Fig. 2. Temporal point selection (Color figure online)

(a) The DR plot for spatial points rep-
resented as Y ′. Blue points show
the set of selected points by the
user.

(b) The spatial information plot of
selected points (blue) and other
points (gray) in the DR plot. Each
point is represented as a square
and placed in a 2D plane according
to its spatial position.

Fig. 3. Spatial point selection (Color figure online)

axis and unfold into a matrix X with T rows and S×V columns. Then, by apply-
ing DR to this matrix X, we can represent X as a matrix Y with T rows and
two columns. This matrix represents the time information of the time axis of log
data X . Therefore, temporal points placed close to each other in the DR result
Y (e.g., red points highlighted in Fig. 1) can be expected to have similar behav-
iors. As DR methods through this paper, we use Principal Component Analysis
(PCA) [6] to compress the data and Uniform Manifold Approximation and Pro-
jection (UMAP) [5], which is a nonlinear DR method with low computational
overhead, to find similar points.
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Next, we discuss how to visualize the DR result to select the temporal points
of interest. The DR result Y can be plotted in a 2D space. However, it is difficult
to automatically select clusters of interest from this plot (e.g., by using clustering
algorithms) because the distances and arrangements of clusters can vary based
on the DR algorithm. Thus, instead, we take an approach that allows the user to
interactively select a cluster of interest. We first visualize the temporal points in
Y as gray points. When interactively selecting a cluster, the selected temporal
points are shown with a different color (e.g., red), as shown in Fig. 2a. Then, as
shown in Fig. 2b, we visualize the temporal information of the points in each of
the selected clusters (e.g., red and gray points in this case). From Fig. 2b, we
can grasp the temporal distribution of the selected cluster. In addition to this
temporal visualization, we compute the mean value of each measurement for
each cluster (e.g., Table 2 in Sect. 5). By reviewing these mean values, we can
understand which measures are most influential the differences between each
cluster. With the pieces of information above (i.e., the DR result, the temporal
distribution, and the mean values of measurements), our method allows the
analyst to effectively find a temporal cluster of interest.

3.2 Space Selection

After the selection of T ′ temporal points of interest from all T points (Sect. 3.1),
we extract X ′, the portion of log data, corresponding to the selected T ′ temporal
points (refer to Fig. 1). Then, we follow a process similar to the time selection
as shown in Fig. 1 and obtain Y′ with S rows and 2 columns. This matrix Y′

summarizes the spatial information of the partial log data X ′ in two dimen-
sions/columns. We visualize the DR result as shown in Fig. 3a. Similar to the
time selection, this DR result also allows to interactive selection of spatial points.
The spatial information of each cluster (blue: selected, gray: non-selected) is visu-
alized, as shown in Fig. 3b. This example shows the case where the HPC system
has hardware devices (e.g., compute nodes) aligned on a plane and each spatial
point corresponds one device representing as one square. After the time selection
and spatial selection, we now identify the third-order tensor data with the size
of T ′ × S′ × V , which is considered to contain the user-interest, characteristic
behavior of the HPC system.

4 Experimental Result

In order to verify the effectiveness of our method, we conduct an experiment
using real HPC log data obtained from the K computer. We overview the behav-
ior of the K computer and verify whether we can identify time and space where
the K computer presented characteristic behaviors using the prototype system
that implements the method we described in Sect. 3. To understand the trend
of the behavior of the K computer per year, we analyze logs from April 2016 to
March 2017.



24 K. Fujita et al.

(a) The DR plot for temporal points

(b) The temporal information plot of
selected points (red) and other
points (gray).

Fig. 4. Results of the temporal point selection. (Color figure online)

Table 1. The mean values of measurements of the time point clusters.

AirIn (◦C) AirOut (◦C) CPU (◦C) Water (◦C)

Selected points 20.599 21.679 15.487 15.760

Others 21.199 25.346 17.814 15.962

The selected portion of log data is a daily average of four different temper-
ature data measured every five minutes on each of 864 compute racks of the K
computer for 361 days (from April 1, 2016 to March 31, 2017), excluding the
four stopped days due to the scheduled maintenance period (from October 6 to
October 9). Figure 4a shows the DR result of the log data for the time selection.
Here, as we apply DR along both spatial points and measured values (i.e., S×V
columns in Fig. 1(top)), the four temperature data from each of the 864 racks for
one day are represented by a single time point. From Fig. 4a, we select a small
cluster, which can be expected to have different patterns from the other majori-
ties (i.e., potential abnormal behaviors). As shown in Fig. 4b, the selected time
cluster is formed by the time points for eight days: (1) three days from April 2,
2016 to April 4, 2016, (2) July 8, 2016, (3) three days from October 10, 2016 to
October 12, 2016, and (4) February 2, 2017. Table 1 shows the mean values of
measured temperatures for the selected time cluster and the other time points.
From Table 2, we can see the selected time cluster has substantially lower values
for all the measured temperatures.

We then visualize the DR plot for spatial points (Fig. 5a) and select most
of the spatial points, except for clear outliers (i.e., gray points located around
the top-left corner). Figure 5b shows the spatial information of the compute
racks. Table 2 shows the selected spatial cluster and the other spatial points.
We can verify that the mean of each measured values (AirIn, AirOut, Average
CPU temperature, and Cooling water temperature) are all low in the selected
spatial cluster. We also notice that there are considerable differences in AirOut
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(a) The DR plot for spatial points

(b) The spatial information plot of
selected points (blue) and other
points (gray)

Fig. 5. Results of the spatial point selection (Color figure online)

Table 2. The mean values of measurements of the space point clusters.

AirIn (◦C) AirOut (◦C) CPU (◦C) Water (◦C)

Selected points 20.592 21.645 15.466 15.758

Others 20.997 23.574 16.642 15.873

and average CPU temperature between the selected cluster and the others when
compared to the rest.

5 Discussion

We have conducted a practical experiment to demonstrate that our method can
identify characteristic spatio-temporal features from environmental log data col-
lected from an HPC system. From the experimental results, we have overviewed
the behavior of the HPC system. Four measurements were all low in the selected
time cluster, with AirOut and Average CPU temperature being particularly low.
From this, it can be inferred that the compute node utilization was significantly
low on the days corresponding to these time points. However, since the time
points included in the selected time cluster are discontinuous, it is unlikely that
the computational load on the selected spatial cluster was low for all included
time points and high for the others. Since the mean temperature for the cluster
of non-selected spatial points is lower than the overall average of AirOut mea-
sured in all compute racks, the compute racks corresponding to this cluster also
have a low computational load in the overall view. Therefore, we can infer that
the distribution of the selected spatial cluster was created by the fact that the
selected time cluster included both the days when jobs were executed in any
interval and the days when they were not executed at all. Thus, as an additional
analysis, it is necessary to further divide the selected time cluster: the period
from April 2, 2016 to April 4, 2016, which can be expected to have the effect of
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the system shutdown for the end-of-year maintenance from April 1, 2016 to April
5, 2016; the period from October 10, 2016 to October 12, 2016, which can be
expected to have the effects of the planned power outage and system shutdown
for maintenance from October 7 to October 12, 2016. From these results, it can
be inferred that the system has been affected on July 8, 2016 and February 2,
2017 due to some external influence.

From these experimental results, we can confirm that our introduced method
can comprehensively handle the temporal and spatial features of the HPC log
data, and enables us to select the time and space when the system behaved in a
characteristic way.

6 Conclusion

In this paper, we introduced a visual analysis method that enables us to effi-
ciently select characteristic spatio-temporal features from log data obtained from
HPC systems by using the third-order tensor expression and multiple dimension-
ality reduction. From the experimental evaluations, we show case that the intro-
duced method can comprehensively handle the temporal and spatial features of
the HPC system log data, and select the time and space where the system shows
a characteristic behavior. In the future, we are planning to conduct additional
experiments using log data from other HPC systems to verify the validity of the
introduced method.
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Abstract. Smart Tolling, which is believed to improve traffic flow when applied,
was scheduled to be introduced in 2020 but has been delayed owing to labor
issues. Instead of the Smart Tolling, Seoul Tollgate implemented Multi-Lane Hi-
pass, which improved Hi-pass. The consequences of transitioning from the PAST
model, which operated with toll collection system (TCS) and Hi-pass lanes, to the
CURRENT model, which operated with Multi-Lane Hi-pass, TCS, and Hi-pass,
were compared in this study, which referred to earlier research. In addition, the
effects of switching from the CURRENT model to Smart Tolling were compared.
The three toll operation models were implemented using Arena simulation soft-
ware. Furthermore, 21 scenarios were designed to supplement the limitations of
traffic simulation tools by expressing real-life conditions such as driver skills and
weather conditions. Based on the time duration and level of congestion, the effect
of conversion from the PAST to the CURRENT system was approximately 7.35%
on average in the experiment. Converting from theCURRENT system to the Smart
Tolling system can be estimated to enhance traffic throughput by approximately
24%.

Keywords: Arena simulation · Smart tolling · Multi-Lane Hi-pass · Tollgate

1 Introduction

Tollgate is one of the factors affecting smooth traffic flow on highways. Most tollgates
currently use TCS lanes, which issue a ticket to a vehicle upon entering a highway, halt
the vehicle at the exit, and collect tolls; and Hi-pass lanes, which allow vehicles to drive
at speeds of less than 30 km/h and collect tolls [14, 27].

The smart highway project has been underway since 2007, with the goal of devel-
oping quick and safe intelligent highways that reduce traffic accidents and congestion
[11, 13]. Smart Tolling, a technology that allows drivers to pay the tolls while travel-
ing at their current speed, was developed [14]. Smart Tolling was supposed to be fully
implemented in 2020, but it was delayed owing to concerns about job extinction caused
by the preconditions of unmanned management [3].

TheMinistry of Land, Infrastructure and Transport made efforts to improve the exist-
ing Hi-pass lane that has an excessively low speed limit of 30 km/h and a considerable

© Springer Nature Singapore Pte Ltd. 2022
B.-Y. Chang and C. Choi (Eds.): AsiaSim 2021, CCIS 1636, pp. 31–43, 2022.
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risk of collision owing to lane-widths of less than 3.5 m [20]. As a result, the Multi-Lane
Hi-pass, which can be extended by connecting two or more Hi-Pass lanes and can reach
a top speed of 80 km/h is being introduced across the country. On December 27, 2019,
four existing Hi-pass lanes in the direction of the Seoul Tollgate exit, which serves as
the spatial backdrop of the study, were converted into Multi-Lane Hi-pass lanes [21].

Noh et al. (2018) compared the effects of changing the Seoul Tollgate from TCS
and Hi-pass lanes to Smart Tolling on traffic flow. Noh (2021) developed a simulator
for Seoul Tollgate using Arena simulation software with visual basic for applications
(VBA).

In this study, a new toll operation model with the Multi-Lane Hi-pass was added to
the simulation model of Noh et al. (2018) to compare the conversion effects for the three
toll operation systems. The toll operation models were implemented using Arena, which
can handle continuous, discrete, and mixed situations [5], without VBA. Furthermore,
the function was designed to supplement the restriction of traffic simulation tools such
as PARAMICS and VISSIM in simulating the driver behavior by applying the driver
competency and probability of lane shift for each driver. A reasonably realistic function,
such as calculating speed factors based on weather conditions, was created.

2 Theory Background

2.1 Lane Types of Tollgates

The following are the types of tollgates: TCS that collects tolls with a ticket [8], Hi-pass
that collects tolls by wirelessly communicating with the on-board unit (OBU) in the
vehicle [7, 22], Multi-Lane Hi-pass that widens the lane of the Hi-pass and increases the
speed limit [17], non-stop-based One Tolling that employs video recognition technology
on private highways to collect tolls only at the last exit, without collecting interim tolls
[19], and Smart Tolling that is a more advanced version of the Hi-pass with non-stop,
multi-lane, high-speed toll collection [6, 17, 28]. Table 1 presents the comparison of the
differences in lane types that have evolved with technological advancements [7, 17–19,
22].

2.2 Speed Factors Based on Weather Conditions

Unpredictable conditions, such as climate changes, are among the key causes of traffic
congestion [2]. Rain, snow, and fog alter driving conditions and influence the driver
behavior [12, 16]. However, light rain did not affect speed [29].

The content of the National Academies of Sciences, Engineering, and Medicine
(2014) was the most plausible reference, as presented in Table 2, as a result of the
structure of the material of the literature review [1, 4, 9, 10, 16, 23, 26].
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Table 1. Characteristics by lanes.

Characteristic Lane type

Hi-pass Multi-lane
hi-pass

One tolling Smart tolling

Width Narrow Wide Wide Wide

Speed limit ≤30 km/h 50–80 km/h Limit of
highway

Limit of
highway

Target OBU vehicles OBU vehicles All vehicles All vehicles

Recognition Contact
(sensor)

Contactless Contactless Contactless

Tolls With OBU Auto Auto Auto Auto

Without
OBU

- - Only at the last
exit

Deferred
payment

Special note Only OBU vehicles On private
highways

Without a ticket

Table 2. Speed factors based on weather conditions.

Weather
condition

Rain (mm/h) Snow (cm/h)

Medium
(0.254–6.35)

Heavy
(>6.35)

Light
(≤0.127)

Light-medium
(0.127–0.254)

Medium-heavy
(0.255–1.27)

Heavy
(>1.27)

Speed
factor

0.93 0.92 0.87 0.86 0.84 0.83

2.3 Toll Operations

Table 3 shows how the tollgate operation was divided into three categories based on the
lane types of tollgates and the number of actual operation lanes for Seoul Tollgate.

The first is the PASTmethod of operating 20 lanes, which includes TCS and Hi-pass.
The second is the CURRENT 18-lane operation method, which includes TCS, Hi-

pass, and Multi-Lane Hi-pass.
The third option is Smart Tolling, which allows for passing without stopping while

maintaining the five lanes open.
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Table 3. Toll operations for Seoul Tollgate.

Operation model Lane types and the number of lane by toll operations Total number of
lanesTCS Hi-pass Multi-lane hi-pass Smart tolling

PAST 13 7 - - 20

CURRENT 11 3 4 - 18

Smart tolling - - - 5 5

3 Simulation

This study referred the key assumptions for simulation andmodeling byNoh et al. (2018)
and Noh (2021).

3.1 Data

The Korea Expressway Corporation’s actual traffic data (Monday, 3/21/2016), which
had the highest traffic volume at the exit of the Seoul Tollgate at peak time (7 a.m. to 9
a.m.), were used by referring Noh et al. (2018). On the 20 lanes of the PAST model, 5,
6, 10, 14, and 20 lanes were not in use at that time, and the actual traffic volume was
12,481.

3.2 Assumptions

Arrival Distribution. The input analyzer included in Arena 14.0 was used to estimate
the distribution of arrivals for the 15 lanes with traffic. For example, the estimation of
the first lane suggested that the appropriate distribution is the exponential distribution,
and the formula is 0.999 + EXPO (5.75) s. The results are listed in Table 4.

Table 4. Simulated and Observed traffic volumes (unit: s)

Lane number Type Arrival distribution Traffic volume (vehicles)

Simulated Observed

1 Hi-pass 0.999 + EXPO (5.75) 1,065.9 ± 10.61 1,066

2 Hi-pass 0.999 + EXPO (1.86) 2,513.87 ± 12.46 2,525

3 Hi-pass 0.999 + 26 × BETA (0.718,
4.85)

1,664.4 ± 12.86 1,671

4 Hi-pass 0.999 + EXPO (2.83) 1,873.33 ± 12.56 1,896

7 TCS 4 + GAMM (7.23, 2.23) 297.97 ± 4.34 293

8 TCS 7 + LOGN (15.7, 18.2) 324.37 ± 5.61 303

9 TCS 7 + LOGN (17.3, 22) 295.7 ± 4.8 285

(continued)



Comparing the Conversion Effects of Toll Operations 35

Table 4. (continued)

Lane number Type Arrival distribution Traffic volume (vehicles)

Simulated Observed

11 TCS 9 + EXPO (19.3) 260.4 ± 3.5 253

12 TCS 9 + EXPO (20.5) 241.8 ± 5 242

13 TCS 4 + EXPO (29.4) 218.4 ± 5.46 215

15 Hi-pass 0.999 + EXPO (4.85) 1,230.97 ± 11.26 1,230

16 Hi-pass 0.999 + EXPO (5.84) 1,051.33 ± 12.63 1,055

17 Hi-pass 0.999 + EXPO (6.26) 990.77 ± 9.84 993

18 TCS 8 + LOGN (27, 40.8) 210.4 ± 6.07 218

19 TCS 9 + GAMM (16.1, 1.25) 249.77 ± 2.97 236

Total 12,489.37 ± 24.95 12,481

Toll Collection Time. Assuming that the toll collection time (13 s) of the vehicles in
the TCS lane is included in the arrival distribution.

Vehicle Type and Length. The traffic ratio for 6 vehicle types in each of the 15 lanes
was confirmed by the Korea Expressway Corporation’s public data portal1. For example,
the first lane had 49% of Type 1, 0.6% of Type 2, 49.3% of Type 3, and 1.1% of Type
6. The assumed length based on the vehicle type was referenced to the design standards
for tunnel ventilation in the Construction Digital Library2, as shown in Table 5.

Table 5. Type and length of vehicles (unit: m)

Type 1 Type 2 Type 3 Type 4 Type 5 Type 6

Class Compact Medium Full-size
(5.5–10 t)

Full-size
(10–20 t)

Full-size (≥20
t)

Sub-compact

Length 4 5 8 9 14 4

Gap Distance. Because a driver prefers to maintain a gap from the vehicle ahead to
avoid accidents, a gap of 1 m was assumed (see Fig. 1).

1 Public data portal for Expressway Homepage: http://data.ex.co.kr.
2 Construction Digital Library Homepage: https://www.codil.or.kr.

http://data.ex.co.kr
https://www.codil.or.kr
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Fig. 1. Gap distance

Entry Road Section. The entry road was 368 m long from the tollbooth to the joining
section, and it was split into 7 sections, as shown in Fig. 2.

Fig. 2. Entry road section

Speed Limit by Section. To describe the deceleration for collecting tolls and the accel-
eration thereafter, there was restriction on the driving speed in certain sections, as shown
in Table 6.

Occupy and Release Zones. When a vehicle moved ahead in an occupied zone, the
current zone was released to let the next vehicle move ahead, similar to that in real life
(see Fig. 3).

Driver Proficiency and Dynamic Movement. It was assumed that the vehicles that
had to pay toll at the tollbooth move to the lane with the least number of vehicles. Novice
drivers were chosen as being 10% of Type 1 and 30% of Type 6, and the probability of
changing the lane was assumed to be 25%.
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Table 6. Speed limit by section (units: km/h)

Section Driving speed by lanes

TCS Hi-pass Multi-lane hi-pass Smart tolling

Tollbooth 10 (stop 1 s) 30 MIN (user specified,
80)

User specified

1 User specified ×
50%

User specified ×
80%

User specified User specified

2 User specified ×
80%

User specified User specified User specified

Fig. 3. Occupy and release zones

Mapping of the Lanes. The PAST, CURRENT, and Smart Tolling models have 20, 18,
and 5 lanes respectively; therefore, the lanes must be mapped based on toll operations.
The lane traffic volumes between the PAST and the CURRENT toll operation models
were mapped equally. For the Smart Tolling model, an average of 2,496 vehicles per
lane was mapped.

Figure 4 shows the lane mapping results between each model based on the PAST
model.

3.3 Modeling

The simulation model was implemented using Arena 14.0 without VBA, and the model
of Noh et al. (2018) was rebuilt in 4 phases. The sequence was:

First, send the vehicle that arrived at the tollgate to the appropriate lane based on the
toll operation chosen during the experiment.

Second, assess the throughput time of the vehicle passing the tollbooth section.
Third, the situation of moving to the joining section by changing lanes.
Fourth, calculate the criteria when passing the end point of the final section.
Figure 5 demonstrates a run simulation for the CURRENT model with Multi-Lane

Hi-pass.



38 S.-M. Noh and S.-Y. Jang

Fig. 4. Lane mapping results

Fig. 5. Run simulation for the CURRENT model

3.4 Scenarios

When the Smart Tolling technology is used in the Seoul Tollgate, vehicles can drive
at speeds of up to 110 km/h. Table 7 shows that scenarios were designed for weather
conditions based on free flow.
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Table 7. Scenario design

Weather Intensity Speed factor Past Current Smart tolling

Clear - 1 Sc1 Sc2 Sc3

Rain Medium 0.93 Sc1-R1 Sc2-R1 Sc3-R1

Heavy 0.92 Sc1-R2 Sc2-R2 Sc3-R2

Snow Light 0.87 Sc1-S1 Sc2-S1 Sc3-S1

Light-medium 0.86 Sc1-S2 Sc2-S2 Sc3-S2

Medium-heavy 0.84 Sc1-S3 Sc2-S3 Sc3-S3

Heavy 0.83 Sc1-S4 Sc2-S4 Sc3-S4

4 Experiment Results

4.1 Criteria

Because the new model was constructed according to the logic of Noh et al. (2018),
the models must be compared using the same criteria. Table 8 presents the three criteria
[24].

Table 8. Criteria to compare models

Criteria Description

Level of congestion The average number of vehicles in the entire section

Throughput The level of traffic handling

Duration The average time to go through the entire section

4.2 Number of Replications

Repeated experiments are necessary to statistically verify the validation of the results,
because an experiment can be distorted by skewed patterns [15].

The simulation’s replication time was set to 2 h, and the number of the replications
was set to 30. The reliability of the results was verified based on the criteria. For all
21 scenarios, the 95% confidence level error rate in Sc2-R2 and Sc2-S4 was high but
constant at 0.35% (see Table 9).
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Table 9. 95% Confidence level error rate (units: %)

Scenario Level of congestion Throughput Duration

Sc1 0.32 0.01 0.11

Sc1-R1 0.33 0.01 0.10

Sc1-R2 0.29 0.01 0.10

Sc1-S1 0.19 0.01 0.10

Sc1-S2 0.25 0.01 0.14

Sc1-S3 0.22 0.01 0.14

Sc1-S4 0.25 0.01 0.14

Sc2 0.34 0.01 0.11

Sc2-R1 0.32 0.01 0.16

Sc2-R2 0.35 0.01 0.16

Sc2-S1 0.30 0.01 0.10

Sc2-S2 0.23 0.02 0.15

Sc2-S3 0.26 0.02 0.10

Sc2-S4 0.35 0.02 0.15

Sc3 0.28 0,01 0

Sc3-R1 0.26 0.01 0

Sc3-R2 0.30 0.01 0

Sc3-S1 0.28 0.01 0

Sc3-S2 0.28 0.01 0

Sc3-S3 0.27 0.02 0

Sc3-S4 0.23 0.01 0

4.3 Results of the Simulation

Results by Criteria. Table 10 summarizes the range of the experimental results for 21
scenarios based on the criteria grouped in toll operations.

Table 10. Simulation results

Model Weather Speed factor Level of
congestion

Throughput Duration

PAST Snow (Heavy)
-
Clear

0.83–1 28.6–32.22 99.72–99.77 18.66–21.9

CURRENT 26.37–31.67 99.74–99.79 17.38–20.46

Smart Tolling 21.39–25.86 99.8–99.83 12.31–14.91



Comparing the Conversion Effects of Toll Operations 41

Key Results. In this study, the improvement using the Smart Tolling system over the
CURRENT model was investigated.

The following are the outcomes:
First, the duration and the level of congestion decreased by 6.9% and 7.8%, respec-

tively, when the CURRENT model was applied to the situation of the PAST model. As
a result, the impact of the application was limited.

Second, the duration and the level of congestion decreased by 29.1% and
18.9%, respectively, when the Smart Tolling model was used indicating additional
impacts. As a result, despite the comparison with the heavy snow scenario of the
Smart Tolling model (Sc3-S4), which was based on the clear scenario of the CUR-
RENT model (Sc2), the results of the Smart Tolling model were better (see Fig. 6).

Fig. 6. Key results

5 Conclusion

The implementation of Smart Tolling has been delayed owing to the threat of job loss.
In Seoul Tollgate, the Multi-Lane Hi-Pass was used instead of the Smart Tolling. In
this study, the new model was developed by considering real-life characteristics such as
driver skills and weather conditions. In addition, 21 scenarios were designed for three
toll operations that included the CURRENT model, and a simulation was conducted to
compare the effects of the conversion of the toll operation.

As a result, the conversion effect was compared based on the duration and level of
congestion because the throughput was not significant. The conversion effect from the
PAST to the CURRENT model was only 7.35% on average. Furthermore, traffic flow
could be improved by an average of 24% by applying the Smart Tolling model.

Smart Tolling can be implemented at all tollgates, including the Seoul Tollgate, by
resolving the issue of employment loss through the efforts of the government, resulting
in improved traffic flow.

The following are the limitations:
The true impacts of speed factorsmay vary because the speed factors for eachweather

condition are not intended for tollgates. However, the function that changes this factor
is significant for traffic simulation.
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The front and rear sections, adjoining the spatial background of this study, were not
included in the simulation. As a result, the simulations were conducted assuming traffic
with no queueing.

Future work will necessitate the expansion to nearby tollgates and the flexibility to
function in various scenarios.
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Abstract. In this paper, we proposed a methodology using Kubernetes clustered
on-site edge servers with external clouds to provide computational offloading
functionality for resource-limited private edge servers. This methodology enables
additional functionalities without changing hardware infrastructures for indus-
trial areas such as manufacturing systems. We devised a compute-intensive task
scheduling algorithm using real-time CPU usage information of Kubernetes clus-
ter to determine computation offloading decision. The purpose of the experiment
is to compare overall performance between on-site edge only cluster and external
cloud offloading cluster. The experiment scenario contains complex simulation
problem which selects optimal tollgate for congested traffic situation. The result
of experiment shows the proposed CollabOffloading methodology reduces entire
execution time of simulations.

Keywords: Edge computing · Cloud computing · Kubernetes · Computation
offloading · Scheduler · Simulation

1 Introduction

Recently smart sensors, Internet of Things (IoT), and advanced cellular network tech-
nologies such as 5G/6G has enabled private industrial on-site edge computing environ-
ment [1]. Private industrial on-site edge refers to the role of edge computing in industries
such as manufacturing, oil and gas, and mining. The edge server is a system that pro-
vides a way for people to interact with the system in the industrial field by providing
various features based on the connectivity between facilities, machines, and production
environments in the private on-site environment. New advanced features such as digital
twin, predictive maintenance, and remote operation are now being deployed to industrial
sites through the edge servers.

Especially, Autonomous Things (AuT) such as industrial robot, drones, autonomous
self-manufacturing facilities, which are capable of collecting and analyzing real-time
data to solve problems like autonomous decision making for individual or collaborative
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swarms of AuT devices [2]. Thementioned problems require high-performance comput-
ing (HPC) and compute-intensive capabilities such as computer simulations. However
industrial devices mainly have inferior computing capabilities, it is difficult to execute
compute-intensive jobs. Furthermore, because basic assumption of behaviors among
multiple AuTs or IoTs devices is to interact with each other, large scale of real-time
simulation is difficult for the device without external computing capabilities.

The concept of Computing Continuum has emerged, which assumes cyberinfrastruc-
ture surrounds the real-world environments. It enables AuTs to use HPC using Cloud
infrastructure as a service when necessary. The edge computing environment is a special
case of near-field infrastructure to obtain low latency computing results, and it can be
constructed by multi-access edge computing (MEC) or private on-site network.

Edge computing technology is appropriate for time critical compute-intensive jobs
rather than using devices’ native computing resources. However, edge computing is dif-
ferent from Cloud computing that edge has limited resources while Cloud has almost
infinite resources [4]. Therefore, balanced scheduling methodology among edge com-
puting and Cloud computing is required to properly provide time critical and compute
intensive tasks for AuTs.

There are relevant researches using edge and Cloud computing to support simula-
tions. Balouek-Thomert et al. [5] conducted a research for scheduling and managing
heterogeneous resources using edge and Cloud, but because it is based on historical
data (e.g. minimization of WAN traffic, cost, and energy), it is not suitable for real-time
situation. Peltonen et al. [6] suggested edge and Cloud computing continuum environ-
ment for vehicles, but their experiments are limited in edge and Cloud environment, and
collaboration between heterogeneous Clouds and edges are not considered.

In this paper, we propose a CollabOffloading methodology which is a collaborated
computing platform consisted of edge and heterogeneous Clouds to provide computation
offloading for devices. It considers real-time edge resources and when edges have insuf-
ficient CPU resources, it dynamically switches to the tasks to the heterogeneous Clouds.
To evaluate the platform, we used four on-premise edge servers and two commercial
external clouds and executed the scenario of tollgate selecting simulation [3].

2 Background

2.1 Kubernetes

Kubernetes is an open-source container orchestration engine for automating deployment,
scaling, and management of containerized applications [7]. Initially, Kubernetes was
developed by Google, but now Cloud Native Computing Foundation manages Kuber-
netes. Kubernetes connects multiple nodes (servers) and constructs a cluster, and orches-
trates workloads among the servers. Kubernetes servers are consisted of control-plane
node andworker node.The control-plane nodemanages thewhole cluster.And it contains
kube-apiserver, kube-controller-manager, kube-scheduler, and etcd. In the Kubernetes,
the Pods are the smallest deployable units of computing that users can create andmanage
in Kubernetes [7], and it may contain one or more containers. Generally, normal Pods
are not deployed to control-plane node because overhead on the control-plane node may
cause instability of cluster. The normal Pods are deployed to worker nodes which are
mainly concentrating on running applications.
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2.1.1 Kubernetes Scheduling Framework

The kube-scheduler in the control-plane node schedules and decides where the Pods are
deployed. It has a scheduling frameworkwhich has several extension points for providing
lightweight and flexible maintenance functionality [8]. The scheduling framework of
Kubernetes is described in Fig. 1. The plugins can be applied to each extension points.
The applied plugins affect their functions at certain stage of extension point during
scheduling. The scheduling framework has scheduling cycle and binding cycle. In the
scheduling cycle, it decides which node is most suitable to deploy Pod. Then Kubernetes
binds the Pod to the selected node in binding cycle. There are several default plugins
already applied to each extension points, such as ImageLocality and TaintToleration.

As described in Fig. 1, scheduling cycle is consisted of eight extension points.Among
the extension points, similar things can be categorized as filtering, and scoring phase.
There are three extension points in filtering phase: PreFilter, Filter, and PostFilter. In fil-
tering phase, it excludes unqualified nodes for the Pod. For example, if some application
requires GPU hardware, it must be deployed to the node that includes GPU. Therefore,
the developer registers GPU requirement information to ‘NodeAffinity’ attribute of the
Pod before deploying. Because the default plugin ‘NodeAffinity’ is already installed at
the Filter extension point, it filters nodes that have no GPU hardware.

In scoring phase, scheduler gives scores on the filtered nodes to decide which node
will be the best one to deploy the Pod. There are three extension points in scoring phase:
PreScore, Score, and Normalize Score. If there are several plugins at the Score extension
point, it adds calculated scores from each plugin. The ‘NodeResourcesLeastAllocated’
is the default score plugin in Score extension point, which gives higher score for the
least resource allocated nodes. The node with relatively less allocated resources tends
to be scheduled for Pod deployment. The Normalize Score extension point normalizes
the cumulated scores which makes the highest score of 100. After the scoring phase, the
node for Pod is selected and it binds to the node during the binding cycle.

2.1.2 Kubernetes Taints and Tolerations

Kubernetes Taints make restrictions to nodes that under certain conditions, they cannot
deploy Pods. Kubernetes Tolerations are assigned to Pods, and the tolerated Pod can
be deployed to the tainted node. In other words, Pod Tolerations override node Taints.
The Taints have three effects: NoSchedule, PreferNoSchedule, NoExecute. Kubernetes
scheduler never schedules to NoSchedule tainted node. PreferNoSchedule Taint is a soft
version ofNoSchedule thatKubernetes scheduler tries not to schedule to PreferNoSched-
ule tainted node. NoExecute Taint is the most forceful one that NoExecute tainted
node evicts all running Pods except tolerated Pods, and Kubernetes scheduler never
schedules to NoExecute tainted node. Kubernetes Tolerations are defined in Pod’s
pod.spec.toleration. It has key, operator, value, and effect as sub properties. The operator
has two types: Exists and Equal. When the operator is Exists, even if ‘key’ and ‘effect’
(except ‘value’) are matched between Taint and Toleration, it regards as suitable Toler-
ation. On the other hand, when the operator is Equal, ‘key’, ‘effect’, and ‘value’ must
be matched for valid Toleration.
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Fig. 1. Scheduling framework of Kubernetes [9]

The example of Taints and Tolerations is described in Fig. 2. Figure 2 line 1 shows
how to assign Taint to node, and line 2 shows how to delete Taint from the node. Figure 2
line 3 shows how to assign Toleration for key1 Taint. If a Pod contains this Toleration,
it can be scheduled NoSchedule tainted node1.

1. Assign NoSchedule Taint to node1
$ kubectl taint node node1 key1=value1:NoSchedule

2. Delete NoSchedule Taint from node1
$ kubectl taint node node1 key1=value1:NoSchedule- 

3. Toleration for key1 Taint
tolerations:
- key: "key1"

operator: "Equal"
value: "value1"
effect: "NoSchedule"

Fig. 2. Example of taints and toleration

3 CollabOffloading Methodology

3.1 Structure of CollabOffloading Methodology

The number of on-site edge nodes is fixed because it supposes an industrial site such
as resource-limited inferior manufacturing sites. Figure 3 shows the proposed structure
of CollabOffloading methodology. The on-site edge Kubernetes cluster is consisted of
four nodes (one control-plane node and three worker nodes). Then cloud-based external
Kubernetesworker nodes are connected to the constructedKubernetes cluster. For failure
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safety and availability reason, we decided to diversify the vendors of external cloud;
Amazon Web Services (AWS) [10], Google Cloud Platform (GCP) [11], Microsoft
Azure [12], and Naver Cloud [13].

The proposed methodology has two kinds of kube-scheduler on a cluster, which
are default kube-scheduler and CollabOffloading (custom) kube-scheduler. The default
kube-scheduler schedules normal Pods, while the custom kube-scheduler handles only
computing intensive Pods which have the potential to be offloaded. This methodology
enables to handle massively intensive computing offloading problems such as simula-
tions. It eventually enables to exceed computing capacity of on-site edge servers, and
refrains to degrade the performance of servers. The custom kube-scheduler schedules the
computing intensive Pods considering the resource status of nodes to offload efficiently.

Fig. 3. Proposed structure of CollabOffloading methodology

3.2 Design of CollabOffloading Kube-Scheduler

The basic policy of the Kubernetes scheduler’s default plugins does not consider current
node resources. The default scoring plugin, ‘NodeResourcesLeastAllocated’, evaluates
the score using requested information determined by the Pod deployer rather than the
resource state. Additional installation of Kubernetes metric server can collect real-time
resource usage information of edge nodes. The Kubernetes metric server fills data to
v1beta1.MetricsV1beta1Interface, and Kubernetes API server provides the API which
allows applications to access the resource information. We figured out that load met-
ric information function is extremely time-consuming process that it consumes nearly
200ms per a function call. Therefore, we divided this metric information collecting task
as an extra thread that cannot be affected to performance of scheduling process. Conse-
quently, the overall performance of CollabOffloading kube-scheduler became same as
the default kube-scheduler.
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We devised an Algorithm that decides the offloading situation, which is described as
Algorithm1.When offloading is required,Algorithm1 assigns aKubernetes toleration to
the Pod to be offloaded. The Algorithm 1 has two parameters as an input: (1) set of node
N,which containsϕ(CPUCapacity),χ(CPUUsage),ψ(NodeLabelKey),ω(NodeLabel
Value) as member variables, (2) threshold ratio of CPU τ. The criterion of offloading
decision is current CPU usage ratio (CPURatio) of on-site edge nodes. Which means
cloud-based external worker nodes are not considered as described in line number 5
of the Algorithm 1. When every on-site edge nodes’ CPU usage exceeds a threshold
ratio of CPU τ, the Pod offloading process begins. After Pod offloading is decided, the
Algorithm assigns NoSchedule toleration for ‘node.kubernetes.io/unschedulable’ to the
Pod. Then the Pod can be scheduled on NoSchedule tainted nodes, which is known as
cloud nodes in this context.

4 Experiments

4.1 Experiment Design

Because the CollabOffloading methodology is designed for industry field such as man-
ufacturing sites which may have resource limitation problems, there are four on-site
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edge nodes to represent limited resource. We considered AWS, GCP, Azure, and Naver
as external cloud nodes to connect on the cluster which described in Fig. 3. However,
the technical issue of Azure and Naver cloud leads to AWS and GCP as the only two
external clouds that can be connected on the Kubernetes cluster. Kubernetes Pod to
Pod communication using calico container network interface (CNI) plugin [14] requires
IPv4 encapsulation protocol, while Azure and Naver’s firewall policy does not support
the IPv4 protocol. Therefore, different from the initial plan, final structure for exper-
iment became four on-site edge nodes and two external cloud nodes; AWS and GCP.
The specifications of nodes are described in Table 1. The reason why number of CPU
cores differ within the cloud nodes is because GCP cloud restricts the number of CPU
cores less than 24 in a particular region. The original intention was 32 cores for each
cloud nodes with same performance specification, but the cloud vendors’ policies were
different from others.

Table 1. Experiments environment

Nodes CPU Memory OS Kubernetes version

Control-plane Edge
Node

Intel i7-9800X 3.8
GHz 16cores

128 GB Ubuntu 20.04 v1.21.1

Edge Worker Node 1 Intel i7-9800X 3.8
GHz 16cores

128 GB

Edge Worker Node 2 Intel i7-9800X 3.8
GHz 16cores

128 GB

Edge Worker Node 3 Intel i7-9800X 3.8
GHz 16cores

128 GB

AWS Cloud Worker
Node

AMD EPYC 7R32
3.3 GHz 32cores

64 GB Ubuntu 18.04

GCP Cloud Worker
Node

Intel Xeon 2 GHz
24cores

64 GB

4.2 Case Study: Tollgate Selection Simulation Scenario

The case study scenario deals with a tollgate selection problem [3]. When a vehicle is
entering the toll collection system (tollgate) on highway, the vehicle requests which gate
is the shortest path to the edge computing platform, then the platform simulates based
on the nearby traffic situation. Because actions of other vehicles are stochastic, compute
intensive repeated simulation increases the probability of simulation result. Generally,
computing resource is highly limited in every vehicle, so simulation request becomes
computation offloading request.We thought this problem is similar as industrial problem
such as management simulation at distribution center of the manufacturing site.

The detailed explanation of tollgate selection scenario begins. The main purpose of
the case study is tomaximize the utilization by providing the optimal tollgate information
to the vehicles for congested tollgate situation. In other words, waiting time of each
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vehicle must be minimized. Figure 4(a) depicts the scenario graphically. The tollgate is
consisted of two kinds of types: the Electronic Toll Collection System (ETCS) which
is an automatic toll collection system, and the Toll Collection System (TCS) which
is operated by human. The type of vehicles is manually driven vehicle (MDV) and
autonomous vehicle (AV). The main rule of vehicles as follows: MDVs go to either
ETCS or TCS, while AVs must go to ETCS. Because MDV is handled by human, where
sometimes people do not follow what navigation says, MDV stochastically does not
follow the direction from simulation result in order to reflect real-world situation. Also,
exit direction after passing the tollgate is important consideration because sudden line
change may cause traffic accident.

Figure 4(b) represents the structure of simulation model of this scenario. There are
one transducer, one generator, five buffers, andfive processormodels. Every buffermodel
is connected to the Processor models and the buffers are regarded as a waiting line of
the tollgate. The location of Buffer1 and Processor1 is assumed as left side, Buffer5 and
Processor5 is assumed as right side. The generator model generates vehicles according
to Poisson distribution with randomly assigned attributes (driver type, exit direction).
The generated vehicle is moved to the selected buffer decided by optimal buffer selection
algorithm and waits its order until linked processor finishes its task. The buffer is first-
in-first-out (FIFO) queue. The Transducer model collects the information of processed
vehicles and generates statistical results. Because the scenario contains stochastic vari-
ables such as random vehicle generation, the more simulations leads to higher accuracy,
which is called Monte-Carlo simulation [15]. To execute the Monte-Carlo simulation,
the higher repetition number of simulations is a computationally intensive resource-
consuming task. Because the industrial manufacturing field has limited resources and
due to lack of infrastructure environment, massive simulation cannot be conducted. The
proposed CollabOffloading enables the simulation tasks using offloading functionality.

Fig. 4. Tollgate selection scenario (b) structure of simulation models [3]

4.3 Experiment Performance Evaluation

The purpose of this experiment performance evaluation is to compare on-site edge only
execution and CollabOffloading method with external clouds. Based on the scenario
described in Sect. 4.2, we set 10,000 vehicles generated per one simulation. To increase
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the accuracy of simulation result, repetitive simulations are executed. The terminology
of this experiment: simulation request from client device is ‘Offloading Request’, the
number of repetitive simulations per one offloading request is ‘Simulation Counts per
Request’, and the interval time between requests is ‘Time Interval’.

The experiment 1 is shown in Fig. 5(a). The fixed variables are follows: the time
interval between requests is 1 s, the total offloading request is 100. With these fixed
variables, simulation counts per request is between 500 and 3,000, increased by 500.
The experiment 2 is shown in Fig. 5(b). The fixed variables are follows: the time interval
between requests is 0.5 s, the total offloading request is 100. With these fixed variables,
simulation counts per request is between 500 and 3,000, increased by 500. The difference
between experiment 1 and experiment 2 is the time interval. In the experiment 1 and 2,we
figured out the overall execution time of CollabOffloading is less thanOn-Site Edge only,
and the shorter time interval makes the longer execution time. CollabOffloading uses
the Kubernetes metric server, which scraps system resource every 15 s. Consequently, it
becomes the limitation of CollabOffloading methodology because it cannot reflect real-
time resources appropriately during the scheduling. In otherwords, Pods are scheduled to
on-site edge nodes rather than cloud nodes. Therefore, additional experiment is required
tomeasure the average tendency of the execution time as the offloading request increases.

Fig. 5. Experiment results

The experiment 3 is shown in Fig. 5(c). The fixed variables are follows: the time
interval between requests is 0.5 s, the simulation count per request is 500.With these fixed
variables, offloading request is between 100 and 300, increased by 50. As a result of the
experiment, when offloading request increased, the execution time of CollabOffloading
decreased. It represents that appropriately scheduled Pods, deployed to the external cloud
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nodes, improves performance of the experiment. Therefore, we expect if the scrapping
interval decreases, the overall performance of CollabOffloading will increase.

4.4 Graphical User Interface (GUI) for CollabOffloading Platform

We developed web-based graphical user interface which improves visual awareness
of Pod offloading with a modified version of kube-ops-view [16]. It is depicted as in
Fig. 6. It divides edge nodes to the left side and cloud nodes to the right side. The default
scheduled Pod is represented as a rectangle, and the custom scheduled Pod is represented
as a circle. The normal state of edge node is in yellow, while load exceeds over 80% of
capacity, it turns to red. Figure 6(a) is the default state of cluster. As tasks are requested,
Fig. 6(b) shows two of edge nodes turned to red, indicating that their tasks exceeded load
capacity. Figure 6(c) shows all of edge node turned to red and that is the point where
some Pods are deployed to cloud nodes. Figure 6(d) shows when the state of edge nodes
turns back to its normal state, Pods are deployed to yellow edge nodes again.

Fig. 6. Graphical user interface for CollabOffloading platform

5 Conclusion

New devices such as industrial robots, drones, and autonomous systems are appearing
in industrial fields. They will make the industrial site itself more intelligent through new
features such as artificial intelligent, digital twin, and predictive maintenance. However,
in order for these AuTs to make autonomous decisions in unpredictable situations, high
performance server systems or cloud computing infrastructures are required.

In this paper, we proposed CollabOffloading methodology for private industrial on-
site edge servers to provide compute-intensive, high-performance computing capabil-
ities such as simulations. This methodology enables additional functionalities without
changing hardware infrastructures for industrial areas such as manufacturing systems.
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The CollabOffloading Kubernetes scheduling algorithm considers real-time CPU
usage and determines which node is the best one for to be scheduled Pod.

We conducted several experiments to compare the performance between on-site
edge servers only and CollabOffloading with external clouds. The scenario of compute-
intensive simulation is a calculation optimal tollgate information for vehicles driving
through congested traffic situation. The results of experiments show that CollabOffload-
ing method decreases the execution time of simulations. Furthermore, we developed
web-based graphical user interface module to visualize whole process of the proposed
algorithm. It is helpful to monitor resource status of Kubernetes cluster in real-time.
For further work, the analysis of utilization of on-site edge servers with cloud servers is
considered.
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Abstract. Recently, the Republic of Korea Army Training and Doctrine Com-
mand (TRADOC) deployed a virtual war game platform Virtual Battlespace
4(VBS4) to complement limitations of current wargame simulators. The ROK
Army is utilizing VBS4 to promote competency of various virtual training in edu-
cation and training fields. Accordingly, Characterizing and comparing the core
behavior model between VBS4 and the traditional wargame model are highly
demanded for measuring their effectiveness. This research presents the assess-
ment of two representative military simulation software, Combat21 model and
VBS4, by observing their various aspects, including procedures and results of
close combat simulation. In accordance with the convergence of opinions from
KCTC observers, we were able to confirm that the VBS4 replicates the real bat-
tlespace realistically compared to the Combat21 model based on comparison of
each trait of the model.

Keywords: VBS4 · Combat21 model ·Wargame ·Modeling and simulation

1 Introduction

1.1 Research Background

As new technologies have been advanced, and pervasive due to the fourth wave, people
have adopted applications of new technologies as a big part of their lives, so did the army.
The army has endeavored to modernize its science and technology systems to follow
the trend of the fourth wave. Especially, the deployment of science and technology in
the army’s training fields, has been demanded for efficiency and effectiveness of the
modern battle drill constrained by reduced forces, warfight resources, and live training
environments. Recently, the Republic of Korea Army TRADOC adopted a new virtual
platform, VBS4, to demonstrate the effectiveness of the virtual training and performed
some research to find out specific training areas that can be applied to this new platform.

1.2 Motivation

As mentioned in Sect. 1.1, the Republic of Korea Army TRADOC has endeavored to
adequately apply and measure VBS4 in various training fields after its deployment.
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Especially, the need for leveraging training capability in the constructive domain has
been demanded rather than the virtual aspects, since it can be utilized on various fields
in tactical perspective that can effectively measure competency of the trainee for a whole
training period.

Since constructive domain training provides various virtual battlespace to partici-
pants of the simulatorwith its simulated battlespace by interconnecting various operation
features from individual to brigade levels. There is no doubt that thorough analysis of
simulated models of a single entity is taking the one of crucial roles for simulator assess-
ment. This research was motivated to measure training capabilities and its effectiveness
of VBS4 compared to an obsolescence simulator model, Combat 21 model, that have
been used in the ROK Army for a couple decades. Especially, the research was focused
on the elapsed time, trends, and results of the force-on-force close combats that suffi-
ciently reflects the feature of each simulator. These aspects represent core functionalities
of constructive models since realistic replication of the fair fight is the primary virtue for
warfight trainees. The VBS4 provides free maneuvering features to entities with a vast
combat environment that has fundamental differences compared to obsolete constructive
training models. The Combat21 model, on the other hand, periodically assesses damage
in the unit level with Lanchester’s loss factor based mathematical model. Therefore,
realizing the core difference between each simulator, and making a fair comparison for
specific training cases are required steps for leveraging the training effectiveness of the
proposed simulator deployment.

1.3 Method

As mentioned in the previous section, multiple combat experiments were conducted
by using the Combat21 model and VBS4. Various aspects of data of the force-on-
force close combat have been measured in real time. The assessment was conducted by
comparing procedures and results with repeated force-on-force close combats with the
same scale of units on each faction in the same battlespace. There were prior studies
that measured effectiveness of the Combat21 model. Based on [3], a study extended the
trainingmethodology by linkingK1 tank simulator to theCombat21model [3]. Recently,
imposing adequate damage impact to the model by applying machine learning has been
proposed [4], however, no direct comparison between VBS4 and Combat21 has been
made (comparing newly deployed model to obsolete model).

1.4 Scope

The experiment was conducted for direct comparison between VBS4, and Combat21
model with various aspects of combat elements, and the range of the experiment was
defined concisely, as shown in Table 1, which has combat elements such as elapsed time,
trend, and results of the force-on-force close combats. The boundary of the range was
defined by discussing with four experienced initiatives managers, and experts in terms
of simulator features that make differences on the simulation result.
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Table 1. Scope and details of the combat experiment.

Experimental region Focus Criterion

Battle time Battle start and end times Start and end of the fire

Battle trend Damage status during battle time Update every 5 min

Battle result Battle result, victory or defeat Judgment criteria

2 Introduction of the Wargame Models

2.1 Combat21 model

Fig. 1. Wargamemodels. Conceptual figure ofCombat21model (left). Conceptual figure ofVBS4
(right).

Combat21model has been developed to provide simulation feature of small unit combats
for the battle command and control at brigade or battalion levels to Commanders and
Staffs, and it supports various modeling features such as command/control and commu-
nication, information, maneuver, fire, combat supports, etc. [1]. The model simulates
combat operation function reflecting combat support equipment, and combat related unit
characteristic values of each units, with mathematical modeling as a pillar.

Most of the battle damage assessment (BDA) in constructive models are hardly
operable in real time with short amount of sampling intervals, therefore, provide mathe-
matically computed results with large time intervals (e.g. 5 min). Equation 1 represents
an example of BDA in constructive model:

�Xij = aij × Yavail(i)

Yavail(i) = Fsr × V × Fnc(j) × Yi (1)

�Xij: Damage of army unit j by army unit i
aij: Lanchester’s loss factor from i to j
Yavail(i): The number of operable agents in army unit i
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Fsr : Combat power quota(%) - level of combat power assignment to assault direction
V : Vulnerability element coefficient - vulnerability of army unit accounting to its status
Fnc(j): Damage damping coefficient according to its encampment
Yi: The number of agents in army unit i

BDA computing formula can be customized by traits of force, weapon systems, and
Indirect fires (artillery), however, BDA of Combat 21 follows the direct fire based, tradi-
tional close force-on-force combat formula shown in Eq. 1. As traditional constructive
models, the model provides BDA once in a given time interval.

2.2 VBS4

VBS4 provides various types of virtual training environments by customizing scenarios
in a huge geological domain, called VBS World Server (VWS). Every mission from
VBS4 can be produced and conducted by proceeding with training preparation, execu-
tion, and assessment stages that resemble the steps in army’s training. Players of the
VBS4 can easily plan out, generate, and redact battlespace and experience combat with
given environments [2].

2.2.1 Behavior Tree (BT) Based Computer Generated Force (CGF) Modelling
in VBS4

Modeling behavior of warfighting soldiers in the real battlefield is very challenging, and
hard to grasp its decision-making process, and creativity since the experience in the real
battlefield can be unique. In the early stage of CGF generation, the most widely used
behavior model was based on Finite State Machines (FSMs) that were well suitable for
pre-define rule based constructive entities in military simulation systems. The FSMs,
however, have been hard to manage due to its exponentially increased complexity of
states with the increment of non-mutually exclusive behaviors from a number of entities
[4].

Accounting for the issue of FSMs, Behavior Trees have been proposed, and become
one of a powerful, and popular technique for developing behavior models for automated
constructive entities in military simulation systems. BTs have similar traits that FSMs
have, however, their main building blocks are tasks based rather than states that sig-
nificantly reduce the overall complexity of CGFs behavior modeling. This makes BTs
highly modular, easily composable, and human readable. These benefits of BTs provide
utilization capability for automatic generation using machine learning techniques [5, 6].

VBS4 accepts BTs for constructing its behavior models of CGF using VBS control.
As can be seen, Fig. 2 is presenting a simple example of BT in VBS control. BTs are
graphically represented as directed rooted trees that are composed of nodes and edges
that connect the nodes. For a pair of connected nodes, the outgoing node is called the
parent, and the incoming node is called the child. A parent node can contain one or more
children. Rooted trees have one parentless node that is called the root. Nodes without
children are called leaves. A BT represents all the possible courses of action an agent
can take. The BT defines possible action of an unmounted maneuvering soldier [7].
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Fig. 2. Behavior Tree based CGF control editor [2].

3 Experiments

3.1 Experimental Plan and Environment Setting

The experiment was conducted by setting up force-on-force close combat scenarios
with units expecting imminent contact with the adversaries of each unit. Environmental
settings such as Table 2 removed extra elements that aren’t directly related to the combat,
and do not clearly reflect the methodology of the model behavior.

Fig. 3. VBS4 experiment setup in 3D view (left), and 2D map (right). Each faction group
(BLUFOR,OPFOR) engaged each other in a sudden during maneuver.
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Table 2. Experimental settings

Division Settings

Day and night Day

Weather Sunny

Terrain Forest

Location Random Area(South Korea)

Unit size Platoon

Unit equipment Rifles, machine guns and firearms

Experimental method Attack(BLUFOR) and defense(OPFOR)

Number of experiments 30(forward10, side 10, rear 10)

Scenario A battle between the moving BLUFOR and
the defending OPFOR in anticipation
of the presence of the enemy

Battle time Time from the first shot to the last shot

Victory and defeat 1. If one unit is destroyed, the unit that is not destroyed wins.
2. If there is a large margin of casualties and the battle is over

For example, practically the adversaries which took over the base used to behave
defensively. However, this might affect the force-on-force contact results. Therefore, no
special defensive stance has been applied in this experiment. The force-on-force close
combats were done from front, lateral, and rear side for 10 times each. Location of
the units, stance, weather, and terrain were confined to be the same for whole experi-
ments. For fair comparison, both simulators generated identical composition of CGFs
of BLUFOR, and OPFOR.

3.2 Measured Results

3.2.1 The Results of the Battle Time Comparison

The basic statistical amount of the close combat experiment result is shown in Table 3
based on the elapsed combat time set in the environmental setting, in Sect. 2.2.

As can be seen, the least elapsed combat time of the VBS4 ranged from 2 min to
11 min, whereas the elapsed combat time of the Combat21 model took more than 50
min. In other words, the elapsed time spent on the VBS4 was much less than that of the
Combat21 model. The observation trend of the elapsed combat time for each simulator
model is shown in Fig. 4 that depicts a histogram of the elapsed combat time for each
model. The difference of the closed combat time was attributed by the characteristics
difference of each simulator model. The blue bar on the left is the result of VBS4 and
the orange bar on the right is the Combat21 model.
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Table 3. Elapsed combat time

Group minimum time maximum time mode mean VAR STD

VBS4

A(forward) 2 10 3 4.70 8.46 2.91

B(side) 3 11 4 5.30 5.79 2.41

C(rear) 3 11 3 6.50 8.72 2.95

Integrated 2 11 3 5.50 8.72 2.78

Combat 21

model

A(forward) 35 55 45 44.50 30.28 5.50

B(side) 35 64 50 52.50 72.94 8.54

C(rear) 41 65 55 53.00 48.00 6.93

Integrated 35 65 45 50.00 62.62 7.91

Fig. 4. Combat time test result(min)

Combat21 model calculates damage by using a mathematical model, Lanchester’s
loss factor once per each cycle (5–10 min) that leverages the amount of damage based
on the number of units, type of weapon and ammo, and their effectiveness for each
faction. The VBS4 model, on the other hand, applies damage in real time generated
from the close combat. The interview was conducted with experts, 9 KCTC platoon
level observers, to confirm how much the close combat result from each simulator well
reflects the real battlespace training environment.

Based on experiences of KCTC live combat training of each expert, the elapsed
combat time was uniformly spaded ranged from <20 min to 60 min, however, those
replies were assuming that various effects applied on the close combat, for instance,
protection and trench effect. Also, the elapsed combat time accounted for the entire
elimination of the one side. Therefore, for fair determination, and interpretation, the
detailed analysis about the trend of close combats has to be accompanied concurrently
with the elapsed combat time.
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3.2.2 Combat Trend Comparison Results

Analyzing concurrent metric of the elapsed time, and trend of the close combat helps
comparing which model presents a more realistic battlespace. The trend of the close
combat of VBS4 is depicted in Fig. 5. The left side of the figure shows the damage of
the BLUFOR, while the left side shows the damage of the OPFOR.

Fig. 5. Damage status over time in VBS4

Most of the damage for both factions occurred within 5 min, according to the figure.
Some trials spent more time on the close combat that had relatively less damage within
5–10mis compared tomost of the trials. Also, the trend of the close combat of Combat21
model at the domain of the elapsed combat time is depicted in Fig. 6.
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Fig. 6. Damage status over time in Combat21 model

In Fig. 3, the top part is the BLUFOR damage by time period, and the bottom
figure is the OPFOR damage status by time period. According to the trends of the
close combat in the time domain, VBS4 had most of the damage within 5–10 min,
whereas the loss in Combat21 model accumulated linearly over time due to its periodic
damage computations and assessments. For comparing the fidelity of each simulator,
interviews were conducted with 9 experts who have served as KCTC platoon level
observers/controllers, and all of them agreed that most of the damage on both factions
would happen within a short amount of time (5–10 min) after the first shot during a
force-on-force close combat. Based on interviews, we concluded that the VBS4 model
represented real battlespace better than the Combat21 model.

3.2.3 Comparing Win/Loss Ratio

The result of the winner from each attempt was recorded and shown as statistical data
received from the close combat of each model, as shown in Fig. 7.
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Combat21 model                                                      VBS4

Fig. 7. Win and loss results according to the model

In Fig. 7, blue shows the victory of BLUFOR, orange shows the win of OPFOR,
and finally, gray shows the case of a draw. As can be seen, BLUEFOR and OPFOR
won 14, and 13 combats out of 30, respectively, and had 3 ties. In the Combat21 model,
however, BLUFOR won all combat. We presumed that these results were based on the
characteristics of each model. The VBS4 has a behavior tree based free maneuvering
that can cause various results on the close combats, however, Lanchester’s loss factor
mathematical computation based model, Combat 21model, provides identical value that
unlikely give difference on the battle result when the scale of the unit, and weapon is the
same.

Fig. 8. 2D map images of close combat experiments. The setup of the experiment is identical.
An experiment when OPFOR won the close combat (left). An experiment when OPFOR won the
close combat (right).

Post simulation result of force-on-force close combat experiment is shown in 2D
map image, as shown in Fig. 8. As can be seen, even with identical experiment setup,
each trial gave different combat results in terms of trend of won/loss, and number of
casualties. Each sub-figure in Fig. 8 shows trace of remained agents after the fierce
combat (dashed circle in the figure) that implies result of the close combat.
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4 Conclusion

4.1 Conclusion and Suggestion

In this research, the force-on-force close combat experiments were conducted for com-
paring various aspects of combat elements between VBS4, and Combat21 models to
analyze training capabilities of the recently deployed war simulator, VBS4 in the con-
structive domain. More characterization and comparison of simulators are required to
measure the potential of competency of VBS4, however, the research only focused on
the close combat due to the limited amount of time, and resources.

In terms of the elapsed combat time, the average elapsed time on VBS4 was about
5 min that is 10 times less than the elapsed time of Combat21 model. According to
the analysis results, we’ve found that the periodic damage assessment of the combat
model contributed to the elapsed time differences between Combat21 model, and VBS4.
Furthermore, in terms of the combat trend, most of the battle damage occurred within
5 min of the initial engagement in VBS4, whereas the damage increased linearly every
5 to 10 min period in the Combat21 model. That difference is attributed by the model
characteristics of each simulator model.

When it comes to the combat results, BLUFOR units won every force-on-force close
combat in Combat21model, whereas both factions (BLUFOR, and OPFOR) won battles
for 14 and 13 times respectively and had 3 ties in VBS4.

Variance of combat results in VBS4 presents that the procedures and results of
the close combats were affected by various variables in the battlespace, such as the
magnificent degree of freedom of the maneuver control of a single entity.

4.2 Limitations

This research conducted the experiment in an identical, simple environment for the fair
comparison of the combat procedures and results between Combat21 model, and VBS4.
Some limitations existed due to some constraints.

First of all, the scale, and scenarios were limited. The platoon-level close contact
of Gathering force happens on the real battle space, therefore, generalizing the result
from the scenario to the real battlespace has a limitation. Second, scenarios might not
be applicable in general battlespace because the weapon types were limited. Third, the
number of experiment trials was limited to 30 due to the operation environment that
supports the war game simulators. To establish statistical credibility, more attempts of
experiment are potentially required.

In future works, those limitations would be resolved by closing the gap between the
virtual battlespace environment and the real battlespace with the enhanced number of
experiment trials.Despite the limitationswe faced, this researchwas valuable becausewe
analyzed and compared various aspects of eachmodel through close combat experiments
which have never been conducted so far.
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Abstract. Currently information security matters in controlling the autonomous
vehicles in terms of communication among autonomous vehicles and controller
systems. In this work, we are proposing a secure communication frameworkwhich
is operating on SES (System Entity Structure) concept. In Particular, we repre-
sented all the attributes of the autonomous vehicles and a controller using the
SES concept. In addition, we presented how the encryption and decryption can be
proceeded using attributes which are gathered from the SES instance. The con-
tribution of this work is showing a way of making use of SES for securing the
communication among participating entities.

Keywords: System entity structure · Autonomous vehicle · Security framework

1 Introduction

SEA (Society of Automotive Engineers) announced the evaluation criteria for
autonomous vehicle’s technological maturity [1]. According to the criteria, in higher
levels of maturity, drivers of vehicles are less involved in controlling vehicles and the car
driving process has high dependence on various sensors and controllers of autonomous
vehicles. In addition, the control center for autonomous vehicles has an important role
of providing autonomous vehicles with data related to road traffic, accidents on the road
and so on. For this reason, the communication traffic volume for operating autonomous
vehicles is way too large and as the level of maturity is getting higher, the amount of
communication traffic volume is getting larger. According to [2], the communication
traffic volume is estimated as 3 GB per a second and 1.4 TB per an hour at low level
maturity. On the other hand, at the high level maturity, it is estimated as 40 GB per
a second and 19 TB per an hour. Because of this large volume of data transferring, it
is inevitable to face the risk related to the data secrecy and integrity. According to the
vulnerability which is identified with CVE-2021-3347, a drone could open the car door
by accessing the Wi-Fi [3]. When we look into the incidents on autonomous vehicles
since 2010, we could see that the incidents related to servers for the autonomous vehicles
take 32.94% and the attack from remote places dominantly takes 79.6% compared to
physical access which takes 20.7% [4]. Based on these statistics, we recognized that the
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secure communication among autonomous vehicles and controller servers is essential
for secure and safe operation of autonomous vehicles.

In this work, we propose an SES (SystemEntity Structure) based security framework
which exploits pairing-based encryption schemes. The SES based security framework
enables users to embed the complex structure of the autonomous vehicle environment for
the encryption and decryption procedures. When encryption is conducted, the structural
knowledge is embedded into the ciphertext. On the other hand, when decryption is con-
ducted the receiver’s structural information is compared with the structural information
in the ciphertext. Based on this encryption and decryption scheme, we present how the
scheme can be applied for secure communication of autonomous vehicle environments.

2 Related Works

The autonomous vehicle environment is operating on the basis of various sensors’ fusion.
The sensors are reflecting the current situationwith quantified values and some of the val-
ues should be kept as secret for their purposes. In [5], the CP-ABE algorithm is deployed
for encrypting context attributes which consists of various values measured by various
sensors. By applying the CP-ABE for encryption of the sensor fusion environment, [5]
shows how the dynamically changing structured values can be encrypted and decrypted.
[6] presents an IoT environment which is working on a blockchain framework. Since
blockchain is only focusing on the integrity of the data, [6] shows that application of
attribute-based encryption can enhance the security of the IoT environment.

The SES concept has been used for describing the structural knowledge of a system
and enables engineers to configure the structure of the system dynamically before it
starts working. [7] made use of the SES concept for configuring the performance eval-
uation scenarios of blockchain based services. The experiment compares two different
configurations of a service and the SES concept is applied well for accomplishing the
purpose. The SES concept is well applied to wireless sensor networks which is similar
to the autonomous vehicle environment. In [8], for the flexible design and convenient
experiment of large scale sensor networks, the SES and the PES which is a pruned ver-
sion of SES are presented. In addition, [8] shows the SES and PES concept can help
users to manage computer models more effectively by storing them into the model base.
To develop a simulation model for experiment, the developer needs to focus on the
definition of unit model and the composition of unit models. In addition, the developer
needs to have a novel way to represent the experiment scenarios which are supposed
to be applied to the simulation model. [9] shows how the component unit models can
be defined and connected to represent the cyberattack and defense scenarios. The pre-
sentation of the attack and defense of [9] is referable in this work for composing the
autonomous vehicles service scenarios.
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3 Autonomous Vehicle Controlling Environment

3.1 Service Scenarios of Autonomous Vehicles

At SAE’s maturity level 5 of autonomous vehicles, the entire system should be able
to control vehicles and take into account the traffic status of roads. Figure 1 shows the
scenario of the control system at the SAE level 5 maturity. The autonomous vehicle
environment consists of three objects such as users, vehicles, and the monitoring center.
In this scenario, users make use of a vehicle sharing service and the autonomous vehicles
are controlled by themonitoring center. As users request the vehicle sharing service, they
send the origin, destination and number of passengers to the monitoring center. Upon
the request from users, the monitoring center dispatches a proper vehicle to the location
where the users are. In this situation, the monitoring center needs to be able to look into
the users personal data and vehicles secret data. In the user’s data case, there can be a
personal identification number or payment related information. In the vehicle data case,
there can be photos and sensor data from devices which are installed in autonomous
vehicles. Even if the monitoring center can read those kinds of data, while they are
transferring through a communication channel, the confidentiality of the data should be
preserved.

Fig. 1. Services scenario of autonomous vehicles

3.2 SES Structure

Figure 2 shows the SES representation of the Autonomous Vehicle Sharing Service.
The service entity is decomposed into users, vehicles and monitoring center entities.
In addition, the vehicle entity has type, components and sensors entities. The type is
the terminal entity and has the value for representing the vehicle type such as sedan,
coupe and so on. The components entity has terminal entities such as fuel, engine, wheel
and seat. These four entities contain their own values for representation of a car entity.
Lastly, the sensors entity has three different sensors such as GPS, Lidar and camera
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entities for containing the measured environment information. The monitoring center
has the location entity which is decomposed into route number, longitude and latitude
for representation of vehicle’s location. In addition, the traffic entity contains the traffic
volume for choosing an economic route from origin to destination. The User entity has
the origin and destination entities for deciding the route and the passenger information
for charging the fee.

The vehicle would transfer the sensor data to the monitoring center and the users
would transfer their service request to the monitoring center with their personal informa-
tion. In these data transferring cases, some of the data should be protected for preserving
the security and privacy of the cars on the road and the passengers of the autonomous
vehicles.

Fig. 2. SES structure of autonomous vehicle sharing service

In this protection scenario, we can use the SES structure for encrypting the data and
instances of vehicle, monitoring center and user are supposed to be used for decrypting
the data. Figure 3 shows three different parts which are used for decrypting the data in
our SES-based information security framework.

Fig. 3. Instance of entity from SES for decryption

Figure 4 shows the matching between SES and the instance for data decryption. If
the instancematches with SES and the decryption key is proper, the decryption succeeds.
Only with the proper decryption key, the decryption cannot succeed.
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Fig. 4. Matching between a instance with SES structure

4 Conclusions and Future Work

In this work, we proposed a SES-based information security framework. The SES con-
cept is for representation of a system’s structural knowledge. In addition, the attribute-
based encryption scheme can be used to match the instance information with the SES
structure information. The SES-based information security framework is designed using
this structural knowledge representation scheme and attribute-based encryption scheme.

Currentlywe are developing theSES-based encryption scheme to apply the suggested
concept for an autonomous vehicle sharing service.Whilewe are developing the scheme,
we would evaluate the performance of the scheme and compare it with other existing
encryption and decryption schemes.
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Abstract. In this paper, we propose HARQ retransmission algorithms
in the wireless access networks exploiting not only licensed spectrum
band but also unlicensed spectrum band with meeting the regulatory
requirements such as Listen-Before-Talk. In particular, the proposed
HARQ retransmission via one available component carrier regardless of
the spectrum is licensed or unlicensed is beneficial in a sense that it
doesn’t increase the transmission latency with potential retransmissions.
We also show that the proposed algorithm achieves lower transmission
latency without increasing HARQ RTT through the simulation.

Keywords: Wireless networks · Latency reduction · HARQ
retransmission · Unlicensed spectrum channel access

1 Introduction

Recently, wireless access networks are deploying to support drastically increasing
network traffic. It is mainly due to the large demand on the mobile-related
services including Internet of Things (IoT) service, Machine-to-Machine (M2M)
service, etc. [8]. It is also shifting toward a new paradigm that enhances user’s
high quality of experience to provide continuous services with a large amount of
data packets as well as low latency with high reliable data transmission between
the application server and end-user in wireless access networks [9].

In order to provide the extremely large amount of network traffic in cellular
system by improving spectral efficiency and data rates for broadband data ser-
vices, 3GPP LTE [1] and NR [5] employ various enhanced techniques such as mul-
tiple antenna transmissions, carrier aggregation, interference management [11].
However, it is still difficult to catch up with the network explosion with the
network capacity achieved by those techniques. In other words, the explosive
increase in demand for mobile services is surpassing the improvement of spec-
tral efficiency. Thus, more frequency bands and the wireless access techniques
operated in those new frequency bands such as 5 GHz unlicensed band and
mmWave band became a promising solution [10,11]. In particular, extending
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LTE to 5 GHz unlicensed spectrum, which is called Licensed-Assisted Access
(LAA), has attracted great attention as a means to accommodate the rapid
mobile data growth. In contrast to wireless access operated typically in licensed
band, LAA can be operated with a shared spectrum band, i.e., 5 GHz unli-
censed band [6,10]. However, it is very complicated to operate cellular systems
in unlicensed spectrum. It is due to the fact that in the wireless access network
such as LTE and NR, a base station (BS), e.g., eNB, and gNB, and a mobile
station (MS), e.g., UE. can enjoy the spectrum band, particularly in licensed
band, without any accessing the channel for the data transmission, but those
transmitters shall access the channel for the data transmission with meeting the
regulatory requirements for shared spectrum band. In particular, a transmitter,
e.g., eNB, gNB, and UE, shall access the channel prior to the data transmission
for shared spectrum band according to either the dynamic channel access mode
on the top of Load Based Equipment (LBE) or the semi-static channel access
mode on the top of Frame Based Equipment (FBE) [3,7]. In both channel access
modes for the shared spectrum, the transmitter may apply Listen-Before-Talk
(LBT) prior to performing a transmission on a cell configured with the shared
spectrum channel access. In addition, it is considered that access to the shared
spectrum shall be in compliance with regulatory requirements, including: (i)
Clear Channel Assessment (CCA) as part of LBT operation shall be performed
to ensure that the channel is not in use by any other device including initial
data transmission as well as HARQ retransmissions. If the channel is considered
as available, the transmitter can transmit data on the unlicensed band and (ii)
Channel Occupancy Time (COT) is limited. For instance, maximum COT is 4
ms for Japan and 10 ms for Europe. Here, the COT is the total time for which
a transmitter and its corresponding receiver(s) sharing the channel occupancy
perform transmission(s) on the unlicensed channel after performing a CCA.

Meanwhile, low-latency with high reliability is one of the requirements to sup-
port emerging new use cases in wireless access networks such as factory automa-
tion, intelligent transport systems, and remote medical surgery [12]. In contrast
to the wireless access in the licensed spectrum where a base station and a mobile
station can enjoy the spectrum band without any accessing the channel for the
data transmission, LAA leads to the overhead due to the CCA for the initial
transmission as an additional CCA for the contiguous transmissions when the
COT expires.

Figure 1 shows an example of transmission and retransmission in an unli-
censed component carrier (UCC), where maximum COT and feedbacks corre-
sponding to the downlink transmissions are assumed to be no more than 10 sub-
frame lengths and to be transmitted via licensed component carrier (LCC),
respectively. As shown in the example, HARQ retransmission for the last part of
the COT may not be performed within the COT, which means additional CCA
needs to occupy the channel for the HARQ retransmission. It is due to the fact
that data transmission (possibly including HARQ retransmission) in unlicensed
bands shall be performed with meeting the regulatory requirement, which is
the CCA shall be performed whenever the occupied channel access time exceeds
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Fig. 1. An example of HARQ retransmission in shared spectrum, where LCC and
UCC denote licensed component carrier and unlicensed component carrier, respectively.
Maximum COT is assumed to be no more than 10 subframe lengths (i.e., 10 ms) and
response for the downlink data transmission is assumed to be fed back via LCC.

the maximum allowed COT. Hence, inspired by the question how to offer HARQ
retransmission service in unlicensed spectrum, we propose HARQ retransmission
process in unlicensed spectrum as follows: (i) retransmission is only performed
via UCC, (ii) retransmission is only performed via LCC, and (iii) retransmis-
sion is performed via one of any available CC (including LCC and UCC). In
particular, the proposed cross-carrier retransmissions allowing the transmitter
to perform retransmissions via either LCC or one of any available component
carriers (CCs) including LCC and UCC can provide low-latency retransmission.

The rest of this paper is organised as follows: In the following section, we
describe the channel access mechanism in unlicensed spectrum. In Sect. 3, we pro-
pose HARQ retransmission algorithms in unlicensed spectrum. Next, we compare
the performance of the proposed algorithms via simulation in Sect. 4. Finally, we
conclude this paper in Sect. 5.

2 Channel Access Mechanism in Unlicensed Spectrum

In this section, we summarise the channel access mechanism, adaptivity
described in [3]. Here, adaptivity means that an automatic channel access mech-
anism by which a device avoids transmissions in a channel in the presence of
transmissions from other devices in that channel. In other words, adaptivity is
intended to be used to detect transmissions from other devices operating in the
unlicensed bands.

In unlicensed spectrum bands according to the regulatory requirements, a
device shall access the channel prior to the data transmission for shared spectrum
band according to one of the channel access modes. Figure 2 shows the channel
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Fig. 2. Channel access modes in unlicensed spectrum band. (a) Frame Based Equip-
ment (FBE). (b) Load Based Equipment (LBE).

access mode, which is performed semi-statically on the top of Frame Based
Equipment (FBE) or dynamically on the top of Load Based Equipment (LBE).

For the semi-statical channel access mode based on FBE (see Fig. 2(a)), a
device, which is intending to start transmissions on an operating channel in an
unlicensed spectrum band, shall perform a clear channel assessment (CCA) check
using energy detection for a duration of the time, i.e., CCA observation time
(e.g., 18 µs). During the given time, if the energy level in the channel exceeds
the threshold corresponding to the power level given as a CCA threshold level,
the operating channel is considered occupied by another device. In this case, the
device considers the channel is occupied and shall not transmit on that channel
during the next Fixed Frame Period. Otherwise (i.e., if the device finds the
operating channel to be clear), it is allowed to transmit data immediately. In
addition, for a device having simultaneous transmissions on that channel, the
device is allowed to continue transmissions on the given the channel without re-
evaluating the availability of that channel. Here, the total allowed time is defined
as Channel Occupancy Time (COT), which is given in range 1 ms to 10 ms, e.g.,
4 ms for Japan and 10 ms for Europe. Towards the end of the Idle Period, the
device shall perform a new CCA as described above, where the minimum Idle
Period shall be at least 5% of the Channel Occupancy Time used by the device
for the current Fixed Frame Period.

In contrast to FBE which is based on the semi-statical channel access, LBE
(see Fig. 2(b)) is a dynamic Listen-Before-Talk (LBT) based spectrum sharing
mechanism based on the CCA mode using energy detect, as described in IEEE
802.11 [4]. Similar to the channel mode based on FBE, a device performs a
CCA check using energy detection whether to decided the channel is occupied
or clear. Instead of trying CCA to transmit on that channel during the next
Fixed Frame Period in FBE, the device performs an Extended CCA (Ext-CCA)
check in which the operating channel is observed for a random duration in the
range between 18 µs and at least 160 µs. During the Ext-CCA check, if there
are no transmissions, the period is considered as the Idle Period in between
transmissions. If the Ext-CCA check has determined the channel to be no longer
occupied, the device may resume transmissions on this channel. The device is
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Fig. 3. An example of HARQ retransmission in shared spectrum, where retransmission
is performed via UCC. Maximum COT is assumed to be no more than 10 subframe
lengths (i.e., 10 ms) and response for the downlink data transmission is assumed to be
fed back via LCC. Also, inter-tx time is assumed to be 4 ms due to additional CCA.

also allowed to continue transmission on the channel within the providing the
COT, which is the same as that in FBE.

3 HARQ Retransmissions in Licensed and Unlicensed
Spectrum

In this section, we propose HARQ retransmission process in licensed component
carrier (LCC) and unlicensed component carrier (UCC) over wireless access net-
works where the LCC is the licensed frequency band operated as a primary
component carrier and UCC is the unlicensed frequency carrier operated as a
secondary component carrier. For simplicity, we assume that initial transmission
is performed at the beginning of the COT after the channel is occupied after
CCA. Also, the CCA is assumed to be terminated right before the subframe for
the data transmission starts.

3.1 HARQ Retransmission via UCC

Figure 3 shows an example of the HARQ retransmissions via UCC, where the
UCC is the same as the component carrier (CC) of initial transmission. We
also assume that the maximum COT is to be 10 ms. As shown in the example,
HARQ retransmission of the beginning parts of COT (e.g., HARQ Process ID
#0) can be performed without additional CCA to re-occupy the same UCC.
In other words, the HARQ retransmission for the HARQ Process ID #0 can
be performed prior to the expiry of the COT. For instance, on the other hand,
HARQ retransmission for HARQ Process ID #2 may not be performed within



Cross-Retransmission Techniques in Licensed and Unlicensed Spectrum 79

Fig. 4. An example of HARQ retransmission in shared spectrum, where retransmission
is performed via LCC. Maximum COT is assumed to be no more than 10 subframe
lengths (i.e., 10 ms) and response for the downlink data transmission is assumed to be
fed back via LCC.

the COT. Instead, the HARQ retransmission may be delayed due to limited COT
as well as additional CCA until the channel is determined as “idle.” Thus, we
propose the modification of HARQ process such as HARQ RTT timer1, especially
in the case of synchronous HARQ and/or long latency exceeding HARQ RTT
timer due to consecutive un-accessible (i.e., busy) channel as the result of CCA.
The modified HARQ RTT timer can be expressed by:

min{max{8, (Ki%8) + Tinter−tx},max RTT}, (1)

where Ki and max RTT denote the index from the last subframe within maxi-
mum channel occupancy time and preconfigured maximum RTT timer, respec-
tively. Note that if the latency due to the CCA is greater than the max RTT ,
data transmission is failed and the transmitter may re-initiate new transmission.

The main advantages of this HARQ retransmission via UCC are the same
as the legacy method defined in [2]. In particular, those are including: (i) inde-
pendent MAC scheduler can be exploited on each CC and (ii) buffering the data
in any other CC for the UCC is not needed. On the other hand, disadvantages
of this approach include (i) it may be hard to perform retransmission in the
same UCC due to limited transmission duration, i.e., COT, and (ii) after max-
imum transmission duration, i.e., expiry of COT, additional CCA is necessary
to occupy the same UCC for the retransmission via the occupying UCC.

1 We assumed HARQ RTT timer is 8 subframe according to LTE [2].
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Fig. 5. An example of HARQ retransmission in shared spectrum, where retransmission
is performed via any available LCC or UCC. Maximum COT is assumed to be no more
than 10 subframe lengths (i.e., 10 ms) and response for the downlink data transmission
is assumed to be fed back via LCC. Also, inter-tx time is assumed to be 4 ms due to
additional CCA.

3.2 HARQ Retransmission via LCC

Figure 4 an example of the HARQ retransmission via LCC, where COT is
assumed to be 10 ms. As shown in the example, any HARQ retransmission
(e.g., HARQ Process IDs #0 and #2) is performed via LCC at least n + 4 sub-
frame after receiving HARQ ACK/NACK feedback in subframe n. Only CCA
on UCC for the initial transmission is necessary but the additional CCAs for the
HARQ retransmissions are not necessary. It is due to the fact that regardless of
occupying the UCC, the retransmissions are performed via the LCC where the
transmitter can transmit data without any accessing the channel for the data
transmission. Thus, it is applicable to the synchronous HARQ since we don’t
have to modify HARQ RTT in contrast to the HARQ retransmission via UCC
in Sect. 3.1. In addition, the latency of HARQ retransmission is the same the
legacy latency of HARQ retransmission. However, it may be overloaded in the
LCC due to the data transmission in LCC and additional HARQ retransmission
of UCC. Furthermore, the receiver shall monitor the LCC and UCC at the same.

3.3 HARQ Retransmission via One of Any Available LCC and UCC

Figure 5 shows an example of the HARQ retransmission via any available CC,
where COT is assumed to be 10 ms. As shown in the example, HARQ retransmis-
sion of HARQ Process ID #2 is performed via LCC, and HARQ retransmission
of HARQ process ID #0 is done via UCC. Compared to the HARQ retransmis-
sion via UCC in Sect. 3.1, HARQ RTT doesn’t have to change and additional
CCA may not be necessary for the HARQ retransmission. It is due to the fact
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Fig. 6. Frame format for LBT operated in subframe boundary with reservation signal.
(a) FBE and (b) LBE.

that whenever the UCC is available as a part of CCA of other data transmission,
HARQ retransmission can also be performed in the UCC (e.g., HARQ Process
ID #0). In contrast to the HARQ retransmission via LCC in Sect. 3.2, it is flex-
ible since retransmission is up to scheduling policy when more than two CCs,
where at least one of CCs is LCC, are available for HARQ retransmissions. It
means that at least one CC, i.e., LCC, is available and it doesn’t lead to per-
forming CCA to access and occupy the UCC for the retransmission. Meanwhile,
in addition, the traffic steering to the UCC can be achieved.

4 Performance Evaluation

4.1 Simulation Results

We compare the performance of proposed HARQ retransmissions in unlicensed
spectrum, in terms of average delay and maximum delay. We also compare the
proposed HARQ retransmission schemes in the view of what/how impact on the
3GPP LTE system.

For the simulation, we consider the total number of simulations is 10 times
and the total number of trials is 100 trials for each simulation. We consider 4 BSs
(i.e., eNBs) which perform CCA for data transmission in the same unlicensed
carrier. We set the COTs to be 4 and 10 ms. We also set qs to be 12 and 26 for
COT = 4 ms and 10 ms, respectively. Thus, when a BS occupies the UCC, the
maximum allowed COT can be calculated, i.e., max COT ≤ 13/32 × q for FBE
based LBT and LBE based LBT (see Fig. 6 for frame format) [3]. In order to align
the frame boundary, we assume that data is transmitted with subframe boundary
after CCA and reservation signal, denoted by “R” in Fig. 6, may be included after
CCA (including extended CCA for LBE) and before the subframe transmission.
Thus, the total channel occupancy time, denonted by TCOT, for a BS when it
occupies the channel after CCA can be calculated by TCOT = TTX + TRSV,
where TTX and TRSV denote the data transmission time (i.e., the number of
subframes) and time to transmit reservation signal, respectively. In addition,
the channel reservation time, denoted by TRSV TOTAL, is in a unit of subframe,
i.e., 1 ms. In particular, the total amount of channel reservation times for FBE



82 E. Kim

Average Delay (ms) with q=12, COT=4

1 2 3 4 5 6 7 8 9 10
0

5

10

15

20

FBE (via UCC)
LBE (via UCC)
via LCC and LCC/UCC

Max Delay (ms) with q=12, COT=4

1 2 3 4 5 6 7 8 9 10
0

10

20

30

40

50

FBE (via UCC)
LBE (via UCC)
via LCC and LCC/UCC

Fig. 7. (a) Average delay and (b) Maximum delay for HARQ retransmission of pro-
posed schemes with q = 12 (COT = 4 ms).

and LBE are calculated by TRSV TOTAL = TCCA + TRSV and TRSV TOTAL =
TCCA +Text-CCA +TRSV, respectively. For the HARQ retransmission, we set the
maximum number of retransmission trials to be 4 and frame error rate (FER)
to 0.1.

Figures 7 and 8 show the average delay and maximum delay for HARQ
retransmission schemes in unlicensed spectrum in Sect. 3, with q = 12 (i.e.,
COT = 4 ms) and q = 26 (i.e., COT = 10 ms), respectively. (i) Latency of
HARQ retransmission via UCC is longer than that of HARQ retransmission
via LCC and LCC/UCC (i.e., any one of available CCs), relatively. It is due to
the fact that additional CCA for the HARQ retransmission may be necessary
for the HARQ retransmission via UCC. However, those additional CCAs for the
HARQ retransmission is not necessary for the HARQ retransmission via LCC
and LCC/UCC since the transmitter can access any available CC either LCC
or UCC. (ii) Delay in the larger value of q is much longer than that in the small
value of q, relatively. It implies that a larger value of COT makes the system
worse because if a station occupies the channel, the other (needs to perform
HARQ retransmission in the UCC) shall wait till the COT expires or till the
channel is available (i.e., idle).

4.2 Comparison of HARQ Retransmission Techniques

Table 1 summaries the comparisons of the proposed HARQ retransmissions via
UCC, via LCC, and via any available CC (i.e., either LCC or UCC). As shown
in Table 1, HARQ retransmissions via UCC do not impact the current 3GPP
LTE [1], but latency due to the retransmission increases when the COT exceeds
the HARQ RTT. It is due to the fact that additional CCA is necessary to occupy
the UCC, which is the same CC as that for the initial transmission. Otherwise,
the transmission is dropped and the transmitter shall re-initialise data trans-
mission. In addition, as shown in Figs. 7 and 8, the average delay and maximum
delay for HARQ retransmissions via LCC and via any available CC are shorter
than those for HARQ retransmissions via UCC, relatively. It is due to the fact
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Table 1. Comparison of HARQ retransmission schemes.

Via UCC Via LCC Via LCC/UCC

What/How - HARQ Retransmissions

via the same carrier

(UCC) as the carrier for

initial transmission

-HARQ Retransmissions

via LCC

-HARQ Retransmissions

via one of any available

LCC and UCC

Pros - Same (or similar) legacy

approach

- No additional CCA - No additional CCA

- Applicable to any

scheduling (cross-carrier

and self-carrier

scheduling)

- Same (or similar)

HARQ performance (RTT

timer, latency of

retransmission)

- Same (or similar)

HARQ performance (RTT

timer, latency of

retransmission)

Cons - Additional CCA is

necessary (due to

regulatory requirements)

- Overhead in LCC due to

retransmission and initial

transmissions

- May be overhead in

LCC due to

retransmissions and

initial transmissions

- Relatively long latency - HARQ channel ID

mapping and relevant

operation is necessary

- HARQ channel ID

mapping and relevant

operation is necessary for

the retransmission via

LCC

DL PHY

control impact

- No impact - UE monitors UCC (for

initial transmissions) and

LCC (for retransmissions)

- UE monitors UCC (for

initial transmissions) and

LCC/UCC (for

retransmissions)

- DCI needs to be

modified for HARQ

channel mapping

- DCI needs to be

modified for HARQ

channel mapping

HARQ impact - Timing for

retransmission may be

longer due to CCA and

limited COT

- No change on HARQ

timing

- No change on HARQ

timing

- No impact on HARQ

Processing ID

- HARQ channel ID

mapping and relevant

operation is necessary

- HARQ channel ID

mapping and relevant

operation is necessary

Impact on

LBT (FBE)

- UCC shall be occupied

for retransmissions.

Otherwise, latency

increases due to Fixed

Frame Period

- No impact since CCA is

only necessary for the

initial transmission

- No impact since CCA is

only necessary for the

initial transmission, but

CCA is only necessary for

the retransmission via

UCC

Impact on

LBT (LBE)

- UCC shall be occupied

for retransmissions.

Otherwise, latency

increases due to

additional CCA

- No impact since CCA is

only necessary for the

initial transmission

- No impact since CCA is

only necessary for the

initial transmission, but

CCA is only necessary for

the retransmission via

UCC

that the LBT time for the retransmissions is unnecessary since the transmitter
can retransmit the data via CC, which is always available without accessing the
channel for retransmissions. However, additional modifications related to HARQ
processing such as distinguishing method between the retransmission and other
transmissions in the occupied CC and indicating the CC which is used for the
initial transmission. Nevertheless, it is clear that latency of data transmission
due to additional CCA of the system operating in unlicensed spectrum band
decreases.
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Fig. 8. (a) Average delay and (b) Maximum delay for HARQ retransmission of pro-
posed schemes with q = 26 (COT=10 ms).

5 Conclusion

In this paper, taking into account the regulatory requirements in the unlicensed
spectrum such as CCA, we propose new HARQ retransmission techniques in
unlicensed spectrum, i.e., HARQ retransmission via UCC, HARQ retransmission
via LCC, and HARQ retransmission via any available CC. Although all proposed
HARQ retransmission techniques in the unlicensed spectrum need to modify the
current system, i.e., LTE, those algorithms are applicable to the retransmission
in the unlicensed spectrum. In particular, proposed HARQ retransmission via
LCC and via any available CC attain high performance in terms of transmission
time. In addition, the proposed algorithms and further extensions taking into
account regulatory requirements in the unlicensed spectrum can be used in the
uplink service and in the coexistence of downlink and uplink service.
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Abstract. This paper proposes an innovative pricing discount cooperative strat-
egy in an O2O era adds a mobile channel, and models the market share into three
consumer bases: one prefers buying the products in stores, one prefers shopping
online, and one prefers buying products using a mobile App. In the O2O added
mobile channel (O2O&M), the competition promotes the manufacturer aggres-
sively set a higher selling and wholesale price, resulting in the retailer increas-
ing his selling price. Surprisingly, this allows the manufacturer to direct online
mobile and computer channels to gain more profits and achieve Pareto-improving.
Meanwhile, the manufacturer utilizes the online computer channel price discount
contract as an effective mechanism to improve their respective profits.

Keywords: O2O&M supply chain · Price discount contracts · Channel
coordination

1 Introduction

With the rapid growth of technologies, online shopping has significantly changed our
purchase patterns over the past decades. As the NewYork Times reported, more than half
of top suppliers began to use online technology to sell directly to consumers through the
internet and mobile devices. More and more companies realize that online technologies
help them reduce margin costs and expand the consumer market, ultimately promoting
the whole channel’s sales and increasing their profits.

Recently, with the development of online technology, a large number of manufactur-
ers (or suppliers) such as IBM. P&G, McDonald’s, and HP are involved in introducing
mobile orders to redesign their supply chain channels [1–3]. When the manufacturers
(or suppliers) open a newly added mobile channel, they may attract the customers who
prefer buying the products in stores through the traditional channel, and capture the cus-
tomers who prefer shopping online through the direct online channel, also could attract
young customers who prefer buying products use mobile App through the mobile chan-
nel. However, the benefit of expanding market segments also leads to a disadvantage of
channel conflict. When the manufacturers (or suppliers) open an online computer and
mobile channels, they would take away some market share from the traditional channel
and compete with retailers. Retailers have no choice except to reduce the price to attract
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consumers. Although this competition may lead to conflict, they may not be worse off,
and it is unwise to boycott the online channel and drive customers to buy elsewhere [4].

In this paper, we consider pricing discount decisions in an O2O era and added a
mobile channel (O2O&M) supply chain channel. In our research, we propose an inno-
vative pricing discount cooperative strategy in anO2O&Mchannel andmodel themarket
share into three consumer bases: one prefers buying the products in stores, one prefers
shopping online, and one prefers buying products using a mobile App. The main contri-
butions of this paper are: will fill up the supply chain pricing discount decision literature
stream of the manufacturers directing traditional retailer channel, online channel, and
mobile channel together. This paper addresses some main research questions:

1) What optimal pricing policies for traditional, online, and mobile channels?
2) How does pricing discount contracts promotion strategy impact the whole supply

chain?
3) Does pricing discount contracts improves channel profits and reduce conflict?

The rest of this paper is organized as follows. Section 2 surveys the pertinent lit-
erature, and Sect. 3 derives the pricing discount contract models in an O2O&M chan-
nel supply chain. Section 4 compares the main results derived from O2O&M channel.
Section 5 offers our conclusions and future research.

2 Literature Review

2.1 Mobile Channel

Bang et al. (2014) develop a theoretical framework for understanding the interactions
between mobile and traditional online channels for products with different characteris-
tics. Huang et al. [6] use empirical analysis to indicate that adopting the mobile channel
will promote channel conflict. However, the consumers’ purchases increased overall.
Kim and Baek [7] proposed a structural model to investigate why consumers use mobile
app channels. They show that time convenience, interactivity, and compatibility posi-
tively influenced the demand for mobile channels. Yin et al. [8] Compare the traditional
recommendation model and location-based mobile marketing recommendation model
in the mobile channel. Gao et al. [9] investigate the effectiveness of the mobile online
channel. Amrouche et al. [10] study the noon-cooperation and cooperation strategies
in the O2O&M channel supply chain. They find that manufacturers will try to impose
a revenue-sharing strategy to benefit the whole channel. However, different from the
above studies’ research on recommendation models using empirical analysis, this paper
set a game-theoretic model to illustrate the effect of pricing discount contracts to the
channel members’ profits in the O2O&M channel.

2.2 Coordination Incentive Mechanisms

Numerous contributions have been made to channel price strategy coordination mech-
anisms. Dada and Srikanth [11] formulated a pricing model under quantity discounts.
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Winter [12] and Iyer [13] utilized multi-echelon coordination mechanisms to show us
that linear price contracts and quantity discounts contracts will not be sufficient. Chiang
et al. [1] study a pricing-setting model to show us that online channels are not always
detrimental to the retailer. Cachon [14] showed that profit sharing and quantity discounts
could coordinate a supply chain when price strategy mechanisms are involved. Yao et al.
[15] utilized Bertrand and Stackelberg models and looked at price competition in a dual
channel. Kurata et al. [16] illustrated an optimal pricing decision for brand and channel
competition. Huang and Swaminathan [17] considered four different pricing strategies
in dual channels. Chen et al. [18] found that price and quality decisions may increase
the profit of the dual-channel for both retailers and manufacturers. The above research
studies on coordination incentive mechanisms focus on selling incentive contracts. They
didn’t focus on different price discount incentive contracts in the O2O&M channel
supply chain.

2.3 Price Differentiation

Boyaci and Ray [19] investigate the differences in immediate and dynamic effects of
promotional and regular prices on sales. Haucap and Heimeshoff [20] explore how con-
sumers react toward price differentiation between on-net and off-net calls in mobile
telecommunications. Herbon [21] develop an optimization model with price differenti-
ation over time. They show us that the price differentiation strategy may mitigate the
retailer’s risk of falling in the process of implementing price discrimination. Danzon [22]
uses the differential pricing theory to incorporate insurance coverage and address static
and dynamic efficiency. Raza and Govindaluri [23] investigate the mathematical models
for single-channel coordination that integrate price differentiation for green and regular
products. The models provide comprehensive decision support to determine important
decision differentiation prices. The key difference between this study and the above
studies is that we investigate the different price decisions in the mobile channel.

3 Models

This paper considers the price decision strategy of manufacturers directing the O2O&M
supply chain. Chiang et al. [1] and Yan et al. [2] show that most products are less
acceptable from web-based channels than the traditional channel. If customers buy the
product from an online store, they should typically have to wait several days for delivery
and be charged a shipping and handling fee [24]. Second, it is difficult to eliminate
the production uncertainty completely only after viewing the photographs on the web
page. Even the customer can refund the product but has to pay the delivery fee, and the
refund is typically only partial, reducing the customer’s consumption value [25]. Third,
as Yan et al. [2] addressed, the online seller may be located in another city. Therefore,
the after-sale service questions arise. As a result, the demand functions are assumed to
be linear in price and cross-price effect, and the demand functions can be addressed as

D1 = g(1 + γ ) − βp1 + μp2 (1)

D2 = (1 − g) − βp2 + μp1 (2)
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Here,D1 is the online demand andD2 is the offline demand. The percentage of consumers
going to the offline channel is 0 < g < 1. On the other hand, 1 − g is the percentage
of consumer goes to the online channel. The online mobile channel baseline demand
is noted as γ. In order to save notions, we assume g = θ

2 , where θ is the product
compatibility. Therefore, the demand functions can be expressed as

D1 = θ
2 − p1 + θp2 (3)

D2 = (
1 − θ

2

) − p2 + θp1 + θp3 (4)

D3 = θγ
2 − p3 + θp2 (5)

Here, D1 is the online computer channel demand, D2 is the offline traditional retailer
demand, and D3 is the online mobile channel demand.

3.1 O2O&M Supply Chain

3.1.1 Mobile and Computer with a Noon-Different Price

In this part, we compare the manufacturers directing the O2O supply chain and the
O2O&M supply chain. In this scenario, we assume the online computer channel and
mobile channel have the same price decisions, which means, p1 = p3. The demands
functions can be expressed as

D1 = θ
2 (1 + γ ) − p1 + θp2 (6)

D2 = (
1 − θ

2

) − p2 + θp1 (7)

The expected profit function of the manufacturer and retailer can be expressed as
follows

πM = p1D1 + ωD2 (8)

πR = (p2 − ω)D2 (9)

3.1.2 Mobile and Computer with Different Price

In this scenario, we assume the online computer channel and mobile channel have the
same price decisions, which means, p1 �= p3. The demands functions can be expressed
as

D1 = θ
2 − p1 + θp2 (10)

D2 = (
1 − θ

2

) − p2 + θp1 + θp3 (11)
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Manufacturer

Traditional
retailer

Customers

Retailer channel                 Computer channel                Mobile channel 

Fig. 1. The O2O&M channel distribution diagram.

D3 = θγ
2 − p3 + θp2 (12)

The expected profit function of the manufacturer and retailer can be expressed as
follows (Fig. 1)

πM = p1D1 + p3D3 + ωD2 (13)

πR = (p2 − ω)D2 (14)

Lemma 1. In the O2O&M channel and noon-added mobile supply chain, the optimal
pricing strategies and profits for the online and the traditional retailer are summarized
in Table 1.

The outcomes in Lemma 1 show that the online prices and manufacturer profits are
significantly affected by the O2O&M channel. In the traditional retailer channel, the
optimal decisions for both the manufacturer and the traditional retailer are influenced
by the differential of return policies. The traditional offline retailer’s demand and profits
are the same from the newly added or noon-added mobile channel strategies.

Proposition 1. Comparison of different ω, p, D, and π .

1) ωADP > ωAOP> ωNAM ;
2) pADP1 > pAOP1 > pNAM1 , pADP2 > pAOP2 > pNAM2 ;
3) DADP

ON > DAOP
ON > DNAM

ON ,DADP
OF = DAOP

OF = DNAM
OF ;

4) πADP
M > πAOP

M > πNAM
M , πADP

R > πAOP
R > πNAM

R .

In the O2O&M channel, the competition promotes manufacturers aggressively set-
ting higher selling and wholesale price, resulting in the retailer increasing his selling
price. Surprisingly, this situation allows both the manufacture directing online mobile
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Table 1. The equilibrium outcomes of the O2O era added and noon-added mobile channel
Scenarios

Added mobile channel Noon-added mobile
channelOP DP

ω
2−θ+(1+γ )θ2

4−4θ2
2−θ+(1+γ )θ2

4−8θ2
2−θ+θ2

4(1−θ2)

p1
θ(3+γ−θ)

4(1−θ2)

θ[3−θ(1+θ−γ θ)]
4−8θ2

3θ−θ2

4(1−θ2)

p2
6−θ(3−2γ θ−θ2)

8−8θ2
6−θ[3+2θ(1−γ−θ)]

8−16θ2
6−3θ+θ3

8−8θ2

p3
θ
[
2+γ−θ+(1−γ )θ2

]

4−8θ2

D1
(4+2γ−θ)θ

8
(4−θ)θ

8
(4−θ)θ

8

D2
2−θ
8

2−θ
8

2−θ
8

D3
(2+2γ−θ)θ

8

πR
(2−θ)2

64
(2−θ)2

64
(2−θ)2

64

πM

4−θ

⎡

⎣4−θ

⎧
⎨

⎩
15 + 2γ (6 + γ )

−8θ − 4γ θ + θ2

⎫
⎬

⎭

⎤

⎦

32(1−θ2)

4−θ

⎡

⎣ 4 − {19 + 2γ (4 + γ )}θ
+4(3 + γ )θ2 − 2(2 − γ )γ θ3

⎤

⎦

32−64θ2
4−θ[4−(5−θ)(3−θ)θ]

32(1−θ2)

and computer channels to gain more profits and achieve Pareto-improving. Addition-
ally, there is no impact on the traditional offline retailer’s demand, even increasing his
selling price. This means the traditional offline retailer may also benefit from such an
O2O&M channel.

Proposition 2. (Impact of θ on ωADP, pADP, and DADP)

(1) ωADP is decreasing in θ , given θ ∈ (0 , 3 + γ − √
8 + 6γ + γ 2

)
. Otherwise ωAM

is increasing in θ , given θ ∈
(
3 + γ − √

8 + 6γ + γ 2 , 1); ωNAM is decreasing

in θ , given θ ∈ (0 , 3 − 2
√
2
)
. Otherwise ωNAM is increasing in θ , given θ ∈

(
3 − 2

√
2 , 1).

(2) pADP1 and pADP3 are increasing in θ ; pADP2 is first decreasing and then increasing in
θ .

(3) DADP
1 and DADP

3 are increasing in θ , DADP
2 is decreasing in θ .

Proposition 2 shows that in the O2O&M channel, the manufacturer’s wholesale
price changes with product compatibility θ . When θ is high, the manufacturer sets a
higher wholesale price, and the manufacturer sets a lower wholesale price when θ is
low. This which means when θ is low, the product compatibility with traditional offline
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retailer sales is larger, and consumers will transfer the products to the offline channel,
in order to keep the demand from the offline retailer, the manufacturer sets a lower
wholesale price. On the other hand, as the product compatibility parameter θ increase,
there is no difference between customers buying the products offline or online. Because
of the convenience of online channels, a plenty number of customers transfer to the
online channel from the offline channel, and the manufacturer aggressively sets a high
wholesale price to the retailer, which decreases the offline demand.

On the other hand, as the wholesale price decrease, the offline retailer would like to
set a low sell price. However, as the manufacturer sets a high wholesale price, the retailer
has to increase its sell price to recoup the loss without affecting sales. Meanwhile, online
mobile and computer channel demands are still increasing even though online channels
are increasing their prices. Additionally, as the traditional offline retailer decrease its
price, the demand for offline channel is the same from both of the newly added or
noon-added mobile channel strategies.

4 Coordination with Price Discount Contracts

This section investigates different price discount contracts (Online computer channel
price discount contract, online mobile channel price discount contract and offline retailer
channel price discount contract) in the O2O&M channel. We compare the different price
discount contracts and determine which contract could help all channel members gain
more profits and achieve Pareto-improving.

4.1 Online Computer Channel Price Discount Contract

In this scenario, the manufacturer utilizes a price discount contract as an effective mech-
anism in the online computer channel to check whether this strategy is beneficial. In this
section, we assume the wholesale price ωACD = θpACD1 . Therefore, the profit functions
of manufacturer and retailer can be written as follows:

πACD
R = (

pACD2 − θpACD1

)
DACD
2 (15)

πACD
M = pACD1 DACD

1 + pACD3 DACD
3 + θpACD1 DACD

2 (16)

4.2 Online Mobile Channel Price Discount Contract

In this scenario, the manufacturer utilizes a price discount contract as an effective mech-
anism in the online mobile channel to check whether this strategy is beneficial. In this
section, we assume the wholesale price ωAMD = θpAMD

3 . Therefore, the profit functions
of manufacturer and retailer can be written as follows:

πAMD
R = (pAMD

2 − θpAMD
3 )DAMD

2 (17)

πAMD
M = pAMD

1 DAMD
1 + pAMD

3 DAMD
3 + θpAMD

3 DAMD
2 (18)
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4.3 Offline Traditional Retailer Price Discount Contract

In this scenario, the manufacturer utilizes a price discount contract as an effective mech-
anism in the online mobile channel to check whether this strategy benefits. In this
section, we assume the wholesale price ωATD = θpATD2 . Therefore, the profit functions
of manufacturer and retailer can be written as follows:

πATD
R = (pATD2 − θpATD2 )DATD

2 (19)

πATD
M = pATD1 DATD

1 + pATD3 DATD
3 + θpATD2 DATD

2 (20)

Based on the profit functions, the equilibrium outcomes of the three price discount
scenarios are summarized in Table 2.

Table 2. Equilibrium outcomes of the three price discount scenarios

Online channel price discount contracts Offline channel price discount
contractComputer channel Mobile channel

ω
θ2[−6+θ(2+θ−2γ θ)]

4(−2+3θ2+θ4)

θ2

⎡

⎣ −2(2 + γ )

+2θ + (−2 + γ )θ2

⎤

⎦

4(−2+3θ2+θ4)

4θ−θ2[2−θ(−1+γ+θ)]
8−4θ2(2+θ)

p1
θ[−6+θ(2+θ−2γ θ)]

4(−2+3θ2+θ4)

θ(−4+θ−2γ θ2+θ3)

4(−2+3θ2+θ4)

8θ+θ2

⎡

⎣2−θ

⎧
⎨

⎩
4 + θ

−γ (2 + θ)

⎫
⎬

⎭

⎤

⎦

8
[
2−θ2(2+θ)

]

p2 −
8−θ

⎡

⎣4−θ

⎧
⎨

⎩
2 + (1 − θ)2θ

+2γ (1 + θ2)

⎫
⎬

⎭

⎤

⎦

8(−2+3θ2+θ4)
− 8+θ(−4+4γ θ+θ2+θ4)

8(−2+3θ2+θ4)

−4+θ[2−θ(−1+γ+θ)]
−8+4θ2(2+θ)

p3

θ

⎡

⎣ −2(1 + γ ) + θ

2(2 − γ )θ2 + θ3

⎤

⎦

4(−2+3θ2+θ4)

θ

⎡

⎣ −2(2 + γ )

+2θ − (2 − γ )θ2

⎤

⎦

4(−2+3θ2+θ4)

θ

⎡

⎢
⎣

−4 − θ
(
2 + θ2

)

+γ
{
−4 + θ2(2 + θ)

}

⎤

⎥
⎦

8
[
2−θ2(2+θ)

]

D1 −
θ

⎡

⎣ 4 − 2(4 + γ )θ2 + θ3

−2(3 − γ )θ4 + θ5

⎤

⎦

8(−2+3θ2+θ4)
(4−θ)θ

8
θ[8−θ{6+θ(6+θ+γ θ)}]

8
[
2−θ2(2+θ)

]

D2 −
8+θ

⎡

⎣ −4 − 2(5 − γ )θ

+5θ2 − 2γ θ3 + θ4

⎤

⎦

8(−2+3θ2+θ4)
−

8+θ

⎡

⎣ −4 − 8θ

+θ2{5 + θ(−4 + 2γ + θ)}

⎤

⎦

8(−2+3θ2+θ4)

−4+θ[2−θ(−1+γ+θ)]
−8+4θ2(2+θ)

(continued)
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Table 2. (continued)

Online channel price discount contracts Offline channel price discount
contractComputer channel Mobile channel

D3
(2+2γ−θ)θ

8

γ
(
−4θ + 6θ3 + 4θ5

)

−θ3(−4 + θ + θ3)

8(−2+3θ2+θ4)

γ θ
[
−4 + θ2(4 + 3θ)

]

−θ [(2 + θ)(2 − (4 − θ)θ)]
8
[−2+θ2(2+θ)

]

Proposition 3. Impact of θ on ω, p, and D using different price discount contracts.

(1) When θ < θ
′
, ωACD, ωAMD, and ωATD are increasing in θ;

(2) pACD1 , pACD2 , pACD3 , pATD1 , pATD2 , and pATD3 are increasing in θ . pAMD
1 , pAMD

2 , and
pAMD
3 are first decreasing and then increasing in θ;

(3) DACD
1 ,DATD

1 , andDATD
3 are first increasing and then decreasing in θ. DACD

2 ,DAMD
2 ,

and DATD
2 are first decreasing and then increasing in θ; DACD

3 ,DAMD
1 , and DAMD

3
are increasing in θ. Meanwhile, DAMD

3 is significantly decreasing in γ .

Proposition 3 shows that when the product compatibility θ is low, no one will buy
from the online channel, in order to keep the demand from the offline retailer, the man-
ufacturer sets a lower wholesale price to the offline retailer. As θ increases, consumers
are transferred to the online channel from offline channel, increasing the demand for the
online computer channel and decreasing the offline channel, and promoting themanufac-
turer to increase his wholesale price to dig more profits. All selling prices are increasing
with θ under online computer channels or offline channel price discount contracts. At
first, when θ , the online channels set a lower price to attract more consumers. As θ

increases, consumers transfer from offline to online in order to get more profits without
loss demands, and the online members increase their selling prices. Meanwhile, as the
manufacturer increases his whole sale price, the offline retailer also increases his selling
price.Additionally,when themanufacturer newly added amobile channel, as θ increases,
the consumers first transfer to the online computer channel. In order competitive with
online computer channels, the online mobile channel set a lower selling price. However,
as the online channels attract more consumers, the online mobile channel increases its
selling price to get more profits. Meanwhile, as the consumers first transfer to the online
channels, this gives offline retailers stress to decrease their selling prices to attract more
consumers. Moreover, a higher wholesale price incentives the retailer to increase his
selling price (Fig. 2, 3, 4 and 5). On the other hand, higher online selling prices will
decrease some online demands and increase some offline demands.
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Fig. 2. Effect of θ on pAMD
1 , pAMD

2 , and pAMD
3

Fig. 3. Effect of θ on DACD
1 and DACD

2

Fig. 4. Effect of θ on DAMD
2 and DAMD

3
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Fig. 5. Effect of θ on DATD
1 ,DATD

2 , and DATD
3

Proposition 4. (1)When the online computer ormobile channel price discount contracts
are utilized in the O2O&M channel, the offline retailer always benefits from computer
or mobile channel price discount contracts (i.e., πACD

R > πADP
R and πAMD

R > πADP
R );

(2) the manufacturer does not benefit from a computer or mobile channel price discount
contract; (i.e., πACD

M < πADP
M and πAMD

M < πADP
M ); (3) under the condition, that the

whole channel supply chain always benefits from online computer or mobile channel
price discount contracts when θ is low (i.e., πACD

M + πACD
R > πADP

M + πADP
R ) (Fig. 6).

Fig. 6. Different price discount contracts

Proposition 4 indicates that online computer or mobile channel price discount con-
tracts are beneficial to the offline retailer, but it is not beneficial to the manufacturer.
Additionally, if the product compatibility θ is low, the whole supply chain is also bene-
ficial. That is because, when θ is low, both the computer and mobile channels decrease
their selling price to attract more consumers. In this situation, if the manufacturer uti-
lizes an online computer or mobile channel price discount contract, this strategy will
set a lower wholesale price and incentivize the retailer to set a lower selling price and
ultimately increase the profits of the retailer channel. Meanwhile, as the profits of the
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offline retailer channel increase, it will recoup the online channel’s losses, which ulti-
mately leads to a higher profit for the whole supply chain. As a result, through online
computer or mobile channel price discount contract, both the manufacturer and retailer
can achieve a Pareto-improving if and only if the product compatibility θ is not high.
Therefore, when the product compatibility is not high, the manufacturer can use the
online price discount contract as effective mechanisms to improve their profits.

Corollary 1. (1) Themanufacturer always benefitsmore from an online computer chan-
nel price discount contract (i.e., πACD

M > πAMD
M ); (2) the offline retailer always benefits

less from online computer channel price discount contracts (i.e., πACD
R < πAMD

R ); (3)

under the condition of 0 < θ <
√
2
2 , the whole channel supply chain always bene-

fits more from online computer channel price discount contract when θ is low (i.e.,
πACD
M + πACD

R > πAMD
M + πAMD

R ).

Corollary 1 reveals that compare with an online mobile channel price discount con-
tract, an online computer channel price discount contract is always beneficial to the
manufacturer. And less beneficial to the retailer. Meanwhile, it is always more beneficial
to the whole channel. That’s because the product compatibility θ should be much lower
in the online mobile channel price discount contract than in the online computer price
discount contract. This incentive the online channel members to decrease their selling
prices and lead the manufacturer to set a lower wholesale price, ultimate promotion the
retailer to decrease his selling price. Which helps the offline retailer attract more con-
sumers. However, the increased profit for the manufacturer and whole channel supply
chain is much more than the loss of the offline retailer. Therefore, the manufacturer
utilizes the online computer channel price discount contract as an effective mechanism
to improve their respective profits.

Proposition 5. (1)When a traditional offline retailer price discount contract is utilized in
the O2O&Mchannel, the offline retailer always benefits from this strategy, but less bene-
fits than online channel price discount contracts (i.e.,πAMD

R > πACD
R > πATD

R > πADP
R );

(2) the manufacturer does not benefit from traditional offline retailer price discount con-
tracts but benefits from online channel price discount contracts; (i.e., πADP

M > πATD
M >

πACD
M ); (3) under the condition of 0 < θ <

√
2/2, compared with the online channel

price discount contracts, the whole channel supply chain does not benefit from offline
channel price discount contracts but always benefits from than baseline model when θ

is low (i.e., πACD
M + πACD

R > πAMD
M + πAMD

R > πATD
M + πATD

R > πADP
M + πADP

R ).

Proposition 5 shows us that both the online channel and offline channel price discount
contracts can achieve more profits when the product compatibility θ is not very high.
In addition, the online computer channel price discount contract is the most effective
incentive mechanism to improve both the manufacturer and retailer to achieve Pareto
results.

5 Conclusions

This paper considers pricing discount decisions in an O2O&M supply chain. Following
the analytical observations derived from our O2O&M model, we present that when the
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product compatibility θ is not very high, the newly added mobile channel can help the
whole channel achieve the Pareto improvement. Therefore, it is suggested that the man-
ufacturer should seek an online mobile channel cooperation mechanism. Meanwhile,
all the channel members benefit from the online computer channel price discount con-
tract. Consequently, valuable managerial insights to business managers are that channel
directors should invest more money to redesign their online channel and cooperate with
competitive channel members to get more performance.

Due to the limitation of this research, we suggest some extensions for future study.
First, we can link the recommendation model with our O2O&M model to investigate
online consumers’ purchase stickiness. Second, other incentive contracts can also be
used in our model. Third, the pricing decisions should change with time, which also
needs to consider the dynamic pricing decisions.
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