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Preface

It is a matter of great privilege to write a preface for the proceedings of the Fourth
International Conference on Emerging Technology Trends in Electronics, Commu-
nication and Networking (ET2ECN 2021), organized by Department of Electronics
Engineering, Sardar Vallabhbhai National Institute of Technology, Surat, India,
during November 17–18, 2021. This conference was followed by a great success
of the previous three international conferences organized in 2012, 2014 and 2020.
The year 2021 is being celebrated as the Diamond Jubilee Year of our institute, S. V.
National Institute of Technology (SVNIT), Surat. This conference was part of this
Diamond Jubilee Celebration.

The Fourth International Conference on Emerging Technology Trends in Elec-
tronics, Communication and Networking (ET2ECN 2021) is soliciting original and
previously unpublished papers addressing research challenges and advances in the
areas of electronics, communication and networking systems. The objective of the
conference is to provide an opportunity for researchers, academicians and students
to discuss and exchange ideas on issues, trends and developments in electronics,
communication and networking. The ET2ECN2021 conference takes a broader view
and seeks papers describing innovative research contributions to the broad field of
electronics, communication and latest as well as upcoming technologies. The confer-
ence addresses a broad range of research and real-life application topics, including
theory, methods, applications and tools. The contributions will enrich knowledge
and motivate the young researchers and experienced electronics and communica-
tion engineers who wish to explore new areas in electronics, communication and
networking. These will also be beneficial for the professionals/researchers working
in research and development laboratories and in areas likemachine learning, artificial
intelligence, soft computing, etc.

The program committee of ET2ECN 2021 is extremely grateful to the authors
who showed an overwhelming response to the call for papers. Totally, 71 papers
were submitted by authors in three tracks. The entire review team expanded tremen-
dous efforts to ensure selection of quality papers. Best quality papers were selected
based on the review from three reviewers for each paper. Similarity checking and

xi



xii Preface

overlapping were based on international norms and standards. Based on the recom-
mendations of reviewers, this present book contains 26 papers accepted for publica-
tions. The proceedings of the conference are published as one volume in the Lecture
Notes in Electrical engineering (LNEE) series by Springer. We place our gratitude
as the chairs to the organizing committee members and students, whose constant
involvement and dedication supported us at every stage of this task.

We, in our capacity as the volume editors, convey our sincere gratitude to springer
for providing the opportunity to publish the proceedings of ET2ECN 2021 in their
LNEE series.

The conference program had beautiful array of keynote and invited speakers from
all over the world. The program consists of keynote sessions and paper presenta-
tions, covering a wide range of topics in electronics, communication and networking.
Keynote speakers included Prof. Y. P. Kosta, Dr. Santosh Kumar, Dr. Sergi Abadal,
Ms. Neha Raj, Dr. Ashwin Kothari, Dr. Raghavendra Ramachandra and Prof. D. C.
Jinwala. We are grateful to them for sharing their insights on their latest research
with us.

Finally, we would like to express our sincere thanks to the SVNIT administration
and advisory committee members for their support and guidance in organizing this
conference. We are also thankful to other sponsoring agencies for joining their hands
with us to make this conference a great success.

It is expected that the delegates and the participants have been enriched by
the experience of this conference and the legacy of knowledge dissemination will
continue.

Surat, India
Prayagraj, India
Enna, Italy
November 2021

Rasika Dhavse
Vinay Kumar

Salvatore Monteleone



Plenary Talk

Microstrip Antennas

Y. P. Kosta
CHARUSAT University
Gujarat, India

This presentation session will include introductory aspects of microstrip antennas
such as radiation mechanism, antenna parameters, feeding techniques and measure-
ment aspects. Thiswill be followed by a quickway to estimate the resonant frequency
of a microstrip antenna and arrive at its physical size. The know-how of the physical
dimensions will function as plug-in to an antenna software and quick start design and
design optimization. Finally, toward the end, a new concept of liquid antennas will
also be introduced to the participants. The liquid antenna concept was first reported
and introduced by the author(s) in 1989 in a regional conference at IIT Roorkee.
Liquid antennas were extensively introduced to the antenna community in an IEEE
Antenna Conference as a publication in 2004. The title of the research paper was
“LiquidAntenna Systems”. This conference paper can easily be extracted byGoogle.

xiii
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Optical Fiber-Based Plasmonic Biosensor for Cancer
Detection

Dr. Santosh Kumar
Senior Member SPIE
Associate Professor
School of Physics Science and Information Technology
Liaocheng University
Liaocheng, China

Plasmonic fiber-optic biosensors utilize the flexibility and compactness of optical
fibers in conjunction with the high sensitivity of nanomaterials to their surrounding
medium to detect biological species such as cancer cells. Due to their small size,
accuracy, low cost and ability to perform remote and distributed sensing, plas-
monic fiber-optic biosensors are promising alternatives to conventional cell detection
methods. They have the potential to benefit clinical diagnostics, drug discovery, food
process control, disease detection and environmental monitoring. Recent advances
in cancer cell detection have resulted in the development of multicore optical fiber-
based biosensors. Six distinct normal and cancer cells were cultured and detected
using a newly developed sensor. I would like to discuss the fabrication of optical
fiber plasmonic sensors and the establishment of a cell culture laboratory for the
purpose of developing biosensors for the detection of cancer cells and other microor-
ganisms. The discussion will benefit researchers working in optical fiber technology
and biosensing.

xv
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Toward the Internet of Everything with Reconfigurable
Intelligent Surfaces and Graphene Antennas

Dr. Sergi Abadal
Distinguished Researcher
Coordinator of the FET-OPEN Project WiPLASH
Ambassador of the European Innovation Council
Universitat Politècnica de Catalunya (UPC)
Barcelona, Spain

Abstract: Advances in RF design enable the implementation of wireless communi-
cations at the mmWave to THz bands, potentially leading to very high speeds while
using tiny antennas and transceivers. This is expected to be translated into wire-
less networks with unprecedented levels of performance and efficiency, as well as
the capacity to enter into uncharted territories such as inside the body or inside the
chips, opening a plethora of disruptive applications in the context of the Internet of
Everything. In this keynote, we will describe two groundbreaking technologies and
their implications in wireless networks in 6G and beyond. On the one hand, we will
review the concept of Reconfigurable Intelligent Surfaces (RIS), whose powerful
control over electromagnetic waves allows them to modify the characteristics of the
wireless channel in unprecedented and software-defined ways. This will be particu-
larly critical in the THz band, sincemultiple phenomena impair propagation and limit
the transmission distance in this part of the wireless spectrum. We will briefly revisit
the fundamentals of RIS in the mmWave-THz bands, to then summarize the main
applications in the contexts of 6G networks. On the other hand, we will introduce
recent works on graphene antennas, whose plasmonic properties at THz frequencies
lead to extreme levels ofminiaturization and unprecedented tunability.Wewill finally
describe Wireless Network-on-Chip (WNoC), a novel area-constrained application
uniquely suited to the characteristics of the highly integrated, ultra-high-speed wire-
less communications enabled by graphene and that shows potential for a paradigm
shift in the field of computer architecture.

Recent Trends in Communication Engineering and Issues
and Challenges Thereof

Dr. Ashwin Kothari
Associate Professor
Visvesvaraya National Institute of Technology
Nagpur, India

Consistent demand of high performance and reliability, spectrum efficacy, high data
speed and environment-friendly technology with sustainability has made communi-
cation engineering to undergo a paradigm shift or evolution. Tremendous research
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efforts pursued all over the world have come up with new and recent methodologies
or techniques to achieve desired goals. This has resulted in many interesting problem
statements or research fields open for the researchers to be pursued worldwide. Such
efforts demand amalgamation of approaches based on interdisciplinary fields which
further results in issues to be addressed related to compliance at various levels. A
serious attention must be given to the needs of design of newer standards, protocols
and algorithms not only for implementation of these newer technologies but also for
their testing and validation. My talk would be covering an overview of such trends
and issues and challenges related to them.

Electronic Trends of Upcoming Integrated Technology

Ms. Neha Raj
Member of Technical Staff
Global Foundries
Singapore

Semiconductor industry makes modern life possible. Without semiconductor chips,
smartphones, computers, healthcare equipment, military devices, transportation and
thousands of other devices could not function. Thus far, the industry has managed to
consistently providemore powerful integrated chips in response to demand, allowing
electronic innovations to develop at a staggering rate. That said, the increasing
demands for smaller, faster semiconductor chips raise an important question: Is the
system scaling made possible by Moore’s Law reaching its limits? And if so, how
can semiconductor manufacturers surmount this technological roadblock? At some
point, the industrywill reach the physical limitations of existing semiconductormate-
rials, making it impossible to continue doubling transistors indefinitely. This limit is
expected to be reached soon and could have grave implications for the future of AI
and high-performance computing.

Two interconnected solutions to overcome these obstacles to Moore’s Law are
as follows: More Moore and More than Moore. More Moore recommends reducing
chip size and increasing logic and memory capabilities through improvements in
logic, dynamic random-access memory and nonvolatile memory systems, pushing
chip performance beyond existing complementarymetal-oxide semiconductor limits.
And More than Moore recommends the growth of silicon technologies that do not
scale with Moore’s Law, such as radio frequency, solid-state lighting, system in
package and organic technology. The future technology challenges are the inno-
vations and effective integrations of above solutions focusing mainly on digital,
non-digital function and heterogeneous integration.
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Adversarial Machine Learning: An Introduction and Case
Studies

Prof. D. C. Jinwala
Professor and Dean R&C
SVNIT
Surat, India

In this talk, we shall focus on understanding how the machine learning (ML) tech-
niques can be and are being exploited to orchestrate security attacks on the machine
learning-based solutions. Recently, Google, Microsoft and IBM have signaled and
focused initiatives to secure their ML systems. Prior to that there have been several
published reports from the leading industry market research firms, too that have
cautioned the designers and the developers to safeguard against the risks of data
corruption, model theft and adversarial samples. In this talk after an introduction
to how the taxonomy of the role of machine learning in the information security in
general, several examples of the adversarial attacks on the machine learning solu-
tions shall be presented. In addition, an attempt would also be made to understand
the extent to which organizations across different industries are protecting their ML
systems from attacks, detecting adversarialmanipulation and to responding to attacks
on their ML systems.

Face Morphing Attacks: Vulnerability and Detection

Dr. Raghavendra Ramachandra
Institute of Information Security and Communication Technology (IIK)
Norwegian University of Science and Technology
Gjovik, Norway

Morphing is the process of seamlessly combining the face images from different
data subjects to generate the composite (or morphing) image that can share the
facial characteristics from the contributing data subjects. Face morphing attacks
have shown high vulnerability on the commercial face recognition system. In this
keynote, deep learning-based morphed attack generation will be presented. Further,
3D face morphing generation will also be discussed. Lastly, part of the talk will focus
on the detection of face morphing attacks.
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Comparative Analysis of Static Bias
Methods for Basic Differential Amplifier

Dipesh Panchal and Amisha Naik

Abstract The power budget is a very stringent requirement for portable instruments.
In this paper, static dynamic methods for ultra-low power and voltage are identified
like gate driven, bulk driven (non-conventional method), and dynamic threshold
methods which are applied on basic differential amplifier cell, and comparative anal-
ysis is performed for various parameters like power dissipation, gain bandwidth
product, etc. The ultra-low voltage is selected for low power dissipation and simu-
lations performed under TSMC 180 nm Technology node. The results show that the
dynamic threshold method (gate driven, bulk driven) method is superior as compared
to othermethods in the aspect of all performance parameters. For selected technology
nodes, total power dissipation is 4nW and maximum gain 40 dB with the acceptable
value of the gain bandwidth product.

Keywords Ultra-low power · Gate driven · Bulk-driven MOS · Dynamic
threshold · Differential amplifier

1 Introduction

The use of CMOS analog circuits in advanced mixed-signal VLSI integrated circuits
(ICs) is very commonly used for portable and biomedical applications like a digital
hearing aid and analog frontend. The technology is scaling of semiconductor devices
in CMOS technology with reduction of supply voltage and the threshold voltage of
MOS transistor, which is not equally scaled (Fig. 1) [1].

Hence, difficulties are created for analog design engineers to handle the reduction
in voltage headroom.Also, at the same time, other constraints arewith the degradation
of the transistor’s intrinsic gain and cut-off frequency [2].

The different types of methods for ultra-low voltage and ultra-low power are
classified in basically two categories as follows: [3]Thebasic classifications are either
static bias or dynamic bias methods. The static bias methods are further classified as
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Fig. 1 Channel length versus supply voltage

gate driven, bulk driven, gate–bulk driven, and inverter-based methods. The analog
circuits are designed based on these methods for ultra-low-voltage and low-power
applications. However, gate-driven method is suitable for large Vdd but having large
power dissipation, bulk driven having low power dissipation with low gain and low
input-referred noise. Also, static bias methods require large area and power, and their
performance will not contribute to analog circuits (Fig. 2).

The various methodologies for gate drive, bulk driven, and dynamic threshold
techniques are discussed in the literature [4–7]. Also, operational transconductance
amplifiers (OTAs) as fundamental building blocks as the analog frontend for sensor
interfaces, the ultra-low-voltage operation has been performed by using, bulk-driven
differential pairs [8], and inverter-based approach [9]. In this paper, thesemethods are
compared for a differential amplifier in terms of various parameters. Section 1 gives
an introduction, Sect. 2 gives circuit description followed by results and discussion
and conclusion.

Fig. 2 Classifications for ultra-low-voltage methods
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2 Circuit Description

The basic differential amplifier cell is selected for comparative analysis of gate-
driven and bulk-driven configuration. All three configurations are common in terms
of PMOS input stage, NMOS current mirrors, and bias by a constant tail current
with source supply Vdd. Figure 3 shows the basic differential amplifier [10] with
gate-driven input. The PMOS Q1 and Q2 act as input transistors, while Q3 and Q4
act as an NMOS current mirror load. The drain terminal output of Q1 acts as a single-
ended output terminal. The supply voltage is selected near threshold voltage about
Vdd = 400 mV, and DC bias current is about 10nA for subthreshold operation. The
DC analysis is performed for drain currents of Q1 and Q2 which is half of I1 as bias
current.

I Q1 = I Q2 = I1/2 (1)

The DC analysis of the given differential amplifier is performed as Fig. 4 where
a 4.4nA current is carried by each pair of NMOS and PMOS (Q1–Q4). The change
in DC input voltage from −400 to 400 mV is where saturation level is achieved at
required voltage range. EachMOS transistor is expected to operate in a subthreshold
region with the following aspect ratio: (Table 1).

The small signal analysis of basic differential amplifier was performed to evaluate
DC gain as:

Fig. 3 Gate-driven
differential amplifier
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Fig. 4 DC analysis gate-driven differential amplifier

Table 1 Aspect ratio MOS transistor Aspect ratio

Q1,Q2 16μ//1μ

Q3,Q4 20μ/1μ

Avdc = gm1, 2

gds1 + gds3
(2)

By performing high-frequency analysis, the transition frequency of gate-driven
method is given by:

ft = gm

2�Cgs
(3)

The fundamental limitation of the conventional gate-driven technique is that
threshold voltage is not reducing as low as possible because of the transconduction
contribution of the input transistor for output drain current. Hence, the solution is a
bulk-driven method where threshold voltage limitations are overcome by applying
input signals at the bulk terminal [11]. The gate terminal for PMOS body-driven
MOS is grounded; hence, transconductance gmb of input transistor contributes for
output current. The bulk transconductance gmb is due to the second-order effect of
a MOS transistor, which is controlled by bulk to source voltage VBS and given by

gmb = γ gm

2
√−2∅ f − VBS

(4)

where gm is the transconductance of the conventional gate-driven MOS transistor in
S, Y is the body effect constant in V−1, and ϕf is the bulk Fermi potential in V. The
bulk transconductance gmb is also expressed as the ratio of gmb/gm as follows:



Comparative Analysis of Static Bias Methods … 7

n = gmb

gm
= n − 1 = Cdep

Cox
(5)

where Cdep is the capacitance of the depletion layer in F and Cox is the oxide capac-
itance in F. However, gmb is lower than gm (2 to 4 times) and hence decreases the
overall device transconductance and increases the input capacitance,which lowers the
gain bandwidth (GBW)and lower transition frequency ft of bulk driven in comparison
to the transit frequency ft of gate driven.

The bulk-driven transition frequency is given by:

ft = gmb

2�(Csb + Cdb + Cbsub)
(6)

However, the bulk-driven technique gives low transconductance, low transition
frequency, higher noise (due to small gmb), and large chip area (addition 6λ × 6λ).
To take advantage of both gate-driven and bulk-driven methods, a new method is
proposed in [12] where the input signal is applied simultaneously at bulk and gate
terminals. So both transconductance gm and gmb are useful for generating current
conduction. This method is also identified as the dynamic threshold method since
threshold voltage is variable due to gate and body bias. Figure 5a and 5b show these
two methods where PMOS transistors (Q1–Q2) act as input and current mirror as a
load formed by NMOS transistor (Q3–Q4).

The threshold voltage of the bulk–gate (BG)-driven method is given by Eq. (7)
which is the sameas gate-drivenmethod if the input signal is not present anddecreases
by amount Vgs when the input signal is present.

Fig. 5 Bulk driven and dynamic threshold differential amplifier
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Vth = vto + ϒ
√

ψs − Vgs − √
ψs (7)

The total transconductance is given by (gm + gmb), and hence, effective gain of
BG-driven differential amplifier is

Avdc = gm + gmb

gds1 + gds3
(8)

The transition frequency ft of BG differential amplifier is given by

ft = gm + gmb

2�(Cgs + Cbody)
(9)

Also, the input-referred noise referred noise of BG-driven differential amplifier
is greatly reduced by a factor of (gm + gmb). The simulation of all their methods is
performed for power dissipation, gain bandwidth product, and DC gain.

3 Results and Discussion

All the three approaches gate driven, bulk driven, and dynamic threshold methods
are simulated for DC analysis, small signal analysis, and high-frequency analysis.
The simulation is performed in 180 nm Technology node using Cadence Virtuoso.
Figure 6 shows the AC analysis for all three methods where low-frequency gain
found a maximum of 40 dB in the dynamic (gate–bulk driven) method.

The power dissipation and−3 dB bandwidth with the gain bandwidth product are
compared in Table 2 and Fig. 7.

The Monte Carlo analysis was performed for bulk–gate-driven method for 100
sample pointswith the process andmismatch variation at 27° temperature. The corner
analysis was performed with results as shown in Table 3. The mean value is 43 dB
with a standard deviation of 2.6u (Fig. 8).

The noise analysis for all three methods is performed where large input-referred
noise is in bulk driven, moderate in gate driven, and small in gate–bulk-driven
differential amplifier (Fig. 9a, b, c).

The post-layout simulation was performed for gate–bulk-driven method with
DRC, LVS, and parasitic extraction. The results are similar to the pre-layout
simulation (Fig. 10).
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Fig. 6 Frequency response of differential amplifier

Table 2 Result comparison

Methods Power dissipation (nW) Gain bandwidth product Gain (dB)

Gate driven 4 2.24 kHz 22.30

Bulk driven 4 700 Hz 12.75

Gate–bulk driven 4 2.18 kHz 40.12

Fig. 7 Result comparison
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Table 3 Monte Carlo analysis

Parameters FF FS NN SF SS

DC Gain(dB) 25.06 24.48 40.47 43.47 41.41

Fig. 8 Monte Carlo simulation

4 Conclusion

In this paper, ultra-low-voltage methods in the category of static bias methods
are identified like gate driven, bulk driven, and dynamic threshold methods which
are applied on the basic differential amplifier, and different analysis is performed
for various parameters like power dissipation and gain. The simulation results are
performed for ultra-low voltage using TSMC 180 nm Technology node. The results
show that the gate–bulk-driven method is superior as compared to other methods
in the aspect of different parameters. The result can be further improved by digital
dynamic methods.
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Fig. 9 Noise analysis

Fig. 10 Layout of bulk–gate
method
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Millimeter Wave Overmoded Circular
Waveguide Tapers for ECRH
Applications

Pujita Bhatt, Amit Patel, Keyur Mahant, K. Sathyanarayana,
and S. V. Kulkarni

Abstract The design methodology of the overmoded circular waveguide tapers to
connect the gyrotron (ø85mm) output power at 42 ± 0.2 GHz/200 kW/3secs with
different diameters (ø63.5 and ø31.75mm) of transmission line components has been
carried out. Design parameter of taper is optimized using coupling theory in such a
manner that it provides an appropriate match between input and output of transition
with lower spurious modes conversion. There are linear and nonlinear applicable
methods for designing internal taper profile. These methods are implemented, and
the results of linear tapers are compared with the analogous expressions for raised
cosine (nonlinear) tapers. The overall loss in circular linear tapers is less than 1%
for the length of approximately 107λ. However, raised cosine tapers may provide
lower insertion loss, but linear tapers with moderate values of diameter ratio may be
attractive because of its simplicity in fabrication. Both the tapers are designed and
simulated using computer simulation technology (CST)Microwave Studio software.

Keywords Circular waveguide · Gyrotron · Insertion loss · Mode conversion ·
Taper

1 Introduction

The multi-institutional program for the development of a 42 ± 0.2 GHz/200 kW/3 s
operating in TE03 mode gyrotron has been undertaken [1, 2]. Aperture of the precisely
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developed gyrotron is Ø85mm with TE03 operating mode. In electron cyclotron
resonance heating (ECRH) applications, operating mode should be a polarized mode
which is HE11 mode generally known as Gaussian mode [1]. The transmission line
components convert unpolarized TE03 mode into a polarized mode. With gyrotron
output aperture Ø85mm, the length of transmission line components will immensely
increase (because the length is directly proportional to the radius) [3]. Thus to reduce
the length of the transmission line components and to connectwith gyrotron is bridged
by introducing down taper. A tapered waveguide section is often used in gyrotron
or in microwave system for connecting two waveguides of different apertures. The
requirement of a waveguide taper is to provide a good impedance match between
input and output of taper with spurious mode suppression at its waveguide ports and
to acquire less transmission loss. The optimum goal of the designing the taper is
to reduce the spurious mode conversion at the operating frequency, and the length
of the taper should be minimum as possible. The design of taper is to be linear
with smoothly varying the diameter of the waveguide with respect to its length. This
gradual change in radius reduces impedance mismatching.

The connecting output diameter of gyrotron is Ø85mm, and the diameter of mode
converter [4] is Ø31.75 mm (where the converter length is acceptable); thus for
connecting these two diameters, down taper is required. The connection of these
diameters in one face is not feasible as mode conversion loss increases, so two down
taper is designed with Ø85 to Ø63.5 mm and Ø63.5 to Ø31.75 mm. At the optimized
diameter of taper, different transmission line component has been designed as mode
converters [4–6], miter bends [7, 8] at 42 ± 0.2 GHz. The main objective to design
waveguide tapers is to have optimum diameter at which other mode converters can be
designed. Thus, Ø31.75 mm diameter is the optimum diameter at which unpolarized
mode will be converted into polarized mode developing different mode converter in
the system.

The organization of this paper is likewise, Sect. 1 introduces the prerequisite of
designing this millimeter wave component. The theoretical concept is meticulously
explained in Sect. 2. Section 3 involves with the indispensable designing of the taper
and as an outcome, and the simulation results are evaluated in Sect. 4. Comparing
designmethodologies and related results are tabulated in Sect. 5. Concluding remarks
are delineated in Sect. 6.

2 Theoretical Approach

In millimeter wave system, to connect waveguide with different diameters, linear or
nonlinear tapered waveguide is designed. In the past few decades, significant work
has been done on circular waveguide tapers. The approaches suggest that, if one
gradually increase/decrease the radius of the taper, then impedance mismatching
problem can be avoided. The millimeter wave propagation in the tapered section
can easily be understood by an infinite set of first-order differential equations. If
the tapers vary smoothly corresponding to its length than power in the TE0m term
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gradually vary (increase or decrease) compared to the power of TE03 [3]. Thus, we
then consider only coupling between TE03 and one of the TE0m terms at one time.
The power couples from forwardingwave to backward are given by coupling Eqs. (1)
and (2) as follows [3],

dA1

dz
= − jβ1A1 + k21A2 (1)

dA2

dz
= − jβ2A2 + k12A1 (2)

where A1, A2 are the complex amplitudes of the two power modes, TE03 and TE0m.
β1 and β2 are the phase constant of the waveguide, and k21 and k12 are the coupling
coefficients. Coupling coefficient and phase constant are the functions along the
length of the taper.

On basis of this concept, the normalized amplitude coupling coefficient C for the
linear taper at the output junction is given by [3, 9],

C = 0.142
d2(d2 − d1)

λL
(3)

Here, d1 and d2 are the diameters of input and output section of taper, respectively,
L is the length of taper, and λ is a wavelength corresponding to operating frequency,
i.e., 42 GHz. Here, the length of taper is optimized with the coupling coefficient at
42 ± 0.2 GHz frequency. Ideally, the value of coupling coefficient should be zero,
but for this value, taper length becomes infinite which is not possible to fabricate
practically. Thus, one can tolerate maximum 1% power loss in spurious modes [9,
10]. As per the requirement, input diameter (d1) and output diameter (d2) of taper
are Ø85mm and Ø31.75 mm, respectively. While calculating the length of taper by
means of Eq. (3), it becomes 126λ which is practically not feasible. However, due to
manufacturing limitation, we cannot fabricate taper in single part, thus down tapers
were designed in two sections: first section down taperwith diameter converting from
Ø85 to Ø63.5 mm and second with Ø63.5 to Ø31.75 mm. Table 1 shows the design
parameters of both the down tapers. This taper is to be used for Q-band applications,
and it is one part of transmission line components at 42 ± 0.2 GHz frequency. The
optimum length of taper is shown in Table 1.

Table 1 Taper dimensions Parameters Down taper
(Ø85–Ø63.5)

Down taper
(Ø63.5–Ø31.75)

d1 (mm) Ø85 Ø63.5

d2 (mm) Ø63.5 Ø31.75

C 0.1 0.1

L (mm) ≈ 363 ≈ 401
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3 Design Approaches

To connect waveguide with different diameters, the number of the inner profile
has been incorporated by researchers [11–17]. This waveguide section has various
profiles for tapers like exponential, raised cosine [11], parabola [12], linear. While
designing with these different profiles, the length of the taper may vary. Out of these
four inner profiles, linear and raised cosine give the best transmission efficiency as
compared to other two. The comparative study is as shown in Table 2 [11] and that
will be discussed in detail here. In the raised cosine profile, transmission efficiency
is high with the same length, but the fabrication of the raised cosine taper is a bit
difficult with the required tolerances. Raised cosine profile is obtained as shown in
Eq. (4). Thus, the linear-profiled taper is preferred, whose length can be optimized
[16].

a(z) = 0.5(a2 − a1) + 0.5(a2 − a1) cos
(
(
z

L
− 1)π

)
(4)

where a1: taper input diameter, a2: taper output dimension and taper length L. Length
of taper can similarly as linear taper given in Eq. (3).

The approach we stipulated was to design the down taper with linear and raised
cosine inner pattern. Figure 1 shows the design of linear down taper converting from
diameter 85 to 63.5 mm. The flexibility of mechanical design we incorporated is
unique and that will be discussed later.

Another taper converting diameter from Ø(63.5 to 31.75 mm) is designed with
two profile techniques. This taper is designed with linear and nonlinear techniques
(raised cosine taper). Figure 2a and b shows the down taper with both the profiles.

Table 2 Transmission
efficiency of basic
taper-shaped profiles

Profile Transmission (%)

Linear 89.9

Exponential 32.5

Parabola 71.5

Raised cosine 93.9

Ø63.5Ø85

363

Fig. 1 Linear down taper (Ø85–63.5 mm)
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Fig. 2 a Linear down taper
(Ø63.5–31.75 mm), b
Nonlinear down taper
(Ø63.5–31.75 mm)

(a)

(b)

Ø63.5 Ø31.75

401

401

Ø31.75Ø63.5

4 Simulation Outcome

In this section, the simulation results of the down taper are bulleted using CST
Microwave Studio software. As we discussed the design of two down taper, they
are essential to carry the same TE03 mode in the transmission line system. Here, the
simulations of two down taper with frequency 42± 0.2 GHz are highlighted in brief.

4.1 Down Taper Ø (85 to 63.5) mm

The down taper carries power from gyrotron with aperture Ø85mm and mode TE03.

Linear down taper has been simulated in CST Microwave Studio. For this down
taper, the input and output modes should remain same, without converting it into
spurious modes. Input mode, i.e., TE03 pattern is depicted in Fig. 3a, and it should
be propagating in the tapered waveguide section shown in Fig. 3b.

The S-parameters of the taper are as shown in Fig. 4, which depicts that the
insertion loss is 0.14 dB at operating frequency range. This simulated result specifies
that the importance of taper designing is resolved with minimal loss. This insertion
loss gives the transmission efficiency of the components that are shown in Fig. 5.
The efficiency of this linear tapered section is 96.68%.

4.2 Down Taper Ø (63.5 to 31.75) mm

In continuationof the output aperture of thefirst down taper, another taper is simulated
with diameter Ø (63.5–31.75) mm. Here, two internal profiled tapers are simulated,
and its corresponding results are depicted. A raised cosine taper varies stepwise,
with respect to the length of the taper. The mode pattern of TE03 at the input of the
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Fig. 3 a Input mode pattern
at Ø85mm, b electric field
pattern inside the taper

Fig. 4 Scattering parameter
of linear down taper
(Ø85–Ø63.5 mm)
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waveguide section is as shown in Fig. 6. The electric field pattern of the taper with
both profiles, linear and nonlinear, is as shown in Fig. 7a and b, respectively.

The output mode pattern which has to maintain the same, as input mode pattern,
is shown in Fig. 8. The scattering parameter for both linear and nonlinear profiles is
depicted in Fig. 9 and Fig. 10, respectively.

The required amount of power transmitted throughmicrowave component is justi-
fied by the transmission efficiency of the system. Figures 11 and 12 depict that power

Fig. 6 Input mode pattern at
Ø63.5 mm

Fig. 7 Electric field pattern
inside a linear down taper, b
nonlinear down taper

(a)

(b)

Fig. 8 Output mode pattern
at Ø31.75 mm



20 P. Bhatt et al.

Fig. 9 Scattering
parameters of linear down
taper (Ø63.5–Ø31.75) mm
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Fig. 10 Scattering
parameters of nonlinear
down taper (Ø63.5–Ø31.75)
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transferred into the linear taper and nonlinear taper is ∼ 97.60%and ∼ 98.91%,
respectively, without converting it into spurious modes.

Fig. 11 Transmission
efficiency of linear
(Ø63.5–Ø31.75 mm)

0

0.2

0.4

0.6

0.8

1

41.8 41.9 42 42.1 42.2

N
or

m
al

is
ed

 m
od

e 
po

w
er

Frequency in GHz

Transmission efficiency

TE03 mode efficiency

Spurious Mode

Total efficiency



Millimeter Wave Overmoded Circular Waveguide … 21

Fig. 12 Transmission
efficiency of nonlinear
(Ø63.5–Ø31.75 mm)
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Table 3 Comparison of
linear and nonlinear taper

Parameters Linear taper Nonlinear taper

Diameter (mm) Ø63.5 to Ø31.75 Ø63.5 to Ø31.75

Insertion loss (dB) −0.105 −0.047

Transmission
efficiency(ŋ) (%)

97.60 98.91%

5 Comparison and Discussion

The design approaches and simulation results that were discussed will be compared
in this section. Out of the four profile techniques, we choose the best two technologies
for the final designing and simulation. Table 3 compares these two design and its
corresponding results. It signifies that nonlinear tapers give the best outcome in
terms of insertion loss and transmission efficiency as compared to linear. But at
the contrary from the manufacturing point of view, nonlinear taper is a bit difficult
to fabricate. Nonlinear tapers have to maintain its accuracy while manufacturing
process,whereas linear tapers canbe easilymanufacturedwith the required tolerances
and with efficient cost.

6 Conclusion

This paper takes into account the analytical designing of millimeter wave tapers
and simultaneously simulating them. Linear and nonlinear designing of tapers was
described in details, where the power transformation of the TE03 mode without
converting into other spurious modes. For fabrication simplicity, the linear taper is
acquainted.However, the transmission efficiencyof nonlinear taper ismore compared
to linear one. Both the tapers give more than 97% transmission efficiency.
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Analysis of Logical Effort-Based
Optimization in the Deep Submicron
Technologies

Shivam Singh, Prakash Kumar Ojha, and Abhijit R. Asati

Abstract A convenient way to estimate and optimize the delay of VLSI digital
circuits is the popular logical effort-based optimization. In this paper, we analyzed
the effect of various circuit parameters such as logical effort (G), branching effort
(B), electrical effort (H), and parasitic effort (P) on the delay of a given circuit for two
different technology nodes, namely 180 and 16 nm. The analysis results show the
variation of delay with a particular logical effort parameter. The variation between
simulation delay and logical effort delay is indicated by a parameter τ’, which is
compared with the τ which is the delay of an inverter driving an identical inverter
with no parasitic for a chosen technology. The effectiveness of the logical effort-
based optimization is explored. Further, the logical effort-based delay reduction, a
super buffer-based delay reduction, and delay of an un-optimized circuit are also
compared. The effect of technology on logical effort method for each parameter in
the deep submicron sizes has also been investigated in this research work.

Keywords Logical effort · Electrical effort · Branching · Parasitic · PDP ·
LTspice · Super buffer

1 Introduction

The high-speed design consuming minimum power is essential for many data
processing digital VLSI applications. The logical effort-based method can be used
to decide the number of logic stages on a path and also to determine the sizes of
the CMOS transistors in a digital logic circuit. This method offers an easy way to
estimate the delay in a CMOS digital circuit by technology independent manner by
isolating technology-dependent part and including it at the end.
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The conventional logical effort-based analysis does not optimize the ratio of
PMOS and NMOS width. In this paper, in order to apply logical effort parame-
ters calculation we determined the ratio of PMOS and NMOS width in a given
technology to not just to balance the trans-conductance effect but also to provide
minimum power–delay product (PDP).

In digital electronics, fanout of 4 (FO-4) load, i.e., an inverter is driving similar
4 inverters in parallel, is typically used as load to optimize PMOS to NMOS width
ratio in the digital CMOS circuits. FO-4 is generally used as a load since in case of
chained buffers driving large loads, for such buffers the optimum fanout generally
varies from 2.7 to 5.3 [1]. The logical effort model provides the dimensionless logic
circuit delay as D = GH + P [2]. Regular CMOS inverter has pull-up and pull-down
transistors which do not have equal charging, discharging times when dealing with
output capacitor due to inherent carrier mobility. Thus, having an inverter to drive
any off-chip large capacitors or some other critical circuit is not a reliable solution
(asymmetric rise, fall delays) [3, 4].

The high-performance circuits utilize computational blocks such as adders, multi-
pliers, or divider circuits to achieve better speed by compromising the power
consumption, noise margins, and/or design effort. The method of logical effort is
applicable to this network of logic gates, where each of these gates has one or more
inputs [5]. In the near-threshold region, the characteristics of MOS transistors are
very different from those in the strong-inversion region. In [6], the logical effort
and parasitic delay values for logic gates using multiple supply voltage for both the
subthreshold and super-threshold regimes have been discussed.

However, a systematic study of logical effort-based analysis to monitor the effect
of individual parameter variation along with the effect of technology scaling partic-
ularly in deep submicron technologies is missing in the literature. In this research,
we utilized 180 and 16 nm technologies for logical effort-based analysis.

In Sect. 2, we first determined the optimum PMOS-to-NMOS ratio for minimum
PDP in both the submicron technologies, which are utilized for the entire logical
effort-based analysis. Section 3 describes the logical effort-basedmethod, and Sect. 4
describes the logical effort parameters for 180 nm and 16 nm technologies. Section 5
concludes the research outcomes.

2 Determining the Optimum PMOS-To-NMOS Ratio

As discussed earlier a FO-4 inverter circuit is used to determine the PMOS-to-NMOS
width ratio for both 180 and 16 nm technologies using LTspice simulator (Fig. 1).

The FO-4 inverter circuit is simulated for particular NMOS width (Wn) and
varying PMOS width (Wp). The simulation is then repeated for other NMOS width
to obtain theminimum overall PDP as shown in indicated in Tables 1 and 2. The TPLH

is low to high propagation delay, TPHL is a high to low propagation delay, and Pavg
is the average power dissipated for the inverter under consideration, i.e., inverter on
left. Note the lengths of both NMOS and PMOS transistors are kept minimum (i.e.,
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Fig. 1 FO-4 inverter circuit used to calculate minimum PDP

Table 1 PDP calculation for NMOS W/L = 1 in 180 nm technology

Wn(nm) Wp(nm) TPLH (ps) TPHL (ps) Avg. delay (ps) Pavg (pw) PDP

180 180 66.40 26.40 46.40 177.96 8257.33

220 68 30.50 49.25 198.17 9760.62

270 79 33 56 219.86 12,312.16

360 69 33.33 51.16 219.86 11,249.13

450 65 43.90 54.50 288.87 15,743.40

360 180 105.20 25.80 65.50 275.84 18,067.52

220 108.30 28.80 68.55 295.44 20,252.41

270 104.70 31.83 68.26 317.92 21,702.81

360 95.90 35.81 65.85 353.2 23,260.01

440 90.30 38.76 64.53 387.55 25,479.03

Lmin is 180 for the 180 nm technology and Lmin is 16 for the 16 nm technology,
respectively, for the entire further analysis of logical effort-based method).

It can be concluded from Table 1 that PDP is minimum when NMOS width
and PMOS width both are at 180 nm. Further Table 2 also concludes that PDP is
minimum when NMOS width and PMOS width both are at 16 nm. Thus, optimum
PMOS-to-NMOS ratio was found to be 1 in both the submicron technologies.

3 Logical Effort Method

3.1 Logical Effort Parameters [2]

The logical effort model defines the dimensionless delay of a logic gate as:

D = GH + P (1)
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Table 2 PDP calculation for NMOS W/L = 1 in 16 nm technology

Wn (nm) Wp(nm) TPLH (ps) TPHL (ps) Avg. delay (ps) Pavg (pw) PDP

16 16 9.50 5 7.25 793.04 5749.54

20 12 6.30 9.15 902.47 8257.60

24 14.20 7.50 10.85 1247.30 13,533.20

32 13 9.40 11.20 1248.20 13,979.84

40 13.20 13.50 13.35 2771.90 37,004.86

32 16 19.60 6.80 13.20 1296.40 17,112.48

20 21.30 7.40 14.35 1369.10 19,646.58

24 21.60 8.04 15 2216.10 33,241.50

32 19.19 9.91 14.55 2129.60 30,985.68

40 16.07 11.6 13.84 2982.20 41,273.64

where ‘G’: logical effort, ‘H’: electrical effort, and ‘P’: parasitic delay
The logical effort linear delay model has been derived using RC model approxi-

mation,whereD is the normalized logical effort delay,CP is the parasitic capacitance,
and Cout is output load capacitance.

D αR (CP + Cout) (2)

The normalized delay is multiplied by delay τ (delay of standard inverter driving
another inverter without parasitic) to obtain the total delay.

Dτ α R (CP + Cout)

D α [R (CP + Cout)]/t (3)

(where τ = Rinv ∗ Cinv)

D α{R(Cout + CP)]/ Rinv ∗ Cinv}

D α(RCin/Rinv ∗ Cinv) (Cout/Cin) + (R ∗ CP)/(Rinv ∗ Cinv) (4)

where Cin is input capacitance of a gate and Cinv is input capacitance of a reference
inverter.

G α (RCin/Rinv ∗ Cinv) (5)

H α (Cout/Cin) (6)



Analysis of Logical Effort-Based Optimization … 27

P α (R ∗ CP)/(Rinv ∗ Cinv) (7)

The derivation of G, H, and P of a digital circuit is explained in Eq. (1)–(7). The
gate-specific logical effort and parasitic delay are constant for a particular gate and
indicated by same symbol in small case, assuming R = Rinv, i.e., gate and inverter
with the equal driving strength. For example, a reference inverter has logical effort
g = 1 and parasitic delay p = 1. Even after scaling the reference inverter in size by
increasing its transistor widths, these values do not change. An inverter that is having
double size as that of the reference inverter also has similar logical effort (g = 1) and
parasitic delay (p = 1).

However, the electrical effort ‘h’ of a logic gate depends on its size. If a gate with
input capacitance Cin drives a capacitive load Cout, then the gate electrical effort is
(i.e., h = Cout/Cin). The logical effort ‘g’ of a gate is defined as the ratio of the input
capacitance of the gate under consideration to the input capacitance of reference
inverter (i.e., g=Cin/Cinv). For both the 180 and 16 nm technologies, Cinv is equal to
2, as the PMOS-to-PMOSwidth ratio are same forminimumPDP case as determined
earlier.

The parasitic delay ‘p’ due to its own internal capacitance, expressed as the
intrinsic delay of the gate. The diffusion capacitance is the principal contributor
to parasitic delay of the source or drain regions of the transistors that drive the gate’s
output. The parasitic delay ‘p’ is the ratio of the parasitic capacitance of gate to
the parasitic capacitance of the inverter (i.e., p = Cp/Cinv), where Cp is diffusion
capacitance of gate.

3.2 Delay Optimization Using Logical Effort [2]

We study the delay of the generic path as shown in Fig. 2 with two gates in series,
gate-1 and gate-2, where capacitive loadCL is driven by the gate-2. Gate-1 has logical
effort ‘g1’, parasitic delay ‘p1’ and is scaled such that its input capacitance is C1.
Also, gate-2 has logical effort ‘g2’, parasitic delay ‘p2’, and input capacitance C2.

The delay of the path is given by the sum of the individual gate delays. The input
capacitance of gate-2 is the load capacitance of gate-1. Thus, gate-1 has electrical
effort h1 = C2/C1 and delay is d1 = f 1 + p1 = g1h1 + p1 = g1 * (C2/C1) + p1.

Gate-2 has electrical effort h2 = CL/C2, and delay is d2 = f 2 + p2 = g2h2 + p2
= g2*(CL/C2) + p2.

The path delay is given by the sum of the gate delays:

Fig. 2 Two gates in series
and capacitive load CL (A
2-stage path)
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D = d1 + d2 = g1 ∗ (C2/C1) + p1 + g2 ∗ (CL/C2) + p2 (8)

Writing path delay D in terms of stage efforts f1 and f2 yields

D = ( f1 + f2) + (p1 + p2) = F + P (9)

The product of the stage efforts is:

f1 · f2 = g1 ∗ (C2/C1)g2 ∗ (CL/C2) = g1 ∗ g2(CL/C1) (10)

Since it is independent of C2, hence, the geometric mean of the stage efforts
f 1· · · f 2 remains constant under changes ofC2. As the logical efforts and capacitances
of a circuit are positive numbers, therefore by applying the theorem of arithmetic and
geometric means, which minimizes the path effort as explained next [(f1 + f2)/2 ≥√

f 2∗ f 1]. This equality holds only if the stage efforts are equal, i.e., f1 = f2. If the
geometric mean is constant, then the arithmetic mean assumes its minimum for equal
stage efforts. Hence, if the stage efforts are equal, then the path effort is minimal:

f1 = f2 ⇒ min F = f1 + f2 = 2
√

f 2 ∗ f 1 (11)

This is the crucial insight that enables us to minimize the path delay by sizing
gate- 2. Gate-2 must have an input capacitance C2 that yields equal stage efforts: f 1
= f 2.

Therefore, the minimum path effort for multiple stages is

min F = f1 + f2 + · · · + fn = n ∗ n
√

f1 f2 · · · fn (12)

Since path parasitic delay ‘P’ is constant for a given path, we conclude that the
path delay of an n-stage path assumes its minimum

D = n ∗ n
√
GH + P = nF1/n + P (13)

Also, the optimum number of stages (i.e., N) for a n-stage path is approximated
as:

N = log4 F (14)

In general, after including the B and H the path effort becomes,

F = GBH (Path effort of given circuit)

The delay expression using logical effort-based method is indicated using the set
of equations from Eq. (8)–(14).
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Fig. 3 Logical and parasitic effort of different gates both 180 and 16 nm technologies

4 Logical Effort Parameters for 180 and 16 nm
Technologies

4.1 Logical and Parasitic Effort of Different Gates

Since minimum PDP for 180 nm as well as 16 nm occurs when PMOS-to-NMOS
width ratio is one. Hence, we get same values of logical effort parameters for both
technologies. Figure 3 shows the logical and parasitic effort of different gates.

Logical effort of a gate expresses how much input capacitance a gate presents to
deliver the same output current as a reference inverter, i.e., maintaining the similar
driving strength as that of reference inverter [5].

4.2 Defining T

The τ is the delay of an inverter driving an identical inverter with no parasitic (Fig. 4).
Delay of reference inverter circuit (τ) = 15.75 ps (180 nm).
Delay of reference inverter circuit (τ) = 3.75 ps (16 nm).
For each technology analysis, this τ is used for all further analyses.
A new parameter τ’ is also defined which is the ratio simulation delay to dimen-

sionless logical effort-based delay (D). For the various logical effort parameter anal-
ysis, the τ’ is calculated to measure its closeness with delay of reference inverter (τ).
The input rise and fall time both are kept 50 fs for all simulations.
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Fig. 4 Inverter circuit driving another identical inverter

4.3 Delay Variation Due to Branching Effort (B)

For estimating the delay variation due to branching effort, we used variable fanout
inverter circuits ranging from FO-2 to FO-16. We also optimized the number of
stages using logical effort for each circuit.

As evident from Tables 3 and 4 that the delay increases as the value of B increases
due to increased fanout; e.g., it reaches to 213 ps in FO-16 from 93.5 ps in FO-2
(almost 115% increase) in 16 nm technology.

Also, in case of 180 nm technology the delay almost saturates from FO-10
onwards. However, in 16 nm technology it saturates from FO-12 onwards. So, we
can say that after a certain stage, the effect of branching effort on delay becomes
almost insignificant for driving similar inverters.

τ’ is varying from 14.72 to 16.60 for 180 nm technology which is closer to τwhile
it’s between 5.95 and 8.86 for 16 nm technologywhich is not closer to τ. Thus, 180 nm

Table 3 Effect of branching effort in different fanout inverters in 180 nm technology

Circuit type D Simulation delay
(ps)

Logical effort delay
= D* τ

τ’ % Change in delay

FO-2 17.16 246 (reference) 270.27 14.72 0

FO-4 19.04 295 299.88 15.49 19.91

FO-6 20.64 336 325.08 16.28 36.58

FO-8 21.88 345 344.61 15.76 40.24

FO-10 22.91 379.5 360.83 16.56 54.26

FO-12 22.97 381.5 361.80 16.60 55.08

FO-14 23.53 383.5 370.66 16.30 55.89

FO-16 24.03 391 378.56 16.26 58.94
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Table 4 Effect of branching effort in different fanout inverters in16 nm technology

Circuit type D Simulation
Delay (ps)

Logical effort delay =
D* τ

τ’ % Change in delay

FO-2 17.160 93.5(reference) 64.35 5.95 0

FO-4 19.040 116.25 71.40 6.10 16.83

FO-6 20.640 127 77.40 6.15 27.63

FO-8 21.880 137 82.05 6.26 37.68

FO-10 22.910 144 85.91 6.28 44.72

FO-12 22.972 189.40 86.14 8.24 90.35

FO-14 23.534 196 88.25 8.32 96.98

FO-16 24.036 213 90.135 8.86 114.07

technology shows less variation between simulation and logical effort delay while
variation is more in 16 nm technology may be due to some other technology-related
effects.

4.4 Delay Variation Due to Parasitic Effort (P)

For estimating the delay variation due to parasitic effort, we used 4-stage logical
effort optimized FO-4 and FO-14 inverter circuits. Using simulation, we calculated
respective delay for each circuit.

From Tables 5 and 6 results for FO-4 case, the delay increases from 4.07% to
almost 20% in 180 nm technology while it goes from 1.67% to 10.10% in 16 nm
technology. Hence, delay increases with increase in parasitic capacitance.

From Tables 7 and 8 results for the higher fanout FO-14, we see that % change
in delay is within 0–3% which is quite negligible even if we increase the parasitic

Table 5 Effect of parasitic effort in FO-4 inverter circuit in 180 nm technology

Capacitance added (fF) Simulation delay (ps) % Change in delay (with respect to FO-4
inverter without intermediate external
capacitance)

0 295 0

10 307 4.07

20 314.5 6.61

30 324 9.83

40 332.5 12.71

50 335.5 13.72

60 355.5 20.50
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Table 6 Effect of parasitic effort in FO-4 inverter circuit in 16 nm technology

Capacitance added (fF) Simulation delay (ps) % Change in delay (with respect to FO-4
inverter without intermediate external
capacitance)

0 116.2 0

10 118.2 1.67

20 121.5 4.51

30 122.7 5.54

40 124 6.66

50 127 9.24

60 128 10.10

capacitance by changing intermediate node capacitance in both technologies. Hence,
we can say that the effect of parasitic is negligible when the branching is quite high.

Table 7 Effect of parasitic effort in FO-14 inverter circuit in 180 nm technology

Capacitance added (fF) Simulation delay (ps) % Change in delay (with respect to FO-14
inverter without intermediate external
capacitance)

0 383.5 0

10 383.6 0.026

20 383.8 0.078

30 384 0.130

40 387.5 1.040

50 387.9 1.140

60 393 2.470

Table 8 Effect of parasitic effort in FO-14 inverter circuit in 16 nm technology

Capacitance added (fF) Simulation delay (ps) % Change in delay (with respect to FO-14
inverter without intermediate external
capacitance)

0 196 0

10 197.50 0.765

20 199 1.530

30 199.20 1.630

40 199.35 1.710

50 199.38 1.720

60 199.50 1.785
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4.5 Delay Variation Due to Electrical Effort (H)

For estimating the delay variation due to electrical effort, we used 4-stage logical
effort optimized FO-4 inverter circuit.

The results in Tables 9 and 10 show that the % change in delay is almost 20%
as we increase H from 50 to 100 in both technologies. Hence, we can see that the
delay increases as H is increased. Also, τ’ varies from 15.49 to 16.08 for 180 nm
technology which is closer to τ while it varies between 6.10 and 6.44 for 16 nm
technology which is not closer to τ.

Thus, 180 nm technology shows less variation between simulation and logical
effort delay while variation is more in 16 nm technology may be due to some other
technology-related effects.

Table 9 Effect of electrical effort in FO-4 inverter circuit in 180 nm technology [H =
Cout/Cin(where Cin = 1 fF)]

H D Simulation Delay (ps) Logical effort delay =
D* τ

τ’ % Change in delay

50 19.040 295(reference) 299.880 15.49 0

60 19.744 314.5 310.968 15.92 6.61

70 20.360 325.5 320.670 15.98 10.33

80 20.917 335.5 329.442 16.03 13.72

90 21.423 344.5 337.412 16.08 16.78

100 21.888 351.5 344.736 16.05 19.15

Table 10 Effect of electrical effort in FO-4 inverter circuit in 16 nm technology [H = Cout/Cin
(Where Cin = 1 fF)]

H D Simulation delay (ps) Logical effort delay =
D* τ

τ’ % Change in delay

50 19.040 116.25(reference) 71.40 6.10 0

60 19.744 122.75 74.04 6.21 5.59

70 20.360 127.80 76.35 6.27 9.93

80 20.917 133.60 78.43 6.38 14.92

90 21.423 136.70 80.33 6.38 17.59

100 21.888 141 82.08 6.44 21.29
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4.6 Comparison Between Electrical Effort (H) and Parasitic
Effort (P)

Here we used FO-4 circuit with two different values of H-60 and 100. For each value
of H, we varied the capacitance value of one of the intermediate nodes which will
contribute to change in parasitic of that node. Thus, we got a comparative analysis
betweenH andP variation and how the delay gets affected by varyingP for a constant
H.

As observed from Table 11, for H = 60, the % change in delay is about 10% on
increasing intermediate node capacitance from 10 to 50 fF in 180 nm technology.
While for H = 100, the change is about 7%. Hence, the effect of P on delay reduces
at higher H.

As observed fromTable 12 for 16 nm atH = 60 aswell asH = 100, the percentage
change in delay is about 4% only. So, the effect of P on delay is smaller due to H,
due to lower driving currents.

Table 11 H versus P
comparative analysis in FO-4
inverter circuit in 180 nm
technology

H C at intermediate node
(fF)

Delay (ps) % Change in delay

60 10 319.75 1.67

30 326.50 3.81

50 346 10.01

100 10 356.40 1.39

30 366.95 4.39

50 376.50 7.11

[H = Cout/Cin (where Cin = 1 fF), delay of FO-4 circuit withH =
60: 314.5 ps fromTable 9, delay of circuit with H= 100 is 351.5 ps
from Table 9].

Table 12 H versus P
comparative analysis in FO-4
inverter circuit in 16 nm
technology

H C at intermediate node
(fF)

Delay (ps) % Change in delay

60 10 124.4 1.340

30 126.6 3.130

50 119.7 4.032

100 10 142.6 1.134

30 145.3 3.050

50 147.2 4.397

[H = Cout/Cin (where Cin = 1 fF), delay of circuit with H = 60:
122.75 ps from Table 10, delay of circuit with H = 100 is 141 ps
from Table 10].
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4.7 Delay Variation Due to Logical Effort (G)

For studying the effect of G on delay of a circuit, we used 4-stage circuit as shown
in Fig. 5. The logical effort is changed by additionally inserting an input shorted
NAND or NOR gate. This also inserts additional parasitic which is also considered.
The change in parasitic is assumed to be negligible. Using simulation delay of τ’ for
each circuit is determined as shown in Table 12.

As seen from Tables 13 and 14 as we increase G by 125%, the delay increases by
23.83% in 180 nm technology. However, for same increase inG for 16 nm technology
the % change in delay is quite large (76%) may be due to the reduced effect of
parasitic.

Fig. 5 4-stage circuit for calculation of delay variation due to G with Cin = 1fF

Table 13 Delay due to variation of G in 180 nm technology

G P D = (NF1/N + P) Simulation Delay
(ps)

Logical effort
delay
= D* τ

τ’ % Change in
delay

5.062 9 30.64 437 482.58 14.26 23.83

3.375 8 27.95 391 440.21 13.99 10.76

2.250 7 25.40 353 400.05 13.89 0 (reference)

1.500 6 23.40 333 368.55 14.23 −5.66

Table 14 Delay due to variation of G in 16 nm technology

G P D = (NF1/N + P) Simulation Delay
(ps)

Logical effort
delay
= D* τ

τ’ % Change in
delay

5.062 9 30.640 288.8 114.90 9.42 76

3.375 8 27.950 202.4 104.81 7.24 23.41

2.250 7 25.400 164.0 95.25 6.45 0 (reference)

1.500 6 22.965 146.0 87.75 6.35 -10.97
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Also, τ’ varies from 13.89 to 14.26 for 180 nm technology while it varies between
6.35 and 9.42 for 16 nm technology.

Thus, 180 nm technology shows less variation between simulation and logical
effort delay while variation is more in 16 nm technology may be due to some other
technology-related effects.

4.8 Delay Reduction Using Logic Effort-Based Optimization
or Super Buffer Circuit [6]

To mitigate this problem, we insert N-inverter stages in cascade between any given
input circuit and the load capacitance. This N-inverter stage has good drive strength
and provides symmetric driving behavior (equal rise and fall times) leading to
significant reduction in overall delay. This N-inverter cascade circuit is called super
buffer.

The super buffer used for our calculation hasN = 4, and it is of non-inverting type.
We have used 4-stage circuit as the given circuit (used previously in calculating delay
variation due to G) and kept its size as W = 220 nm: L = 180 nm for both PMOS
and NMOS (un-optimized PMOS-to-NMOS width ratio). The results are calculated
for 16 nm and 180 nm technology as given below: (Fig. 6).

We can see a significant decrease in delay by using the super buffer circuit at the
output stage of our reference 4-stage circuit. From our previous calculation the delay
of 4-stage circuit (without sizing, i.e., minimum size device and assuming normal
PMOS-to-NMOSwidth ratio of 1.2 for given circuit) is 560 ps in 180 nm technology.
However, after using the super buffer to drive the load, we observe that the delay
decreased to 375 ps (about 33% assuming un-optimized PMOS-to-NMOS width
ratio of 1.2 for given circuit while optimized PMOS-to-NMOS ratio of 1 for super
buffer). Further, after sizing the circuit without using super buffer delay is 353 ps
(using optimized PMOS-to-NMOS width ratio of 1).

This decrement is becoming more prominent in 16 nm technology as the delay
reduces from 4610 to 407.5 ps (83.8%). Also, after sizing the circuit without using
super buffer delay is 164 ps.

Fig. 6 Super buffer added to 4-stage minimum size circuit
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5 Conclusion

The logical effort-based methods are more suitable if the load capacitor is present
and designer needs to resize the transistors so as to achieve minimum power–delay
product.

The effect of each logical effort parameters on delay has been studied for 16 and
180 nm technology. Although effect of B increases delay, it saturates after a certain
fanout. The effect of P on delay can be seen for FO-4 but at higher fanout (FO-14)
the increase in delay is negligible. The comparative analysis between effect of H
and P on delay shows that at higher value of H the increase in delay due to P is
almost insignificant. The variation in parameter G shows that the delay increases as
G increases, the increase in the delay is more in case of 16 nm technology.

Also, we have defined a new parameter τ’ which is the ratio of simulation delay
and logical effort delay to observe the variation between simulation and logical
effort delay. The super buffer circuit offers a significant decrease in delay by using
connecting it at the output stage of a circuit as evident from our results in both
technologies. The reduction in delay by about 33% in 180 nm technology while
83.8% in 16 nm technology utilizing the limited knowledge of logical effort at the
expense of slight increase in the number of gates.
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A Single Electron Transistor-Based
Floating Point Multiplier Realization
at Room Temperature Operation

Sanghamitra Banik, Rachesh Trivedi, Abhishek Kalavadiya, Yash Agrawal,
and Rutu Parekh

Abstract Floating point numbers providemore range as compared to the fixed point
values. The multiplier is one of the main blocks of a processor. For improved perfor-
mance, there is a need for fast and efficient floating point multipliers. The single
electron transistor (SET) is a prominent advanced device structure for achieving
high-end computing system. This paper describes the implementation of single preci-
sion floating point multiplier using SET (single electron transistor) for better perfor-
mance. Design and simulation of floating point multiplier have been performed using
Cadence Virtuoso. In this paper, we are comparing SET-based floating point multi-
plier with 16 nm CMOS and then power and delay had been compared. The main
objective of this paper is to reduce power consumption and increase the speed or
reduce the delay of execution. IEEE 754 standard has been used to represent floating
point numbers. Here, floating point multiplier is implemented and verified using the
Cadence Virtuoso tool. Thus, SET-based floating point multiplier provides better
execution in lowering the power and increasing the speed.

Keywords IEEE 754 standard · Floating point number · CMOS · Single electron
transistor · Coulomb blockade

1 Introduction

As the CMOS process technology scales into the nanoregime, the performance and
reliability of the chip degrade. With advancements in semiconductor technology, the
future roadmap by ITRS for research and development is on nanoelectronics. For the
emerging nanodevices, the performance can be measured in many different ways:
least delay, higher density, low power and more functionality. Among such devices,
single electron transistor (SET) is one of the most promising device that has low
power usage, high speed functionalities or capabilities and highly scalable [1, 2].
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Building low power high speed electronics is a never-ending demand. Using SET
technology basic gates [3, 4], periodic symmetric functions generation [5], ultra-high
frequency operation [6], half adder [7], 4 × 1 multiplexer [8], D-type flip flop [9],
3-bit multiplier [10], frequency doubler [11], random number generator [12], 4-bit
ADC [13] and 8× 8 memory [14] have been designed. To our best of the knowledge,
there is no logic implemented for floating point arithmetic.

Arithmetic operations are classified as fixed point and floating point. Floating
point multiplier (FPM) is one of the significant block in digital applications such
as digital signal processor, filtering and microprocessors. Floating point operations
require large resources as compared to fixed point operations. Floating point numbers
support much wider range of values than fixed point, with the ability to represent
very small and very large numbers. In this paper, FPM is implemented, using a SET.
IEEE 754 standard single precision binary floating representation has been used for
the same [15]. It uses 32 bits with one bit reserved for sign, 8 bits for exponent and 23
bits for mantissa. Size of mantissa indicates precision, and size of exponent indicates
range.

This paper implements single precision FPM using a metallic SET operating at
a room temperature. The parameters implemented are of a realistic SET fabricated
using nanodamascene process [1, 16]. Themetallic SET can be fabricated using back-
end-of-line fabrication process (BEOL), which facilitates less interconnect parasitics
and a low thermal budget process. The SET operates on quantum mechanical prin-
ciple of coulomb blockade and single electron tunneling. It is observed that during
the coulomb blockade region current is almost zero. SET can be regarded as simple
switch controlled by a gate voltage. Switch is ‘OFF’ when coulomb blockade exists,
otherwise in ‘ON’ state. SET and MOSFeT have complementary properties. Perfor-
mance analysis of SET and CMOS has been done based FPM is performed and
achieved. Figure 1a shows SET symbol and the drain current characteristics at a
constant drain to source voltage (Vds). The electrical parameters to conduct simu-
lations are junction resistance RT = 1M�, gate capacitance Cg1 = 0.045aF, tuning
gate capacitance Cb = 0.050aF, temperature T = 300 k, power supply (high logic) is
800 mV, and low logic is taken as 0 V [1]. This high voltage of 800 mV is applied to
ensure high speed and low power and that it can be interfaced with CMOS circuit.
Vb is the biasing voltage of the tuning gate or back gate. SET can be used as a PSET
and NSET if the back gate is biased. Unbiased back gate acts as a PSET, and biased
back gate (logic one) acts as an NSET. There is phase difference of 90° between
current of PSET and NSET as shown in Fig. 1b.

2 Architecture of Floating Point Multiplier

FPM consists of a mantissa block for multiplying the mantissa field, exponent block
to calculate the exponent field of the result, normalizing unit to normalize the result,
overflow/underflowblock and signblock to calculate the signfield of result. Theblock
diagram of FPM is shown in Fig. 2a. Algorithm of floating point multiplication is
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Fig. 1 Single electron
transistor a SET symbol, b
oscillation characteristics of
PSET and NSET

shown in Fig. 2b. Mantissa fields are multiplied to get the product, exponent fields
are added, and bias is subtracted from the sum, then normalized and rounded to
appropriate significant bits. Flag is set on the occurrence of underflow or overflow,
and it is reset for normal operation.

2.1 Mantissa Block

Arraymultiplier has beenused tomultiply themantissa field of floating point numbers
as shown in Fig. 3. Multiplier circuit is based on add and shift algorithm. Each partial
product is generated by multiplying the multiplicand with one multiplier bit. Partial
product is shifted in accordance with their bit order and then added. Addition is
performed using ripple carry adder. The Multiplier Block provides double precision
output; that is, the mantissa field result will have double the number of bits as that
of input mantissa field. The block diagram below represents the mantissa block of
32-bit FPM. [a0–a22], [b0–b22] represents normalized mantissa field of multiplicand
and multiplier, leading one bit before the decimal point of multiplicand, multiplier
is represented by [a23, b23], [p0-p47] represents multiplier result, and a0b0, a0b1 …
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Fig. 2 Floating point multiplier a block diagram of FPM, b algorithm
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Fig. 3 Block diagram of mantissa block

a23b23 are partial products generated usingANDoperation of each bit ofmultiplicand
and multiplier.

2.2 Exponent Block

This block adds the biased exponent field of two floating point numbers and removes
the extra bias to get the original biased exponent of the result (E1 + E2−bias),
where bias is 127. Ripple carry adder is used to add these exponents. Ripple borrow
subtractor is used to subtract bias from sum. Figure 4 represents exponent block of
32-bit FPM. [e0–e7], [f0–f7] represents exponent field of multiplicand and multiplier,
and [bias0–bias7] represents bias.

2.3 Normalization Unit

The result of mantissa block must be normalized. A normalized number has only
one 1 to the left of the decimal point. For 32-bit FPM, if the result has zero in P47
position and one in P46, then the result is said to be in normalized form. If the result
has one in P47 position irrespective of one or zero in P46, then the exponent is added
by one to get the result in normalized form and the result is right shifted by one. For
more accuracy, double precision output is used. Hence, for single precision FPM,
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Fig. 4 Block diagram of exponent block

after normalization the result is rounded off to most significant 46 bit after decimal
point. The block diagram of normalization unit is shown in Fig. 5a. Shifter block is
designed using forty-six 2:1 multiplexer cells. Figure 5b shows the circuit diagram
of 2:1 multiplexer using SET.

2.4 Overflow/Underflow Detection

Assuming exponent field of multiplicand and multiplier is valid values; flag is raised
whenever underflow or overflow occurs or if the normalized exponent takes special
values that is all zeros or all ones. For a 32-bit FPM, the size of biased exponent
of the result with normalization must be 8 bits, which means the value must lie
between 1 and 254 as shown in Table 1. Underflow or overflow is detected if 9th bit
of normalized exponent is set.

2.5 Sign Block

Sign block provides sign bit of the result. It consists of one XOR gate. If the sign
field of multiplicand and multiplier is same, the sign field of result will be zero, that
is, positive else if the sign field of multiplicand and multiplier is different, the sign
field of result will be one, that is negative.
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Fig. 5 a Block diagram of normalization unit, b circuit diagram of mux using SET symbol

Table 1 Conditions for
overflow/underflow detection

− 125 ≤ Eexp < 0 Underflow

Eexp = 0 May turn to normalize

1 ≤ Eexp < 254 Normalized number

Eexp ≥ 255 Overflow

3 Simulation Results

Simulation is performed using Cadence Virtuoso Environment that supports analog,
digital and mixed signal devices at block and chip level. VerilogA library file is used
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for SET implementation. MIB model is used for SET simulation, and parameters are
for real fabricated SET according to [1]. In similar way for caring out stimulation
for 16 nm CMOS PTM model is being implemented in Cadence Virtuoso [17].
FPM is implemented in 16 nm CMOS as well, and then, power and delay have
been compared, as shown in Table 2. Figure 6 shows the simulation result of single
precision floating point number using SET at supply voltage of 0.8 V. The electrical
parameters used in this work for SET symbol are based on the previous work [18,
19]. This metallic SET performs better than 16 nm CMOS counterpart as shown in
Table 2. This work has better performance of 32-bit SET with power 13.3 µw and
delay 185 ps as compared to previous work which is power 173.72 µw and delay
29.72 ns, respectively, for 32-bitmultiplier at 90 nm technology node [18]. In addition
to this, in another work on single precision 32-bit FPM implemented with Modified
Full Adder in divide and conquer approach with pipelining [20] reports delay and
power of 17.266 ns and 158.94 mW, respectively, as compared to delay and power
of SET-based FPM as 185 ps and 13.3 µW, respectively. For best comparison, the
same design of SET has been implemented in this work with 16 nm CMOS and
performance analysis is shown in Table 2. As shown, the delay and power of FPM
at 16 nm CMOS are 1150 ps and 22.354 µW and SET is 185 ps and 13.3 µW,
respectively. Hence, SET-based FPM outperforms CMOS technology.

The result as shown in Fig. 6 is represented in 55 bits. Since mantissa
block provides double precision output, the 46 lower significant bits provide
the mantissa field of result, the next 8 bits provide normalized expo-
nent field of result, and the most significant bit provides the sign field
of result. Considering the dashed box in Fig. 6, multiplier represents the
value: 1.11100101100110111001010 × 2–60, multiplicand represents value −

Table 2 Performance analysis of different multiplier

#Bits SET 16 nm CMOS

Power (µW) Delay (ps) Power (µW) Delay (ps)

8-Bit 0.36 35 1.37 741.5

16-Bit 1.33 170 12.7 1045

32-Bit 13.3 185 22.354 1150

Fig. 6 Simulation waveform of SET-based 32-bit FPM
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1.10101110101011001011100 × 2–67, and with normalization, result represents
value: −1.1001100001111001011110100001001110100001001100 × 2–126. To
determine the normalized exponent of result, bias of 127 is added to get exponent of
result that is (−126 + 127) one. Since the sign field is set, the result is negative.

4 Conclusion

Design and simulation of FPM have been performed using Cadence Virtuoso in this
work. Results of every block have been checked and are found to be correct for
transient analysis. Power is reduced by 40.5% for SET only-based design, and speed
of SET-based design is 83.9% improved in comparison with 16 nm CMOS-based
design. SET-based FPM is power efficient and has lesser delay. Based on results
achieved, it is concluded that SET is better device for low power applications and
high performance computing. With increase in number of bits in FPM, power and
delay increase. It is a design tradeoff that can be decided based on application. Hence,
SET-based low power logic can be stacked above a CMOS carrier which can result
in increased footprint, reduced thermal budget and higher performance.
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Comparison of Total Ionizing Dose Effect
on Tolerance of SCL 180 nm Bulk
and SOI CMOS Using TCAD Simulation

Shubham Anjankar and Rasika Dhavse

Abstract The long-term reliability of metal oxide semiconductor (MOS) devices in
space technologydepends on the total ionizing dose (TID) effect. InMOS technology,
power consuming, expensive, and bulky triple modular redundancy and shielding
techniques are required to address radiation related issues. In this work, we simu-
late Semi-Conductor Laboratory (SCL) 180 nm silicon on insulator (SOI) and Bulk
NMOS device for comparative study of TID effects in space technology applications.
Both devices after simulation show0.42V and 0.62V threshold voltage, respectively.
Devices are irradiated for 15 s to achieve doses of 100 KRad, 200 KRad, 500 KRad,
800 K Rad, 1 M Rad, respectively with different dose rates. Bulk 180 nm NMOS
was found to be more radiation-sensitive than SOI devices. Dose rate (DR) effect of
35 µV on a Bulk device and 16 µV on SOI was observed. 267% on Bulk and 256%
on SOI leakage current shift observed due to radiation. Devices show the dose rate
sensitivity with varying leakage current from the range of 1.8 to 3nA/um. In both the
devices, leakage current is generated because of interface charge trapped due to radi-
ation and charge trapped. Post radiation major shift transconductance characteristics
are observed.

Keywords Total ionizing dose (TID) · Dose rate (DR) · Ionizing radiation ·
180 nm NMOS · TCAD

1 Introduction

For modern electronic devices, the most important and challenging failure
phenomenon is radiation-induced effects. Radiation is the process by which energy
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is emitted as either particles or waves [1]. The radiation effect on devices is broadly
classified in total ionizing dose (TID), single event upset, and displacement damage
which is observed due to heavy dose and long dose duration, heavy dose but for a
small duration, and due to low dose rate, respectively [2–4]. The main reason behind
the TID is oxide trapped in the interface and silicon region. There are two dominant
mechanisms associated with these effects, the generation of hole traps and interface
states. Both of these mechanisms contribute to the overall device parametric degra-
dation. The first effects are typically seen in the thick field isolation region and the
second effects are in the gate region, under total irradiated dose exposure [5, 6]. TID
effect is especially a concern for the long-term reliability of semiconductor devices
[7].

The space environment induces TID degradation to a majority of electrical, elec-
tronic, and electromechanical (EEE) components employed in a spacecraft. A space
mission’s success relies on functional EEE components. TID testing is necessary to
characterize the performance of a device in a space environment [8, 9].

Since both TID and SEE (single event effects) are the effect of ionizing radia-
tion, hence it is important to address the important difference between these two
concerning design and analysis [10, 11]. TID versus SEE which is long-term failure
effect and instantaneous failure effect, respectively. As an analogy of failure: TID
would be similar to the thread lifetime of the device, therefore, TID failure rate
can be described by a mean time to failure (MTTF), but SEE must be expressed in
terms of a random failure rate [12]. Clinical and medical laboratory equipment’s also
suffered TID but not up to the level of space radiation. TID challenges remain for low
dose rate (<1Mrad), e.g., space environment and high dose rate (~1Mrad), e.g., high
luminosity accelerator environment [13]. Shielding devices is also one of the ways
to protect devices from the TID effect, but the implementation of these techniques is
not cost-effective and puts the burden on system and power [8, 14–16]. Many authors
worked on various TID effects on MOS devices but for deep study of TID effect on
Bulk and SOI technology deep comparison study is required.

In CMOS technology, TID effect was observed due to reduced gate insulator
thickness. However, TID effects for thick insulators are still a major concern [17,
18]. In the integrated circuit (IC), thick insulators are still present in the shallow
trench isolation (STI) region, where oxide-charge trapping due to radiation still be
observed [19]. These increases in oxide traps are responsible for effective increases
in transistor leakage current [6]. Most of the radiation test study is performed on
the device level, but due to the shrinking size of devices (as well as oxide layers)
chip-level, TID study is essential. Due to node technology advancement more and
more devices are accumulated in the same circuit chip [20–22]. This results in more
ionizing radiation exposure to the number of devices than the previous chip/circuit
level design causing effective degradation at the chip/circuit level. To overcome
these failures, designers have relied on modular redundancy and multilevel shielding
techniques. Modular redundancy makes the system area- and power-hungry [20, 23].
Due to controllable short-channel effects and reliability requirements for ≈10 years
of lifetime, a 180 nm node is preferred in space technology [24, 25]. This work aims
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to test TID effects on SOI and Bulk devices for space technology. SCL 180 nm SOI
and Bulk technology will be used for all experimentation.

This paper is organized into three sections. Section 2 discusses the strategy for the
simulation of 180 nm SOI and SCL Bulk NMOS. Section 3 examines the radiation
effect on leakage current, threshold voltage, transconductance, output characteristics,
on–off current, and subthreshold swing. Section 4 discusses the conclusion of this
work.

2 Simulation of 180 nm SOI and SCL Bulk NMOS

SCL 180 nm simulated parameters are extracted from the SCL model file [26]. SCL
180 nm model parameters are shown in Table 1. The threshold voltage is calculated
by using a constant current method, and a calculated threshold voltage is 0.42 V. SCL
Bulk 180 nmNMOSdevice is simulated using Synopsys Sentaurus TCAD simulator.
Polysilicon reoxidation is at 900 °C using oxygen gas is done to release stress before
spacer formation. Figure 1 shows the SCL 180 nm simulation flow. Figure 2a shows
the simulated SCL model parameters 180 nm NMOS.

SOI technology 180 nm NMOS device is simulated using Synopsys Sentaurus
TCADSdevice simulator. 300 umSOI region is simulatedwith a 0.12 umoxide layer.
Gate oxide of 40 e-10 is grown over the silicon region. Then, the polysilicon layer of

Table 1 Simulated and SCL model parameter comparison

SCL model
parameter

SCL model values Bulk NMOS
simulated results

SOI NMOS
simulated results

Description

NSUB 6e16 cm−3 6e16 cm−3 1e16 cm−3 Substrate doping
concentration

NSD 1e20 cm−3 1.5e20 cm−3 1.1e20 cm−3 Source/drain
doping
concentration

XT 0.15 um 0.156 um 0.12 um Doping depth

TOX 40 Å 40.45 Å 40 Å Oxide thickness

NLD 1e19 cm−3 5e19 cm−3 – LDD/LDS doping
density (>1e19:
LDD/LDS treated
as D/S extension)

NBH 1e17 cm−3 7e17 cm−3 – Halo doping

GL 177 nm 171 nm 165 nm Effective gate
length

BOX – – 0.12 um Buried oxide

VTH 0.42 V 0.46 V 0.62 V Threshold voltage
(by constant
current method)
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Fig. 1 SCL 180 nm NMOS
simulation flow

180 nm thickness is grown for generating gate region. Etching is done by masking
the gate region. Source and drain are doped with arsenic with the concentration of
1e19 cm-3. The depth of source and drain obtained is 0.12 um. A spacer is created to
isolate the gate regionwith the source and drain regionwith nitride. The effective gate
length obtained is 165 nm. Figure 2b shows the simulated 180 nm SOI technology
NMOS.

3 Result and Analyses

All testing’s are carried out in the Sentaurus Sdevice model using the IN-SITU
testing procedure [27]. All the parameters tested and data collected are during the
radiation process. Mobility models which include doping dependence, high-field
saturation (velocity saturation), and transverse field dependence are specified for
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Fig. 2 180 nmmodel parameter a simulated bulk NMOS b proposed bulk NMOS c simulated SOI
technology d proposed SOI technology

this simulation. The doping dependence of the Shockley–Read–Hall recombination
(SRH) lifetimes is modeled in Sentaurus Device with the Scharfetter relation [28]:

τdop
(
NA,0 + ND,0

) = τmin + τmax − τmin

1 +
(

NA,0+Nd,0

Nref

) (1)

Electric field dependent process-based generation of electron–hole pairs and is
modeled as follows:

Gr = g0 D.Y (F) (2)

Y (F) =
(
F + E0

F + E1

)m

(3)

where D is the dose rate, g0 is the generation rate of electron–hole pairs, E0, E1 and
E2 constants. g = 7.6000e + 12 [1/(rad * cm3)], E0 = 0.1 [V/cm], E1 = 1.3500e +
06 [V/cm], m = 0.9.

Electrical measurements are taken for threshold voltage, transconductance, output
characteristics, subthreshold swing, ION, and IOFF.Gamma radiation test is performed
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on both of the devices as Gamma radiation is accepted as the standard for measuring
any type of radiation [29, 30]. Then, radiation is started for 15 s to test the TID effect
on both the Bulk and SOI technology with the same concentration. Radiation dose is
varied from 100 kRad to 1MRad. To study dose rate sensitivity dose rate of 7 kRad/s,
13 kRad/s, 33 kRad/s, 53 kRad/s, 70 kRad/s irradiated for 15 s to achieve does of 100
Rad, 200 Rad, 500 Rad, 800 Rad, 1 MRad, respectively. Post irradiation electrical
measurement is done again for the same parameters to study pre- and post-TID effects
on the devices.

3.1 Leakage Current

Figure 3a shows the post-radiation leakage current for irradiation time of 15 s for
Bulk 180 nm NMOS. Initially, leakage current increases rapidly for radiation dose,
after 3 s current goes into steady rise state. The device shows the dose rate sensitivity
with varying leakage current from the range of 1.8 to 3nA/um. Irradiation is carried
out keeping the gate terminal at ground potential (VG = 0 V). Below the threshold,
with ground gate terminal Bulk NMOS is expected to show 0A current but post-
radiation leakage current is noticeable. For higher drain voltage, dose rate effect is
more. For VD= 1 V, 0.3 nA/µm change is observed, while for VD= 3 V, the current
shift is 0.8 nA/um is observed.

For SOI technology, Fig. 3b is observed that with the increase in dose rate, leakage
current is increasing. The same phenomena as Bulk MOS technology are observed
for drain voltage to radiation dose relation and its leakage current. Difference due to
radiation VD = 1 V is less than VD = 2 V and it is less than VD = 3 V for leakage
current generation.

256% Leakage current shift is more for 
VD=3V than VD=1V

(a)
(b)267% Leakage current shift is more for 

VD=3V than VD=1V

Fig. 3 Leakage current due to radiation on a bulk and b SOI 180 nm NMOS
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In both the devices, leakage current is generated because of interface charge
trapped due to radiation and charge trapped in silicon. In SOI technology due to
charge trapped in buried oxide, the leakage current is generated but at the same time
it works as an insulator for substrate, hence leakage current is less in SOI than Bulk
technology.

3.2 Threshold Voltage Shift

Threshold voltage is one of the important parameters for the devices to decide the
parameters like ION, IOFF, etc. Drain current versus gate voltage cure is plotted for
Bulk and SOI technology. The desired SCL threshold voltage is 0.42 V and achieved
threshold voltage through simulation forBulk technology is 0.46VandSOI threshold
voltage, 0.62V.The threshold voltage is calculated using the constant currentmethod.
VT(ci) can be calculated using

VT (ci) = VGS(at ID = ID0W/L) (4)

where W and L are the gate width and gate length.
For 180 nm Bulk technology, 0.12 V threshold voltage shift is calculated after

Gamma radiation in Fig. 4a. The dose rate effect is also observed on the threshold
voltage. Different dose rates cause threshold voltage shifts in mV. From Fig. 5a, it
is observed that with increasing dose rate threshold voltage shift is decreases due to
displacement damage (DD) effect. The threshold voltage is a function of gate oxide
thickness, and low dose radiations are not having enough energy to penetrate deep
into the device, hence the causes radiation charge trapped near-surface and gate oxide
interface.

Fig. 4 Drain current verus gate voltage for pre- and post-radiation on a bulk b SOI 180 nm NMOS
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Fig. 5 a Threshold voltage shift as a function of radiation dose rate bulk and SOI 180nmNMOS b
ION/IOFF as a function of radiation dose rate on Bulk and SOI NMOS
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For SOI-based NMOS, also drain current versus gate voltage is plotted in Fig. 4b.
Using constant current source pre- and post-radiation threshold voltage is calculated.
Pre-radiation threshold voltage is 0.62 V, and the post-radiation threshold voltage
is 0.83 V. Shift of 0.21 V is occurred due to the TID effect. Dose rate sensitivity is
also measured and observed the same phenomena as the Bulk NMOS technology,
decrease in threshold voltage for higher dose rate due to displacement damage effect
shows in Fig. 5a. Dose rate sensitivity of 16µV threshold voltage shift is observed for
SOI technology, while 35µV threshold voltage shift is observed for Bulk technology.

3.3 On/off Current

More gate control leads to more ION/IOFF. ON–OFF ratio should be as more as
possible for better performance. A higher ratio means lower OFF current or higher
ON current. After radiation, severe degradation in the ON/OFF ratio is observed
which is a result of leakage current due to radiation leakage current. Figure 5b shows
the degradation in ratio due to radiation-induced leakage current in SOINMOSwhich
is in the order of E-9. Figure 5b also shows the dose-dependent degradation in the
Bulk NMOS due to leakage current. As threshold voltage is shifted due to radiation,
it is obvious that the ON/OFF ratio has to be shifted.

3.4 Transconductance (Gm)

Transconductance is calculated by using following formula:

gm = �ID/�VGS|VD=constant (5)

For Bulk MOS transconductance (gm), [31] initially decreases for low radiation
dose. Figure 6 shows that gm and radiation dose are having a direct proportion, gm
increases with the radiation dose but still, it is below the pre-radiation value. The
same function is observed in figure for SOI device is showing more degradation
than Bulk for transfer characteristics degradation. Due to trapped charges in buried
oxide, the SOI technology is showing more degradation than Bulk technology. The
degradation in the Bulk technology is observed due to the gate oxide and interface
trapped charges, which form an extra barrier on the surface. gm is directly related to
the threshold voltage shift, and the same behavior is observed in graphs.
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Fig. 6 Transconductance characteristics as a function of the radiation dose of bulk and SOI 180 nm
NMOS

3.5 Output Characteristics

As the voltage on the top electrode increases further, electrons are attracted to the
surface. In the MOS capacitor, the high density of electrons in the inversion layer
is supplied by the electron–hole generation process within the depletion layer. The
positive charge on the gate is balanced by the combination of negative charge in the
inversion layer plus negative ionic acceptor charge in the depletion layer.

Figure 7a shows the increase in the saturation current due to radiation. The output
resistance of the device is also increasing. The shift in the saturation and ohmic region
of the characteristics is of the order of 0.04 V which is observable. Figure 7b shows
the radiation effect on the output characteristics of the SOI device. For SOI devices,
the saturation current decreases due to radiation, while for Bulk it is increasing. The
shift in saturation current is 0.03 V which is equal to the Bulk device. SOI device
goes into saturation early than Bulk because of buried oxide trapped charge which is
not present in Bulk technology. The buried trapped charge provides an extra trapped
hole and electrons. Table 2 shows the output resistance for Bulk and SOI technology.
The output resistance is the function of the saturation region.

R(o/p) = ( d(ID)/d(VD) )−1 (6)

3.6 Subthreshold Swing

In the MOSFET, the subthreshold swing is limited to (kT/q) ln10 or 60 mV/dec at
room temperature.
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Fig. 7 Output characteristics of a bulk b SOI 180 nm NMOS

Table 2 Bulk technology output resistance

VG (V ) d(Id) (Bulk) R(o/p) (ohm) (Bulk) d(Id) (SOI) R(o/p) (ohm) (SOI)

0 1.33 E−09 2.26 E + 08 1.21 E−12 2.48 E + 11

1 3.58 E−06 8.37 E + 04 4.72 E−06 6.36 E + 04

2 1.07 E−05 2.82 E + 04 1.14 E−05 2.64 E + 04

3 2.33 E−05 1.29 E + 04 3.52 E−05 8.53E−03

Subthreshold swing = 1/slope (7)

where Slope = d(VGS)/d(log ID), log ID is noted for VGS= VTH, and VGS = 0v.
Subthreshold swing for Bulk and SOI technology is shown in Table 3, shows that
Bulk technology NMOS shows more degradation for the subthreshold region due to
large leakage and charge trapped in the silicon layer due to TID effect.

Table 4 shows a comparison of simulated SCL 180 nm NMOS with fabricated
180 nm NMOS. All comparisons were done with 180 nm NMOS only. �VTH (V )
for simulated and fabricated devices are showing approximately a similar shift. The
shift in leakage current (�IL) also showing a similar shift. The comparison shows
the simulated device is in line with the fabricated device. When compared with other
oxide technology threshold voltage is observed even if the area is decreased.
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Table 3 Bulk versus SOI technology ION, IOFF subthreshold slope(S), and subthreshold swing
(mV/dec)

Bulk SOI

Dose in kRad/s Slope =
dVg/dlogId

Swing = 1/slope
(mV/dec)

Slope =
dVg/dlogId

Swing = 1/slope
(mV/dec)

– 8.46 E + 04 1.18 E−05 2.57 E + 05 3.89 E−06

7 1.10 E + 05 9.05 E−06 3.94 E + 05 2.54 E−06

13 1.10 E + 05 9.05 E−06 3.94 E + 05 2.54 E−06

33 1.11 E + 05 9.05 E−06 3.95 E + 05 2.53 E−06

53 1.10 E + 05 9.05 E−06 3.94 E + 05 2.54 E−06

70 1.10 E + 05 9.05 E−06 3.94 E + 05 2.54 E−06

Table 4 Comparison of simulated 180 nm with fabricated 180 nm NMOS

Device W /L(µm/µm) VD (V ) �VTH (V ) �IL

180 NMOS transistor [32] 5/0.18 0.05 0.15 –

SCL 180 nm NMOS [33] 10/0.18 0.05 0.1 –

180 nm n-MOSFETs using BSIM3 [34] 10/0.18 0.1 0.1 103

180 nm core NMOS [35] 10/0.18 0.05 0.1 103

16-nm InGaAs FinFETs with
HfO2/Al2O3 dielectrics [36]

1/0.016 50E−3 500E−3 102

Gate-length bulk and SOI
FinFETs with SiO2/HfO2 gate dielectrics [37]

0.02/0.25 0.05 25E−3 –

SCL 180 nm simulated NMOS (Bulk) 10/0.18 0.1 0.12 103

SCL 180 nm simulated NMOS (SOI) 10/0.18 0.1 0.21 103

4 Conclusion

From the results, it can be concluded that Bulk technology is more sensitive to radia-
tion than SOI technology. A cumulated comparative study was performed for a deep
analysis of the TID effect on MOS devices. Interface trapped charges are the main
reason behind the radiation sensitivity of the Bulk device. Buried oxide is working as
a negative factor for SOI devices due to the trapping of oxide charge in it. Still, SOI
technology is more hardened to radiation than Bulk technology. The Bulk device
is showing more leakage current than SOI. The threshold voltage shift for the Bulk
device is 0.12V over 0.21V of the SOI device. ON–OFF current shows a steady trend
over SOI devices. For transconductance, same behavior is observed for both devices.
Post-radiation drains current is increasing for the Bulk device while decreasing for
SOI device. This work is part of radiation sensor designing for mitigation of space
radiation effect on 180 nm devices.
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Performance Analysis of Corrugated
Horn Antenna for Liquid Level
Measurement Application

Amit Patel, Alpesh Vala, Keyur Mahant, Pujita Bhatt, Jitendra Chaudhari,
and Hiren Mewada

Abstract In this paper, we have proposed the design and performance analysis of
corrugated horn antenna for non-contact liquid level measurement applications. The
performance of corrugated horn antenna is dependent on corrugation profile, depth
and period of corrugations. It gives higher gain, wide bandwidth, low side lobe level
and better isolation from cross-polarization component. One of the best merits of the
profiled corrugated horn antenna compared to rectangular or circular horn antenna
is in compact size. The proposed design is simulated using computer simulation
technology (CST)-microwave studio software based on finite integration technique.
The simulation results show that it gives very narrow beamwidth and better isolation
value in operating band.

Keywords Corrugated horn antenna · Horizontal and vertical grooves ·Mode
pattern · Return loss · Gain and radiation pattern

1 Introduction

Nowadays, profiled corrugated horn antennas are mainly used in the field of space,
radio detection and ranging (RADAR) (radio altimeter application) and land telecom-
munications since they are fairly short and low weight with excellent radiation
features [1–4]. It also plays a crucial role as feed for reflector antennas [5]. In partic-
ular liquid and solid level measurement, plants are mainly used pulsed RADAR
or frequency modulated continuous wave RADAR for non-contact measurements.
There are several bands allocated for the RADAR frequencies like 5.8 GHz,
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26.5 GHz, etc. For these types of applications, the performance of antenna plays
a crucial role so the selection of antenna is very important. Rectangular or circular
horn and dielectric rod antennas are mainly used for these types of applications due
to their simple construction and higher gain value. However, at lower frequency the
size of antenna becomes more and weight is also large. Moreover, they give low
isolation from cross-polar component. So another antenna has been proposed which
is based on corrugation. Due to corrugations, it provides high impedance for surface
current and creates the electric field value zero on the surface so it reduces the ohmic
loss. Another merit of this antenna is giving better cross-polar isolation and higher
gain value.

Various corrugated profile horn antennas have been presented [6–8]. The perfor-
mances of the profiled corrugation horn antenna are totally dependence on the depth
andwidthof corrugations, arrangements of corrugations and smoothness of variations
in corrugation depths. A number of different techniques have been proposed for the
profiled of corrugated horn antenna like linear and nonlinear profile, gaussian profiled
horn antenna (GPHA), etc. Out of them, GPHA gives better performance in terms
of gain, side lobe level and isolation from cross-polar component. However, GPHA
is longer in length compared to nonlinear corrugated profiled horn antenna. Another
design has been proposed based on a choked gaussian horn antenna consisting of
separate horizontal and vertical corrugations [6]. It gives mode compact structure
than the GPHA while the same performance is maintained.

In this paper, we have proposed the various design techniques and their perfor-
mance analysis for the corrugated horn antenna at 5.8 GHz is based on separate hori-
zontal and vertical grooves and alternative combinations of horizontal and vertical
groove of corrugation. The organization of the paper is as follows: Sect. 1 contains
the introductory part. Theory and design of the proposed antenna are described in
Sect. 2. The proposed structure is simulated using CST software, and its results are
shown in Sect. 3. Comparison and discussion of the different design methodology
are shown in Sect. 4 and finally the concluding remarks at the end.

2 Theory

In the design of corrugation horn antenna, the role of corrugated wall, profile of
corrugation and the flare angle are principle parameters which control the electro-
magnetic field flow inside the antenna. Figure 1 shows the basic corrugation wall,
in which p, d and w indicate period of corrugation, depth of groove and width of
groove. The impedance of the corrugated wall is given as [9]

Z = w

p

tan(k · d)

1+ tan(k·d)

2ka

(1)
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Fig. 1 The proposed design
of separate arrangement of
horizontal and vertical
grooves in horn antenna

where a indicates the radius of circular waveguide and k is the wave number. The
ratio w

p indicates that if the width of corrugation is small, it reduces reactance.
Therefore, the width of corrugated wall should be kept around 0.3λ to 0.4λ[9].
Moreover, if the depth of corrugation is λ

4 , slots act as short circuit transmission
line because of tan(k.d) term. As a result, axial current is zero which is generated
by azimuthal magnetic field component. Many of the researchers design the corru-
gated horn antenna based on TE11 to HE11 mode converter, in which corrugation
depth varies from λ

2 to λ
4 achieving higher gain and better isolation from cross-polar

component.
Another important parameter is the selection of corrugation profile. There are two

profiles mentioned in literature: (i) linear and (ii) nonlinear. Nonlinear (as specially
gaussian) profile of horn antenna has been given by [7]

r(z) = a

[
1+

(
2.z

k.w2
0

)2
] 1

2

(2)

where r(z) is the nonlinear profile, a is the waveguide radius, w0 is the beam waist
size, and k is the wave number.

3 Design and Simulation Results

As shown in Figs. 1 and 2, we have proposed two corrugation antennas based on
the arrangement of corrugation grooves: (i) separate group of horizontal and vertical
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Fig. 2 Corrugated horn antenna (horizontal and vertical grooves are separated)

(SHV) and (ii) alternate position of horizontal and vertical (AHV). The electric field
flow inside the proposed design is shown in Fig. 2. Majority of field is concentrated
at center axis; various at surface field becomes zero due to high impedance.

As shown in Fig. 3, it is excited by TE11 mode and the output mode HE11 is
generated which is hybrid mode (combination of TE and TM modes) for both the
proposed design shown in Fig. 4b and c. Compared to SHV, AHV gives better mode
purity as shown in Fig. 4. The return loss for both the proposed design is shown
in Fig. 5 that shows both of them give more than 10 dB. The radiation plot for
the proposed designs is shown in Fig. 6. It shows that SHV give much higher gain
compared to AHV design. Moreover, its beam width is very narrow that is an ideal
for liquid level measurement application. However, AHV gives better isolation from
cross-polar component compared to SHV design.

4 Comparison and Discussion

We have compared and tabulated in Table 1, the different design methodology of
profile corrugated horn antennas in terms of gain, beam width, side lobe level and
isolation from cross-polar component. It shows that SHV corrugations give narrow
beam width and higher gain compared to AHV. However, AHV corrugated horn
antenna gives compact design and better isolation from cross-polar component.
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Fig. 3 The electric field flow inside the proposed corrugated horn antennas

Fig. 4 Mode pattern at a input, b output SHV and c output AHV

Fig. 5 Return loss of
various proposed design
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5 Conclusion

In this paper, we have proposed various horn antennas based on corrugation groove
arrangement for performance analysis. Placements of grooves inside the horn antenna
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Fig. 6 Radiation pattern of
the proposed corrugated horn
antennas
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Table 1 Comparison of various proposed horn antenna

Parameter Standard horn antenna Sep. horizontal and
vertical corrugations

Alt. vertical and
horizontal corrugation

Slope of profile
(degree)

> 20 25 45

Period and width of
corrugation groove
(mm)

Not applicable 17 and 10 17 and 10

Overall length (mm) 260 204 150

Return loss (dB) @
5.8 GHz

18 35 15

Gain (dB) 15 21.6 16

Beamwidth (degree) 28 21.9 26

Side lobe level (dB) 20 40.5 38

improve the performance in terms of higher gain and compact design.Moreover, they
give better isolation from side lobe level and cross-polar component. Mode purity
of this type of antenna is quite good. However, an arrangement of horizontal and
vertical grooves separately gives low cross-polar component isolation and longer
length compared to alternate arrangement of grooves.
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Quad-Element with Penta-Band MIMO
Antenna for 5G Millimeter-Wave
Applications

Amrees Pandey, Jamshed Aslam Ansari, Iqra Masroor,
and Piyush Kr. Mishra

Abstract A compact (32 × 32 × 1.6 mm3) quad-element with penta-band key-
shaped Multiple-Input-Multiple-Output (MIMO) antenna is proposed having a wide
bandwidth for targeting Ku, K and Ka band applications and to be used for 5G
millimeter-wave applications. Four antenna designs (Ant-1, Ant-2, Ant-3 and Ant-
4) are methodically investigated in terms of simulated gain, return loss, radiation
efficiency, radiation pattern, envelope correlation coefficient (ECC), diversity gain
(DG) and total active reflection coefficient (TARC). The design parameters of Ant-4
have been optimized for desired performance parameters and operation. Simulated
isolation < −17 dB, ECC <0.08, DG between 9.979–9.999 (dB), TARC <0 dB and
radiation efficiency > 70% are obtained.

Keywords MIMO · Radiating patch · Radiation efficiency · Diversity gain ·
Envelope correlation coefficient · TARC

1 Introduction

Recently, Fifth Generation (5G) has acquired a huge attention in wireless communi-
cation domain. The rapid increase in mobile phone traffic, demanding a higher data
rate and bandwidth, is the reason behind the great interest toward the development
of the 5G technology [1]. The execution up to 4G technology has been achieved this
far. However, these advancements could not fulfill the demand of modern technology
in terms of higher bandwidth and data rate [2]. Huge mobile data traffic is generated
from social applications, video streaming, cloud services etc. [3]. Hence, research
work on the Fifth Generation (5G) technology has gained momentum. In order to
solve these limitations, the Multiple-Input-Multiple-Output (MIMO) technologies
having wide bandwidth characteristics are being developed to improve the spectrum
efficiency and channel capacity by utilizing the multipath property with no need for
increasing the input power [4, 5]. Also, MIMO systems should exhibit high element
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isolation and broadband so as to contribute toward fulfilling performance [6, 7]. The
throughput of theMIMOantenna system is affected by highmutual coupling between
the MIMO antenna elements [8, 9]. Therefore, designing a MIMO antenna system
with high element isolation is also a major challenge. Centimeter and millimeter-
wave spectrum (3–300GHz) has beenmostly targeted by the 5G technology. This can
enable to achieve higher bandwidth with up to several Gigabit-per-second (Gbps)
data rate up to [10, 11]. MIMO technology is helpful in developing spectral effi-
ciency to manage higher data rates and is capable of increasing the accuracy along
with desired range without using additional bandwidth. Services like 4G and 5G
applications demand higher data rates [12, 13].

In this paper, we are proposing a quad-element with penta-band key-shaped
MIMO antenna by using FR4 as a substrate, bearing a wide bandwidth, operating in
the millimeter-wave spectrum, which is suitable for Ku, K and Ka band applications
and, specifically, for 5G communications. Key-shaped MIMO antenna is designed
and simulated by using electromagnetic simulation tool High Frequency Structure
Simulator (HFSS) version 13.HFSSusesmathematical formulations of finite element
method (FEM). In Sect. 2, antenna design and evolution of the proposed antenna
structure are presented followed by results and discussion in Sect. 3 and conclusion
in Sect. 4.

2 Antenna Design and Evolution of the Proposed Antenna
Structure

Front (green color) and back (orange color) view of the Ant-1, Ant-2, Ant-3 and
Ant-4 (proposed) is shown in Fig. 1, and the proposed antenna (Ant-4) geometry
wherein patch side (green color-front view), ground side (orange color-back view)
and specifications or dimensions are in millimeter scale (mm) is shown in Fig. 2 [14].

The systematic growth for Ant-1, Ant-2, Ant-3 and Ant-4 (proposed) is presented
in Fig. 1.The ground plane (orange color-back view) of all these antennas (Ant-1,
Ant-2, Ant-3 and Ant-4) is same.

Ant-1                    Ant-2 Ant-3            Ant-4 (Proposed)

Fig. 1 Step-wise evolution of the Ant-1, Ant-2, Ant-3 and Ant-4 (proposed)
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Fig. 2 Front (green color)
and back (orange color) view
layout of the proposed
antenna

Ant-1 is introduced by four rectangular patches (green color) that are symmetrical
with ground (orange color) structure (cf. Figure 1). Ant-2 is obtained from Ant-1, in
which two parallel slots of dimension 5 × 2 mm2 are cut in the radiating patch and
the slots are also symmetrical (cf. Figure 1) [14, 15].

Ant-3 is obtained from Ant-2, in which two more symmetrical parallel slots of
dimension 2 × 1 mm2 are again cut in the radiating patch (cf. Figure 1). Ant-4
(proposed antenna) is obtained from Ant-3, in which one slit of dimension 8 × 1
mm2 is made in the radiating patch (cf. Figs. 1 and 2).

The reason behind etching of slot/slit in radiating patch is to achieve variations in
isolation, bandwidth and total antenna gain [15].

FR4 epoxy material is used to design the proposed antenna structure having ε =
4.4 and h = 1.6 mm. The performance parameters of antenna such as return loss,
gain, radiation patterns, ECC (envelope correlation coefficient), DG (diversity gain),
TARC (total active reflection coefficient) and radiation efficiency are investigated
using HFSS version 13 simulation tools [15].

3 Results and Discussion

The proposed design is examined for performance parameters, namely return loss,
gain,mutual coupling (isolation), radiation patterns, ECC (envelope correlation coef-
ficient), DG (diversity gain), TARC (total active reflection coefficient) and radiation
efficiency.
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Table 1 represents the data of Ant-1, Ant-2, Ant-3 and Ant-4 (proposed), respec-
tively, at all ports, i.e., port-1, port-2, port-3 and port-4 for ready reference. Table
1 depicts the operating band frequency and its impedance bandwidth in percentage,
frequency of resonance (in GHz) in the concerned band, reflection coefficient (in dB)
and peak gain (in dBi) [14].

|S11|, |S22|, |S33| and |S44| (in dB versus frequency is as shown in Table 1), gain
(in dBi) and isolation/mutual coupling (in dB) are illustrated in Figs. 3 and 4,
respectively.

A read-through of Table 1 and Figs. 3 and 4 clearly shows that the operating
band and gain characteristics of Ant-1, Ant-2, Ant-3 and Ant-4 are identical at all
ports (port-1, port-2, port-3 and port-4) with marginal variation. For 5G mm-wave
applications, required significant return loss (<−10 dB), operating bandwidth (in
Europe 24.25–27.5 GHz, China 24.25–27.25, Japan 27.5–28.28 GHz, Korea 26.5–
29.5 GHz, USA 24.25–28.35 GHz and India 24.5–29.5 GHz), gain (>0 dBi) and
element isolation (<−15 dB) [7], although variation of the proposed MIMO antenna
(Ant-4) in expressions of return loss (<−10 dB), element isolation(<−15 dB), oper-
ating bandwidth (mm band of all over country is also being covered, cf. Table 1) and
peak gain(> 0 dBi) with larger values as compared to Ant-1, Ant-2 and Ant-3. These
mentioned parameters of proposed design are making suitable and potential for 5G
mm-wave applications.

ECC is a main recital parameter ofMIMO systems considered by Eqs. (1), (2), (3)
and (4). ECC has been succeeded as 0–0.08 ( < 0.08) among the ports 1–2, ports 1–3
and ports 1–4 at the accessible operating band frequencies (cf. Fig. 4d). Diversity
gain specifies the transmission power and is calculated by applying Eq. (5); DG
has been obtained in the desired range between the ports 1–2, ports 1–3 and ports
1–4 of 9.979–9.999 dB at the presented operating band frequencies (cf. Fig. 4b).
Figure 4c depicts the plots of simulated TARC and simulated radiation efficiency as
a function of frequency. The radiation efficiency is perceived to be greater than 70%
for the preferred operating band. TARC value less than 0 dB is vital for the efficient
transmission ofMIMO antenna, and it is deliberate using Eq. (6). The TARC is a vital
parameters for scheming the bandwidth and the efficiency of theMIMO antennas for
the N-element MIMO system. It can be construed as the ratio of the summation of
the reflected signal strength square root the power fed to antenna square root. MIMO
systems have the bi and ai characteristics of the reflected power and the incident
power fed to the antenna related as: b = [S]a. Equation (6) can be used to define the
rate of TARC for the MIMO system. The isolation value is < −17 dB Fig. 3f for the
proposed bandwidth [14].

ECC =
∣
∣
∣

∣
∣
˜

4π F1(θ, ∅) .F2(θ, ∅)d�])∣∣2
∣
∣
∣

˜
4π |F1(θ, ∅)|2d�

˜
4π |F2(θ,∅)|2d� (1)

ECC12 = |S11 ∗ S12 + S21 ∗ S22 ∗ S13 ∗ S32 + S41 ∗ S42|2
(

1 − |S11|2 − |S12|2
)(|S13|2 + |S14|2

) (2)
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Fig. 3 a |S11|, b |S22|, c |S33|, d |S44|, e gain versus frequency of Ant-1, Ant-2, Ant-3 and Ant-4
and f mutual coupling (between the port) of the proposed antenna (Ant-4)
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Fig. 4 Simulated a S11|, S22|, S33|, S44| and gain, b DG, c TARC and radiation efficiency and d
ECC versus frequency plot of the Ant-4 (proposed)

ECC13 = |S11 ∗ S13 + S12 ∗ S23 ∗ S13 ∗ S33 + S14 ∗ S43|2
(

1 − |S11|2 − |S12|2
)(|S13|2 + |S14|2

) (3)

ECC14 = |S11 ∗ S14 + S24 ∗ S13 ∗ S34 + S14 ∗ S44|2
(

1 − |S11|2 − |S12|2
)(|S13|2 + |S14|2

) (4)

Diversity Gain = 10 ×
√

1 − ECC2 (5)

�t
a =

√
∑N

i=1 |bi |
2

√
∑N

i=1 |ai |2
(6)
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The simulated E- and H-plane far-field radiation patterns of the proposed
antenna are as presented in Fig. 5a, b, c, d, e and f at 14.86 GHz, 17.46 GHz,
20.46 GHz, 22.66 GHz, 26.56, and 33.02 GHz, respectively, at port-1. The proposed
antenna for all resonating frequencies shows omnidirectional broad radiation pattern
characteristics.

4 Conclusion

In this paper, a quad-element with penta-band key-shaped MIMO antenna is demon-
strated which can be utilized for Ku, K and Ka band applications and in particular
for 5G millimeter-wave applications. The operating band of the proposed antenna
covers from 13 to 34 GHz and provides a maximum impedance bandwidth (17.05%
at port-1, 21.60% at port-2, 18% at port-3 and 19.94% at port-4) and maximum
peak gain (5.25 dBi at port-1, port-2, port-3 and port-4). In proposed antenna, ECC
obtained between ports 1–2, ports 1–3 and ports 1–4 is < 0.08, diversity gain is
between 9.979–9.999 (dB), TARC < 0 dB, isolation is < −17 dB, and radiation effi-
ciency is observed to be above 70% of the desired millimeter-wave frequencies. The
proposed MIMO antenna operates efficiently with a significant return loss, high gain
and high element isolation, which make it a potential for 5G mm-wave applications.
The foremost advantage of MIMO systems is advanced rate and advanced reliability
without the necessity of additional power and bandwidth.

Fig. 5 Radiation pattern in E- and H-plane at port-1 for a 14.86 GHz, b 17.46 GHz, c 20.46 GHz,
d 22.66 GHz, e 26.56 GHz and f 33.02 GHz
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Fig. 5 (continued)
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Quad Band Planar Monopole Antenna
with Polarization Diversity for FSS
and SAR Application

Reshmi Dhara

Abstract Here, a simple, planar monopole antenna with polarization diversity for
quad band application using a single feed mechanism has been reported. The design
antennawhich is proposed here involves twoL-shaped radiatorswith two asymmetric
cross slots within it creating mutual coupling to attain dual circularly polarized (CP)
bands. To generate quad impedance bandwidth (IBW), defective ground plane is
utilized on the bottom portion on the substrate. The antenna which is proposed
covered the quad simulated IBs that are from 3.631–4.167 GHz (535.6 MHz, frc1
= 3.9 GHz, 13.73%), 6.542–8.494 GHz (1951.8 MHz, frc2 = 7.52 GHz, 25.96%),
8.859–10.253 GHz (1134.3 MHz, frc3 = 9.56 GHz, 14.59%) and 10.8494–beyond
15 GHz (4150.6 MHz, frc4 = 12.92 GHz, 32.19%), respectively. The simulated dual
ARBWs span over 3.865–4.069 GHz (203.7 MHz, fcp1 = 3.97 GHz, 5.14%) within
1st IB and 8.888–9.785 GHz (897.3MHz, fcp2 = 9.34 GHz, 9.6%) within 3rd IB. The
simulated peak gain between 2.2 and 6.01dBi span throughout IBW regionmakes the
dual CP bands appropriate for some part of S- and X-band, particularly fixed-satellite
service (FSS) and synthetic aperture radar (SAR) applications.

Keywords Quad band · Polarization diversity · Axial ratio bandwidth · Impedance
bandwidth · FSS · SAR

1 Introduction

Recently, multiband antennas with polarization diversity have satisfied multiple
necessities of many devices in wireless communication systems. In personal global
position system (GPS) appliances andmobile, antennas throughomnidirectional radi-
ation are particularly suitable. On the other hand, several communication devices,
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different satellite communication systems, and antennas having unidirectional radi-
ation patterns are growing by means of an integral technology. To generate verti-
cally/horizontally omnidirectional dual-polarized radiation, it is needed to superim-
pose two radiation from a monopole antenna which is vertically polarized and a loop
antenna which is horizontally polarized. Now in communication system where the
astronomical research is the main attention, several uses communication devices are
essential as a substitute to single communication typical device. As a consequence
of the striking characteristics like lower footprint, simpler geometry, and lighter in
weight, planar monopole antennas help as an utmost suitable practice. This is known
to all that a conventional monopole antenna in longitudinal direction creates linearly
polarized (LP) wave. But the foremost drawbacks of linear polarized wave expected
at dual-band process are lower sensitivity and multipath fading towards the posi-
tioning between the antenna which are transmitting and receiving, lower mobility,
and like that [1–3]. This might be overwhelmed to a great scope for antennas which
consume the circular polarization. Henceforth, dual-band antennas by means of two
different frequencybands instantaneously functioning dual circular polarization (left-
hand circular polarization (LHCP) and right-hand circular polarization (RHCP))
are significantly widespread compared to dual-band antennas with two quadrature
(vertically/horizontally) linear polarizations. The requirement of multiple antennas
decreases due to using a multiband antenna by means of dual-polarization features.
The CP antenna is very attractive for many wireless systems as no strict alignment
is required among antenna which is transmitting and receiving and encountering
interference. To fulfil these necessities of multiband antenna presentation together
with linear and circular polarization, various methodologies have been used by many
researchers [4–8].

Inspired by the aforementioned whole thing, a simple quad band monopole
antenna with LHCP in 1st band, LP in 2nd, LHCP in 3rd, and LP in 4th bands is
proposed in this paper. The proposed design can support 3.631–4.167 GHz, 6.542–
8.494 GHz, 8.859–10.253 GHz, and 10.8494 beyond 15 GHz. To design a quad
antenna, it has been appropriately improved in method so that it can sustain together
with linear and circular polarizations.

An actual good reflection coefficient, widespread ARBW and dependable radi-
ation features are gained for the implemented antenna. It became apparent that the
implemented antenna is simple and makes available for wider LP and CP frequency
bands.

This paper is represented like Sect. 2: Design Procedure of Antenna; Sect. 3:
Simulation Justifications and Discussions; and lastly Sect. 4: Conclusion.

2 Design Procedure of Antenna

An antenna with Quad band with polarization diversity can gratify the several
purposes for changed device; they are generally used in wireless communication
systems [9].



Quad Band Planar Monopole Antenna with Polarization … 87

The designed antenna simulated structures are depicted in Fig. 1a and b. The size
of the microstrip antenna is 70 × 60mm2 (70 × 60 mm2, i.e. 1.378 × 1.181 λg

2, λg

= guided wavelength at 3.6 GHz). Commonly available, low-cost workable FR4-
epoxy substrate thickness of 1.6mm, having effective permittivity εr= 4.4 and tanδ=
0.02 (loss tangent), is utilized to simulate the implemented antenna. Comprehensive
optimal dimensions are recorded in Table 1.

The progress steps of the implemented antenna are represented in Fig. 2. Figure 3a
and b demonstrates the reflection coefficient and axial ratio bandwidth progress
plots of the designed antenna. First, Antenna.1 is designed at a resonating frequency
3.6 GHz using a rectangular radiator and a ground plane rectangular in size on the
reverse side of the substrate for FSS application. Here, a centre feed microstrip line is
utilized to feed the antenna. But the IBW is very poor at this frequency and also got a
CP in the higher frequency region (12.8 GHz). To progress the IBW and to satisfy the
multiband characteristics by using the same dimension of the antenna, it is needed to
create additional current paths. For that reason, two L-shaped radiators are used by
modifying the rectangular-shaped radiator. The gap between two radiators creates a

(a) Top View                              (b) Bottom View

Fig. 1 Dimension of proposed antenna

Table 1 Proposed antenna optimal dimension

Parameter Value (mm) Parameter Value (mm) Parameter Value (mm)

L1 70 L2 30.9 L3 8.2

W1 60 W2 14.3 W3 31.4

Lt 5 Wt 3 g1 1.4

X1 33.5 X2 11.7 X3 4.8

X4 4.8 X5 1.7 X6 2.0

X7 7.8 X8 7.0 X9 2.1

Y1 1.7 Y2 23 Y3 13.2

Y4 10.8 Y5 = Y6 15 Y7 2.0

Y8 = Y9 4 P 25.8 h 1.6
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coupling effect due to generation of capacitance between them. This gap creates addi-
tional current path that increases IBW in addition to improve ARBW performance
compared to earlier stage. To improveARBWperformancemore, also an asymmetric
feed [8] is used in this step. Better impedance matching network can be performed by
this feeding structure. Here, using defective ground plane improves the IBW perfor-
mance of the implemented antenna [9]. But this Antenna.2 generates only a small CP
(13.8 GHz) band. In the next stage to improve ARBW more <3dB, two slots asym-
metric in size [10–12] are edged from two L-shaped radiator gives Antenna.3. These
two slots generate two CP bands resonating at frequency 3.97 GHz and 9.34 GHz,
respectively. These asymmetric slots [10, 11] create two orthogonal electric fields
with equal amplitude at these two-resonating frequencies. This Antenna.3 helps to
achieve quad impedance band resonating at 3.9 GHz, 7.52 GHz, 9.56 GHz, and
>12.92 GHz, respectively. Since it satisfied our purpose, it definite to select finalized
this design and analysed its performance.

Antenna.1 Antenna.2 Antenna.3 

Fig. 2 Improvement of implemented antenna

(a) (b) 

Fig. 3 Evaluation of a reflection coefficient (dB) and b ARBW (dB) for antennas. 1–3
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3 Simulation Justifications and Discussions

To design the antenna, use Ansys Electronics Desktop 2020 R1 simulation soft-
ware. The designed antenna enclosed the quad simulated IBW ranged from 3.631–
4.167 GHz (535.6 MHz, f rc1 = 3.9 GHz, 13.73%), 6.542–8.494 GHz (1951.8 MHz,
f rc2 = 7.52 GHz, 25.96%), 8.859–10.253 GHz (1134.3 MHz, f rc3 = 9.56 GHz,
14.59%), and 10.8494–beyond 15 GHz (4150.6 MHz, f rc4 = 12.92 GHz, 32.19%)
is depicted in Fig. 4a.

Figure 4b also depicts the simulated ARBW of the implemented antenna. The
simulated dual ARBWs span over 3.865–4.069 GHz (203.7 MHz, fcp1 = 3.97 GHz,
5.14%) within 1st IB and 8.888–9.785 GHz (897.3 MHz, f cp2 = 9.34 GHz, 9.6%)
within 3rd IB.

Figure 4b, simulated input impedance, is depicting at 50�microstrip feed line for
the real (resistance) and imaginary (reactance) parts. Within the matching of IBs is
fine because the resistance part of the impedance is closer to 50�, and the reactance
part is closer to 0�.

From Fig. 4c, using Smith chart, one can see that on resonance frequency 3.7,
3.9, 7.5, 9.6, 12.92, and 15.0 GHz the normalized impedance (Z11) values are close
to 1, whereas the complex reflection coefficient magnitude (G) values are also very
small. So above values depict that best matching can occur on resonance frequencies
because real part of Z11 approaches to 50� and imaginary part tends to 0�. Also,

(a)

(c)
(b)

Fig. 4 a Simulated reflection coefficient and ARBW curves comparisons, b simulated impedance
(real and imaginary) vs. frequency curves, c results of the effect of complex reflection coefficient
(G), normalized input impedance (Z11),Q-factor, andVSWRusing Smith chart for the implemented
antenna
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 (a) (b) 

Fig. 5 Proposed antenna a radiation efficiency and gain, b EX/EY—magnitude and EX/EY—phase
plot versus frequency

VSWR value on those frequencies is also <2. The Q-value on those lower resonating
frequencies in addition to higher resonating frequencies is also very small. That
signifies widest IBW can occur due to small Q-factor. From this Smith chart, it is
also clear that the graph rotates four times nearly equal to kick point (SWR = 1)
which proves quad impedance bands are generated by using the same structure.

Figure 5a represents the radiation efficiency curve. The ranges of radiation effi-
ciencies are between 74 and 99% for the quad IBs. The maximum efficiency is
99.17% at 7.1 GHz. Figure 5a also depicts the peak gains respecting frequency. The
gain is within 2.20–6.01 dBi for quad IBs, and the peak gain is maximum 6.01 dBi
at 7.1 GHz.

Figure 5b depicts the Ex/Ey magnitude is closely equal to 1 or 0 dB within the
dual CP bands, and the difference of phase among them is also nearly 90°. That
demonstrates that the dual bands gratify CP conditions [13].

Well-defined LHCP and RHCP are detected in Fig. 6a, c and b, d which illus-
trate at f cp1 = 3.97 GHz and f cp2 = 9.34 GHz resonating frequencies, the radiation
patterns for ϕ = 0° (XZ) and ϕ = 90° (YZ) plane. At broadside direction on two CP
resonating frequencies, the radiations observed are LHCP, whereas the polarization
(co and cross) difference is 32.47 dBi and 22.57 dBi, correspondingly. Because of
the asymmetric inset feeding radiator, the distribution of current is productive, due
to that reason radiation is somewhat slanting from its broadside direction.

To understanding the generation of the dual CP modes at 3.97 and 9.34 GHz, a
general studies are depicted in Figs. 7a and b. The normalized currents distribution
from the below figures is observed that at four separate time moments (wherever T
is the total time period for one cycle), dual CP modes could be accomplished at f cp1
= 3.97 GHz and f cp2 = 9.34 GHz which are LHCP.

The simulated axial ratio beamwidth at f cp1 = 3.97 and f cp2 = 9.34GHz is plotted
versus θ° in Fig. 8a and b. The simulated results at fcp1 the implemented antenna has
a 3 dB axial ratio beam width with respect to vertical θ angle of about 17° at XZ (ϕ
= 0°) plane and 89° at YZ (ϕ = 90°) plane. So, at broadside direction, the difference
between co- and cross-plane for simulated 3 dB AR beam width is 72° at f cp1 =
3.97 GHz. Similarly, at fcp2, the implemented antenna has a 3 dB axial ratio beam
width over vertical θ angle of around 5° at XZ (ϕ = 0°) plane also 35° at YZ (ϕ =
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 Frequency= 3.97 GHz  Frequency= 9.34 GHz 

(a) XZ plane (b) YZ plane (c) XZ plane (d) YZ plane

Fig. 6 Radiation patterns for (LHCP and RHCP) in the a, c XZ (ϕ = 0°) and b, d YZ (ϕ = 90°)
planes

(a) t=0 t=T/4                          t=3T/4 t=T fcp1=3.97 GHz

(b) t=0                           t=T/4                          t=3T/4 t=T fcp2=9.34 GHz

Fig. 7 Simulated current distribution at f cp1 = 3.97 and at f cp2 = 9.34 GHz

90°) plane. So, at broadside direction, the difference between co- and cross-plane for
simulated 3 dB AR beam width is 30° at f cp2 = 9.34 GHz (Table 2).

4 Conclusion

A quad band antenna with polarization diversity characteristics bandwidth showing
LHCP in 1st IB, LP in 2nd IB, LHCP in 3rd IB, and LP in 4th IB is comprehended by
employing changes in ground plane and asymmetric feeding system of two L-shaped
planar monopole antenna with two asymmetric cross-shaped slots. The proposed
antenna (size 70 × 60 mm2, i.e. 1.378 × 1.181 λg

2, λg = guided wavelength at
3.6 GHz) gives quad IBWs are 13.97, 25.96, 14.59, and 32.19% resonating at 3.9,
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(a)            (b)

Fig. 8 Axial ratio beam width versus θ˚ at XZ plane (ϕ = 0°) and YZ plane (ϕ = 90°) c fcp1 =
3.94 GHz, b fcp2 = 9.34 GHz for the proposed antenna

Table 2 Comparative study
through related multiband
antennas and proposed
antenna

Ref. (year) Polarization IBW (%),
f rc (GHz)

ARBW (%),
f c (GHz)

4 (2011) RHCP; LP 74; 39,
2.725; 7.15

16,
2.35

5 (2017) RHCP; LP 3.93; 29.45,
5.845; 8.08

2.57,
5.84

6 (2019) LP; LHCP 20.57; 68.74,
2.43; 7.39

18.5

7 (2020) RHCP; LP 30.43; 14.94,
4.6; 8.1

27.89

8 (2021) LP; RHCP 10.66; 61.18,
6.19; 10.445

41.41; 4.85,
9.105; 11.96

Proposed
antenna

LHCP, LP,
LHCP, LP

13.73; 25.96;
14.59; 32.19,
3.9, 7.52, 9.56,
12.92

5.14; 9.6,
3.97, 9.34

7.52, 9.56, and 12.92 GHz, respectively. The dual CP bands of this antenna can
support S- and X-band specially FSS and SAR applications in a single device.
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Design and Comparative Analysis
of Reconfigurable Antenna
with Compound Reconfigurability

Sanket Patil and S. P. Mahajan

Abstract In recent times, reconfigurable antennas become essential components of
communication and radar systems because of their capability to adapt to changing
system requirements or environmental conditions. Reconfigurability is a factor that
changes the characteristics of a particular antenna for obtaining additional functional-
ities for any system. These antennas are low profile and low priced resulting in a good
performance. Moreover, one single antenna can deliver the same purpose of more
than one traditional single functionality antenna. Mainly reconfigurable antennas
possess the ability to change the properties of antenna such as polarization, pattern,
and frequency dynamically. The proposed antenna design is desirable for emerging
wireless communication systems. The design consists of a rectangular patch. L-
shaped stubs are used between patch and ground using PIN diodes as switches. By
changing the states of PIN diode switches, an antenna can be made reconfigurable.
The substrate used is FR4 having 1.6mm thickness and a 4.4 dielectric constant. This
antenna is analyzed using HFSS 15.0 simulation software. The proposed structure
can produce all three reconfiguration properties.

Keywords Reconfigurable antenna · Frequency shifting · Pattern diversity ·
Polarization reconfigurability

1 Introduction

Antennas are imperative and essential components for emerging wireless commu-
nication and radar systems. A variety of antennas are being used for these systems
in the past few years, such as loop antennas, slot antennas, microstrip antennas, and
helical antennas. All these antennas have fixed characteristics. Reconfigurability is a
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factor that changes the characteristics of a particular antenna for obtaining additional
functionalities for any system.

Reconfigurable antennas possess the ability to change the properties of antennas
such as polarization, radiation, and frequency dynamically. To do it, they make
use of many components like PIN diodes, varactors, radiofrequency microelec-
tromechanical systems (RF-MEMS), field-effect transistors (FETs), parasitic pixel
coating, photoconductive components, mechanical actuators, metamaterials, ferrites,
and liquid crystals. By using such components they not only alter their geometry but
also the performance in response to changes in surrounding conditions. Due to the
rapid growth ofwireless communication systems, aswell as the great need for integra-
tion of wireless standards into a single platform, it is highly desirable to reconfigure
the frequency, radiation pattern, and polarization of antennas. But it is not as simple
as that. Modifying the properties of an antenna by applying various techniques to
have reconfigurability is a challenging and complex task. Tomake the antenna recon-
figurable, we must consider several factors like gain, spectral efficiency, impedance
match, and radiation pattern. All these factors should attain the desirable response
throughout the antenna’s operation stages. Based on properties that we are adjusting
dynamically, reconfigurable antennas can be classified as follow:

• Frequency reconfigurable antennas
• Pattern reconfiguration antenna
• Polarization reconfiguration antenna.

There is one more type of reconfigurable antenna called compound reconfig-
urable antenna which is the combination of either of two or three above-mentioned
types. The application areas of reconfigurable antenna include cognitive radio
systems, MIMO systems, satellite applications, and biomedical applications. Thus,
the antennas which can adapt to the reconfigurable capabilities are very essential and
useful for the advancements of emerging wireless technologies.

A pattern and polarization reconfigurable antenna is designed for WLAN appli-
cations in [1]. In this, four PIN diodes are used with a circular ring patch. A defective
ground surface is introduced in ground plane for gain improvement. The majority
of previous research has concentrated on tweaking a single antenna property rather
than numerous attributes. To achieve broad impedance and axial ratio bandwidths,
proximity coupled triangular tapered feed is employed to feed the structure in [2].
The structure is complex as for connection/disconnection five switches are used. In
a single antenna [3], two distinct metamaterial-inspired reconfigurable structures are
built and integrated. For switching purpose, six varactor diodes are used. The loss
character of the p-i-n diode is used to provide a steady gain performance [5].

By properly switching shorting pins, eight discrete operating frequency bands
can be achieved, and by adjusting perturbation segments, three polarization states,
namely left-hand circularly polarization (LHCP), right-hand circularly polarization
(RHCP), and linearly polarization (LP), can be realized simultaneously. In [6], a
flexible antenna with frequency shifting and pattern steering capabilities for 1.9 and
2.4 G is suggested. However, due to its complicated construction (more RF diodes)
and huge size, the antenna is not appropriate for emerging radar systems [9, 10]
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describe a slot antenna with pattern and frequency diversity using PIN diodes. The
complexity is more resulting in insertion losses due to a large number of RF PINs.
A two-element array antenna with frequency and pattern reconfigurability based on
a stub-loaded design is shown in [12]. Varactor diodes with open stubs are used to
construct the frequency-tuning process and two separate bias voltages allow pattern
reconfigurability. But, the size is very large limiting its use in emerging wireless
technology.

This paper provides an optimum approach for communication system configura-
tions where the frequency, pattern, and polarization of the system can be indepen-
dently reconfigured. The design specifications and detailed geometry of the proposed
structure are discussed in Sect. 2. The performance evaluation and comparative
analysis are studied in Sect. 3. At last, the conclusion is stated in Sect. 4.

2 Proposed Antenna Geometry

The expeditious growth in communication and radar systems necessitates layouts
in which the system’s frequency, pattern, and polarization can be independently
adjusted. The primary goal of this study is to combine all of these designs into a
single antenna.

A. Design Specifications

The proposed antenna is going to be used for frequency, pattern, and polarization
reconfigurability purpose. For that, the basic antenna structure used is a microstrip
rectangular patch. The three most important factors to consider while designing a
rectangular microstrip patch antenna are:

• Frequency of operation (f0): The resonant frequency of the antenna must be
selected appropriately.

• The dielectric constant of the substrate (εr): The dielectric material selected for
my design is FR-4 which has a dielectric constant of 4.4. An antenna with high
dielectric constant shrinks in size.

• Height of dielectric substrate (h): The height of the dielectric substrate is selected
as 1.6 mm.

Thus, the resulting geometry of the antenna is 25 mm * 33 mm * 1.6 mm having
a microstrip line feed of 3.3 mm wide and 50 ohms characteristic impedance.

B. Geometry of Designed Antenna

The structural dimensions and geometry of the proposed antenna are shown in
Fig. 1. The simulation is performed using lossy FR4 substrate. The proposed antenna
is having a small compact size. The dimensions of the antenna are 25 mm * 33 mm
* 1.6 mm. The microstrip feed line is 3 mm wide resulting in 50 ohms characteristic
impedance.

The length of the radiating element is calculated using the following formula:
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Fig. 1 Geometry of the
antenna

L fr = C/4 fr√∈eff

where

∈eff = ∈r +1

2
+ ∈r −1

2

[
1 + 12

h

W

] −1
2

where c is the speed of light, w is the width of the substrate, and h is the thickness
of the substrate.

So, the calculated length using the above formula is 13.9 mm. However, the noted
optimal length will be (L2+ L3) 14.5 mm. Table 1 lists the values of key parameters
used in the proposed antenna structure.

The L-shaped stubs are introduced in the ground plane. Total three lumped
switches (PIN diodes) are used. One is for the patch, and the remaining two are
used in the ground plane. Thus, the proposed antenna is low profile.

Table 1 Antenna parameters
and corresponding values

Parameters Values (mm) Parameters Values
(mm)

W 25 Lg 7.2

L 33 Lg1 11.5

L1 4.9 Lg2 5

L2 9 Wg 1

L3 5.5 Ls 11.5

W1 1 Ws 3.3

W2 7.5
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An inductor (L) and a resistor (R) make up the equivalent circuits of the PIN
diode’s ON and OFF states (R). The diode is forward biased when the inductor and
resistor (R) are connected in series; i.e., the diode is ON. The diode is reverse biased
when the inductor is connected with a parallel combination resistor (R) and capacitor
(C); i.e., the diode is OFF.

The equivalent ON and OFF state circuits of the PIN diode are as shown in Fig. 2.
The values used for ON and OFF states of the PIN diode are illustrated in Table 2.

Thus, the ON and OFF states of the PIN diode are analyzed as RL and RLC
circuits, respectively.

Fig. 2 Equivalent circuit of
PIN diode C 0.04 pF

Switch ON Switch OFF

Table 2 Values used for
equivalent circuits of PIN
diodes

Parameters Values

L 0.02 nH

RON 1 �

ROFF 5 mega�

C 0.04 pF
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3 Results and Comparative Analysis

To have frequency reconfigurability, switch 1 is kept on and off for two cases, and the
remaining two switches are kept off in both cases. In case1, the antenna is resonating at
3.31 GHz having 1.47 GHz bandwidth, and at 5.97 GHz having 735MHz bandwidth.
In case 2, the antenna is resonating at 3.975 GHz having 1.4 GHz bandwidth, and at
6.705 GHz having 630 MHz bandwidth. This is shown in Fig. 3. Table 3 shows the
frequency shifting cases.

Now, for radiation pattern and polarization reconfigurability, we are keeping diode
1 in the ON state and switching the states of diode 2 and diode 3. The insertion of
an L-shaped stub into the ground has a significant influence on radiation properties.
Depending on it, we are getting four cases. The polarization diversity is observed at
3.31 GHz. The pattern reconfigurability results are obtained at frequencies 3.31 GHz
and 5.97 GHz both at phi = 00 and phi = 900.

Figure 4a, b, c, d represents the pattern shifting in cases 1 to 4, respectively.
Figure 5 represents the polarization reconfigurability in all four cases. The axial
ratio at 3.31 GHz observed is 8.90 dB for case 1. This shows that when only diode
1 is ON and the remaining diodes are OFF, the antenna is elliptically polarized.
The axial ratio at 3.31 GHz observed is 1.12 dB for case 2. This shows that when
only diode 1 and diode 3 are ON and the remaining diodes are OFF, the antenna is
circularly polarized. Moreover, when the surface current distribution is observed, the

Fig. 3 Frequency shifting

Table 3 Frequency shifting cases

Case Switch 1 Switch 2 Switch 3 Frequency Bandwidth Applications

1 ON OFF OFF 3.31 GHz
5.97 GHz

1.47 GHz
735 MHz

WiMAX
GPS
WLAN2 OFF OFF OFF 3.94 GHz

6.705 GHz
1.4 GHz
630 MHz
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direction of current flow is anti-clockwise which shows that it is LHCP. For case 3,
the axial ratio at 3.31 GHz observed is 2.90 dB. This shows that when only diode
1 and diode 2 are ON and the remaining diodes are OFF, the antenna is circularly
polarized. Moreover, when the surface current distribution is observed, the direction
of current flow is clockwise which shows that it is RHCP. For case 4, the axial ratio
at 3.31 GHz observed is 34.48 dB. This shows that when all the diodes are ON,
the antenna is linearly polarized. Table 4 illustrates beam steering and polarization
diversity cases.

(a) At f=3.31 GHz for phi=00 and 900 and at f=5.97 GHz for phi=00 and 900 respectively 

(b) At f=3.31 GHz for phi=00 and 900 and at f=5.97 GHz for phi=00 and 900 respectively 

(c) At f=3.31 GHz for phi=00 and 900 and at f=5.97 GHz for phi=00 and 900 respectively 

(d) At f=3.31 GHz for phi=00 and 900 and at f=5.97 GHz for phi=00 and 900 respectively 

Fig. 4 Pattern shifting a case 1 b case 2 c case 3 d case 4
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Fig. 5 Pattern diversity

Table 4 Beam steering and polarization reconfigurability

Case Switch 1 Switch 2 Switch 3 Main lobe
direction at
phi = 00 for
3.31 GHz

Main lobe
direction at
phi = 00 for
5.97 GHz

Axial ratio
(in dB)
At 3.31 GHz

Polarization

1 ON OFF OFF −300 00 8.90 EP

2 ON OFF ON 00 and −
1500

−150 1.12 LHCP

3 ON ON OFF −150 and
1500

00 2.90 RHCP

4 ON ON ON 00 and 1500 00 34.48 LP

As shown in Figure 6, the current density is larger in the lower portion than the
remaining part of the structure. Depending upon which switch is ON and which
switch is OFF among the diode 2 and diode 3, the current will flow through either in
left-sided stub or right-sided stub in cases 2 and 3. Depending upon this current distri-
bution the beam will steer from case to case as depicted in Table 4. The novelty of
the proposed antenna lies in its simple, compact, low-profile structure and capability
to reconfigure the properties through different switching conditions. In all cases, the
average gain observed is about 2 dBi. Thus, the antenna is suitable for emergingwire-
less systems due to its compactness, low profile, and less use of switching elements.
The comparison of the proposed antenna concerning existing structures is shown in
Table 5.

As we can see from Table 5, the proposed antenna structure has a very small
size as compared to others. Moreover, the switching elements used are very few
compared to others resulting in less complexity while designing. The bandwidth is
better. Also, the proposed antenna is capable of having all three reconfigurability in
a single configuration. Thus, the antenna is very efficient and cost-effective.
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Case 1 Case 2 Case 3 Case 4

Fig. 6 Current distribution in various cases

Table 5 Comparison with previous work

Ref. No. Size (mm3) Reconfiguration Switches Bandwidth (MHz)

1 60 * 65 * 1.6 Pattern and
Polarization

4 PIN diodes 170/130

2 58 * 58 * 1.53 Frequency and
polarization

5 PIN diodes 4930

6 42 * 44 * 1.6 Frequency and
pattern

8 PIN diodes 160/220

9 130 * 160 * 1.6 Frequency and
pattern

11 PIN diodes 200/150/150

10 80 * 45.8 * 1.6 Frequency and
pattern

5 PIN diodes 580/290

12 160.9 * 151.5 * 1.6 Frequency and
pattern

2 varactor diodes 230

3 120 * 120 * 1.6 Frequency, pattern,
and polarization

6 varactor diodes > 25

7 60 * 50 * 1.6 Frequency, pattern,
and polarization

9 PIN diodes 200

This work 25 * 33 * 1.6 Frequency, pattern,
and polarization

3 PIN diodes 1470/730

4 Conclusion

In this work, three leading reconfigurable antenna research aspects are addressed.
For that purpose, at first, these antenna’s existing structures are discussed, classified
depending upon the configurations, observed the various switching techniques used,
and their applications are reviewed. After the detailed survey, the design process
of the proposed antenna is commenced. A low-profile printed antenna capable of
frequency shifting, beam steering as well as polarization reconfigurability is success-
fully designed and validated. The proposed antenna gives distinct results depending
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upon the states of switching elements. Keeping switch 2 and switch 3 in OFF state
and varying the state of switch 1, we are able to achieve frequency shifting. For beam
steering and polarization diversity, we kept switch 1 ON and varied the states of the
remaining two switches. After that, the comparative analysis is done with the previ-
ously existing structures. Thus, a compact, simple-to-design, efficient, cost-effective
which can have good impedance bandwidth reconfigurable antenna is designed.
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Fractal CSRR Metamaterial-Based
Wearable Antenna for IoT Application

Anand Kumar Singh and Kirti Inamdar

Abstract IoT applications have opened up new avenues of research in all domains
of electronics engineering. Antenna designing is one of them. This paper presents the
design of a wearable antenna designed for IoT applications like medical healthcare
and home automation. The design covers the W-BAN applications. The antenna
design uses combination of Minkowski fractal and CSRR metamaterial-based
antenna design on flexible materials like Jeans and polyimide used as a substrate.
The antenna gives a gain of 4.6031 dB at 3.9 GHz using Jeans as a substrate and its
performance remains good under bent conditions also.

Keywords CSRR · Fractal · Metamaterials · Minkowski · Wearable antennas

1 Introduction

Antenna design is an advanced subject of study; as a result, it is special for a new
technique to emerge in light of old approaches for application in current communi-
cation systems. Antennas used to have a basic shape based on Euclidean geometry. A
multitude of novel and creative antenna designs have resulted from recent attempts
by various scholars across the world’s earliest attempt to merge fractal geometry and
metamaterials with the electromagnetic theory [1].

Wearable antennas are a new technology that has got a lot of interest in recent years
because of its appealing characteristics. Wearable devices are frequently utilized for
tracking, navigation, mobile computing, and data collecting activities in the medical,
monitoring, firefighting, and military sectors [2, 3]. The reduction in size is a key
consideration in the design of wearable antennas, primarily those which resonate at
single or multiband frequencies [4].

FRACTALS: The most basic definition of a fractal is an entity that seems self-
similar at various magnifications and, as a result, has symmetry across dimension,
with each little portion of the object reproducing the structure of the entire thing [1]

A. K. Singh · K. Inamdar (B)
S.V. National Institute of Technology, Surat, Gujarat 395007, India
e-mail: kki@eced.svnit.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
R. Dhavse et al. (eds.), Emerging Technology Trends in Electronics, Communication
and Networking, Lecture Notes in Electrical Engineering 952,
https://doi.org/10.1007/978-981-19-6737-5_10

105

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6737-5_10&domain=pdf
mailto:kki@eced.svnit.ac.in
https://doi.org/10.1007/978-981-19-6737-5_10


106 A. K. Singh and K. Inamdar

with multiband features, the self-similarity property of the fractal geometry may be
utilized to reduce the size [5, 6]. The large proportion of corner and tips in all of
these designs helps to increase antenna performance. The fractal designs like Hilbert
curve, Sierpinski gaskets, Koch curves, Minkowski curves, and Sierpinski carpets
are some of the self-symmetric geometries extensively utilized in antenna design to
create multiband miniaturized antenna [7, 8]. The fractal loops have ability to fill
space means that greater electrical length could be packed into a relatively smaller
region [9].

METAMATERIALS: Metamaterials with simultaneous negative permeability
and permittivity have a negative index of refraction, which bends electromagnetic
waves to the same side of the normal as the incident wave, giving them the name
left-handedmaterials. Veselago published a theoretical study on the concept of meta-
material in 1968 [10]. The designed structures, rather than the material composition,
give metamaterial negative μ and negative ε characteristics. These characteristics
aren’t seen in natural resources. The usage of an MTM in the near context of a patch
antenna has been observed to improve antenna performance, and the idea of CSRR
has been proposed (complementary slip ring resonator) and discuss in [5, 11, 12].
For the verification of MTM property, there are four prominent methods: Nicolson-
Ross-Wier (NRW), NIST iteration methodology, new non-iterative methodology,
and short circuit method. The transmission and reflection S-parameters derived from
simulation ormeasurement data are necessary for validation in all of these procedures
[13, 14].

In this paper, the design and analysis of the characteristics of the MTM structure,
as well as the performance of a Minkowski fractal antenna with and without the
MTM utilizing various types of flexible material is discussed.

2 Antenna Design

The antenna design consists of Minkowski fractal design on the patch and a CSRR
MTM as a ground defect. A square initiator structure is used in the creation of the
Minkowski fractal antenna. The following equation is used to estimate the starting
size when iterated to a lower scale:

W1(n+1) = a1 × Ln (1)

W2(n+1) = a2 × Ln (2)

where n denotes the number of iterations, W1 is the width of the center segment,
andW2 is the width of the indentation. The ratio ofW1/Ln gives a1, while the ratio
of W2/Ln gives the value of a2 (to avoid overlapping a1 must be less than a2). A
common micro strip patch calculation formula yields the starting value of the square
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Fig. 1 a Basic square patch, b first order iteration of fractal

length Lo. An iteration length, Ln, is used to build the suggested second iteration
fractal antenna.

The formula is as follows:

Ln = 2L(n+1) + W1(n+1) + 2W2(n+2) (3)

The initiator in this design is a standard square patch antenna with dimensions
of 46 mm x 46 mm, as illustrated in Fig. 1a. The initiator is divided into four equal
tiny squares shaped structures with w1

1 = 12.5 mm, w1
2 = 16 mm, and a1 = 0.27,

a2 = 0.35 to achieve the first order iteration illustrated in Fig. 1b. To get the second
order iteration, the same process is repeated for each of the squares generated in the
first order iteration. As the number of repetitions inside the specified region increases,
the length of the perimeter grows. Furthermore, the fractal construction occupies less
metal than a traditional square patch antenna.

The antenna is designed on a Jeans substrate with a dielectric permittivity of 1.6
with dimensions of 64 mm × 64 mm and a height of 3 mm, as illustrated in Fig. 2.
It is a Minkowski shaped fractal structure with copper layer of thickness 0.035 mm.
Micro strip line feed structure is used for feeding which is positioned at the center
point with 12 mm × 25 mm area. The feeding length and breadth of the antenna is
optimized to improve the antenna performance and to obtain the better matching.

The required MTM structure in this case is CSRR, which is shown in Fig. 3b.
For MTM testing, this structure is created independently on another jeans substrate
of the same kind. Finally, the Minkowski fractal antenna is mounted on top of the
substrate, with CSRR replacing the ground on the bottom side as shown in Fig. 3a.
The Minkowski fractal antenna uses this CSRR as a defective ground plane. The
dimensions of the CSRR shaped metamaterial structure of 46 mm × 46 mm is built-
in the ground plane of the antenna. The separation width between the rings is 2 mm
and the width of each ring is 1 mm and the gap is 0.5 mm.

Parameter extraction of the metamaterial is done either by applying PEC-PMC
boundary conditions ormaster slave boundary conditions. InHFSS, ifweuseMaster–
slave boundary conditions then the parameters ε and μ can be extracted by scripting
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Fig. 2 Proposed second order iteration minkowskifractal antenna geometry

Fig. 3 Proposed fractal antenna with CSRR MTM ground plane

the standard equations in the output variable form. Floquet ports excitation is used in
the case ofmaster–slave boundary andwave port is assigned if PEC-PMCboundary is
applied. In this design we have used output variable method for parameter extraction.

The medium’s parameter ε and μ are linked to S-parameters by the Equations.

n = 1

kd
cos−1

[
1

2S21

(
1 − S211 + S221

)]
,

z =
√

(1 + S11)
2 − S221

(1 − S11)
2 − S221

(4)

ε and μ can be obtained as follows:

μ = n/z (5)

ε = n ∗ z (6)
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3 Simulated Results and Analysis

For the purpose of designing and simulating the proposedMinkowski fractal antenna,
the CSRR structure and the CSRR loaded Minkowski fractal antenna, the Ansys
HFSS electromagnetic Simulation software is used in this study. In each case, the
simulation is swept across a frequency range of 1 to 10 GHz.

Flexible substrate materials are used to design wearable antennas, which aremade
up of textile and electro textile materials. These textile materials must be affordable,
pleasant, lossless, and widely available. Many researchers have constructed flexible
wearable antennas utilizing various textile materials such denim cotton, poly cotton,
and polyester cotton. As a substrate material, jeans and polyimide are chosen here
as flexible material for analysis and simulation of proposed design for wearable
application (Fig. 4).

The designed antenna is fractal in shape, this is the reasonbehind itsmulti-resonant
response. From the simulated results shown in Fig. 5, it is inferred that the antenna
after second iteration operates at two frequencies 4.02 GHz and 4.58 GHz and the
return loss (RL) at these frequencies are−15.1832 dB and−30.6892 dB, respectively
(Table 1).

It can be seen from the graph that the VSWR value is significantly greater than 2
indicates poor matching of the antenna at desired frequencies (Fig. 6).

At 3.9 GHz and 4.28 GHz, the antenna’s maximum gain value is−5.1575 dB and
−4.698 dB, respectively, as shown in Fig. 7. The gain is calculated at phi = 0º for
both the frequencies (Fig. 7).

After adding the MTM, the antenna works over the 3.78 to 4 GHz band, 4.24
to 4.36 GHz band, and 4.65 to 5.05 GHz band with left shift, as indicated by the

Fig. 4 S11 response of fractal antenna without MTM using jeans as a substrate
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Fig. 5 S11 response of the fractal antenna for second order iteration

Table 1 Frequency and S11
of Fractal iterations without
MTM

Geometry Frequency (GHz) S11 (dB)

Basic square patch 2.42, 4.58, 7.25 −22, −20.012, −
12.227

First iteration 1.58, 4.21,5.82 −10.5, −11, −
23.98

Second iteration 4.02, 4.58 −15.1832, −
30.6892

Fig. 6 VSWR of the fractal antenna without MTM
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(a) (b)

Fig. 7 Gain plot of fractal antenna without MTM at a 3.9 GHz b 4.28 GHz

simulated S-parameter results shown in Fig. 8. In this range of frequency, MTM is
also showing negative property shown in Fig. 9.

As discussed previously, the parameters ε and μ are extracted directly from the
HFSS tool using output variable expressions. The structure is meant to work at
frequency range from 3.8 to 4.74 GHz, 4.82 to 4.96, and 8.24 to 9.34 GHz. In this
frequency range, both permittivity (ε) and permeability (μ) are negative, as seen in
Fig. 9.

As illustrated in Fig. 10a and b, at 3.9 GHz, the antenna’s maximum gain is
4.6031 dB, and its maximum directivity is 5.7398 dB with MTM, which is higher
than the antenna without MTM.

Fig. 8 Simulated S11 parameter with MTM
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Fig. 9 Real ε and μ value obtained from the simulation using output variable method

4 Antenna Performance Under Bending Condition

Antennas constructed of flexible fabrics may alter in size and shape as a result of
conformability with the body’s surface, such as when put on a curved portion of the
body like the leg or arm. The performance of a wearable antenna is decreased when it
is incorporated into clothes owing to bending.As a result, it’s critical to investigate the
wearable antenna’s performance under bending conditions. Employing the antenna
on a cylindrical shape with varying radii R, such as 30 cm and 40 cm, as illustrated in
Fig. 11a and b, produces a fractal antenna bending effect. Figures 12a and b illustrate
the antenna’s return loss characteristics under various bending situations.

It is clearly seen from the simulated result shown in Fig. 12a and b that as the
degree of bending rises, the antenna’s performance degrades owing to the variation
in electrical length.

5 SAR Calculations

The SAR is a unit for measuring how much energy is absorbed by human body cells.
The SAR must be within the stated limitations for wearable antenna applications.
Here in this design, we are using a four-layer rectangular body phantom model,
designed in HFSS software to analyze the SAR value. The human body phantom
model is seen in Fig. 13.

As illustrated in Fig. 13, the designed antenna is positioned below the body
phantom model with the ground plane facing the human body modal at a distance
D. The distance D varies between 10 and 50 mm. Before starting the simulation, the
desired frequency for measuring SAR is chosen.
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(a)

(b)
Fig. 10 a Gain plot with MTM at 3.9 GHz, b directivity at 3.9 GHz with MTM

Fig. 11 Bending of antenna
with MTM at a 30 cm and b
40 cm

(a) (b)
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(a)

(b)

Fig. 12 Simulated S11 in dB of the fractal antenna for bending at a 30 cm and b 40 cm

At 3.9 GHz, the maximum average value of SAR is 4.45 W/Kg, as shown in
Fig. 14, which is more than 1.6 W/Kg for 1 g of tissue at a distance of 10 mm
ranging up to 50 mm from the antenna. As a result, the proposed antenna unable to
be utilized for wearable applications because of the SAR value produced does not
meet the FCC’s required limitations (1.6W/Kg). MTM is also added to the antenna’s
ground plane to make it acceptable for wearable applications and to lower the SAR
value.

And the result obtainwithMTMis shown in Fig. 15 themaximumaverage value of
SAR at 3.9 GHz after inserting MTM in the antenna’s ground plane is 0.1157 W/Kg
which is below the FCC’s (1.6 W/Kg) stated limitations (Table 2).
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Fig. 13 Body phantom modal for SAR calculation

Fig. 14 SAR of fractal antenna without MTM at 3.9 GHz

6 Conclusion

In this paper, a design of metamaterial-based wearable fractal antenna has been
proposed. CSRR metamaterial is used in the ground plane of second iteration
Minkowski fractal antenna. Jeans and polyimide as flexible material are used for
analysis and simulation of proposed design for wearable application. After inserting
the CSRR shaped metamaterial in the antenna’s ground plane, the second iteration
Minkowski fractal antenna has improved in VSWR, directivity, gain, and is tuned
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Fig. 15 SAR of fractal antenna with MTM at 3.9 GHz

Table 2 Comparison of various parameter of antenna using different substrate

Parameter Frequency (GHz)
Using jeans as substrate

Frequency (GHz)
Using polyimide as substrate

3.9 4.28 2.74 8.36

S11(dB) with MTM −20.0609 −23.8598 −38.1299 −27.6643

VSWR without MTM 1.2677 3.0076 38.5770 30.8031

VSWR with MTM 1.7415 1.0710 0.2155 0.7192

Gain(dB) without MTM −5.1575 4.6982 −11.1714 −1.3056

Gain with MTM 4.6031 3.2410 1.5926 4.2829

Directivity without MTM −2.7753 7.4803 4.8760 4.4250

Directivity with MTM 5.7398 5.3901 3.8705 5.8373

SAR(w/kg) without MTM 4.45 1.77 29.6473 7.0596

SAR with MTM 0.1157 0.1452 0.0071 0.0759

S11 with 30 cm bending −31.9834 −11.4483 −12.3936 −8.6125

S11 with 40 cm bending −23.4477 −8.5211 −7.5161 −14.9421

Application WiMAX S band, fixed mobile and
mobile satellite and X band

to the necessary frequency range. The SAR value was determined at a distance of
10 mm ranging up to 50 mm without MTM in the ground plane and found to be less
than 1.6W/kgwithMTM,which is within the range allowed by the FCC, which has a
maximum value of 1.6W/kg used for 1 g of tissue. A detailed calculation method for
systematic design at a specific desired frequency is demonstrated. Bending of antenna
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at 30 and 40 cm is also performed to analyze the effect of bending while using in
wearable application. The proposed antenna is desirable for Wimax, S band, fixed
mobile, mobile satellite, and X band applications. This design can be used for IoT
applications like health monitoring, office and home automation, secured payments,
driving assistance etc. where the antennas are placed in proximity to human body.
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Abstract The satellite navigation system is themost important asset for any country
in theworld. Global navigation satellite system (GNSS) encompasses all global satel-
lite positioning systems like global positioning system (GPS) from the USA, global
navigation satellite system (GLONASS) from Russia, Galileo from Europe and
BeiDou from China, regional Navigation systems like Quasi-Zenith Satellite System
(QZSS) from Japan, and Indian Regional Navigation Satellite System (IRNSS) from
India. The Indian Regional Navigation Satellite System (IRNSS) by Indian Space
Research Organization (ISRO) consist of a group of seven satellites that cover the
Indian boundary and 1500 km extended area near the border. The aim of this work
is to develop graphical user interface (GUI) for IRNSS receiver that can use the
navigation files in excel format, process it and provide position, velocity, time (PVT)
information. It can also plot PVT data and display the coordinates on Google Maps.
The GUI is developed with using Python 3.6 with Python Tkinter toolkit. Plot facility
of the GUI takes navigation file as input and plots it into six kinds of information,
i.e., ground track, position, velocity, altitude, clock bias, and intersystem bias. It also
allows to save the plots at desirable locations in the computer. Google Maps facility
provides the receiver location on Google Maps with the coordinates.
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1 Introduction

During the Kargil war, the Indian military faced difficulties because foreign coun-
tries refused to provide assistance for its navigation system. The Indian government
then decided to have India’s Navigation System under the Indian Space Research
Organization (ISRO) to avoid consequences occurring due to the unavailability of
navigation technology in the future. Indian Regional Navigation Satellite System
(IRNSS) project started in 2006 with development of IRNSS, a group of seven satel-
lites that covers the geographic area of India. Services provided by IRNSS system
are standard positioning service (SPS) that is available to all the users (L5 and S
frequency band) and restricted service (RS) is an encoded facility available only to
authorized users (L5). ISRO has successfully launched seven IRNSS satellites till
2018. IRNSS receiver requires software tool which can extract and process received
data to make it useful for navigation. Navigation systems like GPS (USA), BEIDOU
(China), GALILEO (Europe), and GLONASS (Russia) have their own software to
process the raw data. Software like RTKLIB [1], GPSTK [2, 3], Bernese [4–6]
support multi GNSS systems but none of them support the IRNSS system. However,
these software do not support IRNSS. Hence, this work aims to develop GUI based
software for IRNSS that can perform the following functionalities:

• Identify and extract relevant data from raw IRNSS receiver files.
• Convert data from the raw IRNSS receiver files to formats required for plotting
• Plot information like ground track, position, velocity, altitude, clock bias, and

intersystem bias
• Provide location of receiver on Google Maps with the coordinates.

Themethodology adopted to develop theGUI-based software for IRNSS is below:

• Basics of GNSS were studied including navigation satellites orbits frequencies,
distance from earth surface, message frames, subframes, etc.

• Basics of the software of various navigation systems were studied including the
file formats and facilities available

• Difference between IRNSS and GNSS systems like the number of satellites,
coverage area, frequencies, message frames-sub frames, etc. were studied

• Various programming languages, tools and associated libraries to develop theGUI
for IRNSS were studied and compared to identify the appropriate language for
the software development

• The various information fields from the rawfiles from IRNSS receiver was studied
• Data from raw files was extracted and converted to format required for plotting
• Location of receiver was extracted from RAW files, GUI was integrated with

Google Maps, and the location coordinates of the receiver was plotted on the
Google Maps.

Rest of the paper is organized as follows. Literature review is presented in Sect. 2.
Section 3 discusses the GUI development process along with the software modules
developed and tested. Paper is concluded in Sect. 4.
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2 Literature Survey

2.1 Infrastructure

The infrastructure of IRNSS receivers consists of three segments [7]. The first
segment is space segment that consists of seven satellites present in the space at
various positions. Second segment is ground segment consists of: (i) spacecraft
control center (SCC) that manages and maintains the satellite constellation, (ii)
IRNSS telemetry and command stations and (iii) CDMA ranging stations. The
third segment is user segment which consists of a specially designed dual frequency
receiver.

A satellite navigation system with a global coverage is termed as a global navi-
gation satellite system (GNSS). GPS [8], GLONASS [9], BeiDou [10], and Galileo
[11] are examples of such GNSS systems. IRNSS is regional navigation satellite
system (RNSS) system that cover the Indian boundary and 1500 km extended area
near the border. To evaluate the performance of any navigation system a software tool
is required. Popular GNSS software tools are RTKLIB [1], GPSTk [2, 3], gLAB [12]
[13] and Bernese [4]. A comparison of these software tools based on their features,
support for different GNSS system, support for file formats, and support for operating
system platform is presented in Table 1.

The major applications of this tools are for (i) identify and extract relevant data
from raw the receiver files, (ii) converting the receiver files containing the raw data
files to appropriate formats for plotting, and (iii) plot information like ground track,
position, velocity, altitude, clock bias, and intersystem bias.

As seen in the Table 1, none of the navigation software supports the IRNSS
receiver.

Table 1 Navigation systems and associated software

System IRNSS GPS BeiDou GLONASS Galileo

Country India USA China Russia Europe

Coverage Regional Global Global Global Global

Satellites 7 24 23 24 26

Frequency L5-1.176 GHz
S-2.492 GHz

L1-1.563 GHz
L2-1.215 GHz
L5-1.164 GHz

B1-1.561 GHz
B2-1.201 GHz
B3-1.268 GHz

G1-1.593 GHz
G2-1.237 GHz
G3-1.89 GHz

E1-1.559 GHz
E2-1.164 GHz
E6-1.260 GHz

Coding CDMA CDMA CDMA CDMA CDMA

Precision
(m)

20 5 10 4.5–7.5 1

Software None Bernese,
RTKLIB.
gLAB

TEQC,
RTKLIB

Bernese,
RTKLIB,
gLAB

Bernese,
RTKLIB,
gLAB
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Further, from among the software surveyed it is found that RTKLIB is a constantly
evolving open source software and is best suited for processing receiver files as it
supports a number of file formats, protocols, positioning algorithms and modes.
Hence, the major aim of this work is to develop graphical user interface (GUI)-based
software. The software will be similar to RTKLIB and will be for IRNSS receiver. It
will use the navigation files in excel format, process it and provide position, velocity,
and time (PVT) information. It can also plot PVT data and display the coordinates
on Google Maps.

2.2 RTKLIB

RTKLIB is developed atTokyoUniversityMarineScience andTechnologybyTomoji
Takasu and Akio Yasuda [14, 15]. RTKLIB is for standard and precise positioning
with GNSS. RTKLIB package consists of a portable program library and several
application programming interfaces (API) utilizing the library. Users can use the
APIs, install or link the libraries with their own program and modify the source
codes according to the requirements of applications [1, 14, 15].

Some of the noteworthy features of RTKLIB are [1, 14, 15]:

• It supports standard and precise positioning algorithms for GPS, GLONASS,
Galileo, BeiDou, SBAS [12] and QZSS [16] navigation systems

• It supports Single, DGPS/DGNSS, Kinematic, Static, Moving-Baseline, Fixed,
PPP-Kinematic, PPP-Static and PPP-Fixed positioning modes with GNSS to
create GUI using Python Tkinter. Different for both real-time and post-processing

• It supports RINEX, RTCM, BINEX, NTRIP, NMEA, SP3-c, ANTEX, IONEX,
NGS PCV, and EMS formats and protocols for GNSS.

• It supports NovAtel, Hemisphere, u-blox, SkyTraq, JAVAD, Furuno, and NVS
receiver’s proprietary messages

• It supports serial, TCP/IP, NTRIP, and FTP/HTTP based external communication.

3 GUI Development and Results

As discussed in Sect. 2, the software tools available for GNSS are RTKLIB, GPSTk,
gLAB, and Bernese. Out of these software RTKLIB supports GPS, GLONASS,
Galileo, BeiDou, SBAS, and QZSS. GPSTk supports GPS, Bernese supports GPS,
GLONASSandgLABsupportsGPS,GLONASS, andGalileo. Even thoughRTKLIB
supports most of the systems, it does not support IRNSS. IRNSS requires a new
software as the existing software tool are not available to support it. A typical software
tool for navigational system must have functions to identify and extract relevant data
from raw receiver files, convert data from the raw receiver file to various file formats
required for plotting, derive coordinates from the file and locate them onmaps. In this
work, a software like RTIKLIB that would support IRNSS is developed and tested.
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The Python language is selected for developing GUI because python is simple,
portable, object oriented and supports a number of graphical libraries. The code
written in Python is easy to read, understand and debug. Above all, compared to
other object-oriented languages Python code is 5–10 times shorter than C++ and 2–3
times shorter than Java which will be very beneficial when working on a big project
such as software for navigational systems [17].

The IDE used for developing GUI is Visual Studio. It is freeware source code
editor developed by Microsoft for Windows, macOS and Linux [18]. The features
are support for debugging, syntax highlighting, intelligent code completion, snip-
pets, code refactoring, and embedded Git. It supports various languages such as
Java, JavaScript, Go, Node.js, Python and C++ . The version used for developing
GUI is 1.54.3 for 64 bit with Python extensions. Python interpreter used is Python
3.9.1 64-bit [17].

In python to develop a GUI a special toolkit is required called Tkinter. Tkinter
provides ‘standard’ toolkit, it is included in the base Python distribution and Tkinter
code runs on any system with Python installed. Plotting options like scatter plot,
bar plot, and plotting in HTML file is available in Python-Tkinter. Python Tkinter
provides library for buttons, radio buttons, scroll, file dialog, processing tab, cascade
windows, adjustment and position of the windows and buttons. It provides option
to select color of the GUI windows. Libraries like ttk, filedialog, button, ImageTk,
image, date and time, and Pandas are also used for developing various features in the
GUI [19].

3.1 Results and Discussion

Figure 1 shows the main window of the GUI-based software. As seen in the figure,
the major functions Plot and Google maps are developed in the GUI.

Main window displays the information in forms of labels. There are two button
which will open pop-up windows. There is also a date and time stamp given at the
bottom of the window.

Figure 2 shows the pop up window when button “Plot” is clicked. Next when a
solution file (raw IRNSS receiver file) is selected, it is processed and converted to
format required for plotting by the software. Next using buttons “GNDTRK”, “POSI-
TION”, “VELOCITY”, “ALTITUDE”, “CLOCK BIAS”, AND “INTER SYSTEM
BIAS” different plots can be generated. The plots have option to be saved at desired
location in the computer system.

As shown in Fig. 3, the first button is GND TRK which is a ground track in
which the position, latitude and longitude have been tracked and plotted as longitude
against latitude on the graph. The next button is the POSITION button, where the
user position (X, Y, Z coordinates) is plotted with reference to time.

Figure 4 shows the VELOCITY button displays the velocities in X, Y and Z
direction over the period of time. The ALTITUDE button plots the altitude of the
receiver/user with respect to time.



124 R. Gautam et al.

Fig. 1 Main window

Fig. 2 Plot module

The CLOCK BIAS button gives the clock bias value of the receiver over the time.
This is the difference between the receiver clock and the satellite clock. The INTER
SYSTEM BIAS button gives the plot between Inter System Bias against the time as
seen in Fig. 5.

As shown in the Fig. 6, when button “Google Map” is clicked, it pops a new
window which opens Google Maps in browser. In the maps the co-ordinates are
shown which were obtained by processing solution file.
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Fig. 3 Ground track and position plots

Fig. 4 Velocity and altitude plot

Fig. 5 Clock bias and inter system bias plots
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Fig. 6 Google maps in browser

4 Conclusion and Discussion

Software is a vital part of any navigation system and commonly used by researchers
and scientists for processing the raw navigation system receiver files. The software
tools features are used for analyzing and enhancing the positioning performance by
performing experiments. The popular GNSS software tools available are RTKLIB,
GPSTk, Bernese, and gLAB. RTKLIB supports almost all GNSS systems including
GPS, Galileo, GLONASS, BeiDou, and QZSS. However, it does not support the
IRNSS. The paper describes the GUI that is developed using Python with Tkinter
library using Visual Studio IDE. GUI has two main modules (i) Plot and (ii) Google
Maps. Plot module processes the data from raw IRNSS receiver files and plots
the essential parameters. The plots are “gndtrk”, “position”, “velocity”, “altitude”,
“clock bias”, and “inter system bias”. These plots can be saved on desirable loca-
tions in computer system. Google Maps module opens the browser and displays the
coordinates of the locations on the Google Maps.
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A 1 Gbps VLC System Based on Daylight
and Intensity Modulator

Poonam Devi and Ravi Kr. Maddila

Abstract Visible light communication is a fast-growing technology that is being
explored as a prominent option for future communication. It solves the problem
of RF spectrum crunch with a license-free spectrum by reducing the cost of the
communication system. A transmitter architecture including an external modulator
is proposed in this article which can be employed in the indoor environment. The
calculated BER at 1 Gbps data rate is 5.6 × 10−5.

Keywords Visible light communication · Intensity modulator · Optical filter ·
BER

1 Introduction

Visible light communication (VLC) has been a very popular communication tech-
nology for decades and is still in the developing phase. It is a very well-known topic
in the industry because of LEDs as LEDs can be used as the optical source and illu-
minance source in VLC system [1, 2]. The growth of LED has been recommendable
due to its lifetime, efficiency, or energy-saving behavior. The fast switching charac-
teristics of LEDmade it convenient for communication systems as optical source [3].
Although, some problems are caused due to switching of LED as flickering. VLC
also needs dimming support because the optical source used in VLC is also used
as an illumination source in the room [4]. VLC could also solve the problem of a
limited RF spectrum.

Many VLC systems are reported using multiple modulation schemes with addi-
tional circuits for dimming support. The modulation techniques reported for VLC
systems have their pros and cons, but the major problem with these schemes is the
limitation on data rate [5, 6]. LED has fast switching characteristics. The continuous
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switching of LED creates flickering which can be noticeable by human eyes and
harmful to it. An external modulator can be employed which can increase the data
rate, remove the dimming support circuit, and reduce the flickering problem.

This article is organized into four sections. The first section introduces VLC
and the need for an external modulator in VLC. The existing VLC systems are
explained in [7]. The proposed VLC setup is explained in Sect. 2 with transmitter and
receiver components. As explained in [7], the VLC system consists of an information
source, LED, dimming control circuit, channel, filter, and photodetector. An external
modulator is introduced in this article while replacing LED with daylight optical
source and removing dimming control circuit. The receiver link is the same as the
existing link. Section3 enlightens the simulation results. The conclusion of the paper
and the future of work are summarized in the last section.

2 Proposed VLC System

Visible light communication (VLC) can be considered for indoor and outdoor appli-
cations. VLC system consists of a transmitter, channel, and receiver. Several modules
are defined in the transmitter and receiver. Some important modules are the optical
source, optical filter, optical concentrator, modulator, and photodetector. The pro-
posed structure of the transmitter, receiver, and channel is explained in the following
sections with their numerical modeling.

2.1 Block Diagram of Proposed Transmitter

Figure1 shows the architecture of the transmitter used for the proposed system. It con-
tains an optical source, optical concentrator, optical filter, and electro-optic intensity
modulator. Detailed analysis is done for all modules in the following subsections.

2.1.1 Optical Source

LED is used as a conventional optical source in VLC systems but in this article,
daylight is proposed as an optical source for VLC. The location plays an important
role in the variationof solar spectrum throughout the day.There is a standard reference
spectrumwhich is defined for academic research purpose. The data of solar spectrum
falling directly on earth surfaces is AM 1.5 direct (+circular) which is provided by
NREL transforming agency. The data includes solar spectral irradiance with respect
to wavelength which is plotted in MATLAB, shown in Fig. 2 and can be used for
optical signal processing.

Solar irradiance is defined as power received per unit area which electromagnetic
radiation of sun. The power of solar spectrum can be calculated from this data and can
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Fig. 1 Architecture of VLC transmitter

Fig. 2 Solar spectrum (solar irradiance wrt wavelength)

be processed for further communication process as an optical source. The spectrum
has all the wavelength but modulator works in particular wavelength which can be
extracted using an optical filter in this article.

2.1.2 Optical Concentrator

The capacity of VLC systems depends on the signal-to-noise ratio at the receiver
end and channel bandwidth. But small bandwidth of LEDs limits the speed of data
transmission. Similarly, the high-speed receiver or photo-detector used in the VLC
system has a very small active area to receive an optical signal which affects the
collection of optical signal and signal-to-noise ratio. The optical concentrator is used
to increase the collected power on the receiver side which also increases the SNR and
improves the capacity of theVLC system [8]. The optical concentrator is a device that
is used to concentrate optical power over a confined space. Basic concepts for solar
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Fig. 3 CPC 2D view with
the main design parameters
[9]

concentrators include used optics, principle characteristics, shapes of concentrators,
etc. In non-imaging optics, the concentration of emitted radiation is focused instead of
creating imaging. The difference between non-imaging and imaging optics is shown
in the figure. In the figure, optical system is not focusing on farming images, and
emitted radiation including radiation from intermediate zones is falling on the all-
over surface of the receiver which is just the opposite of imaging optics. The principal
characteristics of an optical concentrator are explained by geometrical concentration
ratio, acceptance angle, optical efficiency, and homogeneity of the illumination flux.

Compound parabolic concentrator (CPC) has gained the interest of academic
researchers and industrialists because of its efficient solar energy collection. CPC
belongs to non-imaging optics. The basic principle of CPC is explained through the
edge ray principle of the string method. The shape of CPC concentrator is same as
rotation of the parabola about the concentrator axis.

The CPC can be designed considering 2D and 3D structure, dielectric-filled CPC,
and special shapes of CPC. The range of acceptance angle can be increased using
a dielectric material in CPC. The geometry of CPC could be asymmetric, seashell,
lens walled, and CPCwith the convex absorber. The structure of CPC can be decided
based on applications. It could be made with reflective materials on the sidewalls or
filled with dielectric materials. Somematerials like stainless steel, aluminum plating,
nickel gold plating, etc., with high reflectivity are used in making sidewalls (Fig. 3).

The geometrical parameters pf CPC are internal and external acceptance angles,
length, input radius, and exit radius. All these parameters are related with each other
and can be calculated using following equations [9]:



A 1 Gbps VLC System Based on Daylight and Intensity Modulator 133

Fig. 4 3D polygon CPCs with sides and revolved CPC (n = ∞) [10]

a = nr sin(θacc) (1)

L = (a + r) cos(θacc′) (2)

where a is input radius, r is exit radius, L is length, θacc is external acceptance angle,
and θacc is internal acceptance angle.

In our VLC system, we have considered CPC with an acceptance angle 20◦ and
exit angle 90◦. Its exit diameter is 63mm and height is 68.84mm with geometrical
concentration 2. Author has proved that performance of CPC can be improved by
increasing the no of facets. The number of facets can be 4, 5, 6, 8 12 or as shown
in Fig. 4. The circular CPC can achieve 100% optical efficiency. CPC with circular
facet is used in proposed VLC. The optical efficiency of used CPC could be 92%.

Concentration ratio of solar concentrator is defined as the “ratio of solar radiation
entering the collector to solar radiation received by the receiver.” It shows the con-
centrating ability of system. Due to variation in the intensity of solar radiation, it is
hard to obtain concentration ratio using Eq. 3. To solve above problem, geometric
concentration ratio is introduced. It is ratio of the light aperture area to the receiver
area. The diameter of entry surface can be calculated using Eq. 4 [11].

C = Iap/Iabs (3)

Cgeo = Aap/Aabs (4)

where Aap is area of light aperture and Aabs is area of receiver.
The area of surface on which solar light is falling, i.e., circular, can be calculated

using πr2 which is 6231.27 mm2. Unit of solar irradiance is watt/m2. So the power
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of incident light can be calculated by multiplying the respective area. Total amount
of power at exit area can be calculated using optical efficiency which is given by
following Eq.5 [12]—

η = Pout/Pin (5)

where Pout is exit power at the system and Pin is power at the system entrance.

2.1.3 Optical Interference Band Pass Filters and Intensity Modulator

An optical filter is employed before intensity modulator to extract the desired oper-
ating wavelength of modulator. The intensity modulator which is proposed in this
article is shown in Fig. 5. Solar energy is applied at the input of intensity modulator
which travels through the straight arms which are made of electro-optic material
LiNbO3. The working principal of intensity modulator is same as MZM except the
first 3 dB power splitter. The detailed analysis of optical interference band pass filters
and intensity modulator is done in our previous article [13]. But the modulator which
has been proposed here has different physical characteristics. It is miniaturized ver-
sion of the previous intensity modulator. The equations to calculate A1, A2, B1 and
B2 are explained in article [13].

ER is figure of merit of EO modulator, which is calculated using Eq. 6. In this
case, two powers are Pon and Poff which represents power at output port 1 in presence
and absence of electrical signal at electrode representing ‘1’ and ‘0’ message bit,
respectively [14]. This ratio should be as large as possible to differentiate input
signal at receiver side.

ER = 10 log
Pon
Poff

(6)

I L is defined as the fraction of signal power attenuated due to propagation through
the device. It is a combination of coupling loss,waveguide propagation loss, and other
losses. It must be as small as possible and generallymeasured in decibel (dB). Ideally,
it should be 0 dB for a loss-less path. It can be calculated by using equation given
below-

Fig. 5 Proposed modulator
design
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Table 1 Designing parameters

Parameters Numerical value

Width of waveguide (a) 1.5

Distance between electrode in µm (d) 3.6

Operating wavelength in nm (λ) 520

Length of interferometric arm in mm (L) 1.5

Applied voltage in Volts (V) 5.3357

Coupling length of second coupler in mm (z) 2.5

Total length of device in mm (LT ) 4

I L = 10 log
Pon
Pin

(7)

where Pin is input power.
The designing parameter of proposed intensity modulator is (Table 1).
These parameters are used in both simulation, optical and numerical. The ER of

the proposed modulator is 15.8375 dB and I L is 0.0212 dB and these results are
calculated using Eqs. 6 and 7. The ER and I L are used to calculate the total power
transmitted through the modulator.

2.2 Block Diagram of Proposed Receiver

The signal is transmitted through a channel where random noise is added. In the
proposed system, additive white Gaussian noise (AWGN) is considered. There is an
optical filter, photodetector, and matched filter. The optical filter removes the other
signals and selects the desired wavelength signal. The received signal is compared
with the transmitted signal and BER is calculated. The photodetector converts the
optical signal into electrical signal, matched filter maximize the received signal peak,
and decode message bits based on the energy level (Fig. 6).

Photodetector

Noise

LOS Channel

Matched 
Filter

Threshoding Received 
Signal

Optical Filter

Fig. 6 Proposed receiver block diagram
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3 Simulation Results

In error analysis, few assumptions are made as follows:

• The transmitter is in line of sight (LOS) of receiver and the channel imposes no
multipath dispersion and no path loss.

• The only source for noise is shot noise which is assumed as a white Gaussian.
• Interference of other light source is not considered here (Fig. 7).

The proposed transmitter and receiver are simulated in MATLAB. Here, we did
not consider factors as light reflected fromwalls, interference from ambient light, and
other factors. We have considered photodiode with responsivity 1. The responsivity
of any photodiode is the output signal (typically voltage or current) of the detector
produced in response to a given incident radiant power falling on the detector. The
signal length is 107 and the data rate is fixed at 1 Gbps. The bit error rate (BER)
is calculated at a 1 Gbps data rate. The fig. ref shows the BER vs. SNR graph. As
the SNR is increased, BER started decreasing because the signal power is increased
in comparison with noise power. Calculated BER is in the range 10−5. In [15], an
optical concentrator is considered at the receiver side which will increase the SNR.
In [16], the considered SNR is in the range of 90–135 dB. In both references, authors
have reported BER is in the range of 10−4–10−6. The BER for the proposed design
falls in this range only without considering higher SNR (1–12 dB) and any optical
concentrator at the receiver side.

Fig. 7 BER versus SNR
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4 Conclusion and Future Work

The VLC is enhancing its domain. It is widely employed in indoor communication,
under water communication, and vehicle communication [1–3]. VLC is also reported
for 5G communication [17, 18]. So the efficiency of VLC system in real-life commu-
nication matters. The modulation plays an important role in sending data efficiently
and deciding data rate in optical wireless communication system. The article has
proposed a VLC system which is simulated in MATLAB and results indicate it to be
an efficient system although other factors like channel modulation and ambient light
interferences need to be considered in real-life implementation.
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Performance of MISO Systems
with Alamaouti Transmit Diversity
and Antenna Selection in TDD and FDD

Dehit H. Trivedi, Neel N. Joshi, and Y. N. Trivedi

Abstract In this paper, the focus is to obtain performance of a multiple input and
single output (MISO) wireless communication system in a real-time scenarios of
time division duplex (TDD) and frequency division duplex (FDD). We consider a
MISO system equipped with 2N transmit antennas. In the total N pairs of antenna,
there is a spatial correlation in each pair (two antennas) only. We assume quasi-
static Rayleigh fading channels. We select one pair of antennas with the highest
channel power gain. In case of FDD, we assume antenna selection and detection,
both based on imperfect channel state information (CSI), whereas in case of TDD,
detection is based on imperfect CSI, but antenna selection is to be done using perfect
CSI. Finally, we use Alamouti transmit diversity. For this system, we present the
performance in terms of bit error rate (BER) versus avg. signal-to-noise ratio (SNR)
and outage probability versus avg. SNR using Monte Carlo simulations. We have
seen the adverse effect of spatial correlation and imperfect CSI on the performance.
We conclude that TDD outperforms the FDD due to higher antenna selection gain.

Keywords Alamouti transmit diversity · Transmit antenna selection (TAS) ·
Spatial channel correlation · Imperfect channel state information (CSI)

1 Introduction

The next generation mobile communication is demanding for high data rate, which
can be accomplished by using techniques such as higher-order adaptive modulation
and adaptive channel coding, multi-carrier modulation and multiple antenna systems
[1]. In which multi-antenna systems, popularly known as multiple input multiple
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output (MIMO) is adopted in standards such as LTE andWiMAXdue to high spectral
efficiency [2], measured in bits per hertz . However, this can be fulfilled by adding
complexity such as radio frequency chains (RFC) corresponding to each transmit
or receive antenna. The power consumption and space requirements increase with
number of RFC. Therefore, antenna selection is used, in which full diversity can be
exploitedwith reduced number of RFC [3]. However, to exploit the benefits ofMIMO
systems with antenna selection, channel state information (CSI) is to be estimated
perfectly. Unfortunately, in the real-time scenario, it is not possible always to have
perfect CSI. Therefore, detection with imperfect CSI results in error floor in the
BER versus SNR performance [4]. Furthermore, antenna selection with imperfect
CSI results in loss of diversity gain [5]. Another paper [6] proposed similar system
model, as ours, of selecting subset of transmit antennas from the given set, however,
only accounting for perfect CSI. The second issue in real-time scenario is spatial
correlation [7] between adjacent antennas due to limited spacing between antennas.
The spatial correlation reduces the diversity gain [8].

In the next generation wireless communication, the variance of data rate is very
high. Some applications are based on fast broadband communication such as real-
time gaming, where target is high spectral efficiency. On the other hand, some appli-
cationsmay require lowdata rate communicationwith tolerable delay such as Internet
of Things (IoT) or communication in low power sensor network, where the target
is higher energy efficiency. In both the cases, base station uses either time division
duplex (TDD) or frequency division duplex (FDD). Both the duplex schemes have
pros and cons over other [9]. For example, FDD supports high data rate communi-
cation with double the spectrum compared to TDD. In case of FDD, two separate
channels are required for Uplink and Downlink, whereas in TDD, the same channel
is used for Uplink as well as for Downlink in different time slots, which restricts the
data rate due to limited time slot in TDD.

In case of MIMO, where CSI is also required at the transmitter, the TDD has
a benefit over FDD. During the first time slot, BS estimates the channel and then
uses the same channel for transmit beamforming or transmit antenna selection. In
this case, the chances of perfect antenna selection are high as the BS can estimate
the channel well due to high onboard resources. If we consider a case of FDD,
then Uplink and Downlink channels are separate. Hence, the user will estimate the
Downlink channel and then feed it back to the transmitter for antenna selection at
the BS. In this case, channel estimation quality may be low at the user because of the
limited resources and erroneous feedback channel. There, in FDD, antenna selection
may not be perfect compared to antenna selection in TDD.

In this paper, we have considered a MISO system with a real-time practical sce-
nario with FDD or TDD. We have assumed 2N × 1 MISO system, where imperfect
CSI is available at the receiver (user side). In case of FDD, we assume antenna selec-
tion based on imperfect CSI, and in case of TDD, we assume antenna selection based
on perfect CSI. The correlation between actual CSI and the imperfect CSI is denoted
by ρ. At the BS, we assume N pairs of antennas, where in each pair, there are two
antennas. There is a spatial correlation η in each pair of antennas, however, there is
no correlation between two pairs of antennas. Based on the perfect (in case of TDD)
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or imperfect (in case of FDD) CSI, one pair of antennas is selected among all the
pairs. Then, we use full Alamouti transmit diversity for the equivalent 2 × 1 system
[10]. The detection at the receiver is assumed using imperfect CSI. We present the
performance of the system in terms of BER versus SNR and outage probability ver-
sus SNR using simulations. We have presented the performance for different values
of ρ and η for both FDD and TDD. We have seen that the performance of TDD is
better than the performance of FDD as expected.

The rest of the paper is organized as followed. Section2 describes the system
model. Section3 presents the BER and outage probability performance of the con-
sidered system for different values of ρ and η. Finally, Sect. 4 concludes the paper.

2 System Model

We consider a MISO system with 2N × 1 antennas or at the transmitter, total N
pairs of antennas are there and each pair has two antennas. The underlying fading
channels are assumed to be complex Gaussian with mean zero and variance one.

As shown in Fig. 1, the channel coefficients from first pair to the receiver are h1
and h2. Similarly, the channel coefficients between the last N th pair and the receiver
are h2N−1 and h2N . Thus, channel coefficients between kth pair and receive antenna
are h2k−1 and h2k . In each pair, the spatial correlation is η. Thus,

E[h∗
2k−1h2k] = η, 1 ≤ k ≤ N , 0 ≤ η ≤ 1 (1)

Fig. 1 Considered MISO system



142 D. H. Trivedi et al.

Thus, h2k is generated from h2k−1 using first-order Gauss–Markov model as follows.

h2k = ηh2k−1 +
√
1 − η2μ2k−1,≤ k ≤ N (2)

where h2k−1 andμ2k−1 are independent and identically distributed complexGaussian
randomvariableswithmean zero and variance one. There is no correlation in between
two pairs. At the receiver, imperfect CSI gk is available instead of hk , which is
generated using first-order Gauss–Markov model as follows

gk = ρhk +
√
1 − ρ2δk, 1 ≤ k ≤ 2N , 0 ≤ ρ ≤ 1 (3)

where δk is complex Gaussian random variable with mean zero and variance one.
Further, δk is independent of hk .

Subsequently,we select themth pair of antennas,which has the highest summation
of the two channel power gain as shown below. For FDD, the mth pair is selected
based on imprefect CSI, hence

m = arg max
1≤k≤N

{|g2k−1|2 + |g2k |2} (4)

In case of TDD, the mth pair is elected based on the perfect CSI, hence

m = arg max
1≤k≤N

{|h2k−1|2 + |h2k |2} (5)

We use gk for detection in both the FDD andTDD.After selecting the two transmit
antennas, we use Alamouti transmit diversity scheme. Hence, the received symbols
y1 and y2 for two consecutive instants can be expressed as

[
y1
y∗
2

]
=

[
h2m−1 h2m
h∗
2m −h∗

2m−1

] [
x1
x2

]
+

[
n1
n2∗

]

Here, x1 and x2 are assumed to be BPSK symbols with average power Es , whereas
n1 and n2 are i.i.d. complex Gaussian with mean zero and variance N0. Thus, average
SNR per symbol is denoted by γc = Es/N0.

Now, for both FDD and TDD, the detection variables x̂1 and x̂2 corresponding to
x1 and x2, respectively, can be expressed

x̂1 = [
g∗
2m−1 g2m

] [
y1
y∗
2

]

x̂2 = [
g∗
2m −g2m−1

] [
y1
y∗
2

]

As x1 and x2 are equi-probable binary symbols, the BER can be expressed as
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Pe = Prob{x̂1 �= x1} (6)

The outage probability Po can be expressed as

Po = Prob{γ ≤ γth}

Here, γ can be expressed as

γ = |g∗
2m−1h2m−1 + g2mh∗

2m |2γc
|g∗

2m−1h2m − g2mh∗
2m−1|2γc + 2(|g2m−1|2 + |g2m |2) (7)

It can be seen that for perfect CSI, i.e., g2m−1 = h2m−1 and g2m = h2m , (7) is reduced
to γ = (|h2m−1|2 + |h2m |2)γc/2. In case of imperfect CSI, the presence of γc in the
denominator of (7) results in error floor.

3 Results

In this section, we present the performance of the considered system in terms of BER
versus avg. SNR and probability of outage versus avg. SNR for different values of
spatial correlation ρ and imperfect CSI in terms of ρ. We have referred the case of
imperfect antenna selection and perfect antenna selection as FDD and TDD respec-
tively. We have assumed BPSK constellation and number of pair of antennas N = 2
or 3 for simulations.

Figure2 presents BER versus avg. SNR for TDD taking η = 0.5 for different
values of ρ such as 0.9 and 0.6. As expected, by increasing N , the performance
improves due to better antenna selection gain and performance degrades when ρ

reduces from 0.9 to 0.6. For ρ = 0.9, the error floor is also visible. Figure3 presents
BER versus avg. SNR for FDD taking η = 0.5 for different values of ρ such as 0.9
and 0.6. The same trend is visible for FDD also. In the outage probability, also the
same trend is visible for both FDD and TDD.

Figure4 presents BER versus avg. SNR for TDD taking ρ = 0.9 for different
values of η such as 0.3 and 0.9. As expected, by increasing N , the performance
improves due to better antenna selection gain and performance degrades when η

increases from 0.3 to 0.9. The reason of the error floor is due to ρ = 0.9 (not having
perfect CSI for detection or ρ �= 1). Figure5 presents BER versus avg. SNR for FDD
taking ρ = 0.9 for different values of η such as 0.3 and 0.9. The same trend is visible
for FDD also. In the outage probability, also the same trend is visible for both FDD
and TDD.

Figure6 presents BER versus avg. SNR for both FDD and TDD taking ρ = 0.6,
η = 0.5. It can be seen that the TDD outperforms the FDD, as expected due to better
antenna selection gain. It shows that in real-time scenario, if the BER degrades due
to η and/or ρ, the mode can be changed from FDD to TDD.
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Fig. 2 BER versus avg. SNR, TDD, η = 0.5

In Fig. 7, we have shown the outage probability versus avg. SNR taking ρ = 0.6,
η = 0.5, N = 3 and γth = 3 dB for FDD and TDD. The similar trend of BER can be
seen in case of outage probability also. It is to be noted that the coverage probability
of BS, Pc = 1 − Po. Thus, Pc is more in case of TDD. For example, at the SNR of
11 dB, the Pc = 0.66 and 0.619 for TDD and FDD, respectively. Hence, the mobile
can be switched from FDD to TDD to stay in coverage or to prevent it to go to the
state of outage.

4 Conclusion

In this paper, we considered aMISO systemwith N pairs of antennas and in each pair
two antennas are there.We assume spatially uncorrelated, however correlated in each
pair with coefficient η, Rayleigh fading channels. We performed selection of the pair
of antennas with highest channel power gain using imperfect CSI (referred as FDD)
or using perfect CSI (referred as TDD). Finally, we used Alamouti transmit diversity
and detection with the imperfect CSI. The imperfection in the CSI is referred by ρ for
antenna selection (for FDD) and detection (for FDD and TDD). For the considered
system, we presented BER versus avg. SNR and outage probability versus avg. SNR
using simulations for N = 2 and 3.We conclude that the performance degrades,when
ρ is reducing from 1 to 0 or/and η is increasing from 0 to 1, and N is decreasing
from 3 to 2. The TDD outperforms FDD due to perfect antenna selection. Hence, the
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Fig. 3 BER versus avg. SNR, FDD, η = 0.5

Fig. 4 BER versus avg. SNR, TDD, ρ = 0.9
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Fig. 5 BER versus avg. SNR, FDD, ρ = 0.9

Fig. 6 BER versus avg. SNR, FDD and TDD comparison, η = 0.5, ρ = 0.6
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Fig. 7 Po vs avg. SNR, FDD and TDD comparison for γth = 3 dB

operating mode can be switched from FDD to TDD, when the received SNR may
drop, so that user may not suffer outage.
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Performance Analysis of OFDM-Based
Optical Wireless Communication System

Aishwarya Medpalliwar, Abhishek Tripathi, and Shilpi Gupta

Abstract The Free Space Optics (FSO) is one of the best solutions for ever-
increasing demand of higher bandwidth requirements. As in the FSO, the transmitted
optical signal passes through the free space channel where the atmospheric attenu-
ation due to fog and rainfall considerably decreases the performance of the system.
In our analysis, link range of 1 km is considered in 64 QAM-OFDM system with
a data rate of 10 Gbps, where the system is analyzed under different atmospheric
conditions of rainfall and fog. Results show that the optical beam cannot prolong
beyond 1 km as the atmospheric conditions worsens.

Keywords Power law parameters · Free space optics · Tropical climate

1 Introduction

The principle of Free Space Optics (FSO) is same as the optical fiber communication
system, but the only difference is of the channel; here, the channel is free space instead
of optical fiber. FSO is a line of sight communication technology, where the optical
signal is transmitted through the free space channel [1]. The FSO system principle is
that the narrow beam of laser which transfers the modulated information signal to the
receiving end through the channel. The growth of internet traffic in conjunction with
an increase in the number and range of new services has placed pressure on radio
networks operating on low-speed infrastructure [2]. As the FSO system has higher
bandwidth, thus, it can support higher data rate transmission. Besides the various
advantages of the FSO system, it suffers from the main issue, i.e., the atmospheric
attenuation. Thus, inclusion of the atmospheric parameters is must while designing
of the system. The FSO link equation is as follows [2]:
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PR = PT
d2
R

(dT + θR)2
10

−αR/10 (1)

where PR is received power, PT is transmitted power, dR and dT are receiver and
transmitter aperture diameter, respectively, θ is beam divergence, R is link range,
and α is atmospheric attenuation.

In order to reduce the multipath fading, significant efforts are required. OFDM
is a multi-carrier modulation technology in which the data is distributed over many
subcarriers thus mitigating the problems such as multi-path interference and inter-
symbol interference. In OFDM, the spectrum is efficiently used as the subcarriers are
overlapping and orthogonal to each other, making it bandwidth efficient [3]. Thus,
OFDM is the best choice for optical communication system. The use of OFDM
makes the system secure, higher data rate support and high speed.

The atmosphere consists of many gases and microparticles such as aerosols, dust,
smoke. Alongwith these small particles, large precipitation because of rain, haze, fog
and snow is present in the channel. Out of all environmental factors, the attenuation
caused by fog is adverse as the size of fog particle is comparable with the operating
wavelength [4]. It thus changes the characteristics of the beam or can completely
block the passage of beam because of absorption, scattering and reflection. To calcu-
late the specific attenuation caused by fog, the relationship between visibility (V ) and
attenuation (α) must be known. The attenuation due to fog faces Mie scattering, but
it includes complex calculations and requires information about the fog condition.
Another approach is based on using visibility data, where the attenuation caused
due to foggy weather is calculated using empirical method. The 550 nm wavelength
is generally chosen as the reference wavelength. Equation (2) gives us the specific
attenuation of fog by common empirical model for Mie scattering [5]:

α(V ) = 13

V

(
λ

550

)−q(V )

(2)

where V (km) is visibility, λ (nm) is the operating wavelength, q(V) the scattering
size distribution coefficient.

By Kim model, q(V) is given as [5]:

q(V ) =
⎧⎨
⎩

1.6 for V > 50 km
1.3 for 6 < V < 50 km

0.585 v1/3 for 0 < V < 6 km
(3)

By Kruse model, q(V) is given as [5]:
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q(V ) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1.6 for V > 50 km
1.3 for 6 < V < 50 km

0.16 v + 0.34 for 1 < V < 6 km
v − 0.5 for 0.5 < V < 1 km

0 for V < 0.5 km

(4)

The visibility of weather condition is low during thick fog, and operating wave-
length has less effect on the attenuation due to light fog and haze. If visibility is
high, the attenuation is very less for 1550 nm as compared to 850 and 950 nm. As
visibility range increases, such as in clear weather, dependence of the attenuation on
the operating wavelength reduces.

Rainfall is an important factor causing attenuation of transmitted optical signal.
Heavy rain is the main limiting factor for FSO link availability. The drop size distri-
bution of rain and its intensities are required to understand the effect of rainfall on
FSO link. These parameters are not mostly available or not easy to quantify. Hence,
a general empirical relation between the specific rain attenuation (RSA) and rain rate
is derived in decibel scale as follows [6]:

γ
(
dB

/
km

) = k Rα (5)

where R is the rain intensity (mm/h) and k and α are power law parameters which
depend on frequency, microstructure of rain and temperature. In Eq. (5), we can
easily calculate the RSA when the intensity data is available in mm/h. In FSO, there
are many power law models for calculating specific rain attenuation. Carbonneau’s
model can be used to calculate the RSA. The measurement done however is for
low R compared with the tropical region [7]. The Japan model made calculations
for R values around 80 and 90 mm/h. Both of these models are suggested by ITU-
R to calculate the RSA. One more model was also proposed in temperate region
to calculate rain attenuation for rain rate of up to 100 mm/h in Prague. In tropical
climatic conditions, model developed inMalaysia KL used ITU-R approach which is
based on the relationship between the equal probability of experimental rain rate and
rainfall attenuation. The commonly known drop size distribution based on Marshal-
Palmer and Joss models in microwave systems is also now commonly used in FSO
link. The specific attenuation of rainfall can be evaluated by the power law Eq. (5).
The values of the parameters for k and α are arranged in Table 1.

The paper is organized as follows: Sect. 2 describes the simulation setup for 64
QAM-OFDM-based FSO system, and Sect. 3 describes the results and discussion.
The paper is concluded in Sect. 4.
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Table 1 k and α values of
RSA models of FSO

Model k α Region

Carbonneau (ITU-R) 1.076 0.67 Temperate

Japan (ITU-R) 1.58 0.63 Temperate

Prague 0.231 0.7 Temperate

Marshal and Palmer 0.365 0.63 Temperate

Malaysia (KL) 0.4195 0.8486 Tropical

Malaysia (Johar) 2.03 0.74 Tropical

Malaysia (Suriza) 0.3988 0.7601 Tropical

2 System Description

The system under test is designed by the use of OptiSystem™ 17, and the schematic
layout is shown in Fig. 1. Here, theOFDMmodulated data is converted into an optical
signal and then transmitted through free space. The complete system is comprised
by the transmitter, atmospheric channel and receiver. The information or message
signal gets processed throughmany stages, viz., generation, conversion into electrical
signals, and then passes through free space in the form of optical signal. As the
transmitted optical beam gets severely affected by the atmospheric conditions, thus
considering the parameters is important before system design. Here, the system is
analyzed under the effect of rainfall and fog.

Fig. 1 Schematic block diagram of OFDM-FSO communication system
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2.1 Rainfall Analysis

Proper knowledge of rainfall attenuation is essential for the design of the new wire-
less optical communication system. RSA is calculated using the existing available
attenuation models, but they are suitable in the temperate regions as the highest R is
less than compared to the tropical regions. According to the ITU-R P.1814 [8], the
precipitation rate of 0.25 mm/h is for drizzle, 2.5 mm/h for light rain, 12.5 mm/h for
moderate rain, 25mm/h for strong rain and100mm/h for stormy rainfall. Tropical and
subtropical Indian regions experience heavy rain up to 300 mm/h, and hence, under-
standing of rainfall statistics is important before designing the FSO link. Rainfall data
for four consecutive years from the Indian metrological department is considered in
Table 2. India is home of a verity of extraordinary climate region, and there exists
regional and temporal variation in the rainfall distribution [9].

According to the rainfall data recorded by Indian Meteorological Department
(IMD), the heaviest rainfall may reach 600 mm in a day. To have knowledge of all
this data is important for worst case analysis. To get the highest average rainfall data
for four years similar analysis is done for four consecutive years, i.e., 2015, 2016,

Table 2 Meteorological subdivision-wise heaviest one-day rainfall—SW monsoon 2015, 2016,
2017 and 2018 and their average per hour rainfall rate [10–12]

Met
subdivision

Highest one-day recorded rainfall Four years
averaged
monsoon
rainfall

Average
per hour
rainfall
rate

R (mm/h)
2015

R (mm/h)
2016

R (mm/h)
2017

R (mm/h)
2018

Assam and
Meghalaya

745 549 638 384 579 289.5

Saurashtra
and Kutch

636 341 450 496 480.75 240.3

Gujrat region 495 348 497 316 414 207

Konkan and
Goa

475 528 468 491 490.5 245.25

West Madhya
Pradesh

387 302 261 336 321.5 160.75

Odisha 330 240 395 622 396.75 198.375

Arunachal
Pradesh

278 321 263 150 253 126.5

Vidarbha 270 300 342 282 298.5 149.25

Kerala 228 269 235 398 282.5 141.25

East Madhya
Pradesh

221 340 190 299 262.5 131.4

West Uttar
Pradesh

189 310 284 226 252.25 126.25

Uttarakhand 159 318 245 277 249.75 124.8
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Table 3 Rainfall specific
attenuation values for
different weather conditions

Weather conditions Precipitation or R (mm/h) RSA (dB/km)
2.03R0.74

Storm 100 61.305

Strong rain 25 21.977

Average rain 12.5 13.158

Light rain 2.5 3.999

Drizzle 0.25 0.727

2017 and 2018. I considered worst analysis, the heaviest rain data of day is available,
and it is necessary to make certain assumption for the analysis. As from the power
law equation, we require rainfall rate in mm/h, and this data is not available; thus, it
is required to convert rainfall rate from mm/day to mm/h, which can be carried out
in two ways.

(1) The traditional mathematical procedure, i.e., dividing per day data by total hours
in a day.

(2) More real approach and do probable assumptions.

By using the values of R, we can calculate the RSA in dB/km using the models
available. As from the above analysis, it is clear that India experience heavy rainfall,
and the models suggested by ITU-R have considered very less rainfall values for
their calculation of power law parameters. Thus, we have considered the parameters
(Malaysia-Johar) available for tropical region. By considering the rainfall categories
depending on the ITU-R P.1814 as shown in Table 3, we have calculated the RSA
value by considering the parameters available for tropical region.

2.2 Fog Analysis

Fog is made of minute water droplets present in air, and its diameter is less than
100 µm. It is admitted in theory that there is fog when visibility is reduced to less
than 1 km, and the relative humidity of the air reaches the saturation level (relative
humidity close to 100%) [5]. Due to the atmospheric constituents, there is decrease
in power level, i.e., attenuation of laser beam caused by several factors, including
absorption and Rayleigh or Mie scattering. Out of all these factors, the attenuation
caused by fog is considered adverse as fog particle size is comparable with the oper-
ating wavelength in FSO link. It changes the characteristics of the transmitted light,
or it may completely block the passage of beam because of absorption, scattering
and reflection. The values of attenuation with their corresponding visibilities are
considered in Table 4.

The attenuation due to fog is dependent on the visibility conditions, and the
transmitted optical signal encounters interference due to the fog particles. Table 5
shows the parameters that are considered for analyzing the system.
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Table 4 Specific attenuation
value for different fog
weather condition

Fog conditions Attenuation (dB/km)

Thick fog 65

Moderate fog 26

Light fog 7.743

Haze 1.177

Table 5 OFDM-based FSO
system parameters for
performance analysis

Parameters Values Units

Wavelength 1550 nm

Power 3–10 mW

Link range 200–1000 meters

Total bit rate 10 Gbps

Bits per symbol 6 Bits/symbol

No. of subcarriers Variable –

DT 2.5 cm

DR 8 cm

Baseband modulation 64-QAM –

Responsivity 1 A/W

Attenuation Variable dB/km

Refractive index structure parameter

(C2
n )

1 × 10−14 m−2/3

Beam divergence 1 mrad

3 Results and Discussion

3.1 System Analysis Under Rainfall

About 10 Gbps data is generated using 64 QAM sequence generator using 6 bits per
symbol. Before modulated at 7.5 GHz using a quadrature modulator, the QAM data
is modulated by an OFDM modulator using 64 and 128 subcarriers. This signal is
modulated by using LiNb-MZMmodulator.We have RF-OFDM signal which is then
transformed to optical form by using RF to optical-up converter. The QAM-OFDM
signal is transmitted by means of a continuous wave (CW) laser with wavelength of
1550 nm having power of 10 mW.

At the receiver, the signal is recovered using a PIN photodetector and the output
is given to the QM demodulator which is followed by the OFDM block and QAM
sequence decoder to get the original 10 Gbps data successfully. Figure 2 shows the
measured received power for increasing link range under different weather condi-
tion. The different values of attenuation considered are 0.727 dB/km for drizzle,
3.999 dB/km for light rain, 13.158 dB/km for average rain, 21.977 dB/km for strong
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rain and 61.305 dB/km for storm. Table 6 shows the value for total power for different
link ranges of FSO transmission link under all rainfall conditions. Figure 2 depicts
the measurement of total received power against different link range under different
rainfall weather conditions. It can be seen that the stormy weather deteriorates the
power performance of the systems when compared to other rainfall conditions.

I have built a 10Gbit/s 64QAM-OFDM-basedFSO transmission systemand inves-
tigated the performance of signals with different subcarriers. The signals with 64 and
128 subcarriers are transmitted over 1 km. Firstly, I have compared the number of
symbols in error for 64 subcarriers and 128 subcarriers over a distance of 1 km.
Table 7 shows the values of no. of symbols in error for 64 and 128 subcarriers-based
proposed system under the light and strong rainfall condition with the RSA value of
3.99 dB/km for light rainfall and 21.97 dB/km for strong rainfall, respectively.

FromFig. 3,we can see that the no. of symbols that are in error using 64 subcarriers
is very less compared to 128 subcarriers. For instance, let us consider at a link range
of 1000 m under light rainfall, the difference is of 189 symbols which is huge. Also
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Fig. 2 Evaluation link range versus received power under different rainfall conditions for 64QAM-
OFDM-FSO system

Table 6 Evaluation for link range versus received power under different rainfall conditions

Link range
(m)

No rain Drizzle Light rain Average
rain

Strong rain Storm

Power
(dBm)

Power
(dBm)

Power
(dBm)

Power
(dBm)

Power
(dBm)

Power
(dBm)

200 − 24.20 − 24.23 − 26.03 − 29.31 − 32.41 − 48.64

400 − 35.00 − 35.50 − 38.31 − 45.70 − 52.77 − 74.66

600 − 42.02 − 42.87 − 46.32 − 57.54 − 67.99 − 83.18

800 − 47.19 − 48.23 − 52.95 − 68.15 − 81.75 − 100

1000 − 50.50 − 51.96 − 58.10 − 76.17 − 94.15 − 100
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Table 7 Evaluation of link range versus no. of symbols in error under different rainfall conditions

Link range (m) Number of symbols in error

64 subcarriers 128 subcarriers

Light rain Strong rain Light rain Strong rain

200 39 36 206 258

400 48 59 212 270

600 51 65 224 283

800 56 89 233 293

1000 61 102 250 319

for strong rainfall condition, complete received symbols are in error with a difference
of 217.

The results show that as the number of subcarriers increases here 64 to 128,
the value of error symbols will gradually increase and the quality of the received
optical signals will deteriorate. Thus, we can conclude that the error performance of
with 64 subcarriers is better than 128 subcarriers. Hence for further analysis, I have
considered 64 subcarriers for the given system. When an optical information signal
propagates through the channel, random variations in air temperature and pressure
lead to refractive index inhomogeneity; this results in affecting the amplitude and
phase of the signal. Further, we have studied the EVM (%) and symbol numbers in
error for light and strong rainfall with turbulence and without turbulence condition.
In Table 8, we have considered the gamma–gamma turbulence model for the channel
with refractive index structure parameter value of C2

n = 1 × 10−14 m−2/3.
From Fig. 4, we can see that with increase in the link range, there is reduction in

error performance of the system under the influence of rainfall with turbulence. For
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Table 8 Evaluation error symbols and EVM (%) against link range under different rainfall
conditions for 64 subcarrier

Link
range
(m)

Without turbulence With turbulence

Light rain
(3.99 dB/km)

Strong rain
(21.97 dB/km)

Light rain
(3.99 dB/km)

Strong rain
(21.97 dB/km)

Error
symbols

EVM
(%)

Error
symbols

EVM
(%)

Error
symbols

EVM
(%)

Error
symbols

EVM
(%)

200 39 8.446 36 8.377 62 10.832 101 11.031

400 48 8.950 59 8.953 102 10.794 106 11.757

600 51 10.321 65 9.632 128 11.442 139 12.136

800 56 9.236 89 11.310 153 12.239 211 13.025

1000 61 10.031 102 11.354 202 12.886 246 12.742

instance, there is an increase in the symbol error of about 141 when comparing light
rainfall with and without turbulence. From Fig. 4, we can see that as we increase
the link range, the error vector magnitude increases. The EVM is a measure of
modulation quality and error performance which is mathematically denoted as the
root mean square value of the difference between the ideal symbol that is transmitted
and received symbols in I/Q plane.

The plot of EVM (%) for light and strong rainfall conditions is shown in Fig. 5.
There is a difference of ~2.85% (without turbulence) and ~1.6% (with turbulence)
in the EVM%. Thus with increase in attenuation due to atmosphere, there is chance
that constellation points deviate from its ideal position.

In Fig. 5, the plotted graphs of the EVM (%) against link range for light and
strong rainfall condition (with/without turbulence) are given; it is found that the
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strong rainfall (in presence of turbulence) causes more error symbols compared to
strong rainfall (in absence of turbulence).

3.2 System Analysis Under Fog Condition

Fog is considered as one of the most deteriorating factors in FSO communication
systems. Foggy weather condition is classified on the basis of visibility conditions.
The specific attenuation due to fog is dependent on the operating wavelength, visi-
bility and the value of q(V) based on either Kim or Kruse model. In the analysis, we
have considered Kruse model (Eq. 7) for calculating q(V). The values of attenuation
(dB/km) considered for analyzing the system are given in Table 9. As from Fig. 3,
we concluded that the error performance by considering 64 subcarriers is better than
considering 128 subcarriers for proposed communication system, and thus the fog
analysis is done by considering 64 subcarriers. The signal is transmitted by means
of a continuous wave (CW) laser with wavelength of 1550 nm and power 3 mW. In
this analysis, the free space channel introduces attenuation by fog.

At the receiver end, the OFDM signals are detected using a PIN photodetector,
and the output of photodetector is given to the QM demodulator and then by the
OFDM demodulator and QAM sequence decoder in order to recover the original
transmitted 10 Gbps data successfully. Figure 6 shows the measured received power
for different link range under different atmospheric weather condition. The fog is
categorized to haze, light fog, moderate and thick fog. When the visibility is very
low, the attenuation caused due to fog is very high. The different values of attenuation
considered are 1.17 dB/km for haze, 7.74 dB/km for light fog, 26 dB/km formoderate
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Table 9 Obtained values of received power versus link range under different foggy conditions

Link range Haze Light fog Moderate fog Thick fog

Power (dBm) Power (dBm) Power (dBm) Power (dBm)

200 − 46.69 − 39.5 − 48.91 − 63.93

400 − 49.84 − 54.67 − 69.45 − 76.12

600 − 51.08 − 60.89 − 79.98 − 100

800 − 62.14 − 70.36 − 83.61 − 100

1000 − 63.76 − 78.38 − 100 − 100

and 65 dB/km for thick fog. Table 9 describes the values for received power in dBm
for different ranges of transmission link range under different foggy conditions.

As the attenuation due to fog is dependent on visibility conditions, it greatly
effects the transmitted optical signal. Figure 6 shows the link range versus received
power under different atmospheric conditions and link ranges. From Fig. 6, it can be
concluded that at a link rangeof 1000m, the effect of thick fog ismorewhen compared
to haze, light and moderate fog condition. Also from Fig. 6, we can conclude that
the fog degrades the system performance, as the received power is very low when
the link range is increasing from 200 to 1000 m.

The impact of the fog can further be analyzed by studying error vector magnitude
(EVM). The EVM is commonly used to analyze the error performance of thewireless
system. As the optical signal is transmitted through free space, it faces attenuation
due to various effects. Fog is considered as the most performance deteriorating factor
as it can completely block the transmitted optical signal. Table 10 shows the EVM
and error symbols against link range for different weather condition.

Thus with the increase in the attenuation due to fog, the error performance of the
system deteriorates. From Fig. 7, it can be concluded that performance is better in
case of light fog at a distance of 1000 m as compared to thick fog for the same link
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Table 10 Evaluation of the EVM (%) and error symbols under different foggy conditions

Link
range
(m)

Haze Light fog Moderate fog Thick fog

Error
symbols

EVM (%) Error
symbols

EVM
(%)

Error
symbols

EVM (%) Error
symbols

EVM (%)

200 29 8.643 39 9.578 41 7.626 45 9.896

400 32 8.729 41 8.768 48 9.804 55 9.218

600 47 8.57182 48 10.523 54 9.13004 61 8.78524

800 52 10.2857 59 10.3043 60 8.83982 88 10.9544

1000 57 9.63882 66 10.9753 71 10.4506 101 10.9945
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Fig. 7 Evaluation of error symbols against link range under the impact of different foggy conditions
for given system

range. This statement can be further be supported by Fig. 8, where EVM is plotted
against link range. The link range increases, the system performance decreases for
different weather conditions, and the error symbols also increase.

4 Conclusions and Future Scope

Atmospheric turbulence is the major obstacle in FSO communication system and
thus blocking its use in extended applications. The OFDM scheme gives an effective
solution for high information rate, increased link range for adverse weather condition
like fog, haze, rainfall, etc. With OFDM, high spectral efficiency is achieved as
the information is distributed over large number of subcarriers. Immunity against
intersymbol and intercarriers interference is the major benefit by enhancing factor
in FSO. The FSO link is affected by the attenuation caused due to atmospheric
effects. The attenuation caused due to fog is more adverse compared to rainfall as
it decreases the link availability and increases the error rate. The error caused by
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stormy weather drastically reduces the performance of the system compared to light
rainfall condition. The results show that the link cannot be prolonged beyond 1 km
range for effective transmission of optical link.

In the future scope of the mentioned work, improvement in the system can be
achieved by incorporating several mitigation techniques. As the attenuation caused
by weather effect decreases the link range and increasing of transmitted power is not
enough, incorporation of proper amplifiers can do the work. Also further improve-
ment in the system can be achieved by doing channel estimation for analyzing the
attenuation caused by the channel and then tuning the gain of amplifier accordingly.
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Performance Comparison of Different
Diversity and Combining Techniques
Over Gamma–Gamma FSO Link

Hardik Joshi and Shilpi Gupta

Abstract Free space optical communication (FSO) is featured as a solution to the
massive demand for large bandwidth and last-mile connectivity. However, the link
performance degrades due to atmospheric turbulence. Like RF wireless communi-
cation link, the diversity and combining techniques were found effective in FSO
link too. This paper compares BER performance of various diversity and combining
techniques. We have simulated maximum ratio transmission (MRT) and transmit
aperture selection (TAS) technique as transmit diversity scheme. For the receive
diversity techniques, we have used selection combining (SC), maximal ratio com-
bining (MRC), and equal gain combining (EGC). We have also considered MIMO
configuration and wavelength diversity. These all techniques are compared for var-
ious diversity orders and different strengths of atmospheric turbulence. We found
that maximum ratio combining and maximum ratio transmission schemes have the
best BER performance among all diversity techniques. However, theMRT technique
requires additional resources to make CSI information available at the transmitter.

Keywords Free space optical communication · Diversity and combining ·
Maximal ratio combining · Equal gain combining · Selection combining ·
Wavelength diversity · Maximum ratio transmission · Transmit aperture selection

1 Introduction

Due to various advantages like large bandwidth, unlicensed spectrum, high direc-
tivity, less power, and high security, the FSO is seen as one of the solutions for the
demand for huge data rate and last-mile connectivity. However, the performance of
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the FSO system is degraded due to various atmospheric effects and misalignment
between transmitter and receiver. Atmospheric turbulence is one factor that plays a
significant role in the degradation of signal quality [1]. Due to atmospheric turbu-
lence, received irradiance has spatial and temporal fluctuations, called turbulence-
induced fading or scintillation. Scintillation is a significant factor that leads to an
increase in bit error rate and outage probability.

Various turbulence mitigation techniques like modulation and detection, error-
correcting codes, aperture averaging, diversity, and combining are available. Out
of those techniques, diversity and combining is one of the robust solutions against
atmospheric turbulence. The most simple and low-cost modulation scheme for FSO
is on-off keying (OOK). Nevertheless, the receiver required an adaptive threshold
for reliable detection due to contentious change in atmospheric effect. In subcarrier
intensity modulation (SIM), no such adaptive threshold plus SIM is more bandwidth
efficient than OOK.

In [2], and [3], the SC, EGC, and MRC techniques are discussed. However, the
transmit diversity, MIMO configurations, and wavelength diversity are not covered.
This paper demonstrates the simulated results of various transmit and receive diver-
sity techniques like selection combining, equal gain combining,maximumratio trans-
mission, maximal ratio combining, and wavelength diversity. For simulation, SIM
with QPSKmodulation scheme is considered with intensity modulation/direct detec-
tion (IM/DD).

The organization of the paper is as follows. Section1 contains the introduction. In
Sect. 2, the gamma-gamma channel model is presented. In sections three and four,
the system model with different diversity and combining techniques is discussed.
Simulation results are demonstrated in Sect. 5. In Sect. 6, we concluded the article.

2 Channel Model

The physical experimentation in wireless and optical communication is quite expen-
sive and time-consuming. Statistical channel models allow us to perform various
experiments in less time and cost. In literature, different channelmodels are described
like log-normal, gamma–gamma [4], K channel, Malaga [5] and negative exponen-
tial, exponentiated Weibull [6], etc. Among this, gamma–gamma channel model is
widely accepted because its best fit to moderate to strong turbulence.

The gamma–gamma model is derived by modulation process between the large-
scale turbulent eddies and small-scale turbulent eddies, considering both have gamma
distribution. The PDF of irradiance fluctuation is distributed as gamma–gamma dis-
tribution is [4].

f I (I ) = 2(αβ)
α+β

2

�(α)�(β)
I

α+β
2 −1

Kα−β

(
2
√

αβ I
)

; I > 0 (1)

The value of α and β is related to strength of atmospheric turbulence. � and K ()

are gamma function modified Bessel function of second kind, respectively. α and β
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are defined in [4] as.

α =
[
exp

(
0.49χ2

(
1 + 0.18d2 + 0.56 χ12/5

)7/6
)

− 1

]−1

(2)

β =
[
exp

(
1 + 0.51x2

(
1 + 0.69χ12/5

)−5/6

(
1 + 0.9d2 + 0.62d2χ12/5

)5/6
)

− 1

]−1

(3)

where Rytov variance χ2 � 0.5C2
nk

7/6L11/6, d �
(
kD2/4L

)1/2
, and k = 2π/λi is

wave number.λ, D, L , andC2
n are thewavelength, the diameter of receiver’s aperture,

link distance, and the refractive index structure parameter, respectively. Gamma–
gamma distribution fits well for all kind of turbulence but best fit to moderate to
strong turbulence [4].

3 System Model

As shown in Fig. 1, we are considering the MIMO FSO link with M LASER sources
and N photodetectors. The received signal matrix is represented by [7].

Y = 1

M
ηWGI x + n (4)

where x is transmitted QPSK symbol, η is photodetector responsivity, I is an irradi-
ance fluctuation distributed as gamma–gamma distribution, n is AWGN noise vector
having dimension N × 1. The value of M, N , beam-forming matrix or precoding
matrix W , and combiner matrix G depends on the type of diversity techniques
applied. The W is the unity matrix for all other techniques except MRT, and G
is the unity matrix for all other schemes expect MRC. The factor 1

M is used to keep
the total transmitted power the same as SISO for a fair comparison. Further, a per-

Fig. 1 MIMO FSO system
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fect line of sight or negligible tracking and pointing errors between transmitter and
receiver is assumed.

3.1 Detection Rule

Assuming accurate CSI available at the receiver side, using maximum likelihood
detection, received symbols can be estimated by

ŝ = argmax
s∈A

|yxx − √
γ I s|2 (5)

where A is set of QPSK constellations. yxx and γ are received signal and SNR after
applying diversity and combining techniques.

4 Diversity and Combining Techniques

4.1 SISO

In SISO, the M = N = 1, i.e., single LASER transmitter and single receiver pho-
todetector, is used.

4.2 Transmitter Diversity

For all transmit diversity scheme, no. of photodetectors N = 1.

4.2.1 Maximal Ratio Transmission

In MRT, we use a precoding matrix at the transmitter to maximize the SNR at the

receiver side. For that matrix, W is wi j = I Hi j
‖I‖ , where [ ]H represents a hermitian

operation [8]. So for MRT, we need exact channel state information at the transmitter
side, which requires an additional feedback channel.

4.2.2 Transmit Aperture Selection

There are multiple transmitter apertures in this scheme, and the single or set of
transmitter apertures are selected, giving maximum channel gain. TAS also needs a
feedback channel for CSI availability at the transmitter.
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4.3 Receive Diversity

For all receiver diversity techniques, no of transmitter M = 1.

4.3.1 Selection Combining

In the SC, signal with the best SNR is selected out of signals available from mul-
tiple receiver photodetectors. So, the received signal can be given by ysc = ym and
m = argmax

1≤k≤N
I 2k .

4.3.2 Equal Gain Combining

In EGC receiver, all symbols received by receiver aperture are added with equal
weight. Considering all weights are equal to unity, the combined signal yEGC is
given by sum of all received signals.

yEGC =
N∑
i=1

yi = η

N∑
i=1

M∑
j=1

Ii j s +
N∑
i=1

ni (6)

4.3.3 Maximum Ratio Combining

For maximum ratio combining receiver, the received signal by each antenna is mul-
tiplied with some weight such that the SNR of the combined signal is maximized.
This scheme is an optimal scheme to maximize the received signal SNR so it is also
called optimal combining. The combined signal yMRC is

yMRC = η

N∑
i=1

M∑
j=1

Ii j yi

= η2
N∑
i=1

⎛
⎝

M∑
j=1

Ii j

⎞
⎠

2

x + η

N∑
i=1

M∑
j=1

Ii j ni

(7)

4.4 MIMO Systems

In MIMO FSO systems, multiple transmission aperture and multiple receiver pho-
todetectors are there. At the transmitter side, the repetitive coding is used, i.e., the
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same symbol is transmitted through all apertures. At receiver, signal received by the
different photodetector can be combined using different combining techniques like
SC, EGC, and MRC.

4.5 Wavelength Diversity

In wavelength diversity, a signal is transmitted over multiple wavelengths. Separate
receivers receive different wavelengths. We can use all the combining techniques
discussed above at the receiver side [9, 10]. On the receiver side, we have used the
MRC technique for best performance.

The signal received by aperture i is given by

yi = η

n∑
j=1

Ii x + ni ; i = j (8)

5 Simulation Results

In this section, the results of the Monte Carlo simulation are demonstrated. The
simulation flow is shown in Fig. 2 In Monte Carlo simulation, QPSK symbols are
generated for 2 × 107 random data bits. The gamma–gamma channel is generated
by the multiplication of two gamma random numbers. The parameters α and β are
calculated from Eqs. 2 and 3. Different diversity techniques have been applied, and
maximum likelihood detection is used for the detection of symbols. The bit error
rate can be calculated by BER = No of erroneous bits/Total no of bits. The summary
of simulation parameters is given in Table 1, which are taken from various reputed
publications [1, 10, 11].

Fig. 2 Simulation steps for the Monte Carlo simulation of BER performance analysis of FSO
system
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Table 1 Link parameters considered for simulation

Parameters Value

Link distance (L) 1000mm

Wavelength (λ) 1.5 μm

Receiver aperture diameter (D) 0.01m

WT: 9 × 10−15 m−2/3

Reflective index structure parameter (C2
n ) MT: 6 × 10−14 m−2/3

ST: 2 × 10−13 m−2/3

Modulation scheme SIM-QPSK

Fig. 3 BERversusSNRofSISOFSO linkwithQPSKmodulation in different strength of turbulence

Figure3 showsBER performance comparison of FSO link over different strengths
of atmospheric turbulence. The simulation parameters are summarized in the Table 1.
It is clear that by changing the atmospheric turbulence from weak to strong, the BER
performance degrades. The performance is worst in the case of strong turbulence.

Performance of different transmit diversity schemes is demonstrated in Fig. 4. The
performance of MRT is better than TAS for all kinds of turbulence. The increasing
strength of turbulence will degrade the FSO link performance for both MRT and
TAS. For moderate turbulence, different transmit diversity scheme is compared in
Fig. 5. The performance of MRT is better than TAS for both 2× 1 and 3× 1 link.

Figure6 shows BER performance of 1× 2 SIMO FSO link with different receive
diversity scheme. The performance of the MRC technique is slightly better than the
performance of EGC. EGC and MRC both outperform the selection combining for
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Fig. 4 BER performance comparison of 2× 1 transmit aperture selection (TAS) and maximum
ratio transmission (MRT) MISO FSO link in different atmospheric turbulence

all kinds of turbulence. The effect of increasing no of the receiver is shown in Fig. 7.
The performance of the 1× 3 SIMO scheme is better than the 1× 2 SIMO scheme
and SISO link for all the combining techniques.

BER performance of wavelength diversity is demonstrated in Figs. 8 and 9. For
diversity order 1 (λ1 = 1.55μm), for diversity order 2 (λ1 = 1.55μm and λ2 =
0.85μm), and for order 3 (λ1 = 1.55μm ,λ2 = 1.31μm and λ3 = 0.85μm),
wavelengths are considered. Figure8 demonstrates the BER performance of wave-
length diversity in different strengths of atmospheric turbulence. Reducing the
strength of turbulence, the BER performance improves. Figure9 demonstrates the
effect of diversity order on BER performance in moderate turbulence. As increase
the diversity order from 2 to 3, the BER performance gets improved.

The BER performance of best among transmit diversity and receive diversity
scheme, i.e., MRT and MRCare compared in Fig. 10. 2× 1 MRT, 1× 2 MRC, 2× 2
MRC, and 2× 2 wavelength diversity link for moderate atmospheric turbulence is
shown in Fig. 10. In 2× 2 MIMO link at transmitter side repetitive, code is used as
it is most simple configuration. The receive diversity gives better BER performance
than transmit diversity scheme. The 2× 2 MIMO configuration is best among all
diversity techniques.
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Fig. 5 BER performance comparison of TAS and MRT MISO FSO link for different diversity
order in moderate turbulence scenario

Fig. 6 BER performance of 1× 2 SIMO FSO link using different receive diversity techniques in
weak and strong atmospheric turbulence
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Fig. 7 BER performance comparison of SC, EGC, and MRC MISO FSO link for diversity order
1× 2 and 1× 3 in moderate atmospheric turbulence

Fig. 8 BER performance of FSO link using wavelength diversity with diversity order m = 1(λ1 =
1.5μm),m = 2(λ1 = 1.5μm,λ2 = 0.85μm) for all kind of atmospheric turbulence



Performance Comparison of Different Diversity … 175

Fig. 9 Effect of wavelength diversity order on BER performance of FSO link in moderate atmo-
spheric turbulence scenario

Fig. 10 BER performance of 2× 1 MRT, 1× 2 MRC, 2× 2 MRC, and 2× 2 wavelength diversity
link for moderate atmospheric turbulence
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6 Conclusion

BERperformance of different diversity techniques for the gamma–gammaFSOchan-
nel was simulated and compared. The use of transmit diversity schemes likemaximal
ratio transmission and transmit aperture selection enhances the performance of the
FSO link in a different atmospheric turbulent scenario. However, both techniques
need a perfect knowledge of CSI at the transmitter side, which requires an additional
feedback channel. The receive diversity also improves the BER performance of the
FSO link. The maximum ratio combining technique gives the best performance, but
it has a complex receiver structure. On another side, equal gain combining gives a
slightly higher BER thanMRC, but it is simpler thanMRC. The wavelength diversity
also gives better performance in all kinds of atmospheric turbulence.

TheMRC andMRT give the best performance overall diversity techniques. How-
ever,MRTneeds an additional feedback channel for CSI knowledge at the transmitter
side. So, MRC technique is suitable to achieve the best BER performance at a lower
cost.
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Abstract Data Models and System Design
for Big Data Geospatial Analytics

Vimal Sheoran and Jai Prakash Verma

Abstract Theobjective of this research is to design an abstract framework that canbe
used to represent and visualize any kind of geographical phenomena. The framework
aims to be generalized in nature so that it can be applicable to all different kinds of
geographical phenomena. There are three different proposed abstractions, namely
objects, events and processes.We also propose a generic systemdesign framework for
developing a big data geospatial analytics application. The system design proposed
provides a brief overview of what a usual big data geospatial analytics system might
look like. The design highlights a few important aspects of the system like data
ingestion and data store selection.

Keywords Geospatial analytics · Geographic information systems · Big data ·
Data models · Data analytics · Geographical data analysis

1 Introduction

There exist a plethora of GIS tools and services that help people to analyze and
visualize their geospatial data; however, there is also a need for a generalized plat-
form that provides users with an abstract representation of all kinds of geographical
phenomena. There is a need for a system that can be used to analyze rainfalls, earth-
quakes, spread of a city, etc., all in a single place. Based on the literature review, this
project proposes three abstract classes of geographical phenomena, namely objects,
fields and processes [1, 2] and proposes data models [3] based on these abstractions.
The research also recommends a generic design for designing a system that incorpo-
rates and scales with the challenges of big data and is aimed toward solving problems
that include a huge amount of geospatial data. The end goal of this system would

V. Sheoran (B) · J. P. Verma
Institute of Technology, Nirma University, Ahmedabad, India
e-mail: 20mced15@nirmauni.ac.in

J. P. Verma
e-mail: jaiprakash.verma@nirmauni.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
R. Dhavse et al. (eds.), Emerging Technology Trends in Electronics, Communication
and Networking, Lecture Notes in Electrical Engineering 952,
https://doi.org/10.1007/978-981-19-6737-5_16

177

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6737-5_16&domain=pdf
http://orcid.org/0000-0001-6116-1383
mailto:20mced15@nirmauni.ac.in
mailto:jaiprakash.verma@nirmauni.ac.in
https://doi.org/10.1007/978-981-19-6737-5_16


178 V. Sheoran et al.

be to allow the user to load some geospatial data, define abstractions based on the
specific kind of analysis the user wishes to perform and then have the system that
returns the desired data for the analysis.

1.1 Need Analysis

The main motivation from this work comes from studying and analyzing current
state-of-the-art systems which are designed in the recent times to study and analyze
geographical phenomena. Briefly speaking, these systems were designed to monitor
and/or analyze specific geographical phenomena. These systems fail to generalize
when dealingwith different types of geographical phenomena. In the recent years, we
have seen an explosion in geospatial data from sensors, satellite images, GPS data,
etc. In order to properly understand this data, researchers are continuously making
effort to analyze this vast amount of data and make important decisions based on it.
Due to scale of this data, we categorize it under big data. Due to this scale, this data
cannot be handled on regular computing architectures; hence,we shift to technologies
used by the paradigm of big data. Some of the current system designs do not consider
this large volume of data. This prevents these systems from scaling over a period of
time when multiple phenomena have to be analyzed at once.

Two of the systems we studied provided solutions to predict local rainfall [4,
5]. This was done primarily by collecting data in the form of sensor input and/or
scraping internet archives. One of the major issues we noticed is how the work did
not talk about how the entire data infrastructure is designed. Both [4, 5] collected
certain amount of data from a point location either by a data logger [4] or from a
meteorological station [5]. It was not clear whether the system will be able to scale
well and generalize for scenarioswhere there can bemultiple locationswhose rainfall
has to be predicted. The system also fails to address the total amount of data that
was collected and for how long was the data collected. The system collects data and
uses it for rainfall prediction, but the collected parameters may also be used for some
other kind of analysis. The suggested design does not talk about how the system can
be generalized.

We also studied other systems that provided solutions for landslide identification
[6, 7]. One of the systems for landslide detection used different kinds of data, i.e.,
topographical, geological and rainfall and established different databases based on
previous landslide data. This is one of the systemswhich talks about utilizing different
types of data for a single type of analysis; hence, it hints toward a possible general data
layer, where different kinds of data can be stored and then they could be pre-processed
and pulled according to the needs of a particular analysis. Even if the data layer for
this system in particular is generalized, it still processes data to provide only a single
kind of analysis and hence does not provide a general approach for analyzing any
kind of geographical phenomena. The other landslide detection system [7] however
does not present such approaches. Like [4, 5], it also does not generalize well for
analysis of any geographical phenomena.
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The systems designed should also be able to include the need for geospatial big
data. Due to this scale of data, we need to think about handling this data in a big
data context. Existing big data technologies like Hadoop [8] and Spark [9] can be
used with their geospatial extensions like SpatialHadoop [10]. We can also leverage
existing database technologies like PostgreSQL and MongoDB for handling this
kind of data. The choice of underlying data systems is completely dependent on the
requirements of the user and requires further research; however, a general framework
for designing such a system can be proposed.

From this survey of recent literature, we concluded that it was necessary to think
about a generalized system that can be used for storage of geospatial big data and
analysis of any kind of geographical phenomena. In the next section,we talk about the
recent systems that were used for handling of geospatial big data and in the sections
following that we talk about how we can represent any general kind of geographical
phenomena using simple abstractions.

2 Related Work

2.1 Data Models

To design a general kind of system that can be used to analyze any kind of geograph-
ical phenomena, we need to design meaningful abstractions on top of our data so
that they can be used to encapsulate a geographical phenomenon.

There are two classical approaches to representing geographical phenomena. The
first is an object-based representation, and the other is a field-based representation.
Objects can be viewed as discrete phenomena that are spatially homogeneous and
have defined spatial boundaries such as buildings, trees, whereas fields are represen-
tative of a single-value geographical variable related to a geographical phenomenon
distributed over a spatial region [1].

One of themost prominent works inmodeling geospatial and temporal data adopts
an object based approach formodeling geospatial phenomena. The information space
is viewed as being populated by self-encapsulating objects that represent state and
behavior. It also focuses on solving the problem of event and database time duality.
This duality occurs when the time at which an event is projected to occur (event time)
is different from the time at which the event is recorded in the database (database
time). This leads to a loss of information about timewhen the event actually occurred.
The problem is described by using the example of a land parcel that has been changing
boundaries and changing ownership over time. A similar example is also discussed
in [11]. The work uses concepts of bi-temporal elements (BTE) [12] to represent
geospatial information along two orthogonal temporal dimensions of database time
and event time. The work furthers into handling spatiotemporal information as ST
Simplexes and ST Complexes which have their own querying algebra for retrieving
information. The model described here lays a foundation of how to design a better
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spatiotemporal database that can be used to store spatial and temporal data in a way
that there is no loss in temporal information and also provides the required algebra
to query the data stored within this database [3].

Pequet and Duan [1] also proposes an event-based data model for analyzing
geographical data along the temporal dimension. Their model is called the event-
based spatiotemporal data model or ESTDM for short. The model aims to answer
three fundamental types of queries (1) retrieving locations that have changed at a
given point in time, (2) retrieving locations that have changed over a given time
interval and (3) calculation in change of a total area over a given time interval.
Changes to a spatial region over time can be naively represented by a snapshot
model where at each time instance, a snapshot of the region is stored. However, this
is not a very efficient way of storing the state. Another proposed model for the same
is to use a grid model where the spatial region is divided into grids and changes to a
grid are stored separately. A model similar to the grid model is proposed by Langran
[13]. The ESTDM model proposes a time-based approach where specific events in
time, events being described as manifestation of a spatiotemporal process, become
the organizational basis of storing change. A single-dimensional timeline is used to
store the location of events as they happened. Each event can store the set of locations
and geospatial features that changed at that particular point in time and their new
values. The authors describe this method of recording changes when they occur as
opposed to at every tick of a clock as temporal run length encoding.

The two models discussed so far provide a way of handling geospatial and
temporal data and modeling it, but these systems are implemented within an existing
database system. Over the years, a lot of database systems have come out in the
commercial as well as in research space that accommodate even better models to
handle storage and retrieval of geospatial and temporal data. The next step to this is
to design abstractions on top of geospatial and temporal data that is stored inside these
databases and data stores. These abstractions are important to interpret any kind of
geospatial data that is stored inside the data store and hence provide a general model
to analyze any kind of spatiotemporal data. Yuan [2] talks about two abstractions for
geospatial data: (1) events and (2) processes. Events are defined as an occurrence of
something significant, and a process is a sequence of dynamically related states that
shows how something evolves in time and space. In this work, we build upon the
work done by Yuan and better define these abstractions and demonstrate the use of
these abstractions with some real-world examples.

2.2 Analysis and Design of Geospatial Big Data Systems

Even with the prevalence of big data geospatial systems, the user sometimes is
restricted to using a regular database as the primary storage and querying mechanism
for the underlying geospatial data. Given the unstructured nature of geospatial data, a
common approach is to store this data in document-oriented databases.MongoDB is a
prime example of a document-oriented databasewith geospatial storage and querying
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support. GeoYCSB is described as a framework for evaluating database performance
with geospatial workloads as presented in [14]. The framework is based on the Yahoo
YCSB framework [15] for database evaluation. Using similar frameworks allows the
users to evaluate their chosen data storage system for geospatial big data use-cases.

In terms of using big data systems for geospatial analytics, the work done in [16]
compares performance of SpatialHadoop andGeoSpark in terms of data compression
and index performance. These parameters are extremely important when considering
a system for storing and querying large amounts of data. [17] describes a geospatial
big data system designed using MapReduce [17] and HBase [18] for storing shape-
files. The system uses HBase tables as indexes on top of HDFS which stored the
actual data. This review of literature tells us that there exists a lot of options both
in terms of systems and strategies when it comes to designing a big data geospatial
analytics system. Providing a generalized framework for designing such a system
would serve as a guide and provide a brief understanding of what the final system
should look like, for the people designing the system.

3 Data Abstractions for Geographic Phenomena

3.1 Objects

We define objects as geographical phenomena that are bound to a static location,
and their parameters do not change over a large range of time. Examples of objects
could be light poles, buildings, trees, etc. Objects also give us a way to represent
point attributes such as height of a building, number of road accidents over a given
location. The existence of an object rarely changes over a long period of time, i.e.,
a decade or half a decade. Neither do the parameters of an object (e.g., height of
an object) change frequently over time. Due to this behavior, we do not often need
to measure the data for an object over a temporal dimension. However, later in this
section, we will see a special case of objects, where its state changes over small
time intervals. The change in state of an object can be related to an event, e.g., the
demolition (event) of a building (object) affects its existence.

Object Data Model

Object

1 struct {
2 float latitude;
3 float longitude;
4 char ∗ name;
5 struct Parameters ∗ params;
6 } Object;

Parameter
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1 struct {
2 float height;
3 float area;
4 int building no;

–
5 } Parameter;

For the representation of an object, it is compulsory to have a latitude and a
longitude field. There can be additional required fields that can be defined by the
programmer, e.g., name in this case. All the fields that are not required can be
represented as parameters.

Sample Object Data Figure 1 represents the visualization of trees in the SF area
on a map of San Francisco. Each hexagon in the plot represents a tree; the position
of the hexagon is defined by the latitude and the longitude fields. The height and the
color of the hexagon can represent other parameters that need to be visualized (Table
1).

Visualization of Objects
See Fig. 1.

Fig. 1 Representation of trees in the SF area as objects
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Table 1 San Francisco street tree data [20]

qSpecies Latitude Longitude Age

Fraxinus uhdei:: Shamel Ash: Evergreen Ash 37.77448101 − 122.4691091 0

Lophostemon confertus:: Brisbane Box 37.80468521 − 122.4402315 6

Arbutus’Marina’:: Hybrid Strawberry Tree 37.75995923 − 122.4866885

Podocarpus gracilor:: Fern Pine 37.77353367 − 122.4169045

Podocarpus gracilor:: Fern Pine 37.77353367 − 122.4169045

Agonis flexuosa:: Peppermint Willow 37.76026555 − 122.4705695

Hakea suaveolens:: Sweet Hakea Tree 37.75778273 − 122.4993677 1

Lophostemon confertus:: Brisbane Box 37.72954822 − 122.3926894 3

Platanus x hispanica:: Sycamore: London Plane 37.80304673 − 122.4250636 25

Prunus cerasifera:: Cherry Plum 37.7528239 − 122.4366208 17

Tree(s) 37.77300994 − 122.4355982 0

Platanus x hispanica:: Sycamore: London Plane 37.80797069 − 122.4158502 11

Acacia melanoxylon:: Blackwood Acacia 37.73901484 − 122.381104

Pyrus calleryana:: Ornamental Pear 37.77310137 − 122.4173585

Acacia melanoxylon:: Blackwood Acacia 37.78136501 − 122.4248636

Lophostemon confertus:: Brisbane Box 37.73743182 − 122.3840631

Platanus x hispanica:: Sycamore: London Plane 37.79059396 − 122.4198251

Prunus serrulata ‘Kwanzan’:: Kwanzan Flowering
Cherry

37.77473647 − 122.4213262

Myoporum laetum:: Myoporum 37.73970633 − 122.4828998 0

Platanus x hispanica:: Sycamore: London Plane 37.79448363 − 122.3950546 Height

3.2 Events

Events are geographical phenomena that occur at discrete points in time and at
discrete geographical locations. Events are discrete both in terms of time and
geographical space. The event data type has a great abstract significance since the
occurrence of an event represents a sudden change in the state of geography in and
around the location where the event has occurred. Events are usually short-lived in
nature, i.e., the events would occur for a very small timeframe when considered
from the perspective of the surroundings of the geographical phenomena. Events are
special in nature since they are related to both objects and processes.

Event Data Model

Events
1 struct {
2 float latitude;
3 float longitude;
4 timestamp datetime;
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5 char ∗ type;
6 struct Parameters ∗ params;

}
Parameters

1 struct {
2 float impact area;
3 float duration;

}

For the representation of an event, it is compulsory to have a latitude, a longitude
and a datetime or timestamp field. There can be additional required fields that can be
defined by the programmer, e.g., type in this case. All the fields that are not required
can be represented as parameters.

Sample Event Data
See Table 2.

Visualization of Events
See Figs. 2, 3 and 4.

Figures 2, 3 and 4 represent earthquakes occurring in California over three
different time periods, 1990–1995, 2000–2005 and 2005–2010. The purple dots
represent the location where the event occurred, and using a time-based filter, we
are able to isolate events within a given timeframe, e.g., from January 1, 1990, to
December 31, 1995, in case of Fig. 2. The size and the color of an individual dot
can be used to depict other parameters related to that particular event, e.g., depth and
magnitude.

3.3 Processes

Processes can be viewed as a change in geographical state variables in a fixed
geographical region over a given period of time. During the occurrence of a process,
state is viewed as continuous as opposed to events that occur at discrete points in time.
A process is observed over a geographical location with well-defined boundaries. A
process can also be viewed as a sequence of events occurring at various time-steps
during the observation of a geographical location. Processes are generally used to
monitor changes in attributes over a given geographical landscape over a given frame
of time in order to make predictions about the state that follows, e.g., monitoring
wind speed and air pressure over oceans to predict cyclone.

Process Data Model

Processes
struct {

float latitude;
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Table 2 California earthquake data [21]

Datetime Latitude Longitude Depth Magnitude

1967/08/01 10:33:50.47 36.08000 − 121.07083 80.339 2.50

1967/08/02 02:49:12.55 35.63433 − 120.75716 3.980 2.60

1967/08/03 05:55:26.73 36.37967 − 121.00850 39.609 2.70

1967/08/03 06:57:01.25 36.39550 − 121.01667 40.159 2.70

1967/08/03 20:21:26.52 36.54350 − 121.17216 5.945 2.60

1967/08/09 04:53:59.73 35.40150 − 120.58783 4.060 2.60

1967/08/09 07:27:32.82 36.15567 − 121.09367 68.790 2.70

1967/08/13 20:29:14.27 35.41950 − 121.10900 4.050 2.70

1967/08/15 16:53:24.26 35.48417 − 121.01167 4.585 2.90

1967/08/22 08:04:34.06 37.65333 − 122.42950 39.675 2.50

1967/08/22 08:29:47.47 36.40050 − 120.98650 36.357 3.00

1967/08/22 08:37:42.51 36.39767 − 120.99983 37.267 2.90

1967/08/22 08:38:29.57 36.40117 − 120.99050 36.627 2.60

1967/08/26 10:35:05.61 36.53867 − 121.16033 4.277 3.30

1967/08/27 13:20:08.75 36.51083 − 121.14500 1.386 3.60

1967/08/27 23:32:41.57 36.53717 − 121.15567 2.417 2.50

1968/01/12 22:19:10.35 36.64533 − 121.24966 6.578 3.00

1968/01/26 16:15:06.33 36.96717 − 121.46384 5.485 2.50

1968/02/09 13:42:37.05 37.15267 − 121.54483 8.256 3.00

1968/02/11 10:26:13.89 36.98217 − 121.47767 4.503 2.80

1968/02/21 14:39:48.10 37.17833 − 121.57800 6.716 3.80

1968/03/02 04:25:53.94 36.83433 − 121.54467 5.143 3.00

1968/03/02 13:12:15.29 37.27550 − 121.66450 40.231 2.63

float longitude;
timestamp datetime;
struct Parameters* params;

} Process;

Parameters
struct {

// Example parameter.
float windspeed;
float air_pressure;

} Parameters;

For the representation of a process, it is compulsory to have a latitude, a longitude
and a datetime or timestamp field. There can be additional required fields that can
be defined by the programmer. All the fields that are not required can be represented
as parameters. As one can see that this model is quite similar to the Event model,
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Fig. 2 Representation of earthquakes in California from 1991 to 1995

however, the major difference is that the latitude and longitude values for a given
process will be derived from a fixed set of values that can be specified by using
geographical bounds. These sets of value recur at every time-step.

Sample Process Data
See Table 3.

Visualization of a Process Figure 5 represents the spread of bush fire in and around
Kakadu National Park in Australia. As we can clearly see, this can be defined as a
process monitoring the places within the areas that are affected by fire and how the
fire in these locations changes. It can thus be seen as a collection of various discrete
fire events over a time period and over a given geographical area.

3.4 Relation Among Objects, Events and Processes

• The change in an object can often be described/explained by the occurrence of an
event.

• Events can be viewed as discrete objects over a large interval of time.
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Fig. 3 Representation of
earthquakes in California
from 2000 to 2005

• Processes can be described as a collection of events over a fixed geography and a
given time interval (Fig. 6)

4 General Design of Big Data Geospatial Analytics System

A general way to design a geospatial big data analysis system is described in the
Fig. 7.

4.1 Importing Data and Storing Raw Data

Rawgeospatial data exists inmany formats and places. Youmight have an application
where youmay have proprietary access to geospatial data or youmight be using some
third-party data archive or APIs for regularly accessing geospatial data. Importing
the data into your system depends upon how your system consumes data. If the data
is available in large batches with large time intervals between subsequent batches,
one can opt for a batch processing-based consumption approach. The data could
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Fig. 4 Representation of earthquakes in California from 2005 to 2010

also be available in real time, and in that case, one could opt for stream processing
approaches for processing the data.

Pre-processing the raw data is important for numerous reasons. There are multiple
different available file formats and data formats for storing geospatial kind of data.
The available raw data might be available in one format, and the designed system
might desire a different kind of data format. This becomes one of the reasons why
pre-processing the data is important. Additional processing is also required in order
to divide the data into the objects, processes and events-based abstraction.

There are two common strategies for storing and processing incoming data, one
could be to dump all the raw data into an initial data store, then process the data
from that data store into a main data store which will interface with your analytics
application. The other common strategy is to process the data in the initial store itself
and use it as your main store.

4.2 Common Considerations for Data Stores

PostgreSQL Postgres is one of the most advanced relational databases in the world.
Postgres is open sourced and was developed from the Ingres database system devel-
oped at UC Berkeley. Postgres does not directly support geospatial data; to introduce
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Table 3 Australian bush fire data [22]

Datetime Latitude Longitude Brightness Confidence

2019-08-01 0:56 − 11.807 142.0583 313.0 48

2019-08-01 0:56 − 11.7924 142.085 319.3 71

2019-08-01 0:57 − 12.8398 132.8744 311.6 42

2019-08-01 0:57 − 14.4306 143.3035 310.1 33

2019-08-01 0:57 − 12.4953 131.4897 310.3 36

2019-08-01 0:57 − 12.6191 142.1998 314.8 68

2019-08-01 0:57 − 14.3655 143.5682 305.4 24

2019-08-01 0:57 − 14.3195 143.5198 322.9 79

2019-08-01 0:57 − 13.1654 141.9715 317.2 72

2019-08-01 0:57 − 11.5473 132.6796 311.5 40

2019-08-01 0:57 − 11.5417 132.649 312.2 42

2019-08-01 0:57 − 11.5471 132.6538 316.0 65

2019-08-01 0:57 − 12.7626 142.1759 335.2 88

2019-08-01 0:57 − 12.705 133.907 311.7 57

2019-08-01 0:57 − 13.1092 134.1848 315.9 67

2019-08-01 0:57 − 14.0539 142.3327 316.0 52

2019-08-01 0:57 − 12.6996 133.9138 310.9 55

2019-08-01 0:57 − 12.7499 134.5251 314.8 66

2019-08-01 0:57 − 12.7141 134.3991 313.9 64

2019-08-01 0:57 − 12.7061 134.4077 314.0 64

2019-08-01 0:57 − 13.8656 141.9771 315.7 69

support for geospatial data objects into Postgres, one needs to install the PostGIS
extension that allows Postgres to handle geospatial information. PostGIS stores the
data in the form of well-known binary (WKB) and well-known text (WKT) as speci-
fied by the OpenGIS standards. Within these formats, one has the freedom to express
geospatial data as a.

• POINT
• POINT Z
• POINT ZM
• LINESTRING
• POLYGON
• MULTIPOINT
• MULTIPOINT Z
• MULTILINESTRING
• MULTIPOLYGON
• GEOMETRY COLLECTION
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Fig. 5 Spread of bush fire in and around Kakadu National Park, Australia
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Fig.6 Relation among objects, events and processes

Fig. 7 Sample big data geospatial analytics system

The geospatial queries are expressed under the ST family of queries written as
ST INTERSECT, ST AREA, ST LENGTH, etc. [19].

MongoDB is a NoSQL, document-oriented, distributed, general-purpose database.
MongoDB is one of the most popular document-oriented databases in terms of pref-
erence [23]. MongoDB supports geospatial data in form of GeoJSON objects and
uses Euclidean geometry to calculate the geospatial queries. It provides 2D sphere
and 2D indexes for indexing geospatial data. One of the major advantages of using
MongoDB is that it provides the ability to operate on schema-less data. Since not
all geospatial data is relational in nature and most of the geospatial data available
out there is non-relational in nature, processing it in relational databases makes it
difficult to pre-process data in a relational format. However, MongoDB specifically
supports only GeoJSON objects and not any other kind of data like raster or vector.
This means that one needs to convert data to GeoJSON in order tomake it compatible
with MongoDB [24].

Big Data Solutions Big data platforms perform better when it comes to analyzing
geospatial big data since they are designed to handle voluminous data and are flexible
in terms of the kind of data that can be stored on them. They also exhibit high
performance in terms of processing speed on large amounts of data. Most popular
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big data systems come with plugins for geospatial support like SpatialHadoop [10]
and GeoSpark [25].

5 Conclusion and Future Work

5.1 Summary

We conducted a survey of existing literature to understand the needs for developing a
generalized abstract framework for representation and visualization of data related to
geographical phenomena. We proposed three different abstractions, namely objects,
events andprocesses.Wealso demonstrated the use of eachof these abstractions along
with relevant data and visualizations.We also proposed a generic system architecture
that can be used to design a system for analysis and visualization of geographical
big data. In this proposed architecture, we discussed the different ways to ingest
geospatial data and gave a brief overview about batch and stream processing-based
approaches. We also talked about different data store solutions that one could opt for
while deciding how to store their geospatial big data.

5.2 Conclusion and Future Work

We have concluded that abstractions such as objects, events and processes provide us
a reliablemethod for representing, analyzing and visualization of geospatial data. Not
only do abstractions like thesemake it easier to understand the geospatial data at hand
but, also increase interoperability betweendifferent domains utilizinggeospatial data.
The abstractions being generic can be used formultiple use-cases and across domains.
We also proposed a generic system design for a geospatial big data analytics system.
We would like to work more on exploring how these proposed abstractions could
be applied to a variety of use-cases. We would also like to work along the system
design aspect of the system and see howwe can focus more on the finer aspects of the
design and deliver a more detailed system design. This can include writing software
libraries as well as architecture documents related to the overall system design and
developing a software ecosystem around these applications.



Abstract Data Models and System Design for Big Data Geospatial … 193

References

1. Peuquet DJ, Duan N (1995) An event-based spatiotemporal data model (ESTDM) for temporal
analysis of geographical data. Int J Geogr Inf Syst 9(1):7–24

2. Yuan M (2001) Representing complex geographic phenomena in GIS. Cartogr Geogr Inf Sci
28(2):83–96

3. WorboysMF (1994) A unifiedmodel for spatial and temporal information. Comput J 37(1):26–
34

4. Kashiwao T, Nakayama K, Ando S, Ikeda K, Lee M, Bahadori A (2017) A neural network-
based local rainfall prediction system using meteorological data on the internet: a case study
using data from the japan meteorological agency. Appl Soft Comput 56:317–330

5. Hernández E, Sanchez-Anguix V, Julian V, Palanca J, Duque N (2016) Rainfall prediction: a
deep learning approach. In: International conference on hybrid artificial intelligence systems.
Springer, Cham pp 151–162

6. Wang H, Zhang L, Yin K, Luo H, Li J (2021) Landslide identification using machine learning.
Geosci Front 12(1):351–364

7. Ma Z, Mei G, Piccialli F (2020) Machine learning for landslides prevention: a survey. Neural
Comput Appl 1–27

8. Beakta R (2015) Big data and Hadoop: a review paper. Int J Comput Sci Inf Technol
9. Zaharia M, Xin R,Wendell P, Das T, Armbrust M, Dave A, Meng X, Rosen J, Venkataraman S,

Franklin M, Ghodsi A, Gonzalez J, Shenker S, Stoica I (2016) Apache spark: a unified engine
for big data processing. Commun ACM 59(11):56–65

10. Eldawy A (2014) SpatialHadoop: towards flexible and scalable spatial processing using
MapReduce. SIGMOD, ACM, pp 46–50

11. Egenhofer MJ, Al-Taha KK (1992) Reasoning about gradual changes of topological relation-
ships

12. Snodgrass RT (1992) Temporal databases
13. Langran G (1988) Temporal GIS design tradeoffs. GIS/LIS 2:890–899
14. Kim S, Kanwar YS (2019) Geoycsb: a benchmark framework for the performance and scal-

ability evaluation of NoSQL databases for geospatial workloads. In: 2019 IEEE international
conference on big data (big data). IEEE, Los Angeles, CA, USA pp 3666–3675

15. Cooper BF, Silberstein A, Tam E, Ramakrishnan R, Sears R (2010) Benchmarking cloud
serving systems with YCSB. In: Proceedings of the 1st ACM symposium on cloud computing.
Association for computing machinery pp 143–154

16. More NP, Nikam VB, Sen SS (2018) Experimental survey of geospatial big data platforms. In:
2018 IEEE25th international conference onhighperformance computingworkshops (HiPCW).
IEEE, Bengaluru, India pp 137–143

17. Dean J, Ghemawat S (2004) Mapreduce: simplified data processing on large clusters. In:
Proceedings of the 6th conference on symposium on operating systems design implementation.
USENIX Association

18. Patel H (2017) HBase: a NoSQL database
19. Obe R, Hsu L (2011) PostGIS in action. Manning Publications Co
20. San Francisco Street Tree data. Data SF. https://data.sfgov.org/City-Infrastructure/Street-Tree-

List/tkzw-k3nq/data
21. Uber and USGS California earthquake data. https://rawgithubusercontent.com/uber-web/kep

ler.gl-data/master/earthquakes/data.csv
22. Kaggle Fires from space: Australia and New Zealand. https://www.kaggle.com/datasets/carlos

paradis/fires-from-space-australia-and-new-zeland
23. Chauhan A (2019) A review on various aspects of MongoDB databases. Int J Eng Res Technol

(IJERT) 8
24. MongoDB MongoDB official documentation. https://docs.mongodb.com/manual/
25. Yu J, Wu J, Sarwat M (2015) Geospark: a cluster computing framework for processing

large-scale spatial data. In: Proceedings of the 23rd SIGSPATIAL international conference
on advances in geographic information systems. Association for computing machinery

https://data.sfgov.org/City-Infrastructure/Street-Tree-List/tkzw-k3nq/data
https://data.sfgov.org/City-Infrastructure/Street-Tree-List/tkzw-k3nq/data
https://rawgithubusercontent.com/uber-web/kepler.gl-data/master/earthquakes/data.csv
https://rawgithubusercontent.com/uber-web/kepler.gl-data/master/earthquakes/data.csv
https://www.kaggle.com/datasets/carlosparadis/fires-from-space-australia-and-new-zeland
https://www.kaggle.com/datasets/carlosparadis/fires-from-space-australia-and-new-zeland
https://docs.mongodb.com/manual/


Circularly Polarized Sector Patch
Antenna with Fractal Defected Ground
Structure

R. Ramya and Shilpi Gupta

Abstract A sector-shaped circularly polarized (CP) corporate feed inspired fractal
defected ground structure (FDGS) antenna is proposed in this paper. Fine-tuning
the ground plane’s defected ground structure (DGS) dimensions to aid CP radia-
tion with enhanced axial-ratio bandwidth. Comparative analysis of the fine-tuned
fractal structure with the conventional patch is provided. The higher iterations of the
FDGS help achieve good polarization purity with axial ratio enhanced bandwidth
compared to traditional sector antenna. The proposed sector patch antenna illustrates
an impedance bandwidth of around 110 MHz (1.75–1.86 GHz), while its 3 dB axial-
ratio bandwidth is 40 MHz (1.78–1.82 GHz). The gain ranges from 3.39 to 3.75 dBi
across the axial-ratio bandwidth.

Keywords Circular polarization · Defected ground structure (DGS) · Fractal
structure · Microstrip antenna

1 Introduction

Compact and broadband antennas are becoming increasingly important [1] In addi-
tion, wireless systems with circularly polarized (CP) antennas can provide more
significant aid without any polarization misalliance between transmitter and receiver
[2]. Over the last few decades, there has been a tremendous increase in the research
and use of CP planar antennas. Many applications that require low-cost, multi-band,
frequency, and reconfigurable polarization antennas prefer microstrip patch antennas
(MSA). A sector-shaped microstrip antenna is studied experimentally in [3]. Right-
hand or left-hand CP radiation was easily acquired using a single probe feed for
specific flare angles ranging from 65° to 70°. The letter presented in [4] depicts an

R. Ramya (B) · S. Gupta
Sardar Vallabhbhai National Institute of Technology, Surat, Gujarat 395007, India
e-mail: ramyaraki9@gmail.com

S. Gupta
e-mail: sgupta@eced.svnit.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
R. Dhavse et al. (eds.), Emerging Technology Trends in Electronics, Communication
and Networking, Lecture Notes in Electrical Engineering 952,
https://doi.org/10.1007/978-981-19-6737-5_17

195

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6737-5_17&domain=pdf
mailto:ramyaraki9@gmail.com
mailto:sgupta@eced.svnit.ac.in
https://doi.org/10.1007/978-981-19-6737-5_17


196 R. Ramya and S. Gupta

innovative method for designing a single feed CP microstrip antenna with FDGS.
This strategy not only produces circular polarization but also improves the cross-
polar levels. The second and third iterative CP microstrip antennas showed signifi-
cant improvement in achieving CP. A dual-band dual-polarized antenna is presented
[5], utilizing a portion of a sector. The sector disk shape is cut into the shape of the fan
to make it further compact and facilitate multi-band ability. The antenna shows reso-
nancewith circular and linear polarization inUMTS (1920–2170MHz) andWiMAX
(3.4–3.7 GHz) bands. A compact CP microstrip antenna (1.492–1.518 GHz) utilized
in the mobile satellite communications band is presented in [6]. Kim and Park [7]
initially worked on the concept of DGS to characterize the single unit of the defect
of the dumbbell pattern. In [8], a chronology of its development is presented in a
structured manner. Due to its compact structure and ease of implementation, DGS
has emerged as a promising alternative to EBG for various applications. The circular
patch of CP radiation is imprinted with two asymmetric length rectangular-shaped
slots perpendicular to each other. Koch’s fractal DGS in [6] aids size reduction by
44.74%, improved bandwidth of AR by 62.73%, impedance bandwidth by 70.74%,
and radiation effectiveness by 4.03% compared to conventional patch antennas. A
90-degree flare angular sector-shaped broadband antenna is depicted in [7]. Square
notches on the side lengths contribute to the tuning and bandwidth improvement of
the axial ratio. The same element, stacked as a parasitic patch with 0.8 mm height
substrate material, improved the gain considerably. A single feed E-shaped patch
with inclined fractal defected ground structure (IFDGS) is proposed in this article
[8]. Like the traditional patches that use notches to generate CP in [9], a similar
idea has been implemented to produce CP with sector patches. Some miniaturization
has been achieved, was extended to make an array of patches to improve the gain.
It is evident from the experimental results that this strategy significantly enhanced
the impedance bandwidth, axial-ratio (AR) bandwidth, and gain of the antenna. An
inclined FDGS has been discussed in [10] and [11], here the CP is achieved by the
fractalDGS embedded in the ground plane inclined along the diagonal axis. Thework
in [12] gives a detailed understanding of the fractal structure used in the paper with
a square patch. The generation of the degenerate modes with an in-depth analysis
with the help of resonant curves and current distributions are clearly explained.

Single-feed microstrip antennas to produce circular polarization are used consid-
erably to reduce the bulkiness and make a compact antenna. More shapes like
sector, hexagonal, pentagonal, etc., are explored due to their ease of incorporation
with a single feed configuration. Circular polarization can be generated by embed-
ding diagonal slots, perturbing the edges, cutting corners, adding tabs, etc. Sector
patch antennas help produce circular polarization by controlling the flare angle and
providing an offset feed position. CP radiation can also be achieved by using a
specific segment of the circular patch, such as a sector-shaped microstrip patch with
a certain angle of flare shown in Fig. 1. The proposed design includes a sector-shaped
CP antenna with fractal DGS and specific flare angles to achieve circular polariza-
tion. Compared to the traditional sector patch antenna, the axial-ratio bandwidth also
improves using fractal DGS.
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Fig. 1 Coaxial probe fed circular disk sector patch antenna with fractal DGS (Lg = Wg= 60, R =
45, h = 3.18 (all in mm), θ = 70° and εr = 4.4)

2 Antenna Design and Geometry

The sector segment of the patch with the radius of R and flare angle of θ is etched
on a substrate material of thickness h and relative permittivity εr. Near degenerate
modes with the same amplitudes and 90° out of phase, these components are excited
by slightly making the lengths of the corresponding surface current paths on the
patch in the orthogonal directions different. The coaxial point was positioned at an
end where the two orthogonal modes TM10 and TM01 are excited around 1.8 GHz at
near degenerate frequencies. The precise flare angle at which thesemodes are excited
was obtained through HFSS simulation. An FR4 dielectric substrate with εr = 4.4,
the dielectric height of 3.18 mm, and ground plane dimensions areWg × Lg mm. An
impedance bandwidth at which S11 magnitude is below − 10 dB is obtained from
(1.75–1.86 GHz), i.e., 110 MHz with the addition of fractal DGS. The axial-ratio
characteristics show a CP bandwidth of 40 MHz. Furthermore, there is a substantial
decrease in the antenna size as the ground plane dimension is 60 × 60 mm, keeping
the flare angle 70° and radius as 45 mm compared to the conventional sector-shaped
patch antenna.

2.1 Mathematical Modeling of the Proposed Antenna

The dimensions of the proposed sector antenna depicted in Fig. 1 are approximated
[2] and optimized by using the formulae in Eq. (1)
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Fig. 2 Evolution of fractal geometries a Iteration zero b Iteration one c Iteration two d Iteration
three

Radius = 2c

2 ∗ F
√

εr
(1)

where c = speed of light
F = frequency of operation.
Figure 2 shows the geometry of the considered fractal assemblies with zero to

the third iteration. As shown in Fig. 2a, zeroth iterative basic fractal structure. The
fractal structure with the first iteration is attained by considering a U-shaped layout
embedded with a straight line, as illustrated in Fig. 2b. The first fractal iterative struc-
ture is also considered the fundamental fractal unit. The second iterative structure
evolved from the first iterative structure by adding small U-shaped structures onto the
arms of the first fractal unit, as shown in Fig. 2c The third iterative fractal structure is
developed by repeating four sections of the first iterative fractal structure U-shaped
unit cell, as shown in Fig. 2d. By repetition of this procedure, higher iterations of the
fractal structure are attained.

2.2 The Design Evolution of the Proposed Antenna

In stage I, the zeroth iteration is carried out. The design is depicted in Fig. 3. In
the stage I, zeroth iteration is carried out. The structure is illustrated in Fig. 3. The
first fractal unit is positioned at 9.3 mm from the feed center with x1 = 5.25 mm.
The return loss shows a good resonance, but the axial ratio is not yielded, so the
circular polarization was not obtained in this case. In stage II, the first iteration is
implemented. The design is shown in Fig. 3. It is now divided into two more fractals
of lengths x1 = 5.25 mm, x2 = 8.3 mm, y1 = 2.7 mm, and g = 0.3 mm. The return
losses shown in Fig. 4 imply a good bandwidth, but the axial ratio is not tuned and
shows poor polarization purity, i.e., it is not yielding circular polarization. There was
no considerable change in the cross-polar level when observing the radiation patterns
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Fig. 3 Different stages of antenna development from zeroth iteration to the third iteration

at this stage. Stage 3 shows parameter values of the second iteration design are: x1 =
5.25 mm, x2 = 4.85 mm, x3 = 4 mm, y1= 2.7 mm, y2 = 1.26 mm, and g = 0.3 mm.
The antenna design is depicted in Fig. 3. The return loss for the second iteration,
as in Fig. 4, gives a bandwidth of 100 MHz, and the axial ratio needs to be tuned
further. In stage IV, the antenna yields a good axial-ratio bandwidth and polarization
purity. The kink in the return loss plot in Fig. 4 indicates that degenerate modes are
perfectly tuned.

3 Results

The parameter values of the third iteration design are: x1 = 5.25 mm, x2 = 4.85 mm,
x3 = 4 mm, x4 = 4.85 mm, y1 = 2.7 mm, y2 = 1.26 mm, y3 = 0.36 mm, and g =
0.3 mm. The antenna design is depicted in Fig. 1. The third iterative FDGS, unlike
the first two, helps to produce circular polarization. The frequency plot also indicates
that a quite good axial ratio below 3 dB has been obtained. An axial ratio of less
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Fig. 4 Return loss plots from zeroth iteration to the third iteration

than 1 dB is seen in Fig. 6, indicating a pure CP at 1.8 GHz frequency. Fractals aid
in producing long current lines providing a slow wave effect.

The addition of fractal DGS induced an impedance bandwidth of 1.75–1.86 GHz
(110 MHz) is obtained as shown in Fig. 5, which is wider when compared to
the conventional patch without DGS. The axial-ratio characteristics also show an
improvement in CP bandwidth compared to the traditional patch. The obtained band-
width with fractal DGS is 40 MHz, as in Fig. 6. The axial-ratio plot indicates that a
fine-tuning below 3 dB is obtained at the 1.8 GHz frequency range.

The gain of the proposed CP antenna is reasonably stable across the axial-ratio
bandwidth, i.e. (1.75–1.8 GHz), and its value is between 3.39 and 3.75 dBi, as shown
in Fig. 7.

Smith chart showing a comparison between the impedance matching for conven-
tional patch and the fractal DGS patch is illustrated in Fig. 7. The radiation pattern
here in Fig. 8 depicts a gain of 3.75 dBi and a much better cross-polarization level
of − 29.25 dB, which is − 16 dB in the case of the conventional patch. Using this
fractal structure, the XP levels have significantly improved.

4 Conclusion

Wecan also use fractal DGS and generate enhanced bandwidth CP antennawith good
gain than conventional shapes. Fractal DGS provides improved axial-ratio bandwidth
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Fig. 5 Comparison between the return loss plots of conventional and with fractal DGS (third
iteration) disk sector patches

Fig. 6 Comparison between the axial-ratio plots of conventional and with fractal DGS (third
iteration) disk sector patches

and gives better cross-polar levels. It is evident from the results that the use of this
strategy reduced the size of the antenna from 75 × 75 mm to 60 × 60 mm with
improved impedance bandwidth of 110 MHz and axial-ratio bandwidth of 40 MHz
which was 70 and 10 MHz in the conventional patch antenna case.
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Fig. 7 Gain versus frequency for the third iteration of fractal DGS antenna

Fig. 8 Smith chart showing a comparison between the impedance matching for conventional patch
and the fractal DGS patch
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Fig. 9 Radiation pattern of conventional and with third iterative fractal DGS disk sector patch
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Two-Element MIMO Antenna
with Polarization Diversity for 5G
Application

Nabeela, R. Ramya, and Shilpi Gupta

Abstract A two-elementmultiple-inputmultiple-output (MIMO) antenna of size 80
× 40mmwith circular polarization diversity for sub-6GHz application is proposed in
this paper. The single antenna operating at 3.5 GHz frequency consists of a sidewalk
brick-shaped patch antenna. An offset feed is employed to get circular polarization.
The step monopole ground of length λ/4 is used to get broad bandwidth. The axial
ratio bandwidth improves further when an inverted L-shaped strip and an L-shaped
strip are added to the resonating edge of the patch. The impedance bandwidth of
51.6% is obtained from 3.06 to 5.19 GHz, while the 3-dB axial ratio bandwidth of
16% is from 3.32 to 3.91 GHz. The antenna exhibits a tilted directional radiation
pattern with 2.4 dB gain and 90% efficiency. Two-element MIMO antenna with a
circular polarization diversity arrangement is designed with a distance of approxi-
mately λ/4. The isolation obtained between two antennas is more than 14 dB. Enve-
lope correlation coefficient (ECC) is well below 0.005 with a diversity gain value
close to 10. The antenna has application in a 5G sub 6 GHz band and wireless
communication.

Keywords Circular polarization diversity · MIMO antenna · ECC · Diversity gain

1 Introduction

Circularly polarized antennas are employed in satellite communication links and
radio frequency identification systems because of the advantages like receiver align-
ment insensitivity, multipath loss suppression, and equipment orientation insen-
sitivity. The funnel-shaped radiating structure with monopole proposed in [1]
gives wider bandwidth. Corrugated funnel-shaped radiating elements increase the

Nabeela · R. Ramya (B) · S. Gupta
Sardar Vallabhbhai National Institute of Technology, Surat, Gujarat 395007, India
e-mail: d18ec001@eced.svnit.ac.in

S. Gupta
e-mail: sgupta@eced.svnit.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
R. Dhavse et al. (eds.), Emerging Technology Trends in Electronics, Communication
and Networking, Lecture Notes in Electrical Engineering 952,
https://doi.org/10.1007/978-981-19-6737-5_18

205

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6737-5_18&domain=pdf
mailto:d18ec001@eced.svnit.ac.in
mailto:sgupta@eced.svnit.ac.in
https://doi.org/10.1007/978-981-19-6737-5_18


206 Nabeela et al.

antenna’s electrical length. A slotted common ground plane makes these monopoles
feasible to resonate at a lower operating frequency of 2.96 GHz. Amonopole tapered
feed antenna with an inverted L-shaped strip (ILSS) and L-shaped strip (LSS) along
themonopole’s left/right radiating edge is discussed in [2]. Here, the protruding strips
help to generate the degenerate mode. A compact printed monopole antenna with a
hook-shaped branch shown in [3], is made up of a hook-shaped branch connected
to a partial rectangular ground plane and a flipped unequal arm with an L-shaped
microstrip feed,making it possible for the antenna to achievewideband circular polar-
ization. In [4], two orthogonal modes are generated by putting a G-shaped parasitic
strip into aC-shapedmonopole antenna structure.Amonopole antennawithL-shaped
resonator and the modified ground plane proposed in [5] produces a broader band-
width. C-shaped monopole antenna with a triangular stub in the ground is reported in
[6]. A wide impedance bandwidth and axial ratio bandwidth are achieved by cutting
the corner on the modified C-shaped patch and adding triangular stubs on the ground
plane. A circular printed antenna with staircase ground is proposed [7].

Essential requirements of 5G antennas are high gain, stable radiation pattern, and
broader bandwidth. A single-element antenna cannot satisfy these requirements, so
a multi-antenna system is required. MIMO antenna means more than one antenna
in a system. Various diversity techniques can be implemented for MIMO antennas,
namely space diversity, polarization diversity proposed in [8] and pattern diversity
in [9], and a combination of both pattern and polarization diversity in [10]. A 4 ×
4 MIMO antenna non-elliptical cuts in the ground plane, C-shaped microstrip line
feed aids the circular polarization and is presented in [11]. A single-element MIMO
antenna with pattern and polarization diversity is proposed [12]. A circularly polar-
izedMIMO antenna with the truncated patch is discussed in [13] forWLAN applica-
tion. Three-element MIMO antenna with two dipole antennas for linear polarization
and chamfered edge patch antenna for circular polarization with pattern diversity is
proposed [14]. The paper presented in [1] discusses a coplanar waveguide-fed CP
MIMO antenna for off-body communications. Adding two strips at the right and left
sides of the feed alters the surface currents to produce CP. This paper’s two-element
MIMO monopole antenna is proposed for a 5G sub-6 GHz application. The single
antenna consists of a sidewalk brick-shaped patch with an inverted L-shaped strip
(ILSS) and an L-shaped strip (LSS) provided at the radiating edge of the patch. The
ground is a λ/4 monopole step ground. MIMO arrangement consists of two such
antennas facing each other with polarization diversity between them.

The paper’s organization is as follows: In the first section, the single antenna
design, mathematical modeling, evolution stages, and performance analysis of a
single antenna are covered. The second section consists of the MIMO antenna’s
performance analysis and conclusion.
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2 Antenna Design and Geometry

The geometry of the proposed monopole antenna is shown in Fig. 1. The substrate
used is FR4, with a height of 1.6 mm. The design consists of a rectangular patch
chamfered at the edges with Ls × W s, length and width, respectively. The chamfer
length of Ls makes an inclination of 45°, giving it a sidewalk brick-like shape. The
patch is fed offset to ease the generation of degenerate modes. Monopole step ground
is designed with Lm and Lm1 on the patch’s left and right sides, respectively. Inverted
L-shaped strip (ILSS) and L-shaped strip (LSS) are added with a gap of distance G
at the radiating edge of the patch to get the circular polarization. Optimized values
of the parameter are given in Table 1.

2.1 Mathematical Modeling of the Antenna

The dimensions of the proposed antenna in Fig. 1 are approximated using the
following design equations.

1. Width of the patch:

W = c

2 fo
√

∈r + 1
2

(1)

2. Effective length:

Fig. 1 Geometry of the
proposed antenna
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Table 1 Parameter values of
the proposed antenna

Parameters Value (mm) Parameters Value (mm)

Lg 38 Lf 13.6

Wg 38 W f 3.05

Ls 1.6 W f1 15.95

W s 0.6 Lm 11.2

Wm1 18.7 L1 4

Y1 8 Y2 8.5

Lr 1.8 G 7.93

W r 7.9 W1 0.8

Lm1 18 Wp 18

Lp 22 S 0.6

Leff = c

2 fo
√∈eff

(2)

3. Length extension (�L):

�L = 0.412h
(εeff + 0.3)

(
W
h + 0.264

)

(εeff − 0.258)
(
W
h + 0.8

) (3)

4. The actual length of the patch:

L = Leff − 2�L (4)

2.2 Antenna Design Evolution Stages

Antenna 1 illustrated in Fig. 2 depicts a simple rectangular patch antenna whose
reflection coefficient plots are shown in Figs. 3 and 4, respectively. Modifications
in the patch are done to make the antenna resonate at 3.5 GHz and excite circular
polarization. Antenna II is the patch antenna with sides chamfered, and the feed is
placed off-center to generate CP. Antenna II has an axial ratio below 3-dB at 3.5 GHz.
The patch antenna gives very low bandwidth, so partial ground is cut, leaving ground
length almost equal to λ/4, making it a monopole antenna (Antenna III). Monopole
antenna increased the impedance bandwidth drastically compared to regular patch
antenna, as shown in Fig. 3.

Further modifications in the ground plane and the patch are done to get broad
impedance and axial ratio bandwidth. Firstly, the length of the ground cuts to make
it a step-ground Antenna IV to give additional current path length. This step ground
helps increase the axial ratio bandwidth at the 3.6 GHz frequency, as shown in Fig. 4.
Thereby, an inverted L-shaped strip (ILSS) is added to the patch’s radiating edge
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Fig. 2 Geometry of evolution of the antenna design from Antenna I to Antenna VII

Fig. 3 Simulated reflection coefficient
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Fig. 4 Surface current distribution of the proposed antenna at 3.5 GHz

patch in Antenna V to make it resonate at a lower frequency, as depicted in Fig. 3.
Antenna VI has an L-shaped strip (LSS) added to the patch to analyze its outcome.
This LSS resonates the antenna at a higher frequency, as shown in Fig. 3 reflection
coefficient plot. Finally, ILSS and LSS are combined to get broad bandwidth, as in
Fig. 3:AntennaVII. The axial ratio bandwidth of the proposed antenna increaseswith
wide impedance bandwidth compared to the traditional patch antenna. The surface
current distribution of the proposed antenna at 0, 90, 180, 270° is shown in Fig. 4.
The current distribution illustrates the field’s rotating anticlockwise direction and is
right-hand circularly polarized (RHCP).

3 Performance Analysis of Single-Antenna Unit

Figure 5 shows the S parameter plot and the axial ratio plot of the proposed antenna.
Impedance bandwidth from the plot is 51.6% from 3.06 to 5.19 GHz, while the 3-dB
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axial ratio bandwidth is 16% from 3.32 to 3.91 GHz. The axial ratio bandwidth is
31% that of impedance bandwidth.

Figure 6 shows the radiation pattern of the proposed antenna in XZ and YZ planes
at 3.5 GHz. The antenna has a tilted unidirectional radiation pattern. The antenna’s
gain obtained is 2.4 dB with a cross-polarization value of less than − 30 dB. The
efficiency plot shown in Fig. 7 displays that the efficiency is greater than 90% for
the whole operating frequency range of the antenna.

Fig. 5 Simulated a reflection coefficient b axial ratio of the proposed antenna

Fig. 6 Simulated radiation pattern of the proposed antenna a XZ plane b YZ plane at 3.5 GHz
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Fig. 7 Efficiency of the proposed antenna

4 Polarization Diversity MIMO Antenna Design

A two-element MIMO antenna with a dimension of Lg1 × Wg1 having polarization
diversity is designed to achieve maximum diversity and compact size. As shown in
Fig. 8, the two antennas radiate in RHCP andLHCP, respectively.When two antennas
have different polarization, they do not interfere, giving high isolation. The distance
between the antennas is approximately λ/4 by placed facing one another, as shown in
Fig. 8. By arranging the antennas in this manner, maximum isolation can be obtained
compared to other side-by-side arrangements. Placing the antenna side by side, the
polarization purity is affected. Optimized values are given in Table 2.

4.1 MIMO Antenna Performance Analysis

Figure 9 shows the reflection coefficients, S11 has a bandwidth of 54.6% from 3.26 to
5.71 GHz, and S22 has 52.7% from 3.28 to 5.63 GHz. These two antennas are highly
isolated, with around 24 dB isolation at 3.5 GHz and more than 14 dB isolation in the
whole antenna operating range. The isolation achieved is due to polarization diversity
between the two antennas without any isolation enhancement techniques reported in
the literature. Figure 10 shows the axial ratio of the two antennas. Antenna 1 gives a
3-dB axial ratio bandwidth of 27.7% from 3.42 to 4.52 GHz, while Antenna 2 gives a
3-dB axial ratio bandwidth of 26% from 3.39 to 4.42 GHz. The axial ratio bandwidth
is about 50% of that of impedance bandwidth. The AR bandwidth compared to
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Fig. 8 Geometry of the proposed MIMO antenna

Table 2 Parameter values of the proposed MIMO antenna

Parameters Lg1 Wg1 Wm1 c

Value (mm) 40 80 19.7 12

impedance bandwidth in MIMO is increased from 31% in single antennas to 50% in
MIMO antennas.

Fig. 9 Simulated reflection coefficient of MIMO antenna
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Fig. 10 Axial ratio of the MIMO antenna

The radiation pattern of both antennas in the XZ plane and YZ plane is shown in
Fig. 11. The radiation pattern illustrates that Antenna 1 is RHCP and Antenna 2 is
LHCP. The cross-polarization level value for both antennas is less than−20-dB. The
radiation can be seen from the YZ plane with a gain of 3-dB. Radiation efficiency
is more than 90% for the whole operating range of operation shown in Fig. 12. This
value indicates that the antenna radiates 90% of its accepted power.

Figure 13 shows the envelope correlation coefficient (ECC) versus frequency plot.
The value of ECC obtained is less than 0.005, which is significantly lower than the
ideal value of < 0.5; both antennas’ radiation pattern is independent of each other.
The formula used to calculate ECC is given below by Eq. 5.

ECC =
∣∣S*11 S12 + S*21 S22

∣∣2
(
1 − |S11|2 − |S21|2

) (
1 − |S22|2 − |S12|2

) (5)

Figure 14 shows the MIMO antenna’s diversity gain (DG) plot. Here, DG value
is almost 10 in the operating band. This value of DG assures that after introducing
a diversity scheme, transmission power reduces considerably, which is an added
advantage. The formula for DG is given by Eq. 6.

DG = 10 ×
√(

1 − |ρ|2) (6)
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Fig. 11 Simulated radiation pattern of the proposed MIMO antenna a XZ plane b YZ plane for
Antenna 1 (RHCP) and Antenna 2 (LHCP) at 3.5 GHz

5 Conclusion

A two-element MIMO antenna with polarization diversity has been presented in
this paper. The performance of the single patch antenna is enhanced in terms of
bandwidthwhenmonopole designwith step ground and ILSS andLSS strips addition
is introduced. ILSS and LSS helped to change the current length of the antenna
because of which axial ratio bandwidth increased. The impedance bandwidth of
51.6% is obtained from 3.06 to 5.19 GHz, while the 3-dB axial ratio bandwidth of
16% is from 3.32 to 3.91 GHz. The antenna exhibits a radiation pattern with 2.4-dB
gain and 90% efficiency. The two-element MIMO antenna with circular polarization
diversity arrangement gave high isolation of more than 14 dB between two antennas
and increased the AR bandwidth to 27%. ECC is well below 0.005 with a diversity
gain value close to 10. This value indicates a good MIMO antenna performance.
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Fig. 12 Efficiency of the MIMO antenna

Fig. 13 Envelope correlation coefficient of the MIMO antenna
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Fig. 14 Diversity gain of
the MIMO antenna
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Machine Learning-Based Investigation
of Employee Attrition Prediction
and Analysis

Kalgi Sheth, Jaynil Patel, and Jaiprakash Verma

Abstract Employees are a company’s most valuable assets. However, if they left
their jobs suddenly, it might cost a company a lot ofmoney. Consequently, companies
nowadays are actively seeking tools and technologies that can help in accurate and
early employee attrition prediction. The main focus here shall be on the visualization
of the available employee data in order to gain intuitive insights on the correlation
among attributes and top causes behind the attrition. In this paper, we present the
comparison of four algorithms used to predict whether an employee will leave or
not, based on various attributes like age, salary, experience, etc., along with intu-
itive visualizations and its importance. The models used for prediction are random
forest, logistic regression, K-nearest neighbor, and Naïve Bayes classifier. Thus, the
visual analysis of employee attrition problem and accurate prediction can allow HR
managers to take precautionary actions to retain the employee within the company.

Keywords KNN · Logistic regression · Random forest · Naïve Bayes classifier ·
Data visualization · Data mining · Employee attrition prediction

1 Introduction

We can define employee attrition as the event of an employee leaving the company.
In case of involuntary attrition, the employees are fired by their employer due to
reasons like poor level of performance, or current business needs for churning. In
voluntary attrition, the good employees who have been performing well and have
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been a good asset to the company leave by their own will. They may leave in search
for better opportunities, or due to unsatisfactory job conditions. Even the companies
which take good care of their employees and invest in their wellbeing and training,
in an attempt to retain them for longer period of time, are prone to losing talented
employees [1, 2]. The issues following employee attrition include an investment of
time and resources in interviewing and training new employees.

Thus, predicting whether an employee will leave or not will help the company’s
management and HR act faster by enhancing their internal policies and strategies
[3]. The talented employees who are at high risk of leaving can be offered several
propositions, such as a salary increase or proper training, to reduce their chances
of leaving. With the help of several machine learning models, the companies can
predict the employee attrition to a certain rate beforehand [4]. The rich company
data provided by the HR departments with data attributes like employee salary,
distance form workplace, years since last promotion, etc., can be used to build and
train a machine learning model that can predict the employees who are leaving the
company [5]. Employee attrition prediction models can also analyze the correlation
among such attributes for both current and terminated employees.

The following section describes the motivation for the work conducted in this
study, as well as the contribution of other researchers in this field in the past. Section 3
will describe various machine learning algorithms used for prediction. The dataset
description and characteristic is provided in Sect. 4 along with useful insights from
data visualization. Section 5 is proposed work and experimentation followed by
results in Sect. 6 and conclusion in Sect. 7.

2 Literature Survey

Sisodia et al. in [6] have used five different classification models to predict the
employee attrition. They conclude that among linear SVM, random forest, decision
tree, KNN, and Naïve Bayes, and random forest performs with best accuracy. They
have also presented various intuitive visualizations for inferring insights form the
available employee data and correlation between different attributes and their roles
in employee’s attrition.

Alduayj and Rajpoot in [7] have focused on the class imbalance issue encoun-
tered during employee attrition prediction. They have compared the results for three
experiments. In first one, they train classification models on imbalanced dataset, in
the second one, they use ADASYN to address the class imbalance in the dataset, and
in the last experiment, they train the models on dataset obtained after manual under-
sampling. The best results were obtained for KNN (k = 3) classifier using ADASYN
technique.

Ray and Sanyal in [8] have used the method of probabilistic estimation to predict
whether and employee will stay or leave based on various factors. They have imple-
ment two methods. First prediction of employee attrition against single attributes
like age, field of education, education level, and etc., using a simple Naïve Bayes
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classifier. In second method, they have implemented an adaptive probabilistic esti-
mation technique using a combination of these attributes against class label, where
the combination of attributes is decided by the HR manager. Here, again a Bayesian
classifier is used. Adaptive probabilistic estimationmodel performs better with vastly
reduced rate of error for employee attrition prediction.

Bhartiya et al. in [9] have proposed a systematic flow for attrition prediction.
They have elaborated on the process of data acquisition (collection), data condi-
tioning (cleaning), data visualization and classification using linear SVM, random
forest, decision tree, KNN, and Naïve Bayes. They also used evaluation metrics like
AUC_ROC score and accuracy measure to compare the performance of all these
classification algorithms.

Table 1 summarizes the related research work conducted in the domain of
employee attrition analysis.

3 Classification Algorithms

Employee attrition problem lies in the domain of big data. Since this is an exploratory
analysis and we are looking forward to extend the work in direction of big data
mining, the application of deep learning algorithms to big data problems will prove
to be costly in terms of time and computational power. Hence, for this study, we have
worked with the following machine learning algorithms.

3.1 Random Forest

Random forest (RF) is a robust supervisedmachine learning algorithm, which is used
for classification and regression problems. It makes use of multiple decision trees for
training. Each tree gives a vote for a particular classification label. Thus, using these
vote counts, the random forest model decides the resultant class label that has the
highest number of votes. Since we are talking about large amount of data, random
forest can help reduce overfitting of the model. It handles missing values. It is suited
to both categorical and continuous data. Random forest algorithm holds the potential
to scale and adapt to big data settings and environment.

3.2 Logistic Regression

It is a statistical technique for evaluating a dataset with one or more independent
variables that influence the outcome. For example, as the number of hours worked
increases, the likelihood of employee leaving the company rises. Logistic regression
is very efficient to train and can be implemented easily for classification problems.
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3.3 K-Nearest Neighbors

K-nearest neighbor classification algorithm considers the minimum distance from a
particular instance to the training dataset to fetch k-nearest neighbors. After fetching
the k-nearest neighbors, the class to which the majority of k neighbors belong is
considered as thefinal resultant class.Wehaveused this algorithmbecause it naturally
handles missing values in the data by imputation. It is a lazy learner algorithm. At
expense of costly prediction phase, this algorithm provides the advantage of zero
training time. It is well suited for classification on small datasets.

3.4 Naïve Bayes Classifier

Naïve Bayes classifier assumes that the all the attributes are independent of each
other. Thus, it got the name naïve, since this is not always true in real world. It is a
probabilistic classifier that can handle both discreet and continuous data. It is simple
to implement and gives good results even with less amount of training data. Naïve
Bayes classification algorithm is highly scalable. It has been observed to achieve
higher accuracy as the size of the data increases.

4 Research Methodology

We have selected the HR Analytics Dataset available on Kaggle website, which is
a sample dataset provided by IBM. It consists of 35 attributes as columns including
the “Attrition” column which is the target class. The dataset consists of 1470 rows.
Our primary objective is to understand and bring out hidden characteristics of the
data before training our models for prediction. First, we enumerate the data based
on different categories. We have tried to observe the presence of a pattern within
the data as well as the correlation among certain attributes. Finally, we have tried
to bring out the presence of any kind of bias within the data based on gender of an
employee by plotting various attribute values for males and females side by side.
Figure 1 shows the correlation among the data attributes in the given dataset.

We can clearly see that job level of an employee as well as his monthly
income shows a strong positive correlation with total working years. Similar such
observations can tell us which attributes are interdependent and share a strong
correlation.

Figure 2 shows the number of people who left the company (Attrition = Yes),
number of employees according to their travel frequency, department, and education
field.

One of themost prominent observation and inferencemade from this plot below is
that the majority class is Attrition = “NO”. But for any company, much importance
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Fig. 1 Employee data correlation matrix

Fig. 2 Employee count by attrition class, travel, department, and education field
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Fig. 3 Employee count by gender, job role, marital status, and overtime

should be given to those employees who are leaving that is the minority class in this
dataset, Attrition = “YES”. Thus, there is a prominently visible class imbalance in
the dataset. This issue has to be addressed while preparing predictive models.

Figure 3 shows the gender distribution for employees of the company, number
of employees according to their job roles, marital status, as well as those who do
overtime versus those who do not.

We can see that there are less than 600 females in the company, whereas more
than 800males. Less than 500 employees do overtime. There are over 200 employees
working as sales executives or research scientists, or lab technicians. The human
resources department has less than 100 employees. Majority of the employees are
married. Though, more than 250 employees are divorced.

Figure 4 shows the number of male and female employees against their monthly
income for each role. This plot is trying to identify the presence of any gender bias
in income distribution of employees based on their roles.

Across all job positions, the real disparity betweenmen andwomen is found in the
position of research director, where there is very little overlap in pay between men
and women, implying a subtle gender bias. It is visible from the plot above that for
the position of research director, the number of females with monthly salary above
15,000 is very less as compared to the number of males. Apart from that no other post
shows considerable variation in monthly salary of males and females. Manufacturing
director and sales representative are two positionswhich showmaximumoverlapping
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Fig. 4 Employee salary distribution by gender and department

in the monthly income, thereby indicating that there are similar number of males and
females under same salary bracket.

Figure 5 shows the same plot for role of research director only, in order to get a
clear understanding of the underlying bias.

As the salary amount is increasing, moving toward the right, we see that the
number of males is increasing, while the number of females remains low. It means
that there are very few females who are appointed as research directors with higher
salaries. Moving toward the left we see that more numbers of females are appointed
as research directors than males with less salaries. Thus, a clear bias exists saying
females appointed as research directors are generally paid less compared to males.

Figure 6 shows the count of employees labeled as “YES” or “NO” for attrition
attribute based on the number of companies they have worked in. We can see that
the employees who have just worked for 1 company are more prone to leave.
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Fig. 5 Salary distribution by gender for research director role

Fig. 6 Effect of number of companies worked for, on attrition
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Fig. 7 Effect of salary hike on attrition

Figure 7 shows the effect of salary hike on attrition behavior of the employees.
Employees with less salary hike are more prone to attrition.

5 Proposed Work

The employee attrition prediction problem is affected by a number of factors. But the
major factor which affects the prediction in our case is the class imbalance present
in the data. The class distribution in our dataset is as shown in Table 2.

It becomes crucial for the company to predict with more accuracy, the possibility
of an employee leaving. Which means, the employees which have higher probability
of leaving the company, should not be predicted and labeled incorrectly as “NO”
because that can cause the company a huge loss. Although, if a person who is not
probably leaving the company, but is wrongly predicted and labeled as “YES”, then
the company does not suffer great loss. To say, we cannot afford misclassification of
such employees who are having high probability of attrition.

In this study, we have implemented the four different prediction algorithms. Table
3 shows each algorithm along with its characteristics.

Table 2 Class distribution in
dataset

Attrition versus number of instances

Yes (leaving) 237

No (not leaving) 1233
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Table 3 Algorithms and
characteristics

Algorithm Sensitive to
imbalance?

Can have weighted
classes?

Logistic
regression

Yes Yes

Random forest Yes Yes

Naïve Bayes Yes No

K-nearest
neighbors

Yes No

Our approach to handle the class imbalance in the dataset is consisting of two
methods—weighted classes and SMOTE.

5.1 Weighted Class

It is a statistical technique for evaluating a dataset with one or more independent
variables that influence the outcome.

For example, as the number of hours worked increases, the likelihood of employee
leaving the company rises. First, we identify the class distribution ratio. In our case,
the class distribution ratio is calculated as below

Ratio ⇒ (Attrition = YES)/(Attrition = NO) (1)

Here, our minority class “YES” has 237 instances and majority class “NO” has
1233 instances. The calculated ratio is almost equal to 1:5. Thus, we shall assign
the weights to the classes in inverse proportion of this ratio. Which means, while
predicting, the weight assigned to the classes for (Attrition=YES): (Attrition=NO)
is in proportion of the ratio 5:1 implying that any misclassification of the minority
class shall be penalized heavily as compared to that of majority class.

5.2 Synthetic Minority Oversampling Technique

SMOTE is another method to handle the class imbalance in data. In SMOTE, we
oversample the examples in the minority class. This can be accomplished by simply
duplicating minority class examples in the training dataset before fitting a model.
This can help to stabilize the class distribution, but it does not give the model any
additional information. This technique was proposed by Chawla, et al. in [15].

To be more specific, a random example from the minority class is chosen first.
Then, for that example, k of the closest neighbors are found (typically k = 5). A
neighbor is chosen at random, and a synthetic example is generated. We wish to
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Fig. 8 Confusion matrix and related terms

identify which classifier best predicts employee attrition by addressing the class
imbalance problem.

To compare the algorithms, we are using the following evaluation metrics.

Confusion Matrix It is a table that is often used to describe the performance of a
classification model on a supervised learning problem. Figure 8 shows the structure
of confusion matrix and the important terms related to it.

Recall It helps us realize what proportion of actual positives is correctly classified
by our model.

Recall = (TP)/(TP + FN) (2)

In our case, we cannot take accuracy as a measure to evaluate and compare the
algorithms because accuracy is a good measure only when the dataset is balanced.
Our goal is to maximize the recall score, by increasing the number of True Positives
in the prediction.

For example, if an employee X is has high probability of attrition in reality, but
our model predicts and labels him as “NO”, which means our model predicts that
the employee not going to leave. In this case, the company shall be losing a valuable
employee due to misclassification by the model. And losing an employee may cost
company much more than what it spends on retaining the employee. Such kind of
misclassification is not allowed at all, thus there is the need to increase the recall
score.

Take another case, where the employee Y is not leaving the company in reality.
But the model predicts and labels him as “YES”. Now, the company will pay more
attention to him,making efforts to retain him.The companydoes not lose an employee
after all. Such kind of misclassification is still bearable as it is not critical.
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6 Results and Discussions

For each algorithm, we have conducted evaluation before and after using methods to
handle class imbalance. We have obtained the results based on four different cases:

• Case 1: Without handling class imbalance
• Case 2: Handling class imbalance using weighted classes
• Case 3: Handling class imbalance using SMOTE
• Case 4: Handling class imbalance using both methods.

Above mentioned Case 3 and 4 does not apply to KNN and Naïve Bayes as they
cannot have classes with weights assigned to them. Our test data contained 441
instances. Out of which, 71 belonged to minority class “YES” and 370 belonged to
majority class “NO”.

Table 4 shows the collective results for performance of each algorithm without
handling the imbalance in data.

Table 5 shows the collective results for performance of each algorithm after
handling the class imbalance using weighted class technique.

Table 4 Algorithms and
characteristics

Without handling class imbalance

Algorithm Recall TP
Minority class =
71

TN
Majority class =
370

Random
forest

0.1549 11 365

Logistic
regression

0.0140 1 369

KNN 0.0422 3 368

Naïve
Bayes

0.6760 48 295

Table 5 Algorithms and
characteristics

Without handling class imbalance

Algorithm Recall TP
Minority class =
71

TN
Majority class =
370

Random
forest

0.1126 8 366

Logistic
regression

0.6619 47 251

KNN − − −
Naïve
Bayes

− − −
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Table 6 Algorithms and
characteristics

Without handling class imbalance

Algorithm Recall TP
Minority class =
71

TN
Majority class =
370

Random
forest

0.3380 24 340

Logistic
regression

0.5774 41 280

KNN 0.4366 31 265

Naïve
Bayes

0.6478 46 272

Table 7 Algorithms and
characteristics

Without handling class imbalance

Algorithm Recall TP
Minority class =
71

TN
Majority class =
370

Random
forest

0.2535 18 353

Logistic
regression

0.9014 64 57

KNN − − −
Naïve
Bayes

− − −

Table 6 shows the collective results for performance of each algorithm after
handling the class imbalance using SMOTE technique.

Table 7 shows the collective results for performance of each algorithm after
handling the class imbalance usingweighted class andSMOTE techniques combined.

7 Observations and Conclusion

From the results obtained, we can also conclude that without handling the class
imbalance in the data, most of the models will not perform well. From Table 4, we
can see that random forest, logistic regression, and KNN can correctly predict the
majority class instances with high accuracy, but they fail to predict the minority class
instances correctly.

Comparing all four algorithms, we observe that Naïve Bayes, does not show
much difference before or after handling class imbalance. Random forest and KNN
show considerable improvement in performance when used with SMOTE, while
logistic regression shows great enhancement in performance when weighted class
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technique is used. Logistic regression when implemented along with weighted class
and SMOTE techniques combined, give the highest recall score of 0.9014 and is able
to predict 64 out of 71 minority class instances correctly. And thus, for this study, we
obtained the best performance from logistic regression model using class weights
and SMOTE.

Although the recall score increases at the cost of accuracy. For applications like
employee attrition prediction, such a model is very useful which has high recall, but
for critical applications where even a single misclassification of either of the class is
expensive and dangerous, then models with higher accuracy and high recall should
be developed using better techniques.

There are many more methods to handle data imbalance like ADASYN SMOTE,
Borderline SMOTE, undersampling, etc. In the future, we shall be attempting to
obtained performance results using advanced data imbalance handling techniques
on various machine learning algorithms for better predictions of employee attrition
as well as other critical real world data.
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CNN-Based Leaf Wilting Classification
Using Modified ResNet152

Amita Mohta , Ishan Gupta , Ruchi Gajjar , and Manish I. Patel

Abstract Plants are prone to climatic changes which is considered to be one of the
crucial challenges in agriculture. As a major part of the agricultural industry depends
on rainwater for irrigation, climatic changes such as lack of rainfall may lead to
shortage in water supply which may cause leaf wilting. If the extent of leaf wilting is
not identified in the early stages, it may adversely affect the total yield. Leaf wilting
is widely used as a parameter to compute drought tolerance in plants. The breeders
manually collect the data for the extent of leaf wilting which consumes a lot time
and efforts. This paper proposes a model with ResNet152 as the base architecture
using transfer learning approach. The developed model uses leaf images as the input
data and predicts the extent of leaf wilting into five different classes, namely 0, 1,
2, 3, and 4; 0 being the least amount of wilting and 4 being the highest amount of
wilting. The proposed model achieves an accuracy of 87.00% which is better than
other existing models. Further, the model was tested against some unlabelled images
taken from the Internet and from the field for classification.

Keywords Convolutional neural network · Leaf wilting · ResNet152 · Transfer
learning
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1 Introduction

Agriculture represents about 70% of total freshwater consumption globally. Rain-
fall and moisture available in soil show substantial variations, both spatially and
temporally. They are prime factors that influence the diversity and habitat in the
environment and may lead to hinder the primary productivity in forestry and agricul-
tural sectors [1]. It is difficult to forecast water availability which leads to increase
in risk of drought in crops. Measuring the severity of droughts and their effect on the
crops remain a challenge [2]. One of the major problems that arises in crops due to
lack of water is leaf wilting.Wilting is a common symptom in plants that results from
water loss in leaves and stems. The affected parts loose their turgidity and droop [3].
Early wilting detection plays an important role in crop precision management. The
extent of leaf wilting serves as one of the low cost methods to determine the drought
tolerance in the crops [4]. The breeders manually collect the data for the extent of
leaf wilting. This is time-consuming and needs lot of human efforts. This process is
prone to error and bias, hence the need for an automatic detection of these diseases
using artificial intelligence techniques. In the recent years, the use of computer vision
techniques for image processing and machine learning has significantly increased to
reduce the human efforts in collecting the data for leaf wilting [5].

The convolution neural network (CNN) has been widely used in the field of
image processing because it is efficient in image classification and recognition and
has improved the accuracy of many machine learning tasks [6]. The CNN follows
a hierarchical model which works on building a network and provides a fully con-
nected layer in which all the neurons are connected to each other and the output is
processed, making it useful in image classification and recognition because of its
high accuracy [7].

This paper discusses about a model which uses the image dataset of leaves and
classifies them into five different classes depending upon the extent of leaf wilting
using CNN. Optimum base model, batch size and learning rate are defined experi-
mentally. After training and validation of the model, images from Google as well as
field are used to test the model. This automation of classifying the leaves will save
time, effort and money along with the improved accuracy.

This paper is organized in the following sections. Section 2 of this paper discusses
the other research works done to automate plant disease detection using machine
learning apporaches. Section 3 of the paper describes the model proposed for leaf
wilting classification. It discusses the advantage of using neural network approach,
different CNN architectures and the model performance for different architectures.
Section 4 contains the results and analysis which includes the dataset description,
its division for training and validation, the final modified model architecture and the
evaluation of model performance for various batch sizes along with the confusion
matrix and evaluation parameters. It also deals with the field testing of the model.
Section 5 concludes the paper.
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2 Literature Survey

Numerous research works across the globe have been carried out, exploring different
machine learning and deep learning approaches to automate plant disease detection
and classification. A CNN model trained with the help of Plant Village Dataset
proposed by Jay et al. [8] classifies plant diseases in leaves with an accuracy of
95.81%. CNN is also used in the paper written by Lu et al. [9] for the detection of
diseases in the rice plants. The dataset was collected from rice experimental field.
Almost all of these papers have tried to solve the problem using a similar approach.
Another research implemented the model on an embedded hardware for real-time
in-field plant disease detection [10]. Not much work has been reported on leaf
wilting classification. The following are some of those works that focus on leaf
wilting in plants. A research carried out by Ramos-Giraldo et al. [11] on the drought
stress detection using machine learning techinques classified the stress levels into
5 categories using a transfer learning technique and a pre-trained model based on
DenseNet-121. As a result, they achieved an accuracy of more than 80.00%. Another
such research byGandhi et al. [12] used the transfer learning approachwithResNet50
base architecture. They achieved an accuracy of 78.00% and further applied the
ensemble method to increase the accuracy to 82.00%. They included the weather
data for the ensemble method. Khamparia et al. [13] proposed a deep convolutional
network for identification of seasonal crops disease. They considered 900 leaf images
of the 3 different crops and classifed them into six different categories. They achieved
the test accuracy of 86.00%. The research was further carried out for improved
accuracy results.

All of these research works used CNN as the basic approach and achieved the
highest accuracy of 86.00%. The model proposed in this paper achieves an accuracy
of 87.00%, resulting in a better and more accurate model for leaf wilting detection.

3 Model Description for Leaf Wilting Classification

The problem discussed in this paper is a multi-class classification of leaf wilting.
The simplest method to classify the data using machine learning is support vector
machines (SVM). SVM aims to find an optimal boundary between the possible out-
comes. In its most simple type, SVM does not support multi-class classification.
Instead, neural networks can be used for multi-class classification [12]. Neural net-
works are a series of algorithms that mimic the operation of human brain. CNN
is a class of deep neural networks often used for analyzing visual images. Hence,
as a solution, we propose the use of neural networks for this multi-class classifica-
tion problem of leaf wilting. Furthermore, the classification capability gained from
training on the ImageNet dataset by the base model can be improved using transfer
learning. Transfer learning can be described as a method where a model is developed
for a task and reused as the starting point for the model on a second task.
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Table 1 Model performance for various architecture

Model architecture Validation loss Validation accuracy (%)

VGG16 1.6085 42.71

InceptionResNetV2 13.893 21.88

ResNet50 0.9156 63.54

ResNet152 1.2083 64.54

3.1 Model Selection

Firstly, a model architecture needs to be selected for the classification. There are sev-
eral architectures available such as ResNet, VGG, InceptionResNet, etc. ResNet50 is
a ResNetmodel having 50 layers. 48 layers of those are convolution layers alongwith
one average pool and one maxpool layer. It has about 25 million training parameters.
ResNet152 is another variant of ResNet architecture having 152 layers. ResNet152
has about 60 million training parameters [14]. VGG16 is a 16 layer deep CNN archi-
tecture. VGG16 has convolutional layers of 3 * 3 filters, 2 fully connected layers
followed by a softmax output layer. It has about 138 million training parameters.
InceptionResNetV2 is 164 layered deep CNN architecture that is trained on images
from the ImageNet database. It has about 6.4 million training parameters [? ].

A comparative analysis for base model among ResNet50, VGG16, InceptionRes-
NetV2 and ResNet152 was performed. Each one of them was selected separately as
the base model. Their output layer was replaced by a softmax output layer of 5 units.
The model was executed for 10 epochs with a batch size of 14 and Adam optimizer.
The validation accuracy and loss of each model was observed.

According to the observations in Table1, ResNet152 offers the maximum valida-
tion accuracy among the other considered architectures.

4 Results and Analysis

4.1 Dataset Description

The image dataset contains the images of leaves which are preprocessed and fed
as the input to the model for classification. The images are to be classified into
5 categories (0–4). Class 0 indicates the minimum or no leaf wilting and class 4
represents the maximum leaf wilting. Figure 1 shows the classes of the dataset. A
CNNmodel pre-trainedon the popular ImageNet dataset is used for this classification.
The hyper-parameters are modified to increase the accuracy of the model which are
described in the later sections. The dataset is imported from Github [15]. It consists
of 896 images of resolution 640× 480. A csv file containing the names of images
with their respective classes was also imported along with the images. The dataset
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Fig. 1 Sample dataset with classes of leaf wilting

Table 2 Dataset distribution

Class 0 1 2 3 4

Training
images

417 134 93 96 56

Validation
images

20 20 20 20 20

Total images 437 154 113 116 76

is highly imbalanced with class 0 having maximum data images. To counter this
imbalance, we calculate the class weights of the 5 classes. Class weights modify the
current training algorithm to take into account the skewed distribution of the classes.
Class weights provide weights to the loss suffered differently based on the class in
other to compensate the inequality in the training samples. Considering class weights
makes sure that the model is equally good at identifying all classes. The minority
class has higher class weight and majority class has lower class weight.

20 images from each class are separated for validation and the rest of the images
are kept for training the model. This splits the data into 90–10 fashion. The exact
count of images in each class for training and validation data is specified in Table2.
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4.2 Model Training

Transfer learning is a methodology where we use pre-trained deep learning models
to fine-tune them to fit the data. As per the observations from Table1, ResNet152
is used as the base model architecture for deep residual learning. ResNet learns the
residual of the hypothesis function and input, i.e., it minimizes the residual error thus
learning the mapping effectively. The architecture has a feed forward network which
is used to calculate the residual of the function. The last layer in ResNet base is a
Global Pooling 2D layer whose output is 2048 dimensional vector.

All the layers of ResNet152 are frozen and the output layer is removed. The layers
are kept frozen because it gave the maximum validation accuracy as compared to
some or all layers kept trainable. Along with the base model, there are 4 additional
layers to improve the model accuracy. The final structure of the model is:

ResNet152 base—128 (FC layer 1, ReLU)—64 (FC layer 2, ReLU)—32 (FC
layer 3, ReLU)—5 (Softmax output layer).

Figure 2 shows the modified model architecture with ResNet base model and 4
additional layers.

Various batch sizes were taken into account and their respective accuracies were
observed for 10 epochs using Adam optimizer. Table3 gives the accuracy results of
taking different batch sizes.

Fig. 2 Proposed model architecture

Table 3 Model performance for various batch sizes

Batch size Accuracy (%)

14 83.67

16 83.33

32 80.20

64 78.12
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Table 4 Hyper-parameter values

Hyper-parameters Values

Number of epochs 50

Batch size 14

Learning rate 0.001

Optimizer Adam

(a) Epoch versus Loss plot (b) Epoch versus Accuracy plot

Fig. 3 Training and validation plots

4.3 Evaluation

From all the results observed above, the final architecture of the model is: ResNet152
base—128 (FC layer 1, ReLU)—64 (FC layer 2, ReLU)—32 (FC layer 3, ReLU)—5
(Softmax output layer). The final set of hyper-parameters are given in Table4.

The maximum validation accuracy acheived by the described model for the given
dataset classification is 87.00%.

Figure3a shows the epoch versus loss plot for training and validation and Fig. 3b
shows the shows epoch vs. accuracy plot for training and validation. It can be seen
that both the curves flatten out at higher values of epochs.

From the confusion matrix given in Table5, it can be observed that the dataset of
class 4 has been classified without any error. The majority of the misplaced images
lie in the class just next to the correct class. It can be observed from Fig.1 that the
classes 0, 1 and 2 have negligible difference which causes misclassification. As it
can be seen in Table5, 9 out of the 13 misclassified images lie in classes 0, 1 and 2.

Table6 gives the classification report that contains the details of precision, recall,
F1-score for each class, along with the overall accuracy of the model.

The comparision of accuracy of various model architectures previously designed
for the similar applications is given in Table7. It can be observed that the proposed
model results in the highest accuracy among the compared models.
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Table 5 Confusion matrix for predicted labels

Wilting levels 0 1 2 3 4

0 17 3 0 0 0

1 3 16 1 0 0

2 1 1 15 3 0

3 0 0 1 19 0

4 0 0 0 0 20

Table 6 Evaluation parameters

Wilting class Precision Recall F1-score

0 0.81 0.85 0.83

1 0.80 0.80 0.80

2 0.88 0.75 0.81

3 0.86 0.95 0.90

4 1.00 1.00 1.00

Macro avg. 0.87 0.87 0.87

Weighted avg. 0.87 0.87 0.87

Accuracy 87.00%

Table 7 Accuracy comparision for various model architecture

Model architecture Validation accuracy (%)

ResNet152 64.54

Model proposed by Gandhi et al. [12] 82.00

Model proposed in this paper 87.00

4.4 Field Testing

To test the proposed model, 10 unlabelled images of plants were taken from the
Internet and field and given to themodel as input. The sample images of the test set are
shown in Fig. 4. All the test images were resized to 640× 480. The model classified
the images in the expected classes. Figure4c was classified into class 4 which can
be justified by observation as the leaves are dry and highly wilted. Similarly, Fig. 4b
was classified into class 1 and Fig. 4d was classified into class 0 because the former
shows minor wilting and the latter shows healthy leaves with no wilting. Hence, the
model gives accurate results with an accuracy of about 90%.

Table8 gives the classification of the 10 images in the respective classes. The field
image of dead leaves was classified in category 4 with highest wilting level as per
the expectations. The image of a healthy plant taken from the Internet was classified
into category 0, with least amount of wilting.
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Fig. 4 Real field images

Table 8 Classification result of test images

Wilting level 0 1 2 3 4

Number of
images

5 2 0 0 3

5 Conclusion

Using theCNNmodel proposed in this paper, the problemof leafwilting is addressed.
The automation of the classification process reduces the human intervention eventu-
ally reducing the chances of errors and bias. The model proposed is more accurate
than the base model used and provided the validation accuracy of 87.00%. This can
also be verified through the confusion matrix. The accuracy curve of both training
and validation flatten out for higher epoch values, indicating that after a number
of epochs, the accuracy does not increase with the increase in epoch values. The
model predicted the classes of unlabelled data taken from the field and the Internet
as per the expectations. This approach to evaluate leaf wilting can save the crops
from temporary wilting and help to take preventive measures against wilting.
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Deep Learning-Based COVID-19
Detection Using Transfer Learning
Through ResNet-50

Mansi Patel, Jeel Padiya, and Manish I. Patel

Abstract Catering to the widespread COVID-19 pandemic, the authors aim to
develop a systembasedonmachine learning combinedwith the knowledgeofmedical
science. Considering the prevailing situation, it becomes necessary to diagnose the
COVID-19 at initial stages. The idea behind the described designed model is to
identify the spread of infection in patients as fast as possible. The paper sketches
two different approaches: K-fold cross-validation and deep network designer which
are based on deep learning technology for the prediction of COVID-19 in the initial
stages by using the chestX-rays. The performance evaluation of the cross-fold valida-
tion process is compared with the designed application in the deep network designer
to find an effective and efficient methodology for classification which attained better
accuracy.

Keywords Coronavirus · COVID-19 · Chest X-rays · Deep learning · ResNet ·
Transfer learning · Cross-validation

1 Introduction

A rise in number of pneumonia patients was recorded in December 2019, which
was believed to be caused due to severe acute respiratory syndrome coronavirus
2 (SARS-CoV-2). This disease was found pathogenic and highly mutable due to
which it turned into a worldwide pandemic by March 2020 as announced by World
HealthOrganization (WHO). The lack of resources like the unavailability of vaccines
contributed to the widespread growth of the virus [1].

In recent years, deep learning has emerged as a boon to the various sectors
contributing to an exceptional advancement in the field of medical science. It is
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a core technology utilized in artificial intelligence as a tool for the early diagnosis of
lung diseases. Using X-rays for the detection of COVID-19 in the initial stages has
been found effective.

The objective behind the research work is to contribute to society by developing a
system that utilizes the chest X-rays to train the deep learning model for identifying
the presence of COVID-19 in the patients. The paper describes the detection done
in two ways—the first method is by utilizing the pre-trained ResNet-50 model by
Keras and the second approach is carried out through training the model in the
Deep Network Designer app using the deep learning toolbox. Thus, the procedure
to achieve maximum possible efficiency in the stipulated time is portrayed here. The
concept of cross-validation is used to enhance the accuracy of the generated output.

Rest of the paper is arranged as follows. Section 2 covers recent work in this
area. Some of techniques we used are described in Sect. 3. Section 4 proposes our
approach. Section 5 elaborates the results followed by the conclusion in Sect. 6.

2 Related Work

Ismael et al. [2] have presented the analysis of COVID-19 using the techniques
like deep learning, pre-trained convolutional neural network (CNN), feature extrac-
tion with end-to-end training. Various CNN models available and discussed in this
paper include ResNet-18, ResNet101, ResNet-50, VGG-19, etc., and for classifica-
tion, support vector machine (SVM) is used. The paper used a chest X-ray dataset
comprising 180 COVID-19 and 200 normal patient’s images. Here, results were
obtained by using SVM and ResNet-50 providing 94.7% accuracy, while in the case
of training the accuracy of about 92.6% was obtained.

Chowdhury et al. [3] used the chest X-ray for creation of framework of PDCON-
VIDNet. The network is based on parallel-dilated convolutional neural networks.
The authors used the method of dilated convolution for the parallel stacking in the
suggested technique to capture aswell as stretch the essential features. The developed
model has accuracy of 96.58%. Hussain et al. [4] have worked on threemodels which
are represented with the same technique of CNN having COVID and normal as two
class, pneumonia COVID and normal as three class and at last having classification
of four class as COVID, normal, non-COVID pneumonia, and non-COVID bacte-
rial pneumonia where for this algorithm 22 layers of CNN were used. The accuracy
obtained for the model is 99.1, 94.2, and 91.2% for two classes, three classes, and
four class classification, respectively.

Jain et al. [5] have considered the dataset having three classes, which are COVID-
19 chest X-ray, SARS-Cov2 CT scan, and chest X-ray images of pneumonia patients.
Detection has been done in less than two seconds. Further, the relation is developed
between pneumonia andCOVIDpatients forwhich they have usedGrad-CAM-based
color visualization. Attia [6] presented work on the enhancement of chest X-ray
images of the dataset that are affected by dark, noisy and low in contrast problems.
They have identified that due to lack of quality there are chances for low-efficiency
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Fig. 1 Convolutional neural network

output from the deep learning architecture. Hence, some enhancement techniques
like histogram equalization and contrast limited adaptive histogram equalization are
applied.

3 Design Tools and Technologies

3.1 Convolutional Neural Network (CNN)

A convolutional neural network is an algorithm used in deep learning which
uses datasets to recognize images. From the pixels of an image, we can generate
completely connected network weights and CNN produces sufficient weights to scan
small parts in a stipulated time.

CNN has input, output, and hidden layers as shown in Fig. 1. These hidden layers
are made up of convolutional layers, pooling layers, ReLU, and fully connected
layers. Here, the convolutional layer applies a signaling process like convolution to
the input and this data is transferred to the next layer. Combining the output clusters
into a single neuron is done using pooling. Here, the fully connected layers connect
in such a way that each neuron in one layer is connected to neuron in the next 21
layers [7].

3.2 Deep Neural Network

Deep learning is the subset of machine learning, it teaches the computer to mimic
like humans. It is used for classification and its architecture works by providing a
suitable number of neural networks and a large set of data. The word “deep” refers
to the various hidden layers present in the network to give desired output [8].

Deep convolutional neural network has led through a series of achievements for
the classification of an image. Deep learning normally incorporates low, medium, or
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Fig. 2 Single residual
network

elevated level highlights and classifiers in a start to finish multilayer style, and the
levels of highlights can be improved by the number of stacked layers.

3.3 Residual Network

A deep residual learning framework is a solution for the degradation problem in a
system. In the deep residual learning framework by hoping of all the stacked layers,
they form a residual mapping in the model as shown in Fig. 2. To say, the underlying
mapping is H(x) which is stacked with nonlinear layers to form another mapping
F(x)= H(x) – x. Hence, the original one is recast into F(x)+ x. The creation of F(x)
+ x can be done through feed-forward neural networks [8].

Residual network or ResNet is a neural network that is used as a foundation for
the creation of any model or a system to perform the tasks of computer vision.

3.4 ResNet-50 Architecture

TheResNet-50 [8] consists of five stages.All these five stages comprise a convolution
block along with the identity block as shown in Fig. 3. Herein, each block consists
of three convolution layers. Similarly, the identity blocks present in each stage also
comprise three layers of convolution. On an overall basis, the trainable parameters in
the ResNet-50model range up to 23million. This implementation of skip connection
to add the output of previous as input of next helps to alleviate the problem of
vanishing gradient in deep learning approaches.

The training error in the network decreases as the layers are increased from 18 to
34 and the 34-layer network is better by almost 2.8% than ResNet-18. In ResNet-
50, the deeper bottleneck architecture is implemented. The residual building blocks
of Resnet-18 and ResNet-34 have two layers at each stage. While in case of 23
bottleneck architecture each of the residual function F are stacked with three layers
as depicted in Fig. 4.

These three layers of convolution are as follows: 1× 1, 3× 3, and 1× 1. The first
1× 1 layer helps in initially reducing dimensions, and the last 1× 1 layer restores the
dimensionswhich leave themiddle layerwith a bottleneck having smaller dimensions
of input/output [8].
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Fig. 3 ResNet architecture

Fig. 4 Deep residual network. Left: building block of ResNet

3.5 Transfer Learning

Transfer learning is a methodology used in machine learning for reusing the pre-
trained network. This reuse is done to increase the efficiency of the network by
improving general features. So here, the system tries to exploit what was learned in
one task and further, it tries to make it general. So basically, transferring weights is
carried out. It is advisable to use a model that has learned frommore labeled training
data that needs to be transferred for transfer learning. Also, it is more used in natural
language processing (NLP) and computer vision where high computational power
is required. So, the network tries to detect features like edges, shapes, and other
specifications in different layers and thus, in the next training, these layers need not
be trained and further layers can be trained upon them. So, transfer learning is used
to save training time, have good performance and also does not require a lot of data.
Some approaches to transfer learning include training a model to release it, using a
pre-trained model and feature extraction in the model [8].
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4 Methodology

4.1 Dataset and Data Processing

The model uses the dataset collected from the repository of GitHub and Kaggle
[9]. The training of the model is done on 2121 images which are divided into three
subfolders of classes namely COVID, pneumonia, and normal.

During acquiring the images, there are chances of degradation of images due to
some internal or external issues and there are chances of random noise and quantum
noise to be present in the X-rays being captured. So, to overcome this type of degra-
dation in images which may affect the system model we need to perform some kind
of image enhancement or pre-processing techniques on images in the database [10].
For suppressing the distortion or to enhance the image properties, the pre-processing
techniques are used.

The pre-processing techniques included in the algorithm are:

Image Resizing. All the images present in the dataset are resized to 224 × 224
before feeding to the model. This ensures the proper processing of the data while
passing through various layers of the ResNet architecture.

Image Enhancement. The image quality is improved by implementing the contrast
limited adaptive histogram equalization (CLAHE) [11]. CLAHE increases the image
visibility level of foggy images. The distribution parameters play an important role
in CLAHE to enhance the homogenous and heterogeneous noise.

4.2 System Flow

The COVID-19 detection in the paper is addressed through two different approaches.

K-fold Cross-Validation. The first approach followed in the process includes the
algorithm using the concept of the K-fold cross-validation for the achievement of
accuracy [12]. Here, the dataset is divided into fivefold, each of these fivefold are
used as the testing sets in the model to make the classification process more accurate.

Initially, the data path of the image set is provided to the model, later the datastore
is created which performs various processes on the collected images. The subfolders
present in the dataset are read and the images present in all three classes of the
subfolders are visualized. Now, the cross-fold validation is carried out wherein each
fold is feed into the ResNet architecture. The pre-trained ResNet-50 architecture is
imported into the system which comprises fully connected layers. The architecture
passes the images through these layers for carrying out the convolution, feature
activation, and classification process.

Hyperparameters provided to the model include optimizer = Adam, epoch = 8,
batch size= 10, validation frequency= 50, initial learn rate= 1e-4, shuffle= every
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Fig. 5 Flow of layers in the constructed deep network designer model

epoch, and verbose= false. The image augmentation parameters like image rotation,
reflection, and shear have been specified in the algorithm to scale all the images to
the specific unique value.

Deep Network Designer. The app provides the option of importing available archi-
tecture of neural network alongwith the facility to develop and design an architecture
of the network model by a combination of various layers. According to the struc-
ture of our algorithm, we require the ResNet architecture model for the training and
classification of the fed images.

The createdmodel in the app imports various layers. All these layers are connected
sequentially to perform the functions of image acquisition, convolution, feature
activation, and classification, respectively, as shown in Fig. 5.

After designing themodel, dataset is imported to feed the training set as well as the
validation images, respectively. Further, the training options are provided through
specifying hyperparameters like optimizer = Adam, epoch = 8, batch size = 10,
validation frequency = 50, initial learn rate = 1e-4, and shuffle = every epoch.

5 Results and Discussion

The described techniques were used to create the system for creating a COVID-19
detection model based on the concepts of deep neural networks by using the ResNet
architecture. The generated results were studied to understand the performance of
the system. The results obtained were in the form of various plots and graphs.

5.1 Cross-Validation

In the k-fold cross-validation process, the dataset is divided into the k equal parts
wherein, k-1 folds act as training as data while the left fold works as the test set.
Based on the done background, it is good to start with three folds process. Here, to
get better performance, we have implemented fivefold cross-validationwhich divides
data into five non-overlapping equal parts. The graph of percentage accuracy versus
iterations and that of percentage loss versus iterations is plotted for fold 5 as shown in
Fig. 6. If the number of folds is increased, then the accuracy of the system increases.
So, to portray the results fold 5 is plotted. The plot describes the rate of change in
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the accuracy of the model concerning the number of iterations taking place in the
system. The number of iterations was decided based on the values of the maximum
epoch and the batch size provided at the time of training. The batch size here means
the parameter that decides the number of samples to work on, before the updating of
the ongoing internal parameters of the model. At the time of completion of a single
batch, the predicted output is compared with expected output variables. Finally, the
calculation of error is done. While epoch decides the times the algorithm that is
dumped on the system will work through the complete training dataset. The final
fold graph provides accurate results. The time required in each fold to perform the
iterations is shown in Table 1.

Figure 7 shows the confusionmatrix obtained from themodel. It is used to describe
the performance of the classification model that is developed or to say it depicts the
classifier performance. The matrix shows the performance of the dataset whose true
values are available or calculated. The precision, sensitivity, and specificity calculated
from the confusion matrix are provided in Table 2. These parameters are calculated
through Eqs. 1, 2, and 3. The abbreviations TP, TN, FP, and FN stand for True
Positive, True Negative, False Positive, and False Negative, respectively.

Fig. 6 Performance graph of fold 5 of cross-validation process

Table 1 Parameters of K-fold cross-validation

Number of folds 1 2 3 4 5

Iterations 1232 1232 1232 1232 1232

Time (min) 195.35 122.38 123.75 174.23 142

Accuracy (%) 94.01 94.27 94.32 95.43 96.11
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Precision = TP

TP+ TN
(1)

Sensitivity = TP

TP+ FP
(2)

Specificity = TN

TN+ FP
(3)

The receiver operating characteristic (ROC) generated is the graph ofTruePositive
Rate versus False Positive Rate. It depicts the performance of the model calculated at
each threshold value. The area under curve (AUC) obtained through the ROC curve
is 0.999 which determines the overall performance of the model. Finally, a random
image was classified, the image class was predicted. The ROC curve and classified
image are shown in Fig. 8.

Fig. 7 Confusion matrix

Table 2 Performance
parameters calculated through
confusion matrix

Class Precision (%) Sensitivity (%) Specificity (%)

COVID 99.9 99.45 99.9

Normal 93.4 95.05 96.9

Pneumonia 95.3 94.01 97.6



258 M. Patel et al.

Fig. 8 Left: ROC curve, Right: Classification output

5.2 Performance of Deep Network Designer

In the designed application network, the output is generated in the form of the curve
of the percentage of accuracy versus number of iterations and percentage loss versus
several iterations as given in Fig. 9. The generated output is due to the last layer
attached to the module which is the classification layer with some provided parame-
ters. The deep network designer exports the trained network along with the training
variable to carry out the prediction part in the module. Finally, the detection of a
random image was done which predicted the output as shown in Fig. 10. Table 3
gives the information about the parameters based on which the network performance
was calculated.

In Table 4, a comparison of the presented work with the existingmethods has been
done. It is observed not only images present in the dataset affect the system model

Fig. 9 Performance graph generated through deep network designer app
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Fig. 10 Classifier output with class and accuracy

Table 3 Classification report

Parameters Value

Iterations 1040

Time (min) 327.35

Accuracy 94.63%

Validation frequency 50 iterations

but even the parameters like pre-processing techniques, feature extraction, filtering
methods, and the used algorithm determine the amount of precision achieved by the
model.

Table 4 Comparison with existing methods

References Dataset Methods Accuracy (%)

Ismael et al. [2] 380 chest X-ray images
(COVID-19 = 180, normal
= 200)

ResNet-50 + SVM 94.7

Chowdhury et al. [3] 2905 images of chest X-ray
(COVID-19 = 219,
pneumonia = 1345, and
normal = 1341)

Parallel-dilated CNN 96.58

Hussain et al. [4] 7390 images of X-ray
(COVID-19 = 2843,
pneumonia = 1439, and
normal = 3108)

CNN (22 layers) 94.2

Presented Work 2121 X-ray (COVID-19 =
732, pneumonia = 709, and
normal = 680)

Transfer Learning through
ResNet-50

96.8
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6 Conclusion

It is evitable that the prediction of the COVID-19 pandemic through the images of
chest X-ray plays a vital role for the doctors as well as the patients by reducing the
time of diagnosis along with the financial costs at the initial stages. The paper shows
the implementation of the model using two different approaches which comprised
of the varied detection method. The classification done through the concept of cross-
validation proves to be more accurate with the model attaining an overall accuracy of
96.8%. In the case of the application constructed in the deep network, the designer
achieves a performance accuracy of 94.63%. Although, the cross-validation tech-
nique portrays higher accuracy it compromises the time factor. It requires a longer
time duration in the completion of the entire process as the number of folds increases.
Comparatively, deep network designer provides easy simulation within less time
duration. Further, the performance of the model can be improved by implementing
various image enhancement techniques. Also, ease of access can be provided by the
development of an android-based application for the early detection of the disease.
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OCR for Devanagari Script Using
a Deep Hybrid CNN-RNN Network

Rhea Sansowa , Vincent Abraham , Manish I. Patel ,
and Ruchi Gajjar

Abstract Optical character recognition (OCR) involves the electronic transcription
of handwritten, printed text from either scanned documents or any sort of images.
This multiclass classification problem comprising of recognizing the various
characters in a language and correctly classifying them has found its way in plenty
of computer vision applications. Although much work has been done for the
English language, there have been only a few explorations pertaining to OCR for
the Devanagari script. This paper proposes a hybrid CNN-RNN model to classify
characters using the Devanagari handwritten character dataset. The main objective
is to design a model with higher accuracy than the CNN model reported in literature
for the same purpose. The models are trained and evaluated using the same pro-
cedures. On evaluating the models, the hybrid CNN-RNN model has a testing
accuracy of 98.71%, which is higher than the CNN model, having 97.71% testing
accuracy. It also fares better than the standard neural network architectures-VGG16
and AlexNet which when taken without the pre-trained weights result in 97.62 and
98.20% testing accuracy respectively. Hence, this successfully demonstrates the
attributes of RNN in improved feature extraction when used along with convolu-
tional layers.
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1 Introduction

Optical character recognition (OCR) is a technology that can be used to convert any
scanned image with natural language into a searchable document, which can be
edited and modified, reducing the searching time from hours to mere minutes.
It also has applications in other fields such as license plate reading, digitizing
historical documents, and books. The scanned text can also be used for text mining.

The preliminary idea of OCR surfaced well before the age of computers around
1950. Tausheek, in the year 1929, obtained a patent on the technology of template
masking and matching, which was made using photodetectors and mechanical
masks [1]. The research work done by Anderson R.H. in 1967 paved the way for
more work in pattern extraction from images and its conversion into markup form
[2]. With the increase in computational power of systems, the availability of GPU,
and advents in deep learning, there has been a boost in OCR technology, and new
neural network-models are now available for it. Deep learning models are ideal for
OCR because feature selection is a key task [3] and in deep learning models, the
features are built by the model itself, thus reducing efforts and improving classi-
fication [4]. Convolutional neural network (CNN) is one such neural network class.
It is easier and less time consuming to train as number of parameters are relatively
low compared to classes having fully connected layers [5]. CNN is most commonly
used in such computer vision applications, while much use of RNN is not seen.
Performance of this CNN model can be boosted by passing the extracted features by
CNN into the RNN model for further classification [6]. CNN is used for feature
extraction because it has robust feature extraction ability [7]. Substantial work has
been done for OCR in English language, but there’s still enormous scope for
research related to Devanagari script. The main reason behind this is that there is no
separation between characters in the script, and a lot of the characters look alike
with only a slight distinction between them [8]. This paper focuses on improving
the CNN model found in the existing literature [8] by adding RNN layers for further
feature extractions and implementing to carry out OCR for Devanagari script with
increased accuracy. These values are then compared with the existing architectures–
AlexNet and VGG16 to gauge the performance of the proposed model.

1.1 The Devanagari Handwritten Character Dataset

Devanagari belongs to the Brahmic script family, and it makes up languages such as
Hindi, Nepali, Marathi, and among other East and South Asian languages [9]. There
are 36 consonants in this script, and a total of 12 vowels and 10 numbers. The
vowels can also attach themselves to the consonants, resulting in derived conso-
nants. There are some other special characters too found in this script.

The dataset chosen for this paper is called ‘Devanagari Handwritten Character
Dataset’ (DHCD), and it has all the 36 consonants and the 10 numerical digits as a



क ख ग घ ङ च छ ज झ ञ
ट ठ ड ढ ण त थ द ध न
प फ ब भ म य र ल व श

ष स ह कष तर ज

० १ २ ३ ५ ६ ७ ८ ९ ४

part of the dataset [8]. It does not contain vowels, modified characters or special
characters. In Tables 1 and 2, the characters and numerical digits in the Devanagari
script contained by the dataset are displayed.
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There are 92,000 images—78,200 for training and 13,800 for testing. The size of
each PNG image is 32 � 32. The dataset is made of handwritten characters that
were manually cropped, and characters were placed in the center of the image and
were of size 28 � 28. A 2 � 2 padding of zeros was added on all sides of the
characters. Sample images from the dataset are shown in Fig. 1.

Section 2 contains details about some of the research work done till date relevant
to this topic, Sect. 3 contains basic theory about CNN and RNN after which in
Sect. 4, the hybrid CNN-RNN model is proposed by making modifications to the
CNN model reported in literature. The implementation details are covered at the
beginning of Sect. 5 and results for all the models have been stated and interpreted.
The paper is concluded in Sect. 6.

2 Literature Review

A fair amount of work has been done on image classification for various applica-
tions in fields such as OCR, healthcare, obstacle recognition, etc. using method-
ologies which are novel, or are optimizations on existing ones. Some of these
literary works relevant to this paper’s purpose would now be discussed in this
section.

Table 1 Devanagari consonants

् ् ्ञ

Table 2 Devanagari numerical digits

Fig. 1 Sample images from the Devanagari handwritten character dataset
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A dataset was introduced by [8] for the purpose of OCR for Devanagari script.
Two CNN models were also proposed in the paper. The first model consisted of
three convolutional layers and a fully connected layer. Based on the LeNet family,
the second model consisted of two convolutional layers followed by two fully
connected layers. To optimize the training process, methodologies like dropouts,
batch normalizations and dataset increment were applied to the models, which led
to the models achieving a testing accuracy of 98.47 and 98.26%. Hence, a dataset
for the models to be trained on and a base CNN model was provided [8]. One of the
more recent papers to use this dataset used a deep CNN model through which an
accuracy of 97% was observed [10]. A hybrid CNN-RNN model for implementing
Urdu OCR from printed documents was presented, annotated page by page [11]. It
involved sequence to sequence transcription of the Urdu text, which was later
divided at line levels and prepared into a dataset. The proposed model was a 7-layer
deep convolutional network. The convolutional layers were used to extract the
robust features from the input which were later mapped and fed into two BLSTM
layers for the final transcription. Different variations in this model were also pro-
posed in which the highest testing accuracy was achieved as 98.80%.

To carry out the task of image to markup generation, WYGIWYS model was
built which used an attention-based mechanism instead of taking the standard
mathematical approach to OCR [12]. After feature extraction was done using CNN,
the grid was fed into an RNN encoder after which on decoding, using the
attention-based mechanism, result is mapped to the vocabulary. The ‘Image to
Latex 100 K’ dataset was used for this purpose. Its implementation yielded 74.00%
accuracy. This was improved upon by building a complex attention model with
CNN-LSTM for the particular purpose of recognition of various mathematical
equations [13]. The proposed model had worked sequentially to read data which
aided in keeping track of the data processed, which ultimately resulted in better
performance with a higher accuracy of 76.00%. A parallel CNN-RNN model was
proposed for the classification of breast biopsy images non-invasively into four
classes to find type of cancer cells present in which both CNN and RNN were used
for feature extraction, and an assumption was made about RNN having the same
feature extraction ability as CNN in [7]. For weighing the features, a perceptron
attention mechanism was used so that the model can be improved. Instead of
conventional dropout, selective dropout, which uses pruning to discard the neu-
rons, was used. The highest test accuracy was observed to be 97.50%.

The papers reviewed in this section show a clear benefit of adding RNN layers to
a CNN model for image classification applications, resulting in a model with more
accuracy. Furthermore, the models described in [7] and [11] acted as strong
motivation and justifications in using RNN along with CNN for further feature
extractions from input.
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3 Background Theory

This section would talk about the various methodologies used for the purpose of
this paper, and also the implementation details for achieving the desired objective.

3.1 Convolutional Neural Networks (CNN)

A convolutional neural network plays a vital role in robust feature extractions of the
fed in input and hence is a convenient choice for OCR. Its foundation was laid
when Fukushima (1980) came up with the neocognitron model for visual pattern
recognition [14]. Through its training process, which usually consists of back-
propagation through gradient descent, a CNN can extract local features of the input
adaptively, without any need for explicitly stating the features to be learnt. A CNN
generally consists of convolutional layers, max-pooling (sub-sampling) layers, and
fully connected (dense) layers. The convolutional and max-pooling layers are
responsible for feature extraction. In contrast, the dense layer maps the extracted
features to a given number of nodes for the terminal classification.

Short-Term Memory (LSTM)

In recurrent neural networks, the current output depends upon the current and
previous inputs fed into the network. This attribute of past dependency has allowed
RNNs to be used for various applications involving time-series predictions and
exploring the temporal dynamics between the information [15]. RNNs achieve this
dependency by having the output at each timestep be the weighted sum of the
current inputs, added with the activation output of the previous node. The training
process here takes place through backpropagation through time. RNNs face the
issue of not maintaining the long-term dependencies between the data due to
vanishing or exploding gradients. To overcome this, LSTM is used wherein a gated
cell is present that stores or forgets the previous input information based on its
weights. Hence, this additional gradient of the gated cell allows the network to have
long-term dependencies between the inputs. In this paper, LSTM layers would be
used along with CNN layers to perform further feature extractions and train a model
with higher accuracy.
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4 The Proposed Hybrid CNN-RNN Model Architecture

This section discusses the architecture of the proposed CNN-RNN model which is
designed by extending the CNN model referred from literature [8]. The architecture
of the proposed model is shown in Fig. 2.

The convolutional layers in the model consist of kernels of size (5 � 5), and the
max-pooling layers consist of kernels of size (2 � 2) and strides of 2. The features
extracted from the three convolutional layers are flattened, time-mapped and later
fed into the LSTM layers, which perform the final feature extraction before feeding
them into the fully connected layers.

The activation function used for the convolutional layers is the Rectified Linear
Unit (ReLu) function which responds nonlinearly to negative inputs and linearly to
the positive inputs. Hence, it overcomes the issues faced by other activation
functions such as vanishing gradients wherein, the gradients move closer and closer
to zero the further they move from the output nodes during backpropagation. Each
of the LSTM layers use the sigmoid activation function for the input, output and
forget gates, allowing the gates to store or lose the information (0 or 1). The output
nodes in the layers use the hyperbolic tangent (tan h) activation function, which
provides the range (–1, 1), acting as an optimum activation function for back-
propagation. The activation function used for both the dense layers is the softmax
function, which takes the input vector and maps it to its corresponding probabilities,
which for the output layer provides the information on what character the input is
more likely to be. The character with the highest probability is then taken as the
predicted output.

Furthermore, some essential methodologies used here for efficient training and to
avoid overfitting in the model are batch normalizations and dropouts. Batch nor-
malization refers to standardizing the inputs corresponding to each mini-batch for
the subsequent layers, allowing the networks to train faster. Dropouts refer to
dropping out some randomly selected neurons (based on the dropout rate) by
assigning their weight values zero. Dropouts reduce overfitting and allow the
trained models to be more robust [16].

Fig. 2 The proposed hybrid CNN-RNN model
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By increasing the number of filters in the convolutional layers, change in the
dropout rate, using the softmax activation function for both of the dense layers, and
addition of the LSTM layers, performance of the referred CNN model was
improved.

5 Results and Discussion

This section discusses the procedure followed for implementation of the models as
well as the results observed on deploying the dataset on the defined models.

5.1 Implementation Details

Firstly, the data is loaded into the Python environment, where basic pre-processing
operations are performed on the images. The images are turned into gray-scale to
reduce the number of channels so that the training process can be sped up, and
reshaping is done on the image where its size goes from (32, 32) to (32, 32, 1) to
show the number of channels. Then assignment of labels is carried out which are
then converted into one hot encoded form.

The next step involves defining the model architectures. The CNN-RNN model
is defined following the architecture described in the previous section, along with
the rest of the models. For validation, 30% of the training set is used wherein at the
end of each epoch, the validation accuracy is monitored and the necessary decisions
are made using callbacks. The callbacks used include stopping the training process
on detecting no significant change in validation loss as well as reducing the learning
rate on detecting a plateau. After completion of the training process, training and
testing accuracy is obtained. The accuracy versus epochs graph and metrics such as
precision, recall and F1 score are then obtained for the models. The models are then
tested against a set of custom input images. For its pre-processing, images are
resized, inverted, and rescaled to be given as the input. The predicted output for
these images is then observed.

5.2 Accuracy Versus Epochs

The models were trained by applying early stopping and using a function to reduce
learning rate when the model stops improving. This gave the models ample amount
of time for fine-tuning, resulting in high accuracies.
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The plotted results for AlexNet, VGG16, CNN [8] and proposed CNN-RNN
model are as shown in Figs. 3, 4, 5, and 6 respectively. From these figures, it can be
observed that all of the models achieve considerably high values of training and
testing accuracies, the CNN-RNN model achieving the highest.

Fig. 3 Accuracy versus
epochs for AlexNet model

Fig. 4 Accuracy versus
epochs for VGG16 model

Fig. 5 Accuracy versus
epochs for CNN [8] model



OCR for Devanagari Script Using a Deep Hybrid CNN-RNN Network 271

Fig. 6 Accuracy versus
epochs for the hybrid
CNN-RNN model

5.3 Quantitative Results

Accuracy of the proposed CNN-RNN model has been compared with the existing
CNN model in addition to two of the standard CNN models-AlexNet and VGG16.
Alexnet was one of the first deep neural networks to achieve classification accuracy
comparable to traditional methods for ImageNet dataset using CNN [17]. VGG16
on the other hand boosts the performance of AlexNet by converting large filters into
multiple smaller ones, which increases the depth of the network and ultimately,
improves the performance [18]. Training and testing for these two models are
carried out without using the pre-trained weights and just the model architecture is
utilized.

From the obtained values in Table 3, it can be said that the proposed CNN-RNN
model outperforms the CNN, VGG16, and AlexNet models in terms of both
training and testing accuracy. It is also to be noted that the CNN-RNN model has
about 50 times lesser training parameters in relation to the standard models taken
yet it outmatches their performance. The CNN-RNN model also outperforms the
CNN model proposed in [10] which had an accuracy of 97%.

For the evaluation of models, the standard metrics-precision, recall, and F1 score
are used. Precision is the fraction of the true positive cases predicted from all
positive cases. The fraction of real positive cases which were correctly forecast as

Table 3 Accuracy obtained for the models

Model Name Accuracy Trainable parameters

Training (%) Testing (%)

AlexNet 99.48 98.20 23,628,846

VGG16 99.25 97.62 14,738,286

CNN [8] 98.93 97.71 85,262

CNN [21] 97 Not mentioned

Hybrid CNN-RNN 99.63 98.71 280,174



such is called the recall value [19]. The F1 score is the harmonic mean of precision
and recall [20]. As this is a multi-class problem, we use macro values for all the
above-mentioned measures which results into the average value of the metric per
class [19]. The macro precision, recall, and F1 score values obtained are shown in
Table 4.
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Table 4 Macro precision,
recall and F1 score for the
models

Model name Precision Recall F1 score

AlexNet 0.98245 0.98245 0.98225

VGG16 0.97548 0.97536 0.97537

CNN [8] 0.97731 0.97703 0.97706

Hybrid CNN-RNN 0.98712 0.98703 0.98704

5.4 Dealing with Custom Inputs

Output was obtained for some images which were not present in the training and the
testing dataset to see if the constructed models work on real-life data. Figure 7
shows the steps involved to deploy the model on custom images.

6 Conclusion

The accuracy for OCR for Devanagari script can be enhanced by adding recurrent
neural network layers to the CNN model. By making a hybrid model, the classi-
fication capability increases, and the misclassification rate drops down. The pre-
cision and recall values obtained are also higher than the CNN model reported in
literature. The CNN-RNN model performed better than CNN, VGG16, and
AlexNet, with the training and testing accuracy of 99.63 and 98.71%, respectively.
The number of trainable parameters for this model was about 50 times lesser than
AlexNet and VGG16 and yet superior performance was obtained. For future work,
a more inclusive data set containing vowels and special characters can be adopted
for a more practically applicable transcription.

Fig. 7 Classification result of custom input i image of scanned character, ii pre-processed image,
iii passing image through the proposed CNN-RNN model, iv predicted output label
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A Dataset Preparation Framework
for Education Data Mining

Mala H. Mehta , N. C. Chauhan , and Anu Gokhale

Abstract Education data mining (EDM) is an important application domain of data
mining. It focuses on generating interesting, novel, and useful patterns in benefit of
academia. Institute Graduation Rate prediction, student dropout prediction, student
group formation, students’ performance prediction, and student failure analysis are
some of the challenging problems to address in field of education data mining. For
education domain, useful research is conducted with either online available datasets
or local dataset available with the organization. Dataset preparation for generalized
analytical use is a challenge for field of EDM. Much of the time of the researchers
is invested in identification and preparation of proper dataset that can be used for
development of novel techniques and algorithms. In this paper, a novel framework of
EDM dataset preparation is presented. Illustratively, this framework is successfully
applied and tested for Institute Graduation Rate prediction problem. It is vital for
researchers to havedata at handfirst to carry out further research.This paper illustrates
a framework by which, education domain researchers could prepare datasets from
huge data repositories as per their application need.
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1 Introduction

Digitized educational data is the main resource for education data mining to generate
useful knowledge. Data mining’s main aim is to find novel, interesting, and action-
able patterns out of large amount of data. Student performance prediction, student
dropout prediction, students’ enrollment prediction, institution graduation rate, and
students’ placement prediction are some of important prediction tasks in education
data mining. Student classifications based on their learning levels, grouping elec-
tive courses are some examples of classification and grouping of students. Subgroup
discovery techniques focus on finding rules based on some property of interest. It
is a kind of semi-supervised learning techniques which can be applied on educa-
tion domain problems to find out useful rules. Different kinds of learning that are
addressed by education data mining include cognitive learning, individual learning,
group learning, etc. Learning analytics is essentially a branch ofEDM,where analysis
of learning patterns of students is performed. In education domain, every institute
wants to give best output in terms of placements, academic or non-academic results,
and graduation rates. Role of online learning has greatly enhanced in academia. In
such scenario, need of investigating data mining techniques in education domain
has a paramount importance. In order to perform any novel and useful data mining
research in academia, suitable data is essential. Computer-generated data in educa-
tion field is not available easily. Those which are available are either very small or
not openly available. Many researchers have done experiments with datasets they
have created with specific problem domain. To find related data or create problem-
specific data is a crucial challenge in the field. In this paper, a dataset preparation
framework is proposed using which education domain researchers can prepare their
problem specific dataset. For this work, an open-source repository is used, from
which targeted data is extracted step by step for suggested problem definition. The
framework suggested here could bewell expanded or applied to other big repositories
for preparation of dataset. Proposed framework could be considered as an illustra-
tion for preparation of education datasets. Remaining paper is organized in following
way. Section 2 describes detailed survey of education data mining and dataset used
in the study. Section 3 presents description of a big data repository which is used
for data preparation framework. Section 4 presents dataset preparation framework.
Section 5 presents a case study of Institute Graduation Rate prediction problem using
proposed framework. Finally, the conclusion is presented at the end.

2 Literature Survey

2.1 Education Data Mining

Useful, actionable, and novel knowledge can be generated out of electronic data
gathered by various educational and government institutes. Student dropout rates,
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student deteriorating performance, students’ placement, and teaching learning chal-
lenges exist in education data mining. Traditional systems or online systems could
offer data to analyze for wide range of problems, but in many cases data is hard to
create. Education domain problems can be categorized into three areas. First, classifi-
cation or prediction problems, examples are student performance prediction, student
dropout rate prediction, or InstituteGraduationRate prediction. Second, clustering or
grouping problems, examples are efficient student grouping for group learning, ideal
student grouping for assigning projects, etc. Third, subgroup discovery problems
are semi-supervised techniques which prepare groups with respect to property of
interest. Education data mining has a wide range of application areas which consists
of a large survey.

Romero and Ventura [1] present an updated survey of published paper of year
2013. Authors are well-known contributors in field of EDM. Paper provides current
state of the art by reviewing publications, key milestones, educational environments,
specific tools, and free available datasets for education. Authors have also discussed
newly coined terms: academic analytics, teaching analytics, data-driven education,
data-driven decision-making in education, big data education, and education data
science. Hanan et al. [2] present a detailed survey and study emphasizing that certain
EDM and LA techniques could be successfully used in higher education. EDM and
LA techniques could be used by academia to prepare student-focused strategies.
EDM and LA could be used to provide required tools to institutions for continuous
improvement of students. Said et al. [3] present an objective of examining the role
of data mining in education in past. It also focuses the recent trends in education
field with data mining techniques. Paper also reviews the likelihood of employing
machine learning techniques in education domain. Advantages of data mining to be
used in education field are narrated by Alisa [4]. Paper gives a detailed survey about
methods, process, and benefits with applications of education data mining.

Important analytics related to experimentation on data gathered from over 2000
college students is depicted by Renzhe et al. [5]. Study focuses on examination of
utility of institutional data, learning management system (LMS) data, and survey
data for fairly and accurately predicting long-term and short-term student success.
Analysis shows that institutional and LMS data is having good predictive power
in comparison with survey data. Paper further focuses on need of more robust
techniques to find out so that any biases occurred in observation could be elimi-
nated. Paper employed three classification algorithms for calculating accuracy, SVM,
logistic regression and random forest. Amirah et al. [6] present analysis for predic-
tion of student performance in context of Malaysia. Main objective of the study is to
provide an overview on data mining techniques used to predict student performance.
Paper also focuses on how prediction algorithms could be used to find out impor-
tant attributes in student data. Paper concludes with analysis that neural network
and decision tree are two methods highly used by researchers for predicting student
performance. An experimental study of three well-known data mining techniques
(decision tree, random forest, and naïveBayes) on twoopen-source datasets is studied
by Ferda [7]. Results show that data mining methods are effective for student perfor-
mance prediction task. Tismy et al. [8] proposes a web-based system which uses
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naïve Bayes mining technique to extract useful information. Experiment includes
700 students with 19 features. Results prove that naïve Bayes method gives more
accuracy over other mining methods. Future academic performance of applicant of
master of data science program is assessed by Yijun et al. [9]. For this, study has used
historical data of students like admission data, grade data, and school ranking. Study
uses different mining algorithms to distinguish between students who will perform
well and others who will perform poor. Analysis of the study could be well used in
the future admission procedures. Amjad [10] explores multiple factors theoretically
assumed to affect students’ performance in higher education. Study finds a quali-
tative model which best classifies and predicts the students’ performance based on
related social and personal factors. Authors have usedWeka tool for experimentation
purpose and considered decision tree and naïve Bayes mining methods for getting
results. A classification model to predict student performance using deep learning is
developed by Guo et al. [11]. Proposed model is trained on large real-world students’
dataset. Experimental results show that proposed model is effective and can be used
into academic pre-warning mechanism.

Hang et al. [12] present a framework of assessing risks of students drop out from
online courses. Study considers both offline and online factors around k-12 students.
It addresses challenges of multiple modalities, length variability, time sensitivity,
and data imbalance. Results show that proposed student dropout framework gives
efficient results. Building models to find the characteristics and features involved in
context-agnostic engagement is focused by Sahan et al. [13]. Learner engagement
is considered important in the study. The idea of building a predictive model for
population-based engagement in education is investigated in the paper. To achieve
the task, authors have introduced a large and novel video lectures dataset. Testing of
different strategies for quantifying learners’ engagement is also studied. Results show
that proposed model gives promising results and can be incorporated in open educa-
tional resources as recommendation systemaswell.Weijie andZachary [14] provides
most comprehensive evaluation of data sources, models, and their performance on
downstream prediction tasks. Authors have investigated different data sources like
enrollment histories and grades, course catalog descriptions, and course syllabi
from LMS. Authors have considered different representation models like bag-of-
words, multifactor course2vec, LSTM-learned representations, and attributed multi-
plex heterogeneous network embeddings. Course similarity, enrollment prediction,
grade prediction, prerequisite prediction, and average enrollment prediction tasks
are addressed in the paper. Useful results are discussed and concluded. Palwinder
and Kamaljit [15] present data collection, data cleaning, data mining, and prediction
of students’ performance tasks. Paper provides a detailed survey of EDM including
EDM tools also.

Sultan et al. [16] present an innovative data mining technique to understand and
summarize the information of Oman’s education data generated from the ministry
of education Oman “Education portal”. Authors use k-means clustering technique
to determine students’ profiles. Findings of study show the applicability of k-means
technique for profiling of students allowing for better understanding of students’
behavior and their academic performance. An approach which first performs cluster
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analysis by organizing collections of patterns into groups based on students’ behavior
similarity using course material is proposed in [17] by Snjezana. Decision tree tech-
nique is used to generate representation for decision-making. Decision tree provides
deeper understanding of how students learn. Doipayan et al. [18] investigate the use
of clustering techniques to identify learner types in Massive Open Online Courses
(MOOCs). K-means clustering technique is used to identify learner type in MOOC.
Authors present a method to apply k-means algorithm for learner type identification
in highly technical and advanced MOOC. Investigation of groups of learners thus
achieved by clustering technique is done, and distinctness is observed. Four groups of
learners are identified as fully engaged learners, consistent viewers, sporadic learners,
and one-week engaged learners. Survey of different clustering techniques as applied
in EDM is narrated in [19]. A review and classification of different contributions in
the area of EDM are studied and presented. Clustering techniques and how they are
applied in educational context are investigated. Clustering [20] portrays how the clus-
tering techniques classify students in well-defined clusters. Research paper focuses
on application of clustering in EDM done by researchers. It endows academicians to
estimate their students’ capabilities and follow up by forming a new system entry.

Siqian et al. [21] present knowledge modeling challenge in EDM. Paper presents
student knowledge model that can capture knowledge growth as a result of learning
from a diverse set of learning materials. Proposed multi-view knowledge model is
evaluated by authors and is concluded that it can give efficient results. An unsu-
pervised approach to build precedence graph of similar MOOCs, where nodes are
clusters of lectures with similar content and edges depict alternative precedence rela-
tionships, is proposed in [22]. Results show that proposed approach of PCK-means
combined with pairwise constraints outperforms k-means clustering algorithm on
different parameters. The methods for automatically identifying recommended text-
bookmaterials those aremost suitable and appropriate to student are explored in [23].
Experiments include incorporating students’ current knowledge state on domain
concepts associated with activity to recommend personalized remedial section.
Results show that incorporating knowledge states can significantly improve quality
of recommendations as compared to traditional content-based recommendations.
Problem of modeling of early prediction for at-risk students is discussed in [24].
Paper proposes a solution using only students’ interactions on virtual learning envi-
ronment of Brazilian distance learning technical high school. Tomaximize results, an
elitist genetic algorithm is developed. Results prove that suggested model is efficient
in early prediction of students at risk of drop out. Paper also concludes that application
of genetic algorithm to the tuning of hyperparameters classifiers can improve their
performance in comparison with other techniques. Song et al. [25] propose a novel
reinforcement learning-based long-short-term rewards framework for critical deci-
sion identification. Tutoring system datasets show that proposed framework indeed
identifies critical decisions. Furthermore, academicians can take full advantage of
proposed framework by implementing critical decisions. A method of discovering
and redacting private information in education context is presented in [26]. Proposed
method utilizes set operations to restrict the list of words that might be private which
are then confirmed as private or non-private via manual annotations of machine
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learning techniques. Proposed method is tested on two online course datasets with
ensemble machine learning model giving good results.

Problem of university enrollment management strategies planning is focused in
[27]. In the study, data of large public university is used to increase student enrollment.
In proposed work, at first, machine learning classifier is used to predict enrollment
of admitted first-year first-time students. Secondly, results of first step are then used
with genetic algorithm to optimize scholarship disbursement. Proposed model is
proved successful in real-world as well as on practical results also. EDM on educa-
tional big data mining algorithms’ study is presented in [28]. It analyzes relevant
elements of EDM and introduces big data technology on requirements of educa-
tion applications. It introduces common educational big data mining algorithms and
their applications and finally discussed development trend of educational big data
mining algorithms. Christian et al. [29] Review describes affordances and applica-
tions ofmicro-level, meso-level, andmacro-level big data. It also analyzes challenges
of accessing, analyzing, and using big data. The challenges include balancing data
privacy-protection with data sharing and research, training researchers in educa-
tional data science methods, and navigating tension between explanation and predic-
tion. To get potential benefits of education data mining, these challenges are worth
addressable.

2.2 Integrated Postsecondary Education Data System
(IPEDS)

Integrated Postsecondary Education Data System (IPEDS) [30] is a system of US
Department established for reviewing and funding education institutes of various
states of USA. The National Center for Education Statistics (NCES) [31] is the
primary federal entity for collecting, analyzing, and reporting data related to educa-
tion in the USA and other nations. IPEDS is a useful system of NCES. The Integrated
Postsecondary Education Data System surveys approximately 7500 postsecondary
institutions, including universities and colleges, as well as institutions offering tech-
nical and vocational education beyond the high school level. IPEDS, which began in
1986, replaced the Higher Education General Information Survey (HEGIS). IPEDS
consists of nine integrated components that obtain information onwho provides post-
secondary education (institutions), who participates in it and completes it (students),
what programs are offered, and what programs are completed. It gives data of both
the human and financial resources involved in the provision of institutionally based
postsecondary education.

Research is carried out on IPEDS data which is mainly focused on statistical and
descriptive aspect of contents of IPEDS. Objective of developing models for IPEDS
data that calculates predicted graduation rates is presented in [32]. CARTdatamining
technique is used to predict graduation rates for different college models developed.
Results show the difference between actual and predicted graduation rate values and
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provide useful analysis. [33] determines if IPEDS data variables were appropriate
proxies for the USNWR factors in regard to predicting peer assessment score and
rank. Paper adopts methodology of descriptive statistics with correlation and regres-
sion analysis. Major findings show that IPEDS variables proxies are correlated with
USNWR variables as well. How transferred students are defined and reported, both
to IPEDS and other resources, and how IPEDS could modify its current collection
to learn more about transfer students are discussed in [34]. Authors have conducted
interviews to gather input data. Descriptive analysis is carried out which shows
output in terms of major and minor cases of importance of targeted data. Factors
for students who initially take admissions, studied for one year and then transfer out
to other institutes, are investigated in [35]. To carry out study, principle component
analysis followed by various data mining techniques artificial neural network, deci-
sion tree, linear regression (LR), support vector machine (SVM), and random forest
is used to find ROC and AUC. According to ROC and AUC, both SVM and LR have
highest accuracy, while decision tree was having least. Above literature survey shows
useful work in area of education data mining having focus on IPEDS. Traditional
data mining techniques are used for research.

3 IPEDS Dataset

IPEDS dataset [30] is an open repository containing many years’ data related to
educational institutions. IPEDS is a large and complex system of data. IPEDS is a
comprehensive federal database with vast amounts of data about all higher educa-
tional institutions. Data source is IPEDS website which is available for freely down-
loading the data. Data could be seen for various years, e.g., 2004–2005, 2005–2006.
Each dataset has three files within it: (1) Access database file containing values about
various fields/features of institutions, (2) Excel file which contains Metadata, and (3)
Word file for information related to final release version of the year. Access file
contains n number of tables. Tables are related to different survey components which
can be understood by referencing Metadata Excel file. Metadata of IPEDS contains
(1) Introduction, (2) Tables’ information, (3) Variable information, and (4) Value set
information and Metadata definitions. Metadata information is vital to understand
for any researcher before using IPEDS data for analysis of their problem. Tables
of IPEDS dataset are connected with one another involving important connection
of data. Every variable/feature of each table may have many values indicating each
useful educational parameter. IPEDS data is summary data at institutional level, and
it does not contain per student record information. Careful analysis of tables and
Metadata files reveals that some files may have one record per institution, whereas
other files could have multiple records per institute.
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INPUT: 
A set of educa onal data having X en es.
Type of predic on task at hand.

PROCEDURE: 
1.  Data collec on: Collec ng x targeted en ty (depends on P) data.
2.  Feature Analysis: Studying and determining features of data.

2.1 Meta data Analysis

3.  Feature Extrac on: Extrac ng features related to problem P from mul ple modules m of x. 
3.1 Perform feature extrac on opera ons.

4.  Data Integra on: Integra ng subparts received as output of step no. 3.
4.1 Data Transforma on
4.2 Ver cal-Horizontal Integra on

OUTPUT: 
Dataset for a problem P

---------------------------------------------------------------------------------------------------------------------------------
Algorithmic Framework for Dataset prepara on, a research and analy cal problem P
-------------------------------------------------------------------------------------------------------------------------------------------

•
•

•

Fig. 1 Algorithmic dataset preparation framework

4 Dataset Preparation Framework

An algorithmic framework for extraction and preparation of suitable dataset for a
given problem from a huge data repository is depicted in Fig. 1. Input for dataset
preparation framework includes a large data resource X including x entities and
a well-defined educational problem P at hand. Data collection regarding defined
problem (e.g., for how many years’ student cohort researcher wants to pursue
research) should be first step to carry out. Each defined problem requires its own
feature set of its domain. It is important for a researcher to first determine what input
variables are vital for the study undertaken. Next step is feature analysis in which
Metadata understanding is necessary. AfterMetadata analysis only, features could be
determined. Feature extraction could be regarded as the most important step. Feature
extraction asks for a careful series of operations to perform. If Metadata is well
understood, relations of modules and variables could be pulled out in right context
of P. Output of above step leads to final step of integration of all extracted vari-
ables/features leading to a final dataset related to P. Integration involves any needed
data transformation along with horizontal and vertical integration where column by
column data is matched and horizontally put together creating a single large data
frame.
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5 A Case Study: Institute Graduation Rate Prediction
Problem

Proposed framework is applied on Institute Graduation Rate (IGR) prediction
problem to realize the effectiveness and applicability of the framework. Informally,
IGR prediction problem [36] could be defined as:

Given training samples (Xi,zi)… (Xn,zn) whereXi is the feature vector for institute
a, and A is the set of n institutes where A = {a1,a2,a3,….,an}. The Xi e R where
R is feature set containing total number of features and zi is academic performance
status. To predict the performance of an institute, the following prediction function
is proposed:

zi = F(X) (1)

Learning Task: Its aim is to learn a predictive function F or alternatively to predict
academic performance. It is written as:

Z = F(X)′′· (2)

Proposed framework is applied step by step to achieve desired output from a
large dataset containing data related to IGR prediction problem. The flowchart
shown in Fig. 2 illustrates the framework for data preparation for IGR prediction
problem from IPEDS dataset. Graduation rate prediction task is vital for any insti-
tute. Correctly predicted graduation rates can determine institute’s future direction of
further academic activities. Low graduation rates prediction may indicate improper
academic planning. Good graduation rates determine which institutional factors are
important and influence students to get graduation. Analysis of Institute Gradua-
tion Rate may give institutions a feasible direction to pursue improvement in certain
academic components or modules.

5.1 Data Collection

For presented research, IPEDS dataset is downloaded from NCES–IPEDS website
[30, 31]. Different years’ cohort data is available on IPEDS. For considered case
study, a total of 8 years sub-cohorts is considered, from year 2004–2011. Target
student cohort for research is 4-year graduation rate of the sub-cohorts of full-time,
first-time students seeking a bachelor’s or equivalent degree for 4-year institutions.
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Gathering students’ cohort data (Data collec�on) 

Determining features to con-
sider for IGR Predic�on problem 

(Feature Analysis) 

IPEDS 
Metadata 

Execu�ng Queries on single year (e.g. 2004-05) 
student cohort data making a final data frame 

of that year (Feature Extrac�on) 

Repea�ng 
process 
for each 

year 

Resul�ng in each year’s data

Integra�ng Data 

Final data set having decid-
ed number of features for 

IGR Predic�on Problem 

IPEDS Dataset 

Fig. 2 Illustration of dataset preparation framework for IGR prediction problem

5.2 Feature Analysis and Metadata Analysis

To perform feature analysis, it is important to understand for the analyst or researcher
that which features are vital for proposed problem. For IGR prediction problem,
potential features were first listed down and then it was matched with dataset for
availability. For this purpose, to study, Metadata file was necessary. Metadata files of
IPEDS system consists of all tables, its variables/features, and value sets of variables.
At first place, allMetadata were studied carefully. Tables were analyzed, and features
were studied. After careful investigation, 143 features were selected manually from
dataset. Table 1 presents some selected features for IGR prediction problem.
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Table 1 Features selected for IGR prediction

Feature selected Feature description Survey component of feature selected

Chg1ay3 Published in-district tuition and fees Institute characteristics

Chg5ay3 On campus, room, and board

Chg9ay3 Off campus (with family) and other
expenses

SLO3 Distance learning opportunities

SLO7 Weekend/evening college

LIBAC Library facilities at institution

BOARDAMT Typical board charge for academic
year

SGRNT_N Number receiving state/local grant
aid

Number receiving state/local grant aid

FTPT Full-and part-time status
(Employees)

Human resource

FSTAT Faculty status

OPRFSTF Other professional FTE staff

BENTYPE Fringe benefits

5.3 Feature Extraction Operations

IPEDS dataset has many tables where each institute is identified by a unique primary
key. Every survey component which contains n number of tables has m number
of attributes/features and corresponding instances. The overall IPEDS dataset thus
possesses thousands of features andmillions of instances. To extract decided features
with data, several query operations were fired on different tables by JOIN operation.
JOIN operation is used to join multiple tables and fetching details those exist in
concerned multiple tables. Such 68 JOIN queries were fired, and features data were
extracted. For each year, a final data frame was created by firing queries in sequence.
Following queries are few examples of 2004 student cohort.

Query 1:
SELECT GR2010.UNITID, GR2010.GRTOTLT, GR2010.GRTOTLM,
GR2010.GRTOTLW, DRVGR2010.GBA4RTT, DRVGR2010.GBATRRT INTO
Query1 FROM DRVGR2010, GR2010 WHERE (((DRVGR2010.UNITID) =
[GR2010].[UNITID]) AND ((GR2010.GRTYPE) = 13));

Query 2:
SELECT IC2004_PY.UNITID, IC2004_PY.CHG1PY3, IC2004_PY.CHG4PY3,
IC2004_PY.CHG5PY3, IC2004_PY.CHG6PY3, IC2004_PY.CHG7PY3,
IC2004_PY.CHG8PY3, IC2004_PY.CHG9PY3, IC2004_PY.CMP1PY3 INTO
QUERY2.
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FROM IC2004_PY;

Query 3:
SELECT Query2.*, IC2004.ENRLM, IC2004.ENRLW, IC2004.ENRLT,
IC2004.APPLCN, IC2004.ADMSSN, IC2004.CNTLAFFI, IC2004.PUBPRIME,
IC2004.PUBSECON, IC2004.RELAFFIL, IC2004.LEVEL5,
IC2004.OPENADMP, IC2004.ENRLFTM, IC2004.ENRLFTW,
IC2004.ENRLPTM, IC2004.ENRLPTW, IC2004.SATPCT, IC2004.ACTPCT,
IC2004.SLO3, IC2004.SLO5, IC2004.SLO51, IC2004.SLO52, IC2004.SLO53,
IC2004.SLO6, IC2004.SLO7, IC2004.STUSRV1, IC2004.STUSRV2,
IC2004.STUSRV3, IC2004.STUSRV4, IC2004.STUSRV8, IC2004.LIBFAC,
IC2004.ATHASSOC, IC2004.ASSOC1, IC2004.ASSOC2, IC2004.ASSOC3,
IC2004.ASSOC4, IC2004.ASSOC5, IC2004.SPORT1, IC2004.CONFNO1,
IC2004.SPORT2, IC2004.CONFNO2, IC2004.SPORT3, IC2004.CONFNO3,
IC2004.SPORT4, IC2004.CONFNO4, IC2004.CALSYS, IC2004.APFEE,
IC2004.TUITVARY, IC2004.ROOM, IC2004.ROOMCAP, IC2004.BOARD,
IC2004.MEALSWK, IC2004.ROOMAMT, IC2004.BOARDAMT,
IC2004.RMBRDAMT, IC2004.ENRLFT, IC2004.ENRLPT, IC2004.PT_FP,
IC2004.ALLONCAM INTO Query3 FROM IC2004, Query2 WHERE
(((IC2004.UNITID) = [Query2].[UNITID]));

Above queries extract features as needed for further analysis fromdataset tables by
executing JOIN operations. Apart from JOIN queries, importing tables are required
from one database to another. Researcher may find that few features available in one
data base may be absent in another data base tables creating nulls in final data frame.

5.4 Data Integration

5.4.1 Data Transformation

Data transformation is needed in terms of file type conversion if any. Data base files
are needed to convert into other file formats for further data mining techniques’
applications. Researchers could convert database files into any other format which
is of their research interest.

5.4.2 Vertical and Horizontal Integration

Section 5.3 creates multiple data frames for each year student cohort. Each year
data frame consisted of around 1000 instances and around 100 features. To make a
single large data frame, one by one, each data frame was merged into second data
frame. In this operation, columns werematched resulting in vertical integration. Data
frame data was put horizontally beneath another data frame resulting in horizontal
integration. Output of final step was a large data frame having 11290 rows and
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Table 2 Prepared dataset statistics and comparison with existing datasets

Dataset name Dataset
Source

Method of
data retrieval

Instances
and
features

Associated task Reference No

IGR prediction
dataset

IPEDS Following
dataset
preparation
framework

11290 ×
142

Regression Dataset prepared
in this work

Students’
performance
evaluation
dataset by
optimal group
formation

MCA
students’
results
studying at
college

On campus 56 × 2 Optimal group
formation

Devasenathipathi
and Modi [37]

Student
performance
prediction
dataset

LON-CAPA
[38]

From
LON-CAPA
datasets

227 × 6 Classification Minaei-Bidgoli
and William [39]

Students’
failure
association
analysis
dataset

Istanbul,
Egypt, IMKB
Vocational
Commerce
High School

On campus 28 × 74 Association
rule mining

Buldu and Ucgun
[40]

Students
degree
completion
dataset

Different
universities of
Pakistan

On campus 776 × 33 Classification Daud et al. [41]

Student
university
performance
prediction
dataset

Under UNWE
project,
Dataset of
Bulgarian
university is
used

CRISP-DM 10330 ×
20

Classification Kabakchieva [42]

143 columns. Table 2 presents prepared dataset statistics. A comparison with other
existing datasets is also described. It can be analyzed by the given statistics that
by following presented dataset preparation framework step by step, a large dataset
could be created for a specific definition task. Prepared dataset can be also used for
classification task by converting response variable into categorical one.

6 Conclusion

Objective of this study was to present and demonstrate a framework of dataset prepa-
ration for education data mining. Education domain generates large amount of digital
data every year due to online teaching and learning practices. Many institutions carry
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out activities which are digital. Apart from this, students’ personal and academic data
is also stored. But the challenge lies in getting associated dataset for any education
researcher’s problem. In this paper, a dataset preparation framework is proposed.
A case study for the proposed framework is also given to show the effectiveness
and practical applicability of framework. Researchers in education domain can be
benefitted by this study, and they can create their own problem-specific dataset for a
suitable research purpose.
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Generative Adversarial Network-Based
Improved Progressive Approach
for Image Super-Resolution:
ImProSRGAN

Vishal Chudasama, Heena Patel, Kalpesh Prajapati, Anjali Sarvaiya,
and Kishor Upla

Abstract Recently, convolutional neural networks (CNNs) have been explored to
achieve exceptional performance on super-resolution (SR) in terms of distortionmet-
rics. In these methods, pixel-based loss functions have been employed to optimize
their networks leading to overly smooth blurry solutions. In contrast, a generative
adversarial network (GAN) has the proficiency to bring out perceptually better SR
solutions. In the case of larger upscaling factors, some degradations are still dis-
covered in the SR observations that can be reduced by increasing the number of
convolution layers. However, such approach tends to increase the number of train-
able parameters and additionally provides a lot of burden on resources which leads it
to be unavailable for many real-world tasks. Here, we propose an improved progres-
sive approach for SISR usingGAN (i.e. ImProSRGAN). The potency of the proposed
model has been seen by conducting different experiments where we observe that the
introduced ImProSRGAN model performs better than existing GAN-based SISR
approaches even though picking up fewer training parameters.

Keywords Perceptual quality · Super-resolution · Convolution layers ·
Adversarial learning

1 Introduction

The methodology of estimating a high-resolution (HR) image from corresponding
single low-resolution (LR) analogue is presented as single image super-resolution
(SISR). This is a conventional problem in the community of computer vision that
has enjoyed much attention and progress in the last few decades on many potential
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applications (i.e. such as remote sensing, object detection/recognition, face detec-
tion/recognition, medical analysis, and satellite imaging) [33, 34].

Recently, many learning-based approaches aim to reconstruct HR image via con-
volutional neural networks (CNNs) by minimizing a pixel-wise loss between the
current estimation and the ground-truth images [13, 22]. Since downsampling oper-
ation removes the high-frequency details from the input image, the task of SISR
approach is to reconstruct all those details with pixel-wise accuracy. Therefore, all
the state-of-the-art models learn to obtain the mean of all possible textures in order
to minimize the pixel-wise loss [2, 11, 13, 22, 37], and as a result, it increases the
peak signal-to-noise ratio (PSNR) which is frequently used quality assessment mea-
sure to compare the SISR algorithms. Unfortunately, the SR result having a high
PSNR value does not result in a better SR image in terms of perceptual quality [20,
31, 32]. It looks blurry and also lacks of high-frequency textures in the SR images.
This can be understand from Fig. 1, where the SR result of the introduced model
achieved on the Set14 data set is displayed for upscaling factor 4. The associated
distortion errors (i.e. PSNR and SSIM) and perception measure (i.e. pair of root
MSE (RMSE) and perceptual index (PI) are also listed at the bottom of every SR
solution. Here, we employ the pair of RMSE and PI to assess the SR image’s per-
ceived quality as recommended by Blau et al. [5]. Lower PI with less RMSE values
indicates SR image having better perceptual quality. In Fig. 1b, we show the SR
result produced from the introduced ImProSRNet model (i.e. generator networks of
proposed ImProSRGAN) where the introducedmodel is trained using pixel-wise (i.e.
Charbonnier) loss function to get better distortion measures. As one can notice from
Fig. 1b that the ImProSRNet method obtains higher PSNR and SSIM values with
lower value of RMSE metric. However, they obtain high PI values which results the
lower perceptual quality of this SR observation. This can also be validated by the
visual inspection of those SR results displayed in Fig. 1b. As a result, the superior dis-
tortion metrics (RMSE, PSNR, and SSIM) do not accurately represent perceptually
convincing solutions [5, 20].

Goodfellow et al. [14] initially enacted a generative adversarial network (GAN), in
which the generator network seeks to deceive the discriminator network by creating
realistic samples, while the discriminator network is established to discern between
fake and genuine samples. However, the generator produces perceptually reason-

Fig. 1 SR result comparison for upscaling factor × 4
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able answers as a result of the combined training of both networks. [20, 24, 26, 31,
32]. In this publication, we provide a new GAN-based solution noted hereafter as
ImProSRGAN in order to synthesize the SR results with better perception quality.
The SR image produced using the introduced GAN-based model, i.e. ImProSRGAN
is also depicted in Fig. 1c. In terms of perceptual quality, it is clear that the SR image
formed using the introduced ImProSRGAN approach is highly comparable to the
ground-truth image even it is lacking in terms of fidelity-based measure such as
PSNR, SSIM, and RMSE. In this manuscript, to validate the perception quality, we
utilized the perceptual index (PI) which should be low for better quality. An exper-
imental result demonstrates that the proposed ImProSRGAN generates SR images
with better perceptual plausible solution.

The above experiment is further extended and discussed for other data sets in the
experimental Sect. 4 where the SR outcomes achieved from the introduced ImProS-
RGAN model are compared with recent GAN-based SISR solutions such as SRGAN
[20], EnhanceNet-PAT [26], EUSR-PCL [6], 4PP-EUSR [7], and NatSR [27]. The
results of the experiments suggest that our method shows superior performance with
higher perceptual quality than SRGAN [20], EnhanceNet-PAT [26], EUSR-PCL
[6], 4PP-EUSR [7] and NatSR [27] methods. The proposed approach surpassed the
NatSR [27] EUSR-PCL [6] and 4PP-EUSR [7] models by having a substantially
reduced number of trainable parameters.

The following are the manuscript’s main contributions:

• We present ImProSRGAN, a progressive technique based on a computationally
efficient CNN network that can provide SR results with superior high-frequency
detail retention by utilizing adversarial learning.

• We present a novel residual network, i.e. ResBlock in ImProSRNet, i.e. the gen-
erator network of the proposed ImProSRGAN, which aids in learning a detailed
feature from the LR observation with fewer training parameters.

• Despite having a much reduced number of training parameters, the presented
ImProSRGANapproach yields state-of-the-art results in terms of perceptual vision
of SR results.

The remaining of themanuscript is designed as follows. For the SISRproblem, Sect. 2
offers an brief survey of different types of CNN as well as GAN-based models. The
network design of the introduced model is briefly discussed in Sec. 3. Experiments
for a more thorough examination of our proposed model are carried out, and the
results are discussed in Sect. 4. Finally, we come to a conclusion work in Sect. 5.

2 Related Work

Numerous SISRmethods have been presented in the literature to enhance the perfor-
mance quality of SR images [33, 34]. Deep learning (primarily CNN)-based SISR
approaches produced better SR images than conventional SISR techniques because
to the availability of costly parallel technologies, such as graphics processing units
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(GPUs) and the enormous volume of data. In this section, we go through the SISR
approaches in detail, including CNN and GAN-based categorization.

CNN-based SISR methods: Based on the upscaling mechanism utilized in the net-
work, CNN-based SISR algorithms can be classified as direct or progressive. Pre-
upscaling and post-upscaling-based SRmethods are the two types of direct methods.
The LR image is first upsampled using an appropriate interpolation methodology
in pre-upscaling SR algorithms, and then CNN is utilized to restore the lost high-
frequency information [11, 16, 17]. All of those approaches, however, operate in
SRmanifold, which raises the complexity and so necessitates a considerable amount
of memory. To address these problems, post-upscaling-based SR approaches have
been developed, in which features are retrieved directly from LR observations and
upscaled at the network’s end using either transposed [12] or sub-pixel [20] convo-
lutions. As a result, when compared to pre-upsampling-based SR approaches, the
computational cost and memory requirements are lower. Many strategies in [2, 13,
19, 21, 22, 37] have been described in this area to improve the SR approach’s speed
and memory needs. However, in order to retrieve final SR images, these algorithms
cascade the upsampling layers, resulting in checkerboard artefacts for higher upscal-
ing values [18, 32]. Progressive upsampling-based SISR methods [18, 32], from
the other hand, reconstruct the SR image in intermediate phases by executing fac-
tor 2 upscaling on the input image at a time. Since the quality of SR solutions was
enhanced by utilizing a progressive upscaling technique [18, 32], the goal of this
study is to use the same strategy to acquire SR data.

GAN-based SISR methods: The SR results produced by the above CNN-based SR
techniques produce blurry solutions with a loss of high-frequency information [4,
35]. GAN was recently implemented in the SISR job [6, 7, 20, 24, 26, 27, 29–32]
to address this constraint. The discriminator aids the generator in generating the
SR solutions with more high-frequency features. Ledig et al. [20] introduced SISR
with GAN (SRGAN) and established state-of-the-art performance in terms of SR
outcomes with better perceptual quality. Among all of these GAN-based methods,
the ProGanSR [32], ESRGAN [31], EPSR [29], and PESR [30] methods all require
over 15M training parameters to quantify their SR performance, making them inap-
propriate for real-world scenarios. Hence, in this research work, we compare the SR
outcomes with that of only those SISR methods [6, 7, 20, 26, 27] which have fewer
than 7M training parameters in their network.

3 Proposed Method

Two networks are utilized in the proposed ImProSRGAN model: a generator and a
discriminator. By delivering believable observations, the generator network attempts
to deceive the discriminator network, while the discriminator network distinguishes
between fake and real samples. The generator network produces perceptually plau-
sible solutions as a result of the combined training of both networks.
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Fig. 2 Design of the introduced generator network ImProSRNet

Generatornetwork: The generator networkof proposed ImProSRGAN (i.e. ImProS-
RNet) is shown in Fig. 2 for upscaling factor 4. Initially, the LR image would be
applied to the upscaling branch, which culminates in the SR image getting upscaled
by a factor of two (ISR(×2)). The upscaled image ISR(×2) would then be rebuilt using
the same upscaling branch as before, this time for the upscaled factor 4.

At first, the input LR image is processed through convolution operation to retrieve
the features layouts from the LR image in the upscaling branch (see Fig. 2). After
that, the feature layouts are processed through a succession of m ResBlocks. In this
article, we develop a unique ResBlock that aids the proposed network in extract-
ing more complicated features from LR data. The ResBlock‘s network architecture
can also be visualized in Fig. 2. It comprised of n = 6 densely correlated convolu-
tion blocks piled in three parallel planes. It is made up n = 6 number of densely
connected convolution blocks connected in three parallel stacks. By reusing feature
outcomes that have already been learnt, the present layer is forced to learn additional
detail. Each convolution block is made up of two convolutional layers, each with
an exponential linear unit (eLU) [9] activation function. Finally, three distinct fea-
ture maps are combined and fed into a depthwise separable convolution [8]. In the
proposed ResBlock, the local residual learning is also incorporated as a skip con-
nection, which enhances the information flow while also assisting in the reduction
of the vanishing gradient problem. We also utilize a long skip link after m = 10
ResBlock (see Fig. 2), bypassing the higher layer gradients and going straight to the
initial convolution layer.
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The upsampling block receives the output feature maps. As [23] recommended,
we utilize resize convolution in this case. In the proposed method, after the resize
convolution layer, we add two convolution layers to further eliminate checkerboard
anomalies exhibited in SR results. In addition, a modified global residual learning
(GRL) is presented, in which a bicubic interpolation layer is processed on the input
LR image, followedby three 1 × 1 convolution layers. Thenetwork learns the identity
function with the help of this type of GRL. The modified GRL also assists in training
process stability and minimizes discolouration in the final image. Ultimately, the
upscaling branch network delivers the SR imagewith a factor of 2 upscaling (ISR(×2)).
This upsampled SR image is processed through the same upscaling branch network
once more to acquire the SR image with upscaling factor 4 (i.e. ISR).

Discriminator network: The SR as well as the associated ground-truth HR image
are fed into the discriminator network, which discriminate the reproduced SR image
and the real ground-truth image. In Table1, the discriminator network’s network
design is displayed. It seems to have eight convolution layers with a factor of two
rising kernel filter spanning from 32 to 256 followed by three fully connected layers,
and one sigmoid activation layer. We used the network guidelines recommended by
Radford et al. [25] in the design of the discriminator network. Strided convolutions
are now used to preserve the size of the feature outcomes of each convolutional layer
when the number of features in the specified discriminator network is doubled. HR
and SR images are sent across the discriminator network, which isolates them by
assigning a probability value between 0 and 1, with a greater probability value (i.e.
tends to 1) indicating the actual HR image and a lower probability value suggesting
a false image produced by the generator network.

Table 1 Discriminator network of the proposed ImProSRGAN method

Layer Output size Kernel filters Stride measure

Input (SR or HR image) 128 × 128 × 3 – –

3 × 3 Conv, LeakyReLU 128 × 128 × 32 32 1

3 × 3 Conv, BN, LeakyReLU 64 × 64 × 32 32 2

3 × 3 Conv, BN, LeakyReLU 64 × 64 × 64 64 1

3 × 3 Conv, BN, LeakyReLU 32 × 32 × 64 64 2

3 × 3 Conv, BN, LeakyReLU 32 × 32 × 128 128 1

3 × 3 Conv, BN, LeakyReLU 16 × 16 × 128 128 2

3 × 3 Conv, BN, LeakyReLU 16 × 16 × 256 256 1

3 × 3 Conv, BN, LeakyReLU 8 × 8 × 256 256 2

Flatten 16384 – –

Fully connected-1, LeakyReLU 512 × 1 × 1 512 –

Fully connected-2, LeakyReLU 64 × 1 × 1 64 –

Fully connected-3, Sigm 1 × 1 × 1 1 –

Here, BN and Sigm denote batch normalization and sigmoid activation functions, respectively
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4 Experimental Analysis

In this section, we cover the implementation as well as the empirical studies of the
proposed approach for SISR on upscaling factor× 4. To examine the performance of
various SISR algorithms, we deployed the benchmarking data sets called Set5, Set14,
BSD100, and Urban100. The SR outcomes obtained with the presented generator
network (i.e. ImProSRNet) are compared with the outcomes obtained with conven-
tional CNN-based recent approaches in terms of SSIM and PSNR. However, the
developed GAN-based approach, ImProSRGAN, is compared to recent GAN-based
algorithms such as SRGAN [20], EnhanceNet-PAT [26], EUSR-PCL [6], 4PP-EUSR
[7], and NatSR [27]. As recommended by Blau et al. [5], we employ the perceptual
index (PI)-RMSE technique to accomplish perceptual comparison. We have also
used the learned perceptual image patch similarity (LPIPS) score [36] to corroborate
the SR outcomes gained from GAN-based SR methodologies. The lower the LPIPS
number, the greater the perceived quality of the SR image.

In order to train our postulated networks (i.e. ImProSRNet and ImProSRGAN),
we leverage the two-stage training approach given by Kim et al. [12], which helps
to minimize undesirable local minima. The well-known RAISE [10] and DIV2K
[1] data sets after the pre-processed through the data augmentation techniques have
been used in order to train the proposed networks. At first, the ImProSRNet is trained
using a Charbonnier loss function [3] on RAISE data set for 5 × 105 number of
training iterations. Later on, the same network, ImProSRNet, is further trained with
DIV2K training data set for a total of 1.5 × 105 iterations. After that, to train the
introduced GAN model, ImProSRGAN, we utilize a loss function LSR made up of a
well-balanced comboofCharbonnier loss (i.e.LC ) [3], perceptual loss (i.e.LVGG19-C)

[15], and standard GAN adversarial loss (i.e. Ladversarial) [14] functions,

LSR = 10−5LC + LVGG19-C + 10−3Ladversarial. (1)

and it is further trained up to 4 × 105 training iterations at a learning rate value of
10−4. The models are optimized using an Adam optimizer with β1 = 0.9.

4.1 Ablation Study

Table2 presents an analysis of presented network with numerous settings in terms of
SSIM and PSNR scores on the Urban100 data set for the upscaling factor 4. Here, all
of the networks are trained with same training strategy as stated previously. Table2
also includes the appropriate trainable parameters for easier analysis.

• Modified Global residual learning approach: We use a conventional GRL
methodology to train our suggested ImProSRNet model in order to see how effi-
cient themodifiedGRL technique is in the proposedmethod. The PSNR and SSIM
scores of ImProSRNet with modified GRL are considerably superior than those of
the proposed technique with conventional GRL approach, as given in Table2.
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Table 2 Suggested ImProSRNet technique is compared to several situations on the Urban100 data
set

Models Number of training parameters PSNR ↑/SSIM ↑
Conventional GRL 3547k 26.1077/0.7862

With post-upscaling 3045k 25.9598/0.7821

PReLU activation function 3561k 26.0344/0.7836

ReLU activation function 3349k 25.2435/0.7545

L1 loss function 3548k 26.0953/0.7855

L2 loss function 3548k 26.1188/0.7850

Proposed 3548k 26.1312/0.7867

The highest values are stated in bold type text here

• Post-Upscaling approach: To further understand the usefulness of progressive
upscaling, we explicitly train our introduced ImProSRNet network using a post-
upscaling approach. The quantitative measurement of the proposed network using
a progressive upscaling technique outperforms the identical network using a post-
upscaling strategy that can be accessed from the Table2. This demonstrates the
success of proposed models’ progressive upsampling method.

• Importance of eLU activation function: To demonstrate the efficacy of the eLU
activation function [9], ImProSRNet network further trained using PReLU and
ReLU activation functions. The proposed model’s SSIM and PSNR measures are
superior than those of algorithms trained with ReLU and PReLU activation. (see
Table2).

4.2 Comparative Analysis

The introduced and available CNN and GAN-based SR techniques are compared
quantitatively and qualitatively in this subsection. Table3 gives the quantitative anal-
ysis of the ImProSRNet (i.e. generator network of proposed ImProSRGAN) model
with other existing CNN-based SR approaches (i.e. only those that required fewer
than 7M trainable parameters) in terms of fidelity errors (i.e. SSIM and PSNR). In
addition to that, for a more obvious comparison, the required trainable parameters
of these CNN-based SR algorithms are also listed in this table. The superior values
in Table3 are enlighted in emphasized in bold, while the second superior values
are enlighted in emphasized in italic. Table3 gives that the proposed ImProSRNet
technique achieves greater PSNR and SSIM scores than the other models, with the
exception of the current FRSR [27] model, which has comparable SR performance.
However, it is worth noting that the introduced method, ImProSRNet, acquires this
performancewith significantly fewer trainable parameters than contemporaryMSRN
[21], SeaNetBase [13], and FRSR [27] methods.
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Table 3 Quantitative analysis in terms of SSIM and PSNR

CNN models Training parameters PSNR ↑/SSIM ↑
Set5 Set14 BSD100 Urban100

SRCNN [11] 57k 30.48/0.7503 27.49/0.7503 26.90/0.7101 24.52/0.7221

VDSR [16] 665k 31.35/0.8838 28.02/0.7678 27.29/0.7252 25.18/0.7525

DRCN [17] 1775k 31.53/0.8854 28.03/0.7673 27.24/0.7233 25.14/0.7511

LapSRN [18] 812k 31.54/0.8866 28.09/0.7694 27.32/0.7264 25.21/0.7563

SRDenseNet
[28]

2015k 32.02/0.8934 28.50/0.7782 27.53/0.7337 26.05/0.7819

SRResNet [20] 1500k 32.05/0.8910 28.53/0.7804 27.57/0.7354 26.07/0.7839

CARN [2] 1592k 32.13/0.8937 28.60/0.7806 27.58/0.7349 26.07/0.7837

MADNet [19] 1002k 32.01/0.8925 28.45/0.7781 27.47/0.7327 25.77/0.7751

proSRs [32] 3100k 32.13/0.8941 28.62/0.7815 27.58/0.7354 26.01/0.7830

MSRN [21] 6330k 32.07/0.8903 28.60/0.7751 27.52/0.7273 26.04/0.7896

SeaNetBase [13] 4224k 32.18/0.8948 28.61/0.7822 27.57/0.7359 26.05/0.7896

FRSR [27] 4800k 32.22/0.8948 28.63/0.7827 27.60/0.7369 26.21/0.7904

ImProSRNet 3548k 32.26/0.8956 28.63/0.7824 27.61/0.7369 26.13/0.7865

Fig. 3 Comparison of various GAN-based methods in terms of PI and RMSE for the scaling factor
× 4

To evaluate the GAN-based SISR methods, we show the comparison on the pair
of PI and RMSE measurements in Fig. 3 to test the perception quality of the SR
images. Better perceptual quality is indicated by a lower PI and RMSE value. The
graph of PI versus RMSE for different GAN-based approaches for the Set5, Set14,
BSD100, and Urban100 benchmark data sets is shown in Fig. 3a–d. In comparison
with the other approaches, EnhanceNet-PAT [26] has a lower PI value but a higher
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RMSE value, as displayed in Fig. 3a, b. On the BSD100 and Urban100 data sets,
SRGAN has a lower PI when the RMSE is high (see Fig. 3c, d. The SR images
created using EnhanceNet-PAT [26] and SRGAN [20] approaches have more degra-
dations and noise as compare to than the other models (see Figs. 5, 6, 7, and 8),
indicating that lower values of both PI and RMSE are necessary to achieve higher
perceptual quality. According to Fig. 3a–d, one can note that the proposed approach
ImProSRGAN outperforms NatSR [27], EUSR-PCL [6], and 4PP-EUSR [7] meth-
ods with slightly lower PI values and slightly lower RMSE values; nevertheless,
it outperforms SRGAN [20] and EnhanceNet-PAT [26] methods with a better PI-
RMSE pair measure. In comparison with other GAN-based SISR techniques, this
analysis shows that the proposed ImProSRGAN model produces balanced PI-RMSE
values.

Zhang et al. [36] recently introduced LPIPS, a new perceptual metric that has
been shown to be successful in measuring visual perception quality. A lower LPIPS
score suggests a higher visual perception quality. This metric is utilized to verify the
perceived quality of super-resolved images that have been synthesized byGAN-based
models. For upscaling factor ×4, a graph of LPIPS values obtained for various data
set (i.e. Set5, Set14, BSD100, and Urban100) of several GAN models with regard to
the corresponding number of trainable parameters is shown in Fig. 4. From Fig. 4a–c
(i.e. Set5, Set14, and BSD100), one can see that the proposed ImProSRGAN model
outperforms all other GAN-based solutions. For Urban100 data set, the presented
ImProSRGAN model performs better than all other GANmethods except NatSR [27]

Fig. 4 Effect of perceptual metric LPIPS values of the GAN-based SR methods w.r.t. training
parameters for upscaling factor 4
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and 4PP-EUSR [7] models, which have slightly lower LPIPSmeasures; however, the
introduced ImProSRGAN model achieves this performance with significantly fewer
trainable parameters than other methods such as NatSR [27], EUSR-PCL [6], and
4PP-EUSR [7] models.

To demonstrate the qualitative improvement, we demonstrate the SR solutions for
a single image of benchmark testing data sets using the presented and other existing
GAN-based approaches [6, 7, 20, 26, 27], as well as the state-of-the-art RCAN [37]
model based on CNN in Figs. 5, 6, 7, and 8. The corresponding LPIPS value is also
stated at the bottom of each SR result for easier comparison. When compared to
the RCAN [37], SRGAN [20], EnhanceNet-PAT [26], EUSR-PCL [6], 4PP-EUSR
[7], and NatSR [27] appraoches, the performance of the proposed ImProSRGAN
approach demonstrates better texture details (Fig. 5a–g).When compared to the same
with those methodologies, its quantitative performance is likewise better in terms of
LPIPS measure. Figure6 shows the SR solutions obtained using the RCAN method
and several GAN-based algorithms on a single image of the Set14 testing data set.
The leaves of zoomed-in areas in the SR solution created with the ImProSRGAN
model are closer to the ground-truth image than the leaves of other SR results. Fur-
thermore, the proposed ImProSRGAN achieves better LPIPS measure than other
existing SR algorithms. In addition, Fig. 7 shows the SR outcomes achieved on the
BSD100 data set using several SR approaches. Similar to previous studies, the pro-
posed ImProSRGAN algorithm performs superior than the other techniques in terms

Fig. 5 Visual inspection of the SR outcomes on a representative image from the Set5 testing data
set for upscaling factor 4
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Fig. 6 Visual inspection of the SR outcomes on a representative image from the Set14 testing data
set for upscaling factor 4

Fig. 7 Visual inspection of the SR outcomes on a representative image from the BSD100 testing
data set for upscaling factor 4
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Fig. 8 Visual inspection of the SR outcomes on a representative image from the Urban100 testing
data set for upscaling factor 4

of quantitative performance. The SR picture created using the proposed ImProS-
RGAN approach acquires better high-frequency information than the CNN-based
RCAN model and other existing GAN-based models, according to visual observa-
tion (see tree portions and strip-lines of building regions in the zoomed-in part of
Fig. 7). In the SR results of the Urban100 data set (shown at Fig. 8), the proposed
ImProSRGAN approach demonstrates more high-frequency details with a slightly
lower LPIPS measure than NatSR [27] and 4PP-EUSR [7]. However, the proposed
ImProSRGAN model achieves this performance with around 30–75% lesser train-
able parameters as compared to 4PP-EUSR [7], EUSR-PCL [6], and NatSR [27],
and approximately 85% fewer training parameters than the RCAN [37] model.

5 Conclusion

In this manuscript, we introduce ImProSRGAN on upscaling factor × 4 as a new
improved progressive network for SISR using GAN. The proposed ImProSRNet
model outperforms existing CNN-based SISR methods via achieving better SSIM
and PSNR values. Even though the SR images have higher PSNR and SSIM, they
have a blurry appearance. As a result, a new GAN-based approach called ImProS-
RGAN is proposed to acquire better high-frequency information. The introduced
ImProSRGAN is analysed by comparing it with available GAN-based approaches in
terms of perception metrics (i.e. a pair of PI-RMSE measures and LPIPS) as well as
visual evaluation. With superior perceptual quality and quantitative measurements,
the proposedmodel ImProSRGAN surpasses existing techniques. Furthermore, com-
pared to the other existing techniques, the proposed model sets this SR performance
with significantly fewer training parameters.
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Community Detection Using Label
Propagation Algorithm with Random
Walk Approach

Hemi Patel and Jai Prakash Verma

Abstract Community detection is widely used research topic. Community detec-
tion refers to detect same type of community structure in given graph or network.
Nowadays, community detection is used for many applications like fraud detection,
recommendation system, segmentation, etc. In this paper, our objective is to find
the label for the unlabelled node using random walk and then label propagation
algorithm. In this method, labelled and unlabelled data is provided as input and
then, we take random walk until we find the unlabelled node, after that label for
unlabelled node is provided based on labelled node using label propagation algo-
rithm. The output of this method will be label for unlabelled node by using this
we can divide the network into community. Comparison of different algorithm for
community detection is discussed in this paper.

Keywords Community detection · Community structure · Label propagation
algorithm · Random walk · Semi-supervised machine learning

1 Introduction

Community detection is widely used topic nowadays because by using community
detection in complexnetworkwecan able to linkmodule and also it helps us tofind the
similar type of nodes in network [1]. For example, consider recommendation system
of Facebook or Instagram, so in this type application, we get friend suggestion based
on mutual friends. This is the one of the common applications of the community
detection, we can also take the example of global post of the Instagram, and it also
suggests the post according to our interest. To understand the working behind these
systems first of all we have to understand the basic concept, like community structure,
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(a)  Overlapping Community (b) Non-Overlapping Community 

Fig. 1 Types of community detection

community detection, methods of community detection: agglomerative and divisive
[2].

Community structure is most widely used term for the network. If we can group
the nodes in to similar types of the nodes than this complex network is known as
the community structure. In the other words, we can say that if we are able to divide
the network in the group of similar types (community), then these is also known as
community structure [3]. Now, the process of dividing these networks (community
structure) into groups is known as the community detection [4].

In agglomerative method, we will start with the graph without edges and after
similarity constraint and using different methods we will find the weight of the edge
and add edge according to that, so in this method, we will add edges one by one and
at last we get the graph with strongly and weakly connected edges [5]. In divisive
method, we will find the weight of the edge and then based on weight we will decide
if remove that edge or not. So, in this method, we will start with the whole graph and
one by one remove the edge based on weight [6].

There are two types of the community structure: overlapping and non-overlapping.
Overlapping means one node belongs to more than one community. In the real-world
network, we have this type of the community. Non-overlapping means one node can
belongs to only one community (Fig. 1).

1.1 Need Analysis

In this paper, the label propagation algorithm using random walk is introduced for
community detection. In this algorithm, first random walk is taken from the one
unlabelled node, until we reach to the labelled node which will act as the absorb
state and the unlabelled node will labelled as label of labelled node. After random
walk, the label propagation algorithm is applied, and at the end, we get matrix
with the probability, based on highest probability the label is decided. The detailed
discussion on this algorithm is done in the later sections. This method is known as
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Table 1 Applications of
community detection

Application area sub-area Application area sub-area

Link prediction Link prediction

Social network analysis
(Instagram, Facebook,
amazon)

Community detection

Recommendation system Customer segmentation

Network summarization Member grouping

Smart advertising Customer segmentation

Politics (elections) Politics (elections) evolution of
influence

Health (medical) Cancer/tumour detection
Tissue/organ detection

Criminology Criminal identification
Bot detection
Fraud detection

semi-supervised technique because in this method we provide the labelled as well as
unlabelled data (Table 1).

This paper startswith the introduction to the community detection, Sect. 2 contains
the information of literature survey, Sects. 3 and 4 contain flow chart, algorithm and
related concepts, Sects. 5 and 6 contain implementation related information and last
section is about future work and conclusion.

2 Related Work

This concept of community structure detection first mention by the Girvan and
Newman in 2002 [1]. In this paper, they remove the edge sequentially. After this, in
2006 pones and Latapy introduced the algorithm in this they merge the two commu-
nity, then comesmodularity approach in this they check the quality of graph clustering
and gives the rank between – 1 to 1. In community detection, basically there are five
approaches which are discuss as under.

2.1 Community Detection Approaches

First approach is optimization, in which we talk about modularity which is used to
describe the quality of community detection done on the community structure [7].
In this type of method, there is a predefined function which help to decide whether
the partition is good or not [8]. Algorithms which used optimization approaches
are discuss as under: Spin glass, fast greedy, and Leiden. Second approach used
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is probabilistic-based approach, in which we decide whether node belongs to the
given community based on the probability. The famous probabilistic approach is
a randomized algorithm [9, 10], in which one function is define for finding the
probability. Third approach is clustering methods. In these, the clustering is done
on similarity measure [11]. There are predefined functions that will find the simi-
larity, these methods are used for clustering like Markov clustering [12], rapidly
Newman, Dbscan (density-based clustering algorithm) [13], etc. For the graph simi-
larity, there are many methods like multi-scale graph convolution network (MGCN),
graph convolution network (GCN), attraction force, and DD. Graph colouring is also
used this approach. In this, partition is made based on similarity of two vertices
and the colouring is applied [14]. Another method used for similarity is attraction
force similarity which is calculated from below steps: directed and in-directed attrac-
tion force, structural similarities, attribute similarity, and attraction-force similarity.
After calculating all these, we apply AFcluster algorithm for finding community
[15]. Forth method is dynamic approach which include random walk that means
we start random walk from any node and we stop at the labelled node which act as
the absorb state and the walk will stop at that node, after that the label is decided
based on probability. Another approach is, first sort nodes according to repeatability,
then consider one node and find the neighbour of that with highest repeatability,
after that find coefficient and trust value. Based on random walk algorithm, it will
be decided that in which layer it belongs to intra or inter [16]. Last approach is
heuristic approach which consists of agglomerative methods, one of the agglomera-
tive methods is Louvain method, in this method, there are two approaches, we can
find local maxima of modularity and move each node to the neighbour’s community
and another method is that we can aggregate all nodes and build new graph. Another
example of the Louvain method is randomized Louvain method. In this method,
first local maxima of modularity (quality) is calculated by moving each node to
neighbour’s community after that it aggregate all nodes and build new community
[17, 18].

Community detection algorithm for big social network the following method
is used. Monte Carlo maximum likelihood (MCML) is used for hybrid structure.
There are three steps: (1) preprocessing, (2) remove weak edge, and (3) multilevel
coarsening. Another algorithm is shared MCML algorithm. Steps are as under: (1)
parallel preprocessing and (2) parallel multilevel coarsening. This hybrid algorithm
can also be used, which contains the following steps: (1) network partitioning, (2)
apply MCML, (3) renumber vertices and merge partitioning, and (4) again apply
MCML algorithm [8].

2.2 Different Label Propagation Algorithm

For the community detection, label propagation is widely used method and also
excellent approach. Here, we discuss about all label propagation algorithm used
for community detection using different approaches which are as under. First, we
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start with the basic label propagation algorithm which work in iterative form. Label
propagation means labelling all the node in the graph [4]. There are three classifiers
for the label prediction. Local classifier relational classifier and collective classifier
which will be discussed later. There are basically five steps for this method. Starting
with initialization, then take variable t which will store the track of the iteration then
after every iteration update the value assign to the node and repeat this process until
it become near equally same as neighbour and then assign the label to that node.
There are various approaches for the label propagation methods which are as under:
weighted label propagation—in these the algorithm is used for overlapping and non-
overlapping both the community structure, the weights (using predefined function)
are assign to node and based on that label is decided. Dominant label propagation:
in this confidence is used to decide the label of the node. Node gravitation-based
label propagation: label is decided based on node weight and node similarity. Link-
based propagation algorithm: community detected based on edges. Last is graph
layout-based label propagation algorithm: this algorithm divided in to two parts first
is layout part and detection part. In layout part, it finds the position initialization,
force generation, energy minimization, node movement, and termination condition.
In second phase it will start with label initialization, then node choice label lunch,
label acceptance, detection termination, and at last post-processing [19].

3 Proposed Research Work

In this paper, label propagation algorithm using random walk is proposed. By using
this algorithm, label of the node is decided the objective of these algorithm is to find
the label of the unlabelled node by taking random walk from unlabelled node to the
labelled node. So first, it will take random walk and at last, it will apply the label
propagation algorithm for label prediction.

As we can see in the block diagram (Fig. 2) first details about graph such as
vertex, edges, and labels are provided as input. By using these data adjacency matrix
is created, then degree matrix is calculated using adjacency matrix and then inverse
of degree matrix is created and then based on these matrices transition matrix is
created. This matrix is used by label propagation algorithm, and the label is decided
based on output of this algorithm. Which is discussed in details in below sections.

4 Methodology and Concepts

As we discuss in above section, first we apply random walk and then we apply label
propagation algorithm. So, this process completed in two parts.
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Fig. 2 Block diagram

4.1 Random Walk

First, we will discuss about random walk. In random walk, there are three steps:

• Start random walk from unlabelled node
• Keep random walk until we reach to labelled node
• Adopt the label which hit

We will start with unlabelled node and take random walk until get any labelled
node which node act as the absorb state means we cannot go further. Here, the main
idea is to take randomwalk from the node and find any labelled node, after that based
on that labelled node, we have to predict the label for unlabelled node. Labelled node
will act like absorb state which means we cannot go further from that node. From
the below graph first, we will find the adjacency matrix and the degree matrix which
are as under:

Adjacency Matrix:
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A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 1 0 1 0 0 0
0 0 0 1 0 1 0 1
0 1 0 0 1 0 1 0
0 0 0 0 0 1 0 1
0 0 0 0 1 0 1 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Degree Matrix:

D =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 3 0 0 0 0
0 0 0 0 3 0 0 0
0 0 0 0 0 3 0 0
0 0 0 0 0 0 2 0
0 0 0 0 0 0 0 2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

After obtaining A and D, we have to find inverse of D (degree matrix), now for
obtaining transition matrix below equation is used

T = D−1 × A

• Tll Probability to get from labelled nodes to labelled nodes = I
• Tlu Probability to get from labelled nodes to unlabelled nodes = 0
• Tul Probability to get from unlabelled nodes to labelled nodes
• Tuu Probability to get from unlabelled nodes to unlabelled nodes

After multiplying adjacency matrix and inverse of degree matrix, we will get
transition matrix as shown in Fig. 3. As we can see in the figure, this figure divided
into four parts: First is Tll , which is showing the probability for transition from
labelled node to labelled node, which is not important part of the matrix because we
already have label for these nodes and this reason also true for part 2 which is Tlu
(already have label for node and also it is going to the unlabelled not which is not
required). Now, for the Tuu , it is also not useful because from travelling unlabelled
to unlabelled node is not worthy in this method. Last is Tul , unlabelled to labelled
node traversal, it is important part of the matrix because we have to find the label for
unlabelled data and we start the traversal from this node and find the labelled node
for predicting the label for the given node. As highlighted in Fig. 3, this portion will
be taken consideration for further calculations.

Now, we will find
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Fig. 3 Matrix

lim
t→∞ T

because in the random walk, we can go to any labelled node with the infinite nodes.
It is indicating that when we start random walk from any unlabelled node, we can
travelled through any number of nodes. So in general, we assume that we visit infinite
nodes to find the labelled node.

lim
t→∞ T =

[
I 0
Tul Tuu

]
×

[
I 0
Tul Tuu

]
×

[
I 0
Tul Tuu

]
× · · ·

after multiplying all the matrixes, we will get

lim
t→∞ T =

[
I 0

(1 − Tuu)
−1Tul 0

]

The above equation is transition matrix after visiting ∞ nodes in the given graph.
Based on this matrix, we will apply the label propagation algorithm, which is second
part of this proposed method and is discussed in Sect. 4.2.

4.2 Label Propagation Algorithm

Now put value of T for ∞ steps in the below equation

[
y′
l

y′
u

]
= lim

t→∞ T ×
[
yl
0

]

So, we get
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[
y′
l

y′
u

]
=

[
I 0

(1 − Tuu)
−1Tul 0

]
×

[
yl
0

]

So, from the above equation, we can say that

y′
l = yl

y′
u = (1 − Tuu)

−1Tul × yl

Here, we will discuss the steps for the LPA algorithm.

1. Initialize, yl = Labelled node and T = Transition matrix

y =
[
yl
yu

]

2. Propagate the label

y′ = T × y

3. For the labelled node

y′
l = yl

4. For the unlabelled node

y′
u = (1 − Tuu)

−1Tul × yl

5. Now take maximum value for unlabelled node from the calculated matrix

(a) Input Graph (b) Output Graph

Fig. 4 Label propagation algorithm
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So, after following the above steps, we will get the following result (Fig. 4).
So, from the matrix, we can decide the label for the given node, so for node-1,

it is showing red label with the probability of 1. For node-2, it is showing green
label. Node-3 has red label with the probability of 0.7333 and green label with the
probability of 0.266, so we will consider maximum value from the given data and
with maximum value 0.7333 the label of the node-3 is red. The same process will be
followed for the all the nodes.

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0
0 1

0.733 0.266
0.733 0.266
0.4666 0.5333
0.266 0.733
0.333 0.666
0.399 0.599

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

5 Execution and Implementation

This algorithm is implemented in Python using Jupyter notebook. The modules used
for implementations are igraph, Pycairo, NumPy, and cairocffi. igraph is used to
visualization of the graph and networks. This module used widely in academic and
research area. From the text file of edges first, we extract the data and then help of the
igraph we plot the graph and also provide the labels. Pycairo and cairocffi basically
contain graphics libraries. NumPy is used for matrix operations.

5.1 Dataset Selection and Preprocessing

In this paper, email dataset is used which contain 20 nodes and these nodes are
connected through edges which is provided as the text file. After fetching data from
text file, we assign one ID and label to nodes and create graph using igraph. After
that we added edges one by one and then assign labels to the nodes. Now, the graph
is ready for further calculation.
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Table 2 Comparison of LPA
time

Number of nodes Wall time (ms)

8 7.6

20 (Figs. 5 and 6) 56.7

50 107.4

5.2 Evaluation Measures

For the different number of nodes, the time taken will also be different. In this
implementation, the wall time is measure for the label propagation algorithm with
different number of nodes. Time taken is as under (Table 2).

This is only time taken for the label propagation algorithm, random walk time is
not taken in to the consideration. Here, we have not took more than 50 nodes because
of the system limitation and another reason is that the matrix generated from these
nodes will be n × n for the n numbers of nodes.

6 Results and Discussion

Aswe can see in the Table 3, we compare various algorithms and the CPU time taken
for each algorithm. From the table, we can say that label propagation algorithm gives
best result in minimum time label propagation which is 314 µs. Divisive method of
Girvan-Newman also gives good performance. Whereas spin-glass algorithm which
uses optimization algorithm is taking maximum time for the given dataset of email.
Here, various optimization, clustering algorithms is discussed.

Louvainmethodwhich is taking 5.93ms CPU time. It is takingmore time because
it moves nodes to the nearer community and then check for the modularity (quality).
In this method, clustering is time consuming part. Infomap is also using the concept
of clustering, it is taking less time compare to Louvain method but it is still more

Table 3 Comparison of different algorithm

Algorithm Time required (CPU time)

Louvain method (Hierarchical clustering algorithm) 5.93 mS

Walk trap (Random walk) 2.3 mS

Label propagation algorithm 314 µs

Girvan-Newman algorithm (Edge betweenness centrality-divisive
method)

901 µs

Infomap algorithm (Clustering algorithm) 2.18 ms

Spin glass (Optimization algorithm) 327 ms

Fast greedy (Optimization algorithm) 3.86 ms

Leiden (Optimization algorithm) 2.12 ms
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Fig. 5 Input

Fig. 6 Output

than LPA [18]. Optimization algorithms are also taking more time compare to other
algorithms. In optimization algorithm, Leiden is taking least time but it much more
than label propagation algorithm. As shown in the table, for label prediction, LPA is
taking less time. Sowe add randomwalk [4] in this concept for the traversal, and after
traversal it will apply LPA which will help to predict the label. Reason for selecting
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LPA is that it is taking less time for label prediction among all and we merge the
concept of random walk because it is simple and also powerful mathematical tool
for extracting the information like similarity from the graph.

7 Conclusion and Future Work

In this paper, community detection model is implemented by random walk and label
propagation algorithm. First of all, the randomwalk is start from the unlabelled node
and it walks until it reaches to the labelled node. Labelled node works as absorbing
state means it cannot go further, after this the label propagation algorithm is applied
and label is decided for the unlabelled node. The problem occurs when the number of
nodes increase.When nodes increase, then matrix size is also increase. So, this is one
limitation is observed for the proposed approach. To overcome this limitation, we can
apply dimensionality reduction. So, this is the future work of our topic. Community
detection is used for recommendation system, market segmentation, fraud detection,
medical application like cancer detection based on symptoms, criminology, etc.
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Comparative Analysis of Generative
Adversarial Network-Based Single-Image
Super-Resolution Approaches

Kalpesh Prajapati, Vishal Chudasama, Heena Patel, Anjali Sarvaiya,
and Kishor Upla

Abstract In the past decade, a convolutional neural network that can work on image
becamemost popular since there weremany powerful GPUs and datasets available to
work. Convolutional neural network advanced the performance in various image pro-
cessing tasks. In single-image-based super-resolution, convolutional neural network
predicated methods have obtained remarkable performance in terms of error quan-
tification (i.e., PSNR and SSIM) than earlier traditional machine learning predicated
methods. Even though achieving better error measurements, the super-resolution
results look blurry in appearance because of the classical L1 or L2 loss functions
that have been used in the training process. Recently, generative adversarial net-
work has been used to obtain a super-resolve image with better perceptual quality
as compared to a convolutional neural network. In this manuscript, the technique
and performance of those generative adversarial networks for single-image super-
resolution approaches are compared for upscaling factor × 4.

Keywords Single-image super-resolution · Convolutional neural network ·
Generative adversarial network

1 Introduction

Super-resolution (SR) problem refers to reproduce a high-resolution (HR) image
from its corresponding low-resolution (LR) counterparts. There are mainly two
approaches to handle the problem. First is single-image super-resolution (SISR),
in which only single image is used as input. Another approach called multi-images
super-resolution (MISR) which uses multiple images to gather information from dif-
ferent sources to produce the single-SR image. However, the MISR approach is less
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effective than SISR in SR task [1, 10, 19] because it needs image registration and
fusion to perform super-resolution. Recently, a convolutional neural network (CNN)
has been applied [12, 17] for the SISR task and achieves breakthrough performance
because of its learning capacity in multi-dimensional space. Dong et al. have been
introduced the first CNN for SR task called as SRCNN [2] which was implemented
using just three convolutional layers. Following that, numerous CNN-based models
have been introduced to improve quantitative performance related to peak-signal-to-
noise-ratio (PSNR) and structural similarity index (SSIM). These techniques employ
pixel-based L1 or L2 loss functions to achieve better score of these measures. How-
ever, even though achieving high PSNR and SSIM values from those methods, the
high-frequency texture details cannot be obtained and such methods generate blurry
images. Here, the SR results of the recently proposed CNN-based method (i.e.,
SRResNet [7]) are shown in Fig. 1. One can observe here that despite attaining better
fidelity value (i.e., PSNR and SSIM), the quality of SR results appears to be blurry.

Recently, a generative adversarial network (GAN) can extract perceptual features
at a high frequency [7, 11, 17]. InGAN, the generator networkgenerates the images in
naturalmanifold,while the remaining network that is discriminator network identifies
the difference of the generated images from the HR images. Due to such adversarial
training of GAN, the SR observations with more perceptual texture details have been
produced. Ledig et al. [7] have proposed GAN for the SISR task and suggest the
SRGAN model to super-resolved the LR samples for upscaling factor × 4. The SR
result of the SRGAN model is demonstrated in Fig. 1. Here, one can easily visualize
the SR result of SRGAN has more detailed information and texture details than
the CNN-based network called SRResNet (i.e., the generator network of SRGAN
model) even though obtaining less PSNR and SSIMmeasures. After SRGANmodel,
many models have been introduced to further improve the SR outcomes with more
perception details. In this manuscript, we have compared and analyzed these popular
and enhanced GAN-based SISR methods.

(a) bicubic
(21.6909dB/0.5836)

(b) SRResNet
(23.5457dB/0.7280)

(c) SRGAN
(21.3919dB/0.6262)

(d) Original

Fig. 1 Example of SR images where less PSNR results also shows better visual quality than the
method with high PSNR value. The PSNR and SSIM measures are written at each SR result for
comparison
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In Sect. 2, we give a brief review of GAN-based SISR methods. The comparative
analysis of these methods has been carried out in Sect. 3. Finally, in Sect. 4, we
conclude the comparison.

2 General Analysis

In this section, we highlight some review of SISR techniques which are based of
GAN framework as discussed earlier.

2.1 Super-Resolution Using Generative Adversarial Network
(SRGAN)

SRGAN was the first framework which is introduced by Ledig et al. [7] to super-
resolved the LR observation using GAN for upscaling factor × 4. SRGAN is made
of SR network which acts as generator and its counterpart discriminator networks.
The SR network estimates the SR image which is fed into a discriminator that tries
to differentiate it from the real one image. The structure of the generator network is
depicted in Fig. 2.

Fig. 2 Architecture design of the generator network of SRGAN [7]. Here, k, n and s indicate the
kernel size, number of channels and value of stride
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Fig. 3 Architecture design of the discriminator network of SRGAN [7] for upscaling factor × 4

Here, the generator architecture is made of three stages. In the first stage, the
LR observation is first fed to one convolution layer which generates the low-level
features from the LR image. These feature maps are further fed to several basic
blocks in the second stage which are used to extract detailed high-frequency texture
details. The design of the basic block is also depicted in Fig. 2 which is inspired by
residual network proposed in [3]. In the last stage, two upsamplers are used to get
feature maps with the desired resolution. Here, the sub-pixel upsampling network
[14] is used to upsample the feature maps. Finally, these upsampled features are fed
to single convolution layer which gives the SR image.

The discriminator network takes the SR image and discriminates it from the real
HR image. The design of the discriminator is shown in Fig. 3 which is made of eight
convolution blocks followed by couple of fully connected (FC) layers. Here, the
network architecture design follows the design suggestions given by Radford et al.
[13]. All convolutional layers have 3× 3 sized filters, and the corresponding feature
maps are increased from 64 to 512. To reduce the image resolution, authors use the
strided convolutions whenever the number of features of layers doubles. Finally, the
512 feature maps are passed to couple of FC layers and followed by one sigmoid
layer which gives the corresponding probability value for image discrimination.

2.1.1 Loss Function

The loss functions such as L1 and L2 loss functions struggle to recover lost high-
frequency details. However,minimizing these loss functions tends to generate overly-
smooth observations [4, 5]. Instead of pixel-wise error measurement, Johnson et al.
[5] introduce a bettermeasurewhichmeasures the error based on the extracted feature
maps obtained from the pre-trained VGG network. In SRGAN, Ledig et al. suggest
to use this loss function as the combination of a VGG loss (l SRX ) and an GAN loss
component as,
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lSR = lSRX
︸︷︷︸

content loss

+ 10−3lSRGen
︸ ︷︷ ︸

adversarial loss

. (1)

The VGG loss is defined as the square difference of the extracted feature maps of
generated image G(I LR) with the corresponding HR image IHR.

lSRVGG/ i, j =
1

Wi, j Hi, j

Wi, j
∑

x=1

Hi, j
∑

y=1

(φi, j (I
HR)x,y − φi, j (G(I LR))x,y)

2, (2)

where φi, j indicates the extracted features from the j th convolution before i th max-
pooling layer from the pre-trained VGG19 model. Wi, j and Hi, j denote the width
and height of the extracted feature maps.

Along with the content loss, the adversarial loss function is also added which
encourages the SRGAN network to produce more perceptual details. The adversarial
loss lGen is defined over all training samples (i.e., m) as,

lSRGen =
m

∑

n=1

− log D(G(I LR)), (3)

where D(G(I LR)) denotes the discriminator output value of the generated image
G(I LR).

2.2 Single-Image Super-Resolution with Feature
Discrimination (SRFeat)

In order to produce perceptually plausible images, the authors proposed a adversarial
learning-based super-resolution method called SRFeat [11]. In SRFeat model, two
discriminators (i.e., one discriminator that works on image and another discriminator
which works on features) are used to boost the SR quality. The image discriminator
works similar to the discriminator of SRGAN, while the feature discriminator acts
after obtaining the feature maps from the VGG network.

The SR model of SRFeat is shown in Fig. 4. Here, the model gets I LR as input
that is passed through a convolution layer in order to get the low-level information
from an LR image. These feature maps are then applied to multiple residual blocks
which capture the higher-level complex features. The residual block is also depicted
in Fig. 4 which consists of short-range skip connections that helps the network to
avoid gradient vanishing problem. The long-range skip path is also incorporated to
fuse the features from different basic blocks. The output of each basic blocks is
connected via one 1× 1 convolution layer. The pixel-shuffler layer [14] is added
which up-samples the feature to the desired resolution. Finally, the upsampled maps
are converted in to SR image having 3 channels by using a convolution layer.
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Fig. 4 Generator network design of SRFeat model

SRFeat uses two discriminators named as image-based discriminator Di and
feature-based discriminator D f . The aim of the image-based discriminator is to
identify the fake SR images and the HR images considering the pixel values, while
the feature discriminator discriminates fake images and HR images by considering
their extracted feature maps of the VGG network. Here, the Di and D f have the same
network architecture as the discriminator of the SRGAN model (which is illustrated
in Fig. 3). The working flow of these two discriminators is illustrated in Fig. 5. Both
the discriminator networks gave the probability value that defines how much input
images are real or fake.

2.2.1 Objective Function

To train the SRFeat model, a weighted loss function is used which is defined as,

lGen = l p + λlig + lfg. (4)

The weighting factor for GAN loss is denoted as λ above. The l p is a perceptual loss
term which is used to enforce the model to generate SR images in natural manifold.
The perceptual loss function l p is defined same as equation (2). The lig denotes an
image generator loss which is used to produce high-frequency texture details and it
is defined as

lig = − log Di (I
SR). (5)
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Fig. 5 Working flow of discriminator networks of SRFeat model

However, the image discriminator loss function lid is defined as,

lid = − log Di (I
HR) − log(1− Di (I

SR)), (6)

where Di (I ) indicates the output of the image discriminator Di . The feature generator
loss lfg and the feature discriminator loss lfd terms are defined as,

lfg = − log D f (φ(I SR)), (7)

lfd = − log D f (φ(IHR)) − log(1− D f (φ(I SR))), (8)

where D f (φ) denotes the output of feature discriminator. Both the perceptual and the
feature generator as well as discriminator losses are based on feature maps extracted
from VGG network. However, the perceptual loss promotes the perceptual consis-
tency between I SR and IHR, while the feature generator and discriminator losses
enable the generation of perception image details.
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Fig. 6 Generator network design of ESRGAN

2.3 Enhanced Super-Resolution Using Generative
Adversarial Network (ESRGAN)

To further improve theSR result of SRGAN[7],Wanget al. [17] introducedESRGAN
by making few changes to the generator network of SRGAN. The architecture of the
generator of ESRGAN is displayed in Fig. 6. The main modifications in generator
network are as follows:

1. All batch normalization (BN) layers have been removed and
2. Propose a novel residual block called residual-in-residual dense block (i.e.,

RRDB) that consists of multiple residual networks and their dense connections
which is illustrated in Figs. 6 and 7.

As per the literature [8], removing BN layers increases the SR performance and
reduces computational complexity. The authors experiment to observe the effect of
the BN layer and found that the artifacts are observed due to the BN layer. Also,
removing BN layers improves the generalization ability and reduces the computa-
tional complexity [17].

Wang et al. [17] have introduced a novel block called RRDBwhich is illustrated in
Fig. 7. The RRDB consists of a more complex structure as compared to the residual
block of SRGAN which boosts the overall performance. In addition to this, the
following are the several tricks introduced by Wang et al. [17] which helps to train
a deeper network.
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Fig. 7 Dense block architecture design of RRDB module

Fig. 8 Working flow of discriminator networks of ESRGAN model

• Residual scaling [8, 15]: The residuals are scaled-down bymultiplying a constant
to avoid instability issue of training.

• Smaller initialization: From the experiments, authors from [17] found that the
smaller initial parameter variance makes the training procedure easy.

The discriminator network of the ESRGANmodel has the same architectural design
as the discriminator of the SRGAN model except one difference that the first fully
connected layer has 100 neurons instead of 1024 neurons in the SRGANmodel. The
working flow of the discriminator network of the ESRGAN model is depicted in
Fig. 8. Here, instead of the standard discriminator, ESRGAN employs the relativistic
discriminator [6].
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2.3.1 Objective Function

The objective/loss function used for the generator network is as,

lGen = l p + λlGRa + ηL1, (9)

where l p, lGRa and L1 are the perceptual, adversarial and content loss functions, respec-
tively. The λ, and η are the weighting factors of adversarial and content loss, respec-
tively.

ESRGAN suggests to use perceptual loss l p by extracting feature maps prior to
the activation layer compared to suggested in SRGAN. Authors from [17] found
that the activated features are very sparse which provides weak supervision, and
hence, it tends to inferior the performance. Also, they observe that features after
activation layer have incoherent brightness in generated samples as comparison to
the HR image.

The content loss is depicted as L1 = EI LR ||G(I LR) − IHR||1 that calculates the
1-norm difference between SR image (G(I LR)) and the HR image (IHR).

lGRa is loss calculated from the relativistic discriminator. In ESRGAN, instead of
using simple discriminator, they use a novel approach of relativistic discriminator [6].
As compared to the discriminator in SRGAN, a relativistic average discriminator,
denoted as DRa, predicts that how much the HR image IHR has relatively more
realistic compared to SR image I SR. The RaD is formulated as DRa(IHR, I SR) =
σ(C(IHR) − EI SR[C(I SR)]), where EI SR [·] represents the averaging process for all
super-resolved images in the batch and C(x) is the output value obtained from the
discriminator network. The adversarial loss for SR network is defined as,

lGRa = −EIHR [log(1− DRa(I
HR, I SR))] − EI SR[log(DRa(I

SR, IHR))], (10)

This loss function contains both SR image as well as the HR image. Due to this,
the generator network takes advantage of the gradients from both the images in
adversarial learning, while in SRGAN, adversarial loss contains only SR image.

The discriminator loss is then defined in a similar way as:

l DRa = −EIHR[log(DRa(I
HR, I SR))] − EI SR[log(1− DRa(I

SR, IHR))]. (11)

3 Result Analysis

Here, we show the hyper-parameter settings and training brief of the GAN-based
models which are discussed in Sect. 2. The corresponding SR performance of these
methods is also compared and analyzed in detail. We perform all the experiments
with an upscaling factor of × 4. The LR samples are generated by downscaling
HR samples using bicubic down-sampling. The batch size is fixed to 16 for all
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three models. We use the size of the randomly cropped HR image is 128× 128 for
ESRGAN only and 192× 192 for SRGAN and SRFeat network.

For training, the DIV2K dataset [16] is used which have 800 high-quality images.
For data diversity, we firstly generate sub-images of 480× 480 from the original
DIV2K dataset with half (240) overlapping. By doing this way, we generate approx-
imately 32,000 images that guarantee diversity in random cropping in the train-
ing phase. The augmentation with random flipping and rotation is used on training
dataset. Here, all GAN-based models have been trained in two phases. In the first
phase, the PSNR-oriented models (named as SRGAN-P1 and SRFeat-P1, i.e., gen-
erator network of SRGAN and SRFeat models) are trained using L2 loss function
for SRGAN and SRFeat, while the ESRGAN-P1 (generator network of ESRGAN)
is optimized based on the L1 loss. The learning rate of 2× 10−4 is used for SRFeat
and ESRGAN, while in SRGAN, it is initialized by 1× 10−4 and reduced by a half
at every 2× 105 of iterations. We use half the learning rate in SRGAN to make
the identical setting as per SRGAN [7]. The pre-trained PSNR-oriented models are
employed as an initialization for the generator. Such idea helps those models to gen-
erate more perceptually plausible samples. Here, the learning rate is set to 1× 10−4

which is halved after every 50k number of iterations.
To train these networks, we use Adam optimization with β1 = 0.9 and β2 =

0.999 setting up to iteration of 1× 106 for phase 1 and 5× 105 for phase 2. We
tested all three models on benchmark testing datasets: Set5, Set14, BSD100 and
Urban100. For all three models, we keep 64 number of filters for each convolution
layer. Also, we keep length (number) of basic block equal to 23 in ESRGAN and
SRGAN while it is 16 in SRFeat. All these models have been implemented with the
PyTorch framework.

3.1 Quantitative Results

To compare the performance of the PSNR-oriented networks (i.e., SRGAN-P1,
SRFeat-P1 and ESRGAN-P1), we calculate PSNR and SSIM [18] on the Y channel
as suggested in [2]. We calculate those measures after removing the four pixels from
the boundary of SR images. Table1 gives quantitative comparison for all approaches
trained in phase 1 (PSNR) on benchmark datasets. Here, we also compare the repro-
duced results with the results published in their original papers. The corresponding
changes of different methods than that from the original paper are also listed in
Table1. It is noteworthy to mentioned that reproduced quantitative measurements
are similar to the measurements that we found from their original papers. Also,
one can notice that the measurements of ESRGAN-P1 are far better than that of
SRGAN-P1 and SRFeat-P1 models.

Existing quantitativemetrics are not feasible to evaluate the perceptionmeasure of
images. Hence, to provide a appropriate measurement which have major correlation
with the perception ability of human, Mittal et al. [9] proposed a perception-based
metric called natural image quality evaluator (i.e., NIQE) by collecting a ‘quality-
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Table 1 Quantitative comparison of fidelity-based network in terms of PSNR and SSIM measures
for upscaling factor ×4

SRGAN-P1 SRFeat-P1 ESRGAN-P1

Published Our Published Our Published Our

HR 96 192 296 192 128 128

Depth 16 23 16 16 23 23

Dataset ImageNet DIV2K ImageNet DIV2K DIV2K DIV2K

Platform Theano PyTorch Tensorlayer PyTorch PyTorch PyTorch

PSNR 32.05 32.05 32.14 32.07 32.60 32.60

Set5 SSIM 0.9019 0.8931 0.8918 0.8935 0.9002 0.8999

PSNR 28.49 28.92 28.61 28.93 28.88 29.23

Set14 SSIM 0.8184 0.7953 0.7816 0.7947 0.7896 0.8025

PSNR 27.58 27.55 27.59 27.56 27.76 27.72

BSD100 SSIM 0.7620 0.7349 0.7557 0.7351 0.7432 0.7425

Changes in hyper-parameters compared to original published work are also mentioned here

Table 2 Comparison of the SR results of PSNR-oriented networks and GAN-based models in
terms of the NIQE score

Set5 Set14 Urban100 BSD100

Nearest 13.8277 9.9865 8.0572 10.6913

Bicubic 6.4626 5.9530 5.4512 5.7889

SRGAN-P1 6.3304 5.3379 4.6678 5.3987

SRGAN 4.0869 3.2607 3.1981 3.0450

SRFeat-P1 6.2912 5.3074 4.6618 5.4166

SRFeat 4.7884 3.6454 3.5468 3.3551

ESRGAN-P1 6.0675 5.6071 4.7959 5.3442

ESRGAN 4.1357 3.5447 3.4323 3.2155

Original 4.8498 5.0076 3.7024 3.1359

Here, the lower NIQE value indicates the better perception quality

aware’ statistical features. Such features have been collected from the natural and
undistorted images.Here, the lowerNIQEmeasure suggests better perception quality.
Table2 displays NIQE scores for PSNR-oriented networks and GAN-based methods
for upscaling factor ×4. Along with these, the NIQE score of SR results obtained
from the nearest neighbor and bicubic interpolation techniques is also written in this
table. Here, one can find that the GAN-based models have obtained lower NIQE
values than that of corresponding PSNR-oriented networks. This indicates that SR
results of GAN-based models have better perceptual quality. Also, it can be found
from this Table 2 that the ESRGANmodel has obtained better NIQE values than that
of SRGAN and SRFeat models in all testing benchmark datasets.
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(a) Representative image from Set5

(b) Representative image from Set14

(c) Representative image from BSD100

(d) Representative image from Urban100

Fig. 9 Qualitative comparisonofSR images fromPSNR-orientednetworks andGAN-basedmodels
for upscaling factor ×4
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3.2 Qualitative Results

In addition to quantitative comparison, we also compare these GAN-based methods
qualitatively. Figure9 depicted the visual performance of Bicubic, SRGAN, SRFeat
andESRGANmodels for one of the representative image in each benchmark datasets.
For better comparison, the corresponding PSNR and SSIM measures are mentioned
at each cropped images. It is easily noticed from Fig. 9 that the SR results of the
PSRN-oriented networks, i.e., SRGAN-P1, SRFeat-P1 and ESRGAN-P1 look blurry
in appearance, while the SR results of GAN-based models have more texture details.
Also, the SR observation of the ESRGAN model has better perceptual quality than
other networks.

4 Conclusion

In thismanuscript,we discuss the popularGAN-basedSISRmodels SRGAN,SRFeat
and ESRGAN model. In order to obtain the high PSNR and SSIM measures, the
PSNR-oriented networks such as SRGAN-P1, SRFeat-P1 and ESRGAN-P1 (which
are the generator networks of SRGAN, SRFeat and ESRGAN models, respectively)
are trained using pixel-wise loss functions. The SR results of these networks are
compared with that of the corresponding GAN-based models and found that the SR
results of PSNR-oriented networks look blurry in appearance, while the SR results
of GAN-based models have more high-frequency texture details. By observing the
performance of the SRFeat, we can conclude that additional discriminator which
works on edges of SR and HR images improves the perceptual quality of SR image.
However, the performance of ESRGAN outperforms than any other methods using
relativistic average GAN loss. Moreover, we seen that the traditional quantitative
measures such as PSNR and SSIM are not correlating the quality with human per-
ception and it is still an challenging research problem to explore.
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