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Sustainable and Optimal Rolling 
of Electric Vehicle on Roadways 
with Better Implementation 

Sarita Samal, Chitralekha Jena, Roshan Kumar Soni, Rahul Verma, 
Sumeet Sahaya, and Prasanta Kumar Barik 

1 Introduction 

The ceaseless use of fossil fuels is eroding the earth’s ability to provide a suitable 
environment for life. Its takeover of daily life has become so familiar that it is now 
critical to come up with an idea that is far more convincing than what ancient leaders 
stated [1, 2]. Electric vehicles are becoming increasingly popular among those who 
support the transition to a cleaner system of automobiles and avionics. As a result, the 
development of an electric vehicle plays an important role in avoiding the effects of 
pollution, climate change, unlikely price hikes and so on, while also putting an end to 
the use of fossil fuels to power vehicles. The regular spread of carbon dioxide would 
also be reduced in comparison with what we currently face [3]. Electric vehicles 
have already taken up slots in the share market with 28.8% in Norway, 6.4% in 
the Netherlands and China with 1.4%. While Tesla has already recorded a sale of 
almost 500,000 electric cars with Volkswagen in the second position in the year 
2020. It’s getting higher with various countries focusing to increase the number of EV
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occupancies. If 2020 had been an equally productive year, then a whooping amount of 
40 million EVs would have crossed globally. They are powered by renewable energy 
instead of fossil fuel power plants that are capable of harming the environment. For 
that, huge number of electric vehicle and charging stations need to be built for a 
continuous supply of power. And in position, for a vehicle to reach by the time, 
they run out of charge. It’s important to discuss the impact of electric vehicles on the 
distribution system. It is recorded to leap up with a peak load of 17.9% for 10% access 
and 35.8% when the access is increased to 20%. Power losses and voltage deviations 
are generated because of the higher peak load of an electric vehicle. This can also 
lead to the violation of the thermal limit of transformers and transmission lines. To 
reduce the distribution system, losses coordinated charging system is brought up. 
A coordinated charging system also ensures an even voltage range and keeps the 
distribution system from becoming overloaded. This works in conjunction with a 
coordinated charging process that generates lower peak loads or stays within limits. 
A coordinated charging system necessitates customer coordination for serial vehicle 
charging, which is frequently lacking in practice. As a result, in the majority of cases, 
refreshing the total area for a non-restricted process has yet to be established. For a 
rapid increase in the number of electric vehicles, an infrastructure that can provide 
well-planned facilities must be built [4, 5]. Of which, chargers are categorized into 
three levels. Level 1 charger or a residential charging option is of low power used 
for lesser charge consuming vehicles. The level 2 charger is a bit advanced than the 
previous one and requires protection when inside a residence. Lastly, commercial 
purposes come with a level 3 charger that is capable of fully charging a vehicle 
within an hour. It’s in huge demand as it’s very less time-consuming. But in return, it’s 
costlier and without an appropriate plan, the electric power system can be overloaded. 
The ability of electric vehicles to provide a power reserve while the batteries are being 
charged stabilizes the electrical system. Primary supports to the EV system can lead 
to the control of primary and secondary frequencies and regulation of voltage. In 
an electrical power system, primary and secondary control reduces the frequency 
deviation and helps in a balanced supply, respectively. Electric vehicle charger is 
the major equipment for voltage regulation. Distribution systems follow one-way 
and outward energy flow while developing voltage safety and regulation plans. For 
handling daily load consumption, electric vehicles need to go through a regular 
plan. An unregulated charging process of electric vehicles leads to transmission line 
crowding that increases transmission line loss and decreases the quality of electric 
supply. Due to this, both electric vehicle batteries and grid systems are hampered. 
So, a well-scheduled and managed charging process is necessary to keep smart grids 
intact. Electric vehicles have a greater scope of making transportation easier and well 
affecting the electrical power system with the regular and properly planned charging 
process. They could replace the conventional method to help support the ecosystem. 

The following are the primary objectives of this study: 
We need to understand the aims and their corresponding objectives when 

conducting research and presenting a paper on the implementation of an electric 
vehicle. The aim is simply the abbreviation for targets and objectives, which are the 
actions we must take in order to achieve our goals.
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• Implementation of an electric vehicle as a mode of transportation. 
• Reducing the use of traditional fossil fuels. 
• Reducing the impact of pollution, particularly, carbon emissions. 
• Sustainable development in renewable energy is being implemented. 
• The successful implementation of an electrical distribution system for smooth 

operation. 
• Reduced global warming. 
• Economic development and technological advancement in society. 

If we need to achieve all these aims successfully, then the below objectives should 
be taken into consideration for a long time because it will not have a short time 
efficiency. 

• People must learn about social responsibilities in order to understand the current 
situation and gain enthusiasm for using electric vehicles. 

• We need to think together to reduce pollutant gases and atmospheric temperature 
there, so that the overall consumption of fossil fuel through our IC engine-based 
vehicle can be greatly reduced. 

• The entire world is looking for long-term development, particularly in the energy 
generation sectors. As a result, we must also think about it and contribute 
to achieving zero-carbon emissions through energy generation from renewable 
sources. Even for charging our electric vehicles, using renewable energy sources 
can be a great idea, and this can help a lot in the context of EV implementation. 

• If there are so many electric vehicles on the road and there aren’t enough charging 
stations and charging facilities, it won’t be a successful strategy. As a result, the 
installation of a regular charging station within a certain distance must be done 
correctly. 

• As we can see, the process of fossil fuels (Petrol/Diesel) is at its peak, so reducing 
fossil fuel usage and switching to electric vehicles will also help a lot in avoiding 
high daily communication costs. 

This is how all these possible aims can be achieved after the successful placement 
of electric vehicles in the distribution system. Later on, in the further parts of the 
report, we will be discussing methodology and mathematical expressions for better 
understanding. 

2 Problem Statement and Formulation 

With the help of lots of researches from different published research papers, it is clear 
to us that the overall implementation or placement is not that much easier. From the 
literature review, it is very clear that the distribution system and their placement 
completely depend on the implementation of charging stations and it is one of the 
most effective problems for increasing the number of electric vehicles in roadways. 
The limitation in the implementation of EVs is nothing but its limited range. For
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conventional fuel-based vehicles, there is not a limited range due to the presence 
of fuel pumps and refueling time is very less. But for an electric vehicle since the 
charging time is long and it is not sufficient in the country, therefore, the problem 
begins with the implementation of electric vehicles and the distribution network of 
charging stations throughout the roadways. Following these problem statements, we 
have to move forward in this paper so that EVs and their charging stations can be 
implemented [4]. For better understanding, the problem statements are written below 
in bullet points so that we can proceed with those points step by step. 

1. Implementation of an electric vehicle instead of a conventional IC engine-based 
vehicle. 

2. Implementation of charging station on a regular interval in the roadways. 
3. Getting advanced technologies for fast charging so that the recharging time can 

be reduced. 
4. Increasing better efficiency for the usage of battery power in terms of better range 

for a fully charged battery as well as the battery life cycle for economic feasibility 
within customers. 

3 Methodology 

For an in-depth understanding of the overall technology few points related to EV are 
discussed in this part of the paper. The discussion-based on a technological factor 
will help us to visualize the engineering terminologies and their implementation in 
the real world. Electric vehicle load modeling, photovoltaic generation modeling and 
modeling of test systems in open DDS are the basic thing covered here. 

Electric vehicle load modeling 

The load modeling of an electric vehicle is nothing but the demand of charging in 
a particular charging station which depends on the overall distribution system. The 
distribution system has four main factors, and these are arrival time, departure time, 
number of arrivals and departure and finally traveling distance. Different data based 
on these parameters will help a lot for its proper implementation/placement. The 
arrival time of a vehicle is taken as the starting point for a vehicle and the departure 
time of the vehicle to another charging station is taken as the time of a run. The gap 
between these times is the time of a run. In between this run time, the traveled distance 
is the range of the vehicle from a fully charged battery [1]. According to these data, 
a probability function is prepared for getting their distribution. Estimation of these 
parameters will help a lot for the charging stations to fulfill the desired demands for 
a smooth operation. The initial state of charge in an electric vehicle depends on the 
traveled distance. 

This can be expressed as, in (1) 

SOCinitial = 1 −
(

Distance travelled 

Maximum distance covered

)
∀e ∈ E (1)
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Fig. 1 EV load estimation flowchart 

The maximum distance signifies the total distance that can be covered by the 
vehicle when it is in full charge condition (Fig. 1). 

Though the report is based on a review of the electric vehicle placement and 
its successful rolling in the roadways for upcoming days, but a secondary data is 
gathered from different research papers which are shown below. The reason behind 
it is to get a general overview regarding their literature review and data collection 
[1]. 

Photovoltaic generation modeling 

To enhance the usage of renewable sources of energy along with the implementation 
in the overall electrical distribution system, the solar/photovoltaic cell implementa-
tion is one of the most effective solutions. It can be used just like a solar power grid 
for the generation of electricity and the generated power can be utilized for charging 
stations by converting the source current from DC to AC through inverter circuits. 
There might be some problems during its implementation because of rapid weather 
changing but as a whole, for a long time, it will have a significant figure in terms 
of environmental effects (Zero emission) and cost-effectiveness [1]. This type of 
generation unit can also be implemented in rooftop solutions for small commercial 
goods carrying vehicles. In some cases, rooftop solar panels proved very efficient for 
charging electric vehicles within personal property instead of using services from 
on-road charging stations. In technical point of view for the desired load estimation, 
the generation from a PV module can be expressed as below (Table 1).
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PPV = 0.995 × η × A × I × (Tm − Tref) 

where 

η Pannel efficiency 
A Pannel area 
I Irradiance 
Tm Measured temperature in °C 
T ref Reference temperature 25 °C.

Table 1 Vehicle user and charging station data with probability distribution function researched 
data [1] 

Data Distribution categories Different parameters in distribution 

Residential feeders (EV) 

Evening arrivals Extreme value 

ξ = 0.0613 
σ = 0.5129 
μ = 18.7393 

Morning departure Extreme value 

ξ = −0.252 

σ = 1.180 
μ = 7.09 

Commercial feeders 

Morning arrivals Extreme value 

ξ = 0.0629 
σ = 0.546 
μ = 8.905 

Evening arrivals Weibull distribution 
λ = 16.038 
k = 18.022 

Evening departure Extreme value 

ξ = −0.282 

σ = 1.116 
μ = 16.407 

Night departure Extreme value 

ξ = −0.277 

σ = 0.536 
μ = 20.549 

Commercial and residential feeders (EV) 

Traveled distance Extreme value 

ξ = 0.0474 
σ = 7.901 
μ = 12.882 
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Modeling of test system in open Data Distribution System (DDS) 

In terms of modeling in the test system within the distribution network is not an 
easy thing to do, but for their testing conventional techniques like Newton Raphson, 
Gauss Seidal methods will not be appropriate for this particular case study. For these 
limitations we have seen in different research papers authors are trying to solve 
them with the help of general theories of Kirchhoff’s law maybe it if KCL and 
KVL [1]. In this case with the help of MATLAB and an open DDS interface, the 
optimization can be found out if one can successfully implement the below-given 
flowchart in the interface. All elements are represented by their nodal admittance 
matrix. In this particular process for optimization, the system builds an admittance 
matrix and initiates the entire process by selecting any random voltage vector Vo so 
that the system interface can calculate the current from each of the circuit elements. 
The new value Vn+1 is calculated by the below-given equation in the system interface 
[1]. This particular iterative technique takes place till the convergence criterion takes 
place in the optimization iteration. 

Vn+1 = [Ysystem]/IPCVn (2) 

The results in the Open DDS should be imported into MATLAB interface for 
studying the optimization technique. For getting rid of this complex situation, PSO 
comes into the role. PSO allows the optimization iteration for its running multiple 
times. This kind of analysis will help a lot to get estimation about the future scenario 
and will also help to provide the sizing of charging stations for the optimal placement 
of the electric vehicle [3]. 

4 Mathematical Evaluation 

The implementation of electric vehicles within the optimal distribution network needs 
some feasibility for its charging stations. Now one question will be there, that is the 
main factors to be introduced in the mathematical evaluation for optimal placement 
of EV in the distribution system. Since there is nothing more technical because the 
overall feasibility depending on the usage of electricity and their loss makeup. So, the 
mathematical evaluation focuses on the losses associated with the loss in different 
sections of the distribution network. 

Decision vector 

The decision vector is the thing, which represents the actual locations of charging 
stations within the distribution network. The decision matrix is represented as CSP 
[5]. 

CSP =
.
1, if CS is required 
0, otherwise 

i = 1, 2, 3, . . .  ,  n (3)
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Multi-objective functions 

It is a problem-solving phenomenon in which problems related to QCS can be solved. 
The multi-objective functions consist of two different sub-objectives those are, 

1. Transportation energy loss cost 
2. Substation energy loss cost. 

Transportation energy loss cost 

In this process, we can see an EV needs to go a certain distance to reach the nearest 
charging station. In this process, there might have a loss which is known as trans-
portation energy loss and the cost associated with this is known as TEL cost [5]. Let 
us consider the EV moves from its jth position to the ith position and in this trajectory, 
the transportation energy loss will be obtained by a mathematical expression. 

Ii j  = diag(CSP) ×
|||loc j EV − loci CS

|||, i = 1, 2, 3, . . .  ,  NCS 

where 

NCS Number of charging stations 
loc j EV Location of EV 
loci CS Location of charging station. 

TEL j = PE × SEC × L j min 

where 

PE Electricity price rs/Kwh 
SEC Energy consumption per km 
L j min Minimum length Li j  . 

Now the normalized cost associated with TEL can be expressed as, 

TELnorm =
.NEV 

j=1 TEL j min 

TELmax 
, j = 1, 2, 3, . . .  ,  NEV 

Substation energy loss cost 

Instead of transportation energy losses due to the distribution parameters, there might 
have some losses too. The EV load within the charging station can be expressed as, 

Li 
EV = Ni 

char × N CSi EV × Pr 

where
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N CSi EV Number of EVs utilizing charging station 
Ni 
char Number of chargers within the charging station 

Pr Required per EV. 

There will also be some additional losses in the charging station, those are 
expressed below. 

APLEV = TPLEV − TPLoriginal 

where 

TPLEV Total power loss when CS is connected to the grid with actual load 
TPLoriginal Total power loss when CS is not connected to the grid. 

Finally, 

SELm = APLEV × tef(m) × PE 

where 

tef(m) Effective operating hour when CS connected to grid bus(m). 

Now the normalized cost due to substation energy loss is, 

SELnorm =
.Nbus 

m=1 SELm 

SELmax 
, m = 1, 2, 3, . . .  ,  Nbus 

where 

Nbus Number of busses in the distribution network 
SELmax Maximum SEL cost. 

This is how the entire energy loss calculation can be achieved with some simple 
expression. Though there are so many types of detail mathematical evaluation, which 
is needed for actual representation, but for optimal placement, since we are using 
the term optimal; therefore, the losses and their costing are to be optimized in the 
initial phase. Therefore, it will be sufficient for understanding and for more detailed 
calculation there, we will need the exact power train solution for individual EVs [5]. 

5 Result Analysis 

According to the mathematical evaluations that have been done in this paper, the entire 
thing related to the losses is very few for their incorporation. The factors consisting 
of TEL and SEL costs will not affect the overall distribution system because the 
charging stations and their charging points will be connected with vehicles all the
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time. It is because of the large charging time of EVs. The combination of TEL and 
SEL represents the optimal solution for the implementation of EV and its distribution 
system [5]. For reducing the SEL cost, the transmission system of the charging 
station is to be designed with proper parameters and that can give the best possible 
optimization. 

5.1 Current Scenario and Progress 

The entire process for implementation of electric vehicles in the distribution system 
not only converged to the topic of its charging station sizing and placement. It has so 
many things to consider when there is a long-time approach to a particular technology. 
From Asian to European countries, everyone is most capable to achieve their target. 
2025 is the target to achieve where most of the countries working so hard to replace 
15% of IC engine-based vehicles with electric vehicles. Also, for electric vehicles 
along with their price, government tax, insurance costing, road tax, and electricity 
tariff prices are reduced. For these reasons, the electric vehicle selling and their usages 
for commercial and domestic usages are increasing in nature [6]. As this paper is 
focused on the optimal placement of electric vehicles, therefore, the charging station 
and their technology development is also an important thing to be addressed. Now 
if we can check some secondary Internet source data about the sales of EVs in 
different countries, then it will be clear to us about the leading country for successful 
implementation of EV (Fig. 2). 

It is very good to see such improvement in the sales of electric vehicles throughout 
the world which depicts actual sustainable development in terms of getting clean and 
green energy. Among different countries and subcontinents, China, USA and Europe 
are leading in its marketing and all other countries are also putting their efforts in 
its implementation [9]. For a developing country, India is also in the development 
process in which various small companies are getting the promotion by the govern-
ment for their EV manufacturing on Make in India context. Also, to increase the level 
of technology in most of the universities are also applying soft skill development on 
such type of topics so that students can achieve vast knowledge for the development of

Fig. 2 Different types of charging methods for EVs 
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Fig. 3 Global electric vehicles sales from 2010 to 2020 year and country wise data 

EV for sustainable development. Society of automotive engineers (SAE) also doing 
different events in regular years for in-house EV development racing from different 
college teams. Such kinds of initiatives are giving a hugely positive result and based 
on it is expected that by 2030 more than 50% of vehicles IC engine-based vehicles 
will be replaced by electric vehicles [7] (Fig. 3). 

5.2 Implementation and Target 

Though different countries are achieving their target in EV implementation but some 
other countries are lagging behind their target. India, Pakistan and Africa continents 
are not able to match their target. China, US and some European countries are replaced 
most of their public transport vehicles (Buses and Taxi) with an electric vehicle. 
In those countries, this is possible just because of adequate charging stations. The 
countries lagging in the implementation of EV is just because of their branches for 
charging, their infrastructure is placed only in few metro cities. As per the government 
announcement, 30% of the vehicles in India will be replaced by EVs within 2030 [8, 
9]. Tata, Mahindra, Maruti Suzuki, Nissan and various car manufacturing companies 
are doing their R&D for a successful implementation, but in a country like India with a 
very high population, it is not that feasible. So, instead of making a huge change in the 
public transport medium if we can get some benefit from the implementation of EV in 
private transport medium will become more feasible. For that reason, companies like 
Hero Electric, Okinawa and Yo-bikes are getting more exposure from the customer 
point of view because they are focusing on daily commuting bikes that are not 
expensive and can be charged in domestic lines also for personal usage. Tesla is 
one of the leading companies in EV manufacturing field doing great in this field. 
They are making a greater number of EV charging stations compared to their vehicle
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production so that the movement will become flexible. For developing countries to 
initiate their production plant, they are also working hard on it [10, 11]. Tesla also 
going to build their production plant in India very soon, which will be a revolutionary 
decision for Indian EV placement. 

5.3 Drawbacks in the Development 

Though there are so many good things are available in the optimal placement of 
electric vehicles in the entire distribution system. But in the actual scenario, there 
are so many drawbacks. If those limitations or drawbacks cannot be overcome by the 
meantime, there will not be optimal placement. Therefore, during all these conver-
sations, such type of evaluation is necessary. If there are so many drawbacks, then 
how it is incorporated in various countries successfully is the main question [12, 13]. 
So, considering other countries’ success factors, we will need to focus on them so 
that the implementation will achieve sustainability. 

All the possible drawbacks are listed below in bullet points, 

• Since we are saying about the less usage of fossil fuel by using more numbers of 
electric vehicles. But the interesting thing is the law of conservation of energy, 
according to that during charging, we are consuming electricity and for the gener-
ation of electrical energy power plants are using fossil fuels like coal [14]. There-
fore, how the difference can be achieved is the main problem for a country like 
India, Pakistan, etc., because these countries are mainly dependent on fossil fuel-
based power plants. This type of scenario cannot be changed until or unless the 
power plants will become renewable. 

• Another problem is the placement of charging stations in the whole distribution 
unit. In this case, we have lots of difficulties. First of all, in conventional petrol 
pumps, the timing of refueling is very less so the movement of the vehicle is faster 
and for that reason, there we do not need a large space for vehicle parking [15]. 
But when it will be a charging station it will take almost 4–5 h for full charging 
therefore the number of vehicles in the charging station and their movement will 
become slow. In this situation, the charging station will need a huge space for a 
parking facility. Also, for a long-time charging, the arrival time will hamper so 
many urgent activities. Also, in this case, all companies should maintain the same 
type of design specification for their hardware systems so that all EV brands can 
use the same charging station just like a fuel pump [16]. 

• Finally, the last problem can be the non-user-friendly nature of the operation. 
Basically, electric vehicles are not conventional and their maintenance and opera-
tional activities are not conventional. Therefore, the optimal implementation will 
be achieved only after a long time of usage.
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5.4 Environmental Sustainability 

The usage of electric vehicles and the optimal placement of charging stations will 
reduce the usage of fossil fuels like petrol and diesel for daily commutation in 
cars and bikes. Different pollutant gasses like CO2, CO,  SO2 and unburned hydro-
carbon will affect a lot in the environment [17]. The most effective pollution can be 
termed as temperature increment/global warming, lesser rain and acid rain. These 
will harm the healthy life of human beings and plants. For long-term usage of EV, 
the fossil fuel usage will be reduced and the generation of pollutant gasses will 
also be reduced. Therefore, the sustainability factors can be achieved in terms of 
environmental sustainability after long-term usage [12]. 

5.5 Economical Sustainability 

In the context of economical sustainability, the expenditure should be lesser compared 
to the fossil fuel expenditure. Though there will not be a very high difference for 
long-term usage, it will have benefits. To describe this thing, a comparative study 
is explained below for ease of understanding. Here we can see how feasible is the 
electric vehicle for getting economical sustainability for long-term usage. The general 
expenditure can be reduced to a great extend for such type of implementation. Even 
if we can initiate the things like, only using EV for local daily commutation, then also 
the economical sustainability will become a great factor for our daily expenditure 
[18] (Table 2). 

Table 2 Costing/expenditure analysis for economical sustainable study (as per practical scenario 
observed) 

Conventional ICE vehicle Electric vehicle 

Cost of ICE vehicle: INR 100,000 Cost of electric vehicle: INR 80,000 

Daily commute: 50 km Daily commute: 50 km 

Mileage: 50 km/lit of petrol Mileage: 50 km/charge 

Petrol price: INR 100 per lit Electricity price: INR 30 per charge 

Daily expenditure: INR100 Daily expenditure: INR 30 

Yearly maintenance cost: INR 10,000 (engine 
oil change) 

Yearly maintenance cost: INR 1000 (only few 
things to be done) 

Total cost for fuel per annum: INR 36,500 Total cost for charging per annum: INR 10,950 

Total expenditure per annum for ICEV: 
100,000 + 10,000 + 36,500 = INR 146,500 

Total expenditure per annum for EVs: 80,000 + 
1000 + 10,950 = INR 91,950 

Total saving per annum in electric vehicle: 146,500–91,950 = INR 54,550 
If we assume the battery life will be 3 years then also we are saving an amount: [(3 × 
54,550) – Battery price] = [163650 – 50,000 (approx)] = INR 113,650
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Along with this, the charging cost associated with the electric vehicle can be 
reduced by the implementation of personal rooftop solar panels, which will give 
zero costing on charging. Hence if one can think properly and can make an initial 
investment, the overall economical sustainability can be enhanced to a great extend 
[19–22]. Therefore, in clear terminology, we can see the overall sustainability factors 
are good enough for the implementation of electric vehicle and their entire distribu-
tion unit with effective charging stations for long-distance traveling along with some 
fast-charging technologies [23]. 

6 Conclusion 

This paper discusses the optimal placement of electric vehicles and their distribution 
system via charging stations. There are numerous advantages and disadvantages to 
optimal placement, but the main goal of this paper is to show how they can be success-
fully placed. As a result, from the beginning to the end of this paper, we covered every 
possible point, such as introduction, literature review, methodology, mathematical 
evaluation and many more. All of these points will assist us in obtaining the most 
accurate information about EV placement. Because the optimal placement of EVs 
in the distribution network is primarily concerned with the distribution of charging 
stations, the loss parameters for CS distribution are mathematically explained in the 
mathematical evaluation. Additionally, sizing is a challenge for optimal placement 
because during the holiday season, there will be a large number of vehicles on the 
roads, and charging stations must accommodate all of them, and the electrical param-
eter with their capacity must be adequate. Even through a comparative analysis, we 
have demonstrated the economic sustainability factor associated with EVs. Finally, 
in a nutshell, we can say that the implementation of EV in the distribution network 
is optimal in some countries, while in others, we must collaborate to make it optimal 
in all aspects. 
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A Review on Recent Advanced 
Three-Phase PLLs for Grid-Integrated 
Distributed Power Generation Systems 
Under Adverse Grid Conditions 

Poonam Tripathy , Banishree Misra , and Byamakesh Nayak 

1 Introduction 

The continuously rising grid-integrated distributed power generation systems 
(DPGS) [1] into the utility grid needs advanced controllers for appropriate operation 
achieved by the power electronic-based grid side converters (GSC) [2–8]. Therefore, 
correct designing of the GSC-based controlling system performs an important task 
for suitable operation during both abnormal and normal grid operating conditions. So, 
the synchronization method must perform the role of extricating the utility voltage 
variables information accurately in terms of phase angle, amplitude, and frequency. 
Generally, phase-locked loop (PLL)-based synchronization methods are utilized for 
achievement of proper monitoring and control of the utility voltage variables [9– 
15]. The extracted utility grid voltage variables information leads to the desirable 
control of the interfaced GSC. Therefore, the accuracy and robustness of the PLL 
perform a fundamental job in total control operation for the grid-integrated DPGS. 
The PLL’s performance accuracy becomes serious under adverse grid situations like 
during the utility voltage swells and sags, harmonics, interharmonics, unbalanced 
and balanced main grid faults, DC offsets, phase jumps, and frequency variations [2, 
16–21]. Hence, the PLL structure must be robust enough to handle the adverse grid 
operating situations with an improved performance, faster dynamic response along 
with lower computational complexity for an efficient operation and application. 

The present work compares and analyzes five numbers of recently developed 
advanced PLLs based on their performing abilities, design complexity, and dynamic
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response. The discussed PLLs are decoupled dual synchronous reference frame PLL 
(DDSRF PLL) [22–24], multi-sequence harmonic decoupling cell PLL (MSHDC 
PLL) [25, 26], decoupling network in αβ frame PLL (DNαβ PLL) [2, 9, 26], 
harmonic interharmonic DC offset PLL (HIHDO PLL) [9, 16], and the less complex 
disturbance rejection PLL (LCDR PLL) [26, 27]. This review paper aims to provide 
the detailed idea about the PLLs with their schematic diagrams, detailed descrip-
tion, operating principle, the performance abilities along with their respective merits 
and demerits. The reason behind selection of these five PLLs is that apart from the 
DDSRF PLL, rest are the most recently developed accurate synchronization methods 
for grid-integrated DPGS under abnormal and distorted grid operating conditions. 
The DDSRF PLL is the commonly used and referred PLL in grid-integrated DPGS 
under normal and faulty grid conditions. The literature studies on review of different 
conventional and also advanced PLLs can be found in [9, 28–31]. This paper provides 
a comparison among these advanced PLLs which are the extended and advanced 
versions of the DDSRF PLL providing an appropriate selection guide to choose 
the suitable PLL according to the application considering any specific grid oper-
ating conditions. The detailed discussion on each individual PLL is showcased in 
Sect. 2, whereas Sect. 3 presents the comparative study of the PLLs based on their 
performance abilities followed by the conclusion in Sect. 4. 

2 Detailed Review of the Recently Developed Advanced 
Three-Phase PLLs 

The classical αβ PLL [32–34] and the SRF or dq PLL [9, 35, 36] operate efficiently 
in balanced operating grid situations whereas estimate inaccurately under distorted 
grid conditions like faults, interharmonics, DC offsets, and harmonics. A DDSRF 
PLL is better than SRF PLL [37] that is an equivalent of DSOGI PLL [38–40] 
operates properly in unbalanced grid faults leading to accurate extraction of phase 
angle by rejecting the double-frequency oscillations impact. Still, the DDSRF PLL 
leads to higher frequency overshoots which makes it prone to the effects of inter-
harmonics, harmonics, and the DC offsets. The hybrid dαβ PLL [41] decreases the 
increased overshoot effect in DDSRF PLL though having other similar problems like 
the DDSRF PLL. 

A new multi-sequence harmonic decoupling cell PLL (MSHDC PLL) [25] miti-
gates the selective lower order harmonics with an improved dynamic response with a 
higher computational complexity because of larger numbers of the dq transformation 
modules. To overcome this drawback, the DNαβ PLL [2] has an equal compensa-
tion same as the MSHDC PLL but with lower computational complexity. The DNαβ 
PLL still has higher complexity. The foremost disadvantages of the MSHDC PLL 
and DNαβ PLL are that in their cases, previous knowledge about the harmonics 
and interharmonics aimed for compensation is required. Both of these PLLs are also 
sensitive to the DC offset and interharmonics. So, two recently developed advanced
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PLLs based on DDSRF PLL concept used for mitigation of harmonics along with 
interharmonics and also DC offset have been proposed as HIHDO PLL [16] and 
LCDR PLL [27]. 

2.1 Decoupled Dual SRF PLL (DDSRF PLL) 

A DDSRF PLL [22] uses two numbers of SRF modules rotating at dissimilar angular 
speeds which are +ω speed (fundamental positive sequence SRF module) and –ω 
speed (negative sequence SRF module). The DDSRF PLL is represented in Fig. 1 
where each SRF module transforms the utility grid voltage ναβ to the ν

+1 
dq positive 

sequence and negative sequence ν−1 
dq . In the SRF transformations, input signal having 

more than one fundamental frequency element is converted with a definite angular 
speed resulting as an undesirable oscillation in the converted components as an 
impact of residual frequency components [9]. So, after the transformation effect on 
each SRFs, −2ω and +2ω oscillations are detected in the ν+1 

dq and ν
−1 
dq grid vectors. 

The −2ω fluctuation of ν+1 
dq is an impact of negative sequence component with +ω 

speed transformation and vice versa that is represented by the following equations: 

ν+1 
dq =

[
T +1 
dq

]
ναβ = V +

[
1 
0

]
+ V −

[
cos(−2ωt) 
sin(−2ωt)

]
(1) 

ν−1 
dq =

[
T −1 
dq

]
ναβ = V −

[
1 
0

]
+ V +

[
cos(2ωt) 
sin(2ωt)

]
(2)

[
T n dq

] =
[
cos(nθ ) sin(nθ ) 
−sin(nθ ) cos(nθ )

]
(3)

where
[
T n dq

]
is the dq transformation matrix using PLL estimated angle θ as 

mentioned in Eq. (3) and ναβ is also calculated from the three-phase utility grid 
voltage νabc by using Eq. (4). Accordingly, the transformed grid voltage vectors (ν+1 

dq 

and ν−1 
dq ) are given as an input to the decoupling cells networks (DeCs) for removing 

oscillations by producing oscillations-free grid voltage vectors as ν+1∗ 
dq and ν−1∗ 

dq as 
shown in Eqs. (5) and (6). The structural presentation of the DeC is portrayed in 
Fig. 2. 
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dq −
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T +2 
dq

]
ν−1 
dq (5)
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Fig. 1 Structural diagram of DDSRF PLL

ν−1∗ 
dq = ν−1 

dq −
[
T −2 
dq

]
ν+1 
dq (6)

The oscillations-deprived q component of the resultant positive sequence voltage 
vector ν+1∗ 

dq is passed through the phase detector of dq PLL. The DDSRF PLL accu-
rately performs during unbalanced and balanced grid faults, frequency variations, 
and phase jumps having faster system dynamics still being not immuned to voltage 
interharmonics, DC offset, and harmonics resulting to higher frequency overshoot 
during faults. 

2.2 Multi-sequence Harmonic Decoupling Cell PLL 
(MSHDC PLL) 

MSHDC PLL [25] is primarily a combination of αβ PLL and the MSHDC network 
which offers a better dynamic response by attenuating the undesirable oscilla-
tions. MSHDC module mitigates the oscillations present in the fundamental posi-
tive sequence grid voltage. MSHDC PLL exhibits an accurate and fast response by 
improving the quality of power being injected during abnormal grid conditions. It 
performs appropriately under both the balanced and unbalanced grid fault situations. 

Abnormality in the grid conditions represents the rotating grid voltage vectors 
utilized to decouple for estimating the voltage vectors efficiently and accurately 
containing the DC and oscillatory terms. MSHDC PLL estimates the desirable DC 
components by attenuating the oscillations [25]. The MSHDC module basically
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Fig. 2 Internal structure of the single decoupling cell (DeC)

utilizes crossfeedback deduction method making first order-based low pass filter 
(LPF) to ensure improved stability. The diagram of the MSHDC PLL as illustrated 
in Fig. 3 detects the positive sequence grid voltage component dynamically and 
rapidly to produce an oscillation deprived positive sequence ν+1 

dq voltage signal to 
the αβ PLL. It cancels out the oscillations and significant harmonics as presented 
in Fig. 3. The  DNαβ PLL [2] is a reduced version of the original extended version 
of DDSRF PLL that is the MSHDC PLL in dq frame with a decoupling capability 
that is mathematically expressed as below where n indicates desirable component, 
whereas m stands for all values excluding n: 

ν∗n 
dq  =

[
T n dq

]
ναβ −

Σ
m /=n

{
T (n−m) 
dq

}
ν∗m 
dq (7)

2.3 Decoupling Network in Aβ Frame PLL (DNαβ PLL) 

DNαβ PLL [2] is the extended version of DDSRF PLL for the elimination of grid 
harmonics employed in αβ reference frame and is presented in Fig. 4. The  DNαβ
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Fig. 3 Structural diagram of MSHDC PLL

PLL exhibits insensitivity to grid unbalanced faults and harmonics. The DNαβ PLL 
comprises of the decoupling network (DN) which consists of several decoupling cells 
(DeCs) which are already pre-defined to specific voltage or harmonic components 
for extraction and compensation. Contrasting to DDSRF PLL, the utility voltage is 
transformed by the selective SRFs for obtaining the fluctuations on the specified 
converted vectors being decoupled by respective DeCs which are attained by the 
mathematical Eqs. (8) and (9), where n represents the desirable sequence, whereas m 
indicates all other grid voltage components. As an instance, an unbalanced voltage 
with the +5th and −7th harmonic distortions, for getting the desirable sequence of 
+1, n = +1, and m = +5, −7. F(s) as shown in Eq. (10) signifies the use of LPF 
for removing the remaining oscillations there by feeding back the resulting filtered 
decoupled vectors ν∗m 

αβ to the decoupling network as presented in Fig. 2. 

ν∗n 
αβ = 

⎡ 

⎣ναβ −
Σ
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[
T −m 
dq

]
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T m dq

]
ν∗m 

αβ 

⎤ 
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]
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T −m 
dq

]
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]
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αβ 
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Fig. 4 Structural diagram of DNαβ PLL 

F(s) =
[

ωc f  

s+ωc f  
0 

0 ωc f  

s+ωc f

]
(10) 

The suitable cut-off frequency (ωc) selection is important to ensure proper subtrac-
tion operations. The ideal value of ωc f  for negative and positive sequence components 
DeCs is set as ω/

√
2 where ω = 2π50 rad/s is the fundamental main grid frequency. 

The ideal cut-off frequency range of the harmonic block is 0.3ω ≤ ωc f  ≤ 0.7ω. 
DNαβ PLL is capable of eliminating selected lower order harmonics by pre-tuning 
of DeCs on the basis of prior knowledge to target specific harmonics compensation. 
More harmonics compensation increases complexity as more number of DeCs are 
needed. DNαβ PLL is also not immunized to the grid voltage DC offset and inter-
harmonics. DNαβ PLL is a simplified version of the MSHDC PLL. Both the PLLs 
have same performance with DNαβ PLL having comparatively low complexity.
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2.4 Harmonic Interharmonic DC Offset PLL (HIHDO PLL) 

The novel HIHDO PLL [16] as presented in Fig. 5 is capable of compensating 
grid harmonics, DC offset, grid unbalance, and interharmonics with faster system 
dynamic response. It uses an innovative mathematically canceling DeC for effectively 
mitigating the DC offset and also the negative sequence utility voltage. Also, one more 
simple and effective harmonic interharmonic compensation network is utilized for 
high-frequency oscillations elimination generated by the grid voltage interharmonics 
and harmonics. The utility voltage is given as an input to the DeC for the accurate 
and faster elimination of the negative sequence components and also DC offset as 
mentioned in Eq. (11). 

⎡ 
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Fig. 5 Structural diagram of HIHDO PLL
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Here, V 
∗n 
dq  = F(s)V ∗n dq  is the estimated filtered grid voltage, and cut-off frequency 

selection is not same for each individual component. For the negative and positive 
sequence components, the optimum cut-off frequency value is ω/

√
2 with a lower  

cut-off frequency as ω/4.5 that is needed for the DC component V ∗0 dq extraction [42]. 
The need for lower cut-off frequency is important to generate the oscillations of DC 
voltage vectors by the cross-coupled positive sequence and negative sequence compo-
nents. The extracted positive sequence grid voltage vector V ∗+1 

dq for DC offset and 
unbalance compensation is derived from the DeCs by passing next to the harmonic 
compensation network making interharmonics and harmonics mitigation effective 

as stated in Eq. (12). Lastly, the q component of resultant vector V 
∗+1 
dq is then sent 

to the PLL’s phase detector for frequency and phase extraction. The suitable cut-off 
frequency (ωH ) ranges as 0.2ω ≤ ωH ≤ 0.45ω for the accurate and speedy dynamic 
response of high pass filter [16]. The HIHDO PLL needs no prior knowledge of the 
targeted harmonics and interharmonics for compensation presenting a fast system 
dynamic response. Any grid harmonics and interharmonics can be compensated by 
the HIHDO PLL but still as more numbers of Park’s transformation modules are 
used due to its operation in dq frame, the complexity of the controller increases. 

V 
∗+1 
dq = V ∗+1 

dq −
[

ωc f  

s+ωH 
0 

0 ωc f  

s+ωH

]
V ∗+1 
dq (12) 

2.5 Less Complex Disturbance Rejection PLL (LCDR PLL) 

Lately, the modification of HIHDO PLL has led to generation of the LCDR PLL [27] 
which offers superior performance abilities with lower complexity though being same 
as the HIHDO PLL. The development of the LCDR PLL utilizes a less mathemat-
ically complex DC offset mitigating module in dq frame that is depicted in Fig. 6. 
The governing equation of the developed LCDR PLL is presented as below: 

V 
n∗ 
dq =

[
T −n 
dq

]⎛ 

⎝ναβ −
Σ
m /=n 

V −m '
αβ 

⎞ 

⎠ (13)

The V 
+1∗ 
dq found from Eq. (13) is sent to the harmonic compensation module 

[same as (12)] for oscillations mitigation that are produced by the harmonics and 

interharmonics disturbances. The output V 
+1∗ 
q−p is then fed to the PLL’s phase detector 

to extract the desirable phase angle and grid frequency. Consequently, the LCDR 
PLL works efficiently under various distorted grid conditions like imbalanced grid 
faults, interharmonics, DC offset, and grid voltage harmonics with a reduction in 
the computational complexity with quicker dynamic response. According to the
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Fig. 6 Structural diagram of LCDR PLL

performing capabilities, lower complexity, and faster dynamic response, LCDR PLL 
is concluded to be the least complex and most advanced PLL. 

3 Performance Comparison of the Three-Phase Advanced 
PLLs 

The performance abilities of various advanced PLLs have been studied, compared, 
and represented in Table 1. The comparative performance analysis has been done 
and summarized in terms of PLL’s dynamic response, complexity, operation during 
adverse circumstances, overshoot present in estimated frequency/phase, frequency 
changes, and three-phase grid blackout or faults. The DDSRF PLL needs least compu-
tation among all PLLs though not immuned to the distorted utility grid environments. 
The MSHDC PLL and DNαβ PLL exhibit equal performance though the MSHDC 
PLL has comparatively less complexity. The key demerit of the DNαβ PLL is that it 
has still significant complications in comparison to other PLLs as it is only immuned 
to selective harmonics and has higher overshoot and imprecise response during severe 
faults. The LCDR PLL still same as HIHDO PLL is found as the simplest, advanced, 
and fastest PLL with an advantage of compensating any DC offset, interharmonics,
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Table 1 Performance comparison among the advanced PLLs 

PLL methods DDSRF 
PLL [22] 

MSHDC 
PLL [25] 

DNαβ PLL 
[2] 

HIHDO 
PLL [16] 

LCDR 
PLL [27] 

Frequency/phase overshoot High High High Low Low 

Dynamic response Low High High Low Low 

Design complexity Low High High Low Low 

Non-nominal frequency 
operation 

Yes Yes Yes Yes Yes 

Three-phase blackout Yes No No Yes Yes 

Accurate 
estimation 
during 

Unbalanced 
faults 

Yes Yes Yes Yes Yes 

Harmonics No Selected Selected Yes Yes 

Interharmonics No No No Yes Yes 

DC offset No No No Yes Yes 

and harmonics existing in grid voltage with a faster system dynamic response without 
any need of prior knowledge. 

4 Conclusion 

This paper aims on providing a review of various latest PLLs based on the modifica-
tion of the DDSRF PLL. Their detailed review has been studied and also compared 
depending on modification of each PLL’s performance, system dynamic response, 
and computing complication. Their detailed explanation with operational principle 
and system performance with the merits and demerits have been showcased. The 
review provides a conclusion that the LCDR PLL is the superior among all being 
the best-performing advanced PLL with low complexity. The grid-integrated DPGS 
control and operation through PLLs must be very accurate and fast (lower settling 
time) in response to different grid conditions like balanced or unbalanced faults, 
grid harmonics, DC offset, and interharmonics (Table 1). The DDSRF PLL can be 
preferred due to its fastest response, but the HIHDO PLL or LCDR PLL was found to 
be the best choice from the PLL selection guide tackling all kind of grid distortions. 
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Performance Assessment and Evaluation 
of a 52-kW Solar PV Plant in India 

J. Divya Navamani, A. Lavanya, Yash Vardhan Bhargava, 
Divya Kumar Gupta, and Gaurav Singh 

1 First Section 

India’s electricity consumption was 1381.827 billion units (BU), making it the third 
most energy consuming nation in the world. The Indian energy scenario is hugely 
dominated by exhaustible fossil fuels. These sources contribute to about 67% of 
India’s total generation capacity of 383.37 GW [1]. The share of various energy 
sources in India’s generation capacity is shown in Fig. 1. The emissions from these 
fossil fuels are one of the major causes of air pollution. About 75% of the world’s 
air pollution is caused by these emissions [1]. Therefore, an alternative and greener 
source of energy, which is sustainable, is the need of the hour. Renewable energy 
sources (RESs) are the near perfect solution to the above problem. They are sustain-
able, abundant, and pollution-free sources of energy [2]. Due to these advantages, a 
lot of notable efforts are being made to utilize RES more effectively and efficiently 
to cater for the world’s energy needs. Significant efforts are made in this direction in 
India. These include formulation of policies that encourage the use of RES, devel-
opment of necessary infrastructure and technology. By 2030, India aims to amass its 
generation from RES to 175 GW [1].

The country has a promising potential in RES. About 22.5% of its generation 
capacity is dedicated to RES. The major RE sources are solar, wind, hydro and 
biomass, etc. [3]. Solar photovoltaic (PV) is currently leading the renewable energy 
(RE) market. The boom in solar PV technology can be attributed to the decrease 
in cost of mass production and more importantly the increased efficiencies of the 
PV modules [4]. India has a great solar potential, due to its tropical location. It 
receives an annual solar radiation of 4.7 kWh/m2. Almost, 45% of the country receives 
3000 h of sunlight. So, it is a great source of decarbonized energy. It has a solar PV
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Fig. 1 Layout of the 52 kW PV plant

installed capacity of 39,083 MW as of 2021. India ranks third among the countries 
producing maximum solar energy, dominating 9% of the global solar market [5, 
6]. This study aims to analyze and evaluate an ultra-high-power PV plant using 
simulation and compare the results with the specifications mentioned in IEC 61724 
standards. For this case study, a 52 kW plant situated in the SRMIST campus is 
considered. Now, in order to extract electricity form sunlight, solar panels are used. 
When a large number of such PV panels are collected and connected to produce 
electrical energy, they form a PV plant [4]. PV plants have several merits such 
as easy and noiseless operation, inexhaustible fuel and pollution-less generation 
[5]. However, the performance and efficiency of PV plants are deeply affected by
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many parameters and ambient conditions. Parameters such as availability factor (AF), 
capacity factor (CF), yield factor (YF), final yield (FY), and performance ratio (PR) 
are the most crucial in evaluating and analyzing the plant’s utility and robustness. 
Various ambient conditions such as surrounding temperature, solar irradiance, and 
wind speed have a great impact on a PV plant’s performance. Apart from these, 
the module technology used, their associated efficiencies and the tilt of the panel 
are also essential [4, 7]. In this regard, this study has the following objectives: (1) 
To assess and evaluate an ultra-high-power solar PV plant, on various parameters 
such as AF, CF, PR, YF, and module technology used, tilt, etc. (2) To estimate 
the efficiency and robustness of the plant, by software simulation and IEC 61724 
standards [8]. The rest of the paper is structured as follows. Section 1.1 contains the 
literature survey, followed by Sect. 2, which discusses the plant description and its 
geographical overview along with the proposed methodology. Section 3 covers the 
performance evaluation of the plant which is followed by Sect. 4 which discusses 
the obtained results and its subsequent analysis. Section 5 concludes the paper and 
contains conclusion and summary of the work presented. 

1.1 Literature Survey 

The recent boom in the PV technology and the popularity of RES, the number of PV 
plants has increased rapidly. This has triggered a new field in the academic commu-
nity as well. Several researchers and academicians have attempted to study, assess, 
and evaluate PV plants of various sizes. Some of them are discussed in this section. 
Martin-Martínez et al. [4] attempted a study of six large PV plants located in Spain. 
The authors discussed various factors that affect the performance of a PV plant signif-
icantly. The performance parameters were calculated according to the accumulated 
data, and the plant performance was thus evaluated. Parameters such as plant degra-
dation rate (DR) and PR were considered for the study. Along with these, the effect 
of panel technology used; mounting techniques used, and the location of the plant 
was taken into account to estimate the plant’s performance. A performance compar-
ison among various cell technologies was presented. Moreover, ambient conditions 
such as temperature and wind speed were incorporated in the analysis. The authors 
concluded that PR and wind speed along with module technology and cell types are 
crucial in determining the plant’s performance. 

A 1 MWp solar PV plant was considered in [5]. In the study, the AF of the plant 
was found out to have an integral impact of the plant performance and its utility. 
It was found that AF keeps on varying and gives an indication about the plant’s 
robustness and reliability. AF is a measure of the interruption of power generation in 
a plant’s operation. The inverter start-time and end-time were analyzed to calculate 
the AF. The results obtained suggested that the plant did not produce any power for 
4.3–8% of its operational time. Researchers in [2] studied three PV plants situated 
in Morocco, each of 2 kWp capacity to analyze and assess their performance.
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A similar attempt was made by Satsangi et al. [7] where a 40 kWp grid-interactive 
PV plant located in Agra, India was assessed and evaluated. Parameters such as AY, 
FY, CF, and PR were taken as performance indicators. The methodology used was 
the calculation of efficiencies of the individual plant components to estimate the 
plant utility and efficiency. A comprehensive study of a grid-integrated 1 MWp PV 
plant located in Andhra Pradesh, India was presented in [6]. In this case study, the 
real-time monitoring of the plant data was done. Plant’s energy output, SI, YF, CF, 
and PR were the concerned performance parameters. The period for data collection 
was an entire year of operation. The plant was modeled and simulated using three 
software, namely PV Watts, PV syst, and PVGIS, and the generated results were 
compared. The error deviation in the three software was also treated. Apart from 
that, the PV technology employed in the modules, their mounting techniques, tilt 
and azimuth were also considered in the plant evaluation. Another notable attempt 
was made by authors in [9], where a 5 MWp grid-connected PV plant located in 
Tamil Nadu, India, was assessed and evaluated. An estimation of the concerned 
plant’s efficiency was done by surveying the individual efficiencies of the plant 
components such as inverters and module strings. The parameters examined were 
AY, reference yield (RY), PR, CF, and capture loss. In addition to these, module 
technology and inverter efficiencies were also considered. RET Screen software 
was used to simulate and validate the calculated efficiencies. Study suggested that 
the incorporation of MPPT-based inverter would boost the plant output. Kumar and 
Sudhakar [10] studied a 10 MW plant located in India. The plant was connected to the 
33 kV grid. The accumulated plant data were employed in calculating specifications 
such as AY, RY, PR, CF, FY, and inverter efficiency. The effect of conditions such 
as SI and temperature on the plant’s peak power output was also analyzed. PV syst 
and PVGIS software were used to model the plant and validate the outcomes. In the 
study, the authors found that the peak output of the plant was 10.3 MW, and minimum 
output came out to be 40.8 kW. The plant had and ability of 99%, indicating that 
the plant had a sturdy operation. A study similar to [4, 6] is presented in [11], in 
which an airport-based 281 kWp PV plant situated in Lesotho was evaluated. The 
considered parameters were AY, PR, inverter efficiency, CF, FY, capture losses, and 
array efficiency. For further analysis, tilt and positioning of the PV modules was also 
studied. PR was taken to be the chief performance indicator in this case study. A 
960 kWp PV plant located in Italy was studied by Malvoni et al. [12]. 

2 Plant Description and Proposed Methodology 

2.1 Plant Description 

The plant considered for this case study is located in the southern Indian state of Tamil 
Nadu. It is situated in SRM Institute of Science and Technology, Kattankulathur. The 
plant is installed in the Science and Humanities block of the “green” campus. It was
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commissioned and integrated with the southern grid on 20th November 2019. It has 
total installed capacity of 52 kWp, spread over an area of 304 m2. The geographical 
coordinates are (12.4912° N, 80.0466° E). Due to the climatic nature of its location, 
the plant is exposed to temperatures ranging from 38 to 21 °C. The weather is 
generally hot and humid due to coastal proximity. A fair amount of sunshine is 
received, with an average of 12.12 h daily. The place also experiences sufficient 
amount of rainfall ranging from a maximum of 360 cm in November to the minimum 
of about 10 cm in March. Multi-crystalline-type PV panels with an individual wattage 
of 325 W are used. There are 10 strings of PV panels, each string having 16 panels 
connected in series to form an array. The tilt of the panels is made optimum, by 
setting it equal to the latitude, which is 13°. The panels have an efficiency of 16.7%. 
A 50 kW/55 kVA three-phase inverter is employed for the DC–AC conversion. The 
peak inverter efficiency is 98.6%. It has a DC–AC ratio of 1.2. The inverter also has 
an MPP tracker. 

2.2 Proposed Methodology 

The proposed methodology for this study is shown in Fig. 2. The initiation is done 
by the collection of the relevant plant data and particulars. These include the global 
irradiance (GI), diffused irradiance (DI), yield of the plant, and module parameters 
for the year 2020. The next step is the mathematical calculation of performance spec-
ifications from the accumulated data. For this step, parameters such as CF, PR, AF, 
and RY are considered. The effect of the ambient conditions such as wind speed and 
temperature on the plant performance is studied. This is followed by the calculation 
and verification of the performance parameters by using PV Watt’s simulation. Next 
step is the study of the MPPT techniques employed in the plant or the inverter. The 
last step is the comparison and analysis of the obtained and simulated results to esti-
mate the plant’s performance and robustness and compare it with the guidelines in 
the IEC 61724 standards. The plant specification is presented in Table 1.

3 Plant Performance Evaluation 

In this section, the plant’s performance is evaluated by calculating various perfor-
mance parameters, namely PR, CF, RY, and AF. This is carried out in two 
ways. 

Firstly, the plant data are collected by PV Watt’s software using the plant; PV 
panel specification is listed in Table 1. The data are for an entire year. This data are 
utilized for the calculation of the aforementioned parameters using their mathematical 
definitions, on both monthly and annual basis. After this, a model of the plant with 
the listed specifications is simulated using PV syst software.
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DATABASE 

START 

COLLECTION OF 
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VERIFICATION OF CALCULATED 
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SIMULATION 

MODULE TYPE 
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PR 
SOLAR IRRADIANCE 

AF 

CF 
FY 

AY 
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OBTAINED AND SIMULATED 

RESULTS 

STOP 

Fig. 2 Proposed methodology 

Table 1 Plant specifications 

Plant power 52 kWp Panel type Multi-crystalline 

Plant area 304 m2 Panel wattage 325 W 

Commissioning date November 20, 2019 No. of panels 160 

Location Potheri, Kattankulathur, 
TN 

Panel tilt 13° 

Latitude 12.4912° Module efficiency 16.7% 

Longitude 80.0466° No. of series/parallel 
connected panels 

16/10
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3.1 Final Yield (FY) 

FY is defined as the ratio of the total real AC power supplied by the plant to the 
nameplate installed capacity of the plant [2]. 

Therefore, 

FY = Total real AC power supplied 
Total Installed Capacity 

(1) 

From the expression, it is evident that FY incorporates the losses associated in 
the panels and inverter. 

3.2 Reference Yield (RY) 

RY can be expresses as the ratio of total incident solar radiation to the reference solar 
irradiance [4]. The reference solar irradiance is 1 kW/m2. 

Therefore, 

RY = Total incident irradiance 
Reference irradiance 

(2) 

RY includes all the losses pertaining to the variation in incident irradiance, shading 
of the panel, and the effect of dust on the panel performance. 

3.3 Performance Ratio (PR) 

PR is defined as the ratio of the plant’s final active energy output in kWh to the 
product of the plant’s installed capacity in kWp and GI in kWh/m2 [4]. PR signifies 
the effect of various losses on the performance of the plant. The losses considered are 
the panel losses, losses due to the ambient conditions such as temperature and wind 
speed, shading losses, and wiring losses. It also accounts for the losses occurring in 
the inverter [2]. Mathematically, PR can be expressed as: 

PR = FY 
RY 

(3) 

Firstly, PR is calculated on a monthly basis, using the daily plant data collected 
from PV Watts. The procedure for the month of January is shown below. The total 
inverter output for the month of January is 7383.666 kWh, and the total installed 
capacity is 52 kWp.
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So, 

FYJan = 7383.666 
52

= 141.993 

The total incident irradiance on the panel area for January is 184.740 kW/m2. 

So, 

RYJan = 184.740 

Therefore, 

PRJan = FYJan 

RYJan 
= 141.993 

184.740 
= 0.768 or 76.8% 

Table 2 shows the FY, RY, PR, CF, AY, ACL, temperature, wind, and CL 
calculation on the monthly basis for the entire year.

Now, the annual PR for the plant is calculated using the above expressions. The 
total FY for the plant is 1623.196, and total RY is 2146.293. Therefore, the total 
PR = 1623.196 2146.293 = 0.756 or 75.6%. 

3.4 Capacity Factor (CF) 

CF is defined as the ratio of the total actual energy generated by the plant to the 
total energy that that plant could produce over a specified period of time. It indicates 
the capacity of the plant that is not being utilized in generating active energy. If the 
plant’s entire generation is equal to its total capacity, then CF will be unity. It also is 
an estimation of how much increase in the demand, the PV plant can handle in the 
future. 

So, 

CF = Total real AC power supplied 

Total rated capacity × Time Period 
(4) 

The CF calculation for the month of done as follows using the PV Watts data. 
The total inverter output for the month of January is 7383.666 kWh, and the total 

plant capacity is 52 kW. The plant’s total possible operating period is 744 h. 
Therefore, CFJan = 7383.666 

52×744 = 0.1908 or 19.08%. Now, the total annual AC 
power supplied by the plant is 84406.219 kWh, and the total operating hours are 
8760, and the rated capacity is 52 kW. So, the annual plant CF is,
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CF = 84406.219 
52 × 8760 = 0.1852 or 18.52%. 

3.5 Array Yield (AY) 

AY is defined as the ratio of the total DC output of the PV panel array to the total 
installed capacity of the plant. It accounts for the losses occurring in the PV panel and 
before the power is fed to the inverter [7]. Therefore, it can be defined mathematically 
as follows. 

AY = Total DC output of the PV panel 
Total rated capacity of the plant 

(5) 

Table 8 presents the monthly AY for the plant. 

3.6 Array Capture Losses (ACL) 

These losses are comprised of losses that occur due the array conversion losses, 
shading, soiling, mismatching, and losses due to the ambient temperature. These are 
mathematically calculated by considering the difference between the RY and the AY, 
which provides the estimation of the losses occurring in the panel [10, 12]. 

Therefore, 

ACL = RY − AY (6) 

3.7 Conversion Losses (CL) 

These are the losses that occur in the inverter, while DC–AC conversion. These are 
mathematically defined as the difference between AY and FY [9, 11]. 

Therefore, 

CL = AY − FY (7)
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4 Analysis and Comparison of Obtained Results 

In this section, the values and the trends of various performance parameters 
mentioned in the IEC 61724 standards, obtained in the previous section for the 
present plant, are compared with the parameters of other PV plants located in India. 
Also, the analysis of the performance evaluation results obtained for the present plant 
is done. 

4.1 Analysis of the Present Plant 

In the following text, the variation of the plant parameters such as PR, CF, AY, and 
RY with temperature, wind and over time for an entire year is presented. 

1. PR: The monthly variation of PR is shown by the chart in Fig. 3a. 
The PR for the plant lies between 73.6 and 77% over the entire year. The 

maximum PR is recorded in the month of December (77%), whereas the minimum 
is obtained in March (73.6%). An interesting feature is that in March, monthly 
FY and RY reach their respective maximum values, but the PR reaches its lowest 
value. The annual PR is 75.6% 

2. RY: The monthly RY variation is depicted in Fig. 3b. 
The RY for the plant falls in the range of 148.819–217.528 kWh. The 

maximum RY is obtained in the month of March (217.528 kWh), and the 
minimum is recorded in the month of November (148.819 kWh). The net annual 
RY is 2146.293 kWh. 

3. FY: FY for the plant lies in between 115.46 and 160.065 kWh. The maximum 
FY is obtained in the month of March, whereas the minimum FY is observed in 
November. The monthly variation in FY is shown in Fig. 4a. The total annual 
FY is 1623.196 kWh.

4. CF: The monthly CF values for an entire year for the plant are shown in Fig. 4b. 
The CF values range from 16.03 to 21.51%. The maximum CF was observed in

78 
77 
76 
75 
74 
73 
72 
71 
70 
69 

(%
) 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

 P
R

 

2020 

250 

200 

150 

100 

50 

0

 (k
W

h)
 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

 R
Y

 

2020 

(a) (b) 

Fig. 3 a Monthly PR values. b Monthly RY values 



Performance Assessment and Evaluation … 43

180 
160 
140 
120 
100 
80 
60 
40 
20 
0

 (k
W

h
) 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

FY
 

2020 

(%
) 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

 C
F 

25 

20 

15 
10 
5 
0 

2020 

(a) (b) 

Fig. 4 a Monthly FY values. b Monthly CF values 

March, and CF reached its lowest point in the month of November. The annual 
CF for the plant is 18.52%.

5. AY: The monthly variation of AY for the plant is portrayed by Fig. 5a. The 
maximum and minimum values were observed at 162.682 and 117.569 kWh. 
The highest AY was obtained in the month of March and the lowest in November. 
The total annual AY for the plant is 1659.37 kWh. 

6. ACL: The monthly variation of ACL for the plant is portrayed in Fig. 5b. The 
maximum losses were observed in the month of March, 54.846 kWh, and the 
minimum losses occurred in the month of November, during which the losses 
were 31.25 kWh. From the trend, it can be concluded that the maximum losses 
occur, while the plant delivers the maximum yield and minimum when the yield 
is the lowest. 

7. CL: CL for the plant for the entire annual operation fell in the range of 2.109– 
6.746 kWh. In terms of DC–AC conversion, November was the most efficient 
month, whereas June was the least efficient. Figure 6a depicts the monthly CL 
variation for the plant.
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Comparison of monthly PR of different PV plants 

4.2 Effect of Wind Speed and Ambient Temperature 
on Plant’s Performance 

Figure 6b and c shows the variation of wind speeds and ambient temperature. In this 
text, an attempt is made to analyze the effect of ambient temperature and wind speed 
on the plant performance and output. It is seen that the wind speed and temperature 
have pronounced effects on the losses subdued in the system. 

An indication of the same is that the CL is maximum when there is maximum 
wind speed, in the month of June. Also, it is inferred that lower wind speed and 
ambient temperature prove to be the optimum conditions for the plant yield. 

4.3 Comparison with Other Plants 

Table 3 shows the comparison of the plant’s performance with other plants situated 
across India. 

Figure 6d presents a comparison of the PR values for the present study along 
with PV plants that have been previously assessed and analyzed. The PR values on 
a monthly basis are plotted for plant no. 1, 3, and 4 from Table 2. Figure 6d clearly 
indicates the variation in performance and output of different plants. Although the
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plants have similar capacities, yet their output and PR differ considerably due to the 
geographical location and native ambient conditions of the plant. 

5 Conclusion 

In this article, the performance of 52 kW solar PV plant in SRMIST is studied, and 
the results are presented. Average performance ratio of the plant studied is 75% 
which is observed to be less compared to the plant taken for comparison. It is also 
observed that the plants performance ratio depends on the geographical location and 
its potential in solar radiation. This study will pay the way to researchers to perform 
the study on the existing PV plant and its capacity utilization factor. This will help 
to improve the performance of the commissioned plant. Moreover, it also guides to 
do the solar forecasting in the location before planning for the PV plant. 
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Green Energy in West Bengal, India: 
Status, Scope, and Future Challenges 

Debajit Misra 

1 Introduction 

Green energy is associated with renewable energy and clean energy as it is derived 
from natural resources. Renewable energy also comes from natural resources that are 
constantly being replenished, and clean energy means it emits no or very low green-
house gases into the environment [1]. Although in most cases, renewable energy 
is considered as a major alternative energy option, and it comes from almost the 
same sources as green energy; the latter is broader in terms of source and applica-
tions. Green energy is an important and environmentally friendly alternative to the 
replacement of fossil fuel. If we consider its full life cycle, it will release very low 
greenhouse gases compared to fossil fuels. It is more acceptable due to the availability 
of resources like solar, wind, hydroelectric, geothermal, and tidal. However, these 
resources are available in some specific geographic locations. Other resources, like 
biogas and biomass, can be generated at any place. Thus, green energy is becoming a 
viable, sustainable solution to a greater extent to reduce the dependency of traditional 
power plants. 

West Bengal comprises of immense green energy resources; it is located in eastern 
India and consists of fertile agricultural land and reserve forests capable of producing 
a large amount of biomass. The state is economically prosperous with its natural 
resources, and it holds a notable position in the context of the Indian economy. 
Again, it is one of the highest power-consuming states in India due to its high popu-
lation density. Presently, the state depends mainly on traditional energy sources like 
thermal power and hydroelectric power. Most of the natural energy resources are still 
unrevealed compared to other Indian states. West Bengal often faces power crises, 
and the rural areas remain without electricity for certain times of the day. But, due to 
the huge population density, land acquisition in West Bengal for the establishment of

D. Misra (B) 
Department of Mechanical Engineering, Techno India Group, Kolkata 700091, India 
e-mail: dmbesu@gmail.com 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
O. H. Gupta et al. (eds.), Recent advances in Power Systems, Lecture Notes 
in Electrical Engineering 960, https://doi.org/10.1007/978-981-19-6605-7_4 

47

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6605-7_4&domain=pdf
mailto:dmbesu@gmail.com
https://doi.org/10.1007/978-981-19-6605-7_4


48 D. Misra

power plants is a problem. To overcome such a shortcoming, new sustainable solu-
tions should have to be considered. The major natural resources in West Bengal are 
solar, wind, biogas, biomass, and hydropower. Solar radiation, sunshine hours, and 
the number of clear sunshine days in a year are the key parameters for establishing a 
solar plant [2–4]. In this context, the southern and western parts of the state are suit-
able for developing more solar plants. The northern part of the state is less suitable for 
solar power generation as average solar radiation and the number of clear sunny days 
are low. However, the reserve forests in the northern part and the mangrove forests 
of the Sundarbans in the southern part of the state flourish with biomass potential, 
which could play a vital role in the development of socioeconomic conditions if these 
resources could be utilized to generate useful energy. The state could also largely 
utilize wind energy as it has 158 km of coastline surrounded by the Bay of Bengal 
[5]. West Bengal should be concerned about carbon emissions due to environmental 
constraints and finite fossil fuel depletion, in addition to energy generation. Presently, 
the state is launching numerous small-scale green energy projects to minimize grid 
power dependency. Rooftop solar projects have rapidly progressed in the state in 
the last two years. Recently, West Bengal Green Energy Development Corporation 
Limited (WBGEDCL) has been set up to promote renewable energy-based projects 
in the state. 

2 Traditional Power Scenarios 

West Bengal has been a pioneer state in India in the generation and utilization of 
electricity. At first, electric power was demonstrated in Calcutta, West Bengal on 
July 24, 1879, through lighting some bulbs [6]. On November 10, 1897, India’s first 
hydroelectric power station was built with 2 × 65 kW capacity at Sidrapong tea 
state, which was in Darjeeling district [7]. A few years later, in 1899, India’s first 
thermal power plant was set up by The Calcutta Electric Supply Corporation Ltd. 
(CESC), a pioneer of electricity supply agency in India. Since then, CESC has been 
continuing power generation and distribution in Kolkata. There has been dynamism in 
the power sector in West Bengal. To harness the potential growth, several state-owned 
and privately owned companies have been working together. Apart from CESC, 
other major developers to establish power plants in West Bengal are West Bengal 
State Electricity and Distribution Company Ltd. (WBSEDCL), Durgapur Projects 
Ltd. (DPL), Haldia Energy Ltd. (HEL), National Thermal Power Corporation and 
Steel Authority of India Limited (NSPCL), Damodar Valley Corporation (DVC), and 
National Thermal Power Corporation Limited (NTPC). 

In 2010, total installed power plant capacity in West Bengal was 8149.5 MW, 
including traditional and renewable energy generation [8]. The installation growth 
is almost uniform through the years. In the last ten year, installed capacity has 
been increased with a compound annual growth rate (CAGR) of 3.07%. In 2020, 
installation capacity is 11026.5 MW (Fig. 1).
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Fig. 1 Yearwise power plant capacity in West Bengal [8] 

Figure 2 shows the energy consumption in million unit (MU). It is clearly seen 
that energy consumption steadily increases up to 2014, and then, it sharply increases. 
In 2010, energy consumption is 31,455 MU, and in 2020, it reaches to 52,948 MU. 
Consumption is growing at a CAGR of 5.34% over the years. Thus, it is clear that 
power generation should be increased with the proportional consumption rate. 

In the year 2020, energy supplied to the consumer was 52,824 MU, and there was 
an energy deficit of 124 MU. However, the state also imported 1822 MW power from 
the outside state [10]. In view of generating a sustainable power, the state could shift 
its focus toward green energy or renewable energy.

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 

52948 MU 

48290 MU45478 MU 
43946 MU42496 MU 

39058 MU 
36591 MU36320 MU 

33903 MU32609 MU 
31455 MU 

Fig. 2 Yearly power consumption in West Bengal [9] 
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3 Present Status of Green Energy 

The green energy in Indian states has been taken momentum taking considerable 
support from the Indian government policy. India is already on the way to reach 
its target of 175 GW renewable power installation by 2022 as government made 
a commitment in Paris Agreement to provide sovereign nations by reduction of 
greenhouse gases emission. At present, India crossed 100 GW renewable power 
generations, and the country is in fourth position in the world in it, fourth position 
in wind power development and fifth position in solar power development. Indian 
government has initiated lots of solar policies and program for the states toward 
supporting solar energy deployment. A separate ministry has been formed named as 
“Ministry of New and Renewable Energy” (MNRE) with a separate annual budget 
has been declared for each year. Recently, central government has proposed some 
rules naming “Draft Electricity Rules, 2021” [11]. These rules are proposed for the 
purchase and use of green energy, including energy from waste. It is designed to 
address the various concerns related to the green energy sector for the rapid use of 
renewable energy. 

At present, renewable or green energy is growing at snail speed in West Bengal 
compared to the other states. West Bengal depends mainly on thermal power plant 
to supply energy throughout the state. Here, installed renewable power capacity is 
just 532.88 MW excluding hydroelectric sources [12]. In this total renewable energy 
development, major growth has been occurred in biomass power generation. The 
state is unable to compete in solar and wind power development with other Indian 
states. Presently, the state government has been initiated lots of projects to enhance 
the green power sector, particularly solar and biomass power projects. 

Figure 3 shows major Indian states and their biomass power generation capacities. 
Maharashtra, Uttar Pradesh, and Karnataka are the major states positioning first, 
second, and third, respectively whereas West Bengal stands in seventh position.

3.1 Solar Energy 

At present, 162.68 MW solar projects are present in West Bengal [12]. The journey 
was primarily started form Sundarbans in 1994 [13]. Recent times, deployment of 
solar PV in Sundarbans is more progressive than other zone. Each village has 200,000 
rooftop panels though the locations are islands and remote. Now, around 4000 people 
are benefitted by using solar microgrids. In West Bengal, first large-scale solar power 
generation of 1.1 MW capacity was done in 2009 at Jamuria, Asansol, and later in 
2011, it was augmented to 2 MW [14]. It was first grid-connected solar PV plant 
in India. Recently, 1 MW ground-mounted solar plant has been established at the 
Haldia Dock Complex. OCL has installed 5.5 MW solar PV plant for powering their 
existing cement grinding plant at Salboni, Midnapore [15]. It was first large solar 
plant in the state (Fig. 4).
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Fig. 3 Major biomass power generation states in India and their capacities [12]

Fig. 4 5.5 MWp power plant at Salboni in West Bengal [15]
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Fig. 5 Floating solar PV of 10 KWp capacity in Kolkata [16] 

In 2014, India’s first floating solar plant of 10 KW capacity was set up at Newtown, 
Kolkata which is a joint venture project of Vikram Solar and Arka Renewable Energy 
College [16] (Fig. 5). 

West Bengal is now in remarkable position as world’s largest solar tree is devel-
oped here. The solar tree has been made of metallic structure, which was formed 
like a tree to hold solar panels. Central Mechanical Engineering Research Insti-
tute (CMERI) has established it with 35 PV panels; each of the panel’s capacity is 
330 W [17]. The solar tree has been built at Durgarpur, CMERI residential area. 
The total power generation capacity of the solar tree is 11.5 kW, which generates 
12,000–14,000 units of green power in a year (Fig. 6). 

West Bengal government now gives more attention toward rooftop solar PV, and 
lots of small-scale projects have been implemented recently. Total 1.8 MW small-
scale rooftop solar projects are in running condition in different institutes in West 
Bengal. The major projects are developed in administrative buildings, schools, and 
colleges. Total 240 schools have been electrified by using rooftop solar PV, with 
10 KW of each [18]. WBSEDCL has implemented some large-scale solar power 
projects in the areas of thermal and hydroelectric power plants. Table 1 shows the 
different places where they are in operation.

Fig. 6 11.5 KWp solar tree at CSIR-CMERI, Durgapur [17] 
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Table 1 Current solar projects at different traditional power plants [18, 19] 

Location Description Capacity (MW) 

(i) Sagardighi Thermal Power Project 
(SgTPP) 

Grid-connected ground-mounted solar 
PV project 

13.511 

(ii) Bakreswar Thermal Power 
Station (BKTPS) 

Rooftop solar PV project 2.866 

(iii) Kolaghat Thermal Power Station 
(KTPS) 

Rooftop-mounted solar PV project 2.27 

(iv) Bandel Thermal Power Station 
(BTPS) 

Rooftop-mounted solar PV project 1.08 

(v) Santaldih Thermal Power Station 
(STPS) 

Rooftop-mounted solar PV project 0.807 

(vi) Teesta Canal Fall Hydro Electric 
Power Plant, Stage–II 

The canal bank solar 10 

The state also utilizes decentralized solar application, particularly for rural electri-
fication in Sunderban, Bankura Mednapore, and Purulia. Solar PV plant was installed 
with 26 kW capacity at Kamalpur village at Sagardweep [20]. Later, 25 and 110 kW 
plants were set up in two different locations in Sundarbans. Again, first solar power 
village in Purulia district was Pandri, which is a village at the base of Ayodhya hill 
with 1.2 KW capacity. A 5 HP water pump is fitted nearby to it for irrigation. Presently, 
there are 8726 street lighting system, 145,332 home lighting system, 17,662 solar 
lanterns, and 653 numbers of solar pumps are in operation in the state [21]. 

3.2 Wind Energy 

West Bengal has set up wind farm at Fasergunj, South 24 Parganas which is located 
at the coast of Bay of Bengal. Since 2001, West Bengal Renewable Energy Devel-
opment Agency (WBREDA) has been operating this wind farm. The project was 
started with four 250 KW wind electric generators, and later in 2016, the project 
capacity has been augmented to 2 MW capacity. A 1 MW hybrid production facility 
combining solar and wind diesel has been developed, which could distribute power 
about 2000 households. WBREDA is also operating a Wind-Diesel-Gasifier Hybrid 
Power Project having 200 KW capacity at Sundarbans [19]. Besides wind farm, 
the state has some small wind aero generators of cumulative capacity of 74 KW at 
Sundarbans (Fig. 7).
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Fig. 7 2 MWp wind farm at Frasergunj in West Bengal [19] 

3.3 Hydroelectric Energy 

Currently, the state is generating 1434 MW hydropower, of which conventional hydro 
power is 539.15 MW and pumped storage type hydropower is 900 MW [22]. In 2008, 
Turga Pumped Storage Project was commissioned at Ajodhya hill in Purulia district. 
It has a capacity to generate 900 MW power at a time when water is discharged from 
upper reservoir to lower reservoir. Reversible pump-turbine and generator motor has 
been used to run the project where the upper dam covers an area of 8.29 km2 across 
Turga Nala and the lower dam covers an area of 12.66 km2. Table 2 shows the current 
hydroelectric projects, their capacities, numbers, and locations.

3.4 Biogas and Biomass Energy 

According to West Bengal Renewable Energy Development Agency (WBREDA), 
there are already 11,000 numbers of small capacity (10–40 m3) biogas plants in the 
state [19]. Recently, a large-scale biogas plant of 600 m3 has been built by New 
Town Kolkata Development Authority (NKDA) in Kolkata [24]. It covers 1.5 acre 
area to process biodegradable waste which is gathered from the city. Nearly, one 
month time is required when wet biodegradable waste is filled into a tank to produce 
biogas. Again, the state has now three biomass gasifier plants in the coastal region of 
South 24 Parganas district, which are operated and managed by WBREDA. These are 
located at Gosaba with 500 KW capacity, Chotto Mollakhali with 500 KW capacity, 
and Herembo Gopalpur with 400 KW capacity. All plants are operating for rural 
electrification purpose. Again, total 199 numbers of rice husk-based gasifiers have 
been installed under MNRE program with total power capacity of 66.5 MW [12, 25].
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Table 2 Hydroelectric projects in operational phase in West Bengal [23] 

Project name Site Capacity (MW) River 

(i) Jaldhaka Stage-I Kalimpong 36 (4 nos.) Jaldhaka 

(ii) Jaldhaka Stage-II Kalimpong 8 (2 nos.) Jaldhaka 

(iii) Rammam Stage-II Lodhma, Darjeeling 51 (4 nos.) Rammam 

(iv) Teesta Canal Fall Hydel 
Project (PS-I, PS-II, and PS-III) 

Phansidewa, Darjeeling 67.5 (9 nos.) Teesta 

(v) Teesta Low Dam Project IV 
HEP 

Teesta Bazar village, 
Darjeeling 

160 (4 nos.) Teesta 

(vi) Teesta Low Dam Project 
III HEP 

Reang, Kalimpong 132 (4 nos.) Teesta 

(vii) Mungpoo Kalikhola 
Hydel Project 

Mungpoo, Kalimpong 3 (3 nos.) Teesta 

(viii) Rinchington Hydel 
Project 

Kurseong, Darjeeling 2 (2 nos.) Rangit 

(ix) Little Rangit Hydel Project Bijonbari, Darjeeling 2 (2 nos.) Rangit 

(x) Fazi Hydel Project Kurseong, Darjeeling 1.2 Teesta 

(xi) Sidrapong Hydel Project Darjeeling 0.4 (2 nos.) Jhora 

(xii) Massanjore Hydel Project Near Suri, Birbhum 4 (2 nos.) Mayurakshi 

(xiii) Maithon DVC HEP Asansol, Burdaman 60 (3 nos.) Damodar 

(xiv) Lodhama Small Hydro 
Project 

Darjeeling 3 (2 nos.) Lodhama 

(xv) Neora Small Hydro Project Darjeeling 3 (2 nos.) Neora 

(xvi) Moondakotee-R.C. Micro 
Hydroelectric Project 

Moondakothi, Darjiling 0.375 (3 nos.) Balason 

(xvii) Bandukey Khola Micro 
Hydroelectric Project 

Darjiling 0.20 (2 nos.) Simphok 

(xvii) Margaret’s Hope Micro 
Hydroelectric Project 

Kurseong, Darjeeling 0.10 Beltra

The electricity generation of the plants is primarily used to supply the captive needs 
of rice mills (Fig. 8).

3.5 Green Transportation 

West Bengal Transport Corporation (WBTC) has introduced green mobility by 
launching electric buses. Initially, 80 electric buses have been started in Kolkata. 
Presently, it is in third position among six Indian megacities in adoption of elec-
tric mobility [26]. It is found that conventional vehicles create major pollution in 
the city and the state government thus targeting to bring more electric buses. Apart 
from Kolkata, electric buses are running in other cities like Siliguri and Durgapur. At
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Fig. 8 500 KWp Chhoto Mollakhali biomass gasifier power plant [19]

present, total 100 numbers of electric buses is running around different cities in West 
Bengal [27]. In 2018, Eicher Skyline Pro has launched three e-buses in collaboration 
with West Bengal Housing Infrastructure Development Corporation [28]. Phoenix 
India Research and Development Group in association with Ashok Leyland have 
begun the biogas operated bus in Kolkata. It was first biogas-based bus service in 
India. A fully fuel-filled bus can carry 80 kg of compressed biogas (CBG) and can 
runs up to 1600 km. The biogas production cost found to be Rs. 20/kg, and a bus can 
run 5 km per kg of gas [29, 30]. The biogas is mainly generated from cow dung, and 
a biogas plant has been set up at Ultadanga, Kolkata. The state soon starts their large-
scale biogas plant at Dubrajpur in Birbhum district as it has already got permission 
to set up 100 biogas fuel pumps. State Transport Corporation also launched three 
dual-fuel engine buses which can be operated by diesel as well as CNG to reduce 
carbon emission [31]. 

4 Resource Potential 

India has set a goal related to sustainable energy solutions and is consistently reaching 
close to it by adopting green and renewable energy technology in different states. 
West Bengal is a state which is slowly adopting this technology compared to the other 
Indian states though it has lots of potential which has to be revealed. The state has an 
average of 300–330 sunny days and receives 5–5.5 KW/m2/day of solar insolation 
level [32]. West Bengal must understand the need for this solar energy in order to
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emerge as a major hub for the solar industry. In 1994, government-owned Websol 
Energy System Limited was one of the first manufacturers of solar energy panels in 
West Bengal. Other renowned companies that have marked their footprints in the state 
are as follows: Reliance Industries, Suntechnics Energy Systems, Geetanjali Solar 
Enterprises, Synergy Renewable Energy, Environ Energy Tech Services, Vikram 
Solar, etc. The state introduces different solar energy development programs and 
utilizes its potential, which is 6260 MW. 

West Bengal has a 158 km coastal area. A 2 MW wind farm has already been 
built on the coastal bank, and various studies have been conducted to extract more 
wind power. The evaluation of available wind power is based on a term which is 
called wind power density (WPD) in W/m2. It determines the amount of energy 
available at a particular site that can be converted into electrical energy. To exploit 
the wind potential, the Nodal Agency initially undertakes a comprehensive wind 
resource assessment and offers identified potential sites for development. In the 
future, government-owned waste land areas with a minimum annual mean wind 
power density (WPD) of 200 W/m2 at a hub height of 50 m will be used for wind 
power generation [33]. The Nodal Agency undertook an assessment of the 450 MW 
wind potential in West Bengal. 

Hydropower is another key to fulfill West Bengal’s renewable energy deploy-
ment. The upstream of Teesta river basin, which is in hilly areas, has potential to 
generate electricity. Already, there are some hydroelectric projects under running 
condition, but still, some projects could be developed in future. Other river basin like 
Rangeet, Damodar, Mayurakshi, Kangsabati, and Rupnarayan could be utilized for 
small hydropower projects. West Bengal has a hydroelectric potential of 6300 MW 
of which 4800 MW could be generated by pumped storage and 1500 MW by canal 
falls [34]. 

Another green energy source is biomass, which comes from waste materials 
produced by agriculture, forest operations, etc. Some examples of biomass sources 
produced as a byproduct of processing operation of agricultural materials are stalks, 
straws, husks, shells, de-oiled cakes, etc. Rice husk is a main raw material or feed-
stock in biomass energy project in West Bengal. However, other form of agricul-
ture waste like wood, straw, and maze are being considered for generating biomass 
power in the state. Feedstock availability and piercing are the critical determinants of 
success for biomass plants. Reserve forest of North Bengal and Sagar Islands is the 
main locations for forest residue or biomass. Moreover, the availability of land and 
cultivation-related extract material along with human and cattle waste materials also 
show huge potential for generation of biomass. In order to ensure smooth availability 
of feedstock, WBGEDCL has classified the rice-producing areas based on the quan-
tity of production of rice. Based on the clustering study conducted by Nodal Agency, 
they would allocate projects in the predefined command area. Such allocation shall 
be periodically reviewed by the Nodal Agency and obtained a potential of 6663 MW 
[35].
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5 Current Policy and Projects 

In 1993, the state government formed a Nodal Agency named the West Bengal 
Renewable Energy Development Agency (WBREDA) for the promotion and devel-
opment of renewable energy. Initially, the primary goal of this Nodal Agency was to 
promote and raise awareness about the use of renewable energy. It also provides facil-
ities to private sector investors in the development of energy. The state government 
has decided to provide available vested land on lease for 30 years for the installa-
tion of renewable power plants. West Bengal declared its solar policy in 2012. It 
has launched a net-metering rooftop PV policy to increase energy consumption for 
2–100 KW users to reach a target of 16 MW by 2017. Net metering is also allowed 
for individual household rooftop solar power generation (Table 3). 

Recently, the state government has set up a new solar policy as per central govern-
ment’s aims to develop 4500 MW solar project in 2022 within the state [37]. A new 
mandatory rule has been introduced by West Bengal government for large buildings— 
in order to meet the energy demand of a large building, 1.5% of total electric energy 
must be supplied from their own solar panels. Subsidies for solar PV installation are 
provided as per Solar Energy Corporation of India Limited (SECI) guidelines. 

Presently, various renewable energy development programs and schemes have 
been implemented by the state, which is listed below: 

(i) Solar photovoltaic 
(ii) Rooftop and small solar PV installations 
(iii) Solar thermal program 
(iv) Wind farm 
(v) Battery-operated vehicle 
(vi) Small, mini, and micro-hydel projects 
(vii) Bio-energy program 
(viii) Biomass projects 
(ix) Co-generation plant 
(x) Waste to energy 
(xi) Evacuation infrastructure. 

Following are the major project proposals [18, 19, 38, 39].

(i) 1200 MW (3 × 300 MW) solar PV-powered pumping projects have been 
conceived in Purulia district.

Table 3 West Bengal’s target 
of green energy by 2022 [36] 

Resources Cumulative target (MW) 

Solar energy 4500 

Biomass cogeneration 600 

Biomass energy 662 

Waste to energy 100 

Wind energy 4 
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(ii) 500 MW solar park is being developed in Purba & Paschim Medinipur and 
Bankura district. 

(iii) A 10 MW ground-mounted solar PV project has sanctioned at Bhajanghat, 
Nadia. 

(iv) 5 MW rooftop solar projects have also been initiated for implementation at 
different sub-stations and offices. 

(v) WBREDA has initiated a land-based 1 MW solar PV plant at Ganga Sagar, 
South 24 Parganas. 

(vi) A project has been conceived to set up grid-connected rooftop PV system at 18 
colleges with 340 KW capacity and four universities with 350 KW capacity. 

(vii) 200 KW ground-mounted grid-connected solar PV project has been initiated 
at DPL, Durgapur. 

(viii) 190 KW grid-connected rooftop solar PV projects have been launched for 
powering some state-owned buildings. 

(ix) 100 KW grid-connected solar PV plant with net metering system has been 
commissioned in Santoshpur hospital in Kolkata. 

(x) 140 solar PV power projects, each with 5 KW capacity (grid connected with 
net metering, Phase-III), have been sanctioned in various schools in West 
Bengal. 

(xi) Installation of 75 grid-interacted PV projects, each with 10 KW capacity, has 
been initiated in various schools in Purulia and Jhargram. 

(xii) A 5.4 MW floating solar PV project has been inaugurated at Sagardighi 
thermal power plant in Murshidabad. 

(xiii) Howrah Municipal Corporation’s (HMC) has floated a tender to develop 
7.5 MW solid waste power plant. 

6 Challenges 

The state’s slow progress in green energy development is due to the different barriers. 
Lack of understanding between investors and financial intermediaries is the main 
challenge that often arises in the implementation of renewable energy projects. West 
Bengal has little vested land, and some lands are occupied by the government. Due 
to higher population density in the state, there is very limited land for establishing 
large-scale solar projects. Again, the intensity of solar radiation is low in the state 
compared to the southern and western states in India. The state has coal mines and 
easy availability of thermal power plants. In most cases in West Bengal, only, rich 
people are interested in installing solar PV for power generation. As a result, the 
government subsidized up to 5 kWp for solar PV installation. However, people are 
reluctant to install solar systems because they think that they will be more expensive 
than the traditional grid power system. Also, if individuals are allowed to generate 
energy through rooftop PV installations of up to 5 kWp, the increased supply will 
disrupt the power distribution system’s tariff structure. Distribution companies under 
the cross-subsidy model aim to save electricity for small users by charging more per
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customer than those who spend more. In most cases, when urban people utilize 
rooftop solar power, they consume less power from the distribution firms. 

Biomass projects are installed in West Bengal only for regional power demand. 
Biomass power can be used to generate electrical energy by burning biomass, and the 
burned biomass’s heat can run gas turbines or steam turbines. It has some limitations, 
like its low energy concentration and its transmission difficulty. Its energy utilization 
is rather low. To store biomass gas, a large storage volume is required, and preven-
tive measures should be taken carefully; otherwise, moisture may be absorbed. The 
main challenge of biomass gasification is its environmental impact. Sagar Island’s 
biomass application may not be viable due to its sensitive ecology. In this context, 
hydrogen production from biomass could be reduced by such challenges. However, 
this technology in West Bengal has still not been adopted. 

7 Conclusions and Remarks 

The present study shows the current green energy status of West Bengal state. It 
presents a clear idea of how the state is involved with green energy for future energy 
security. Though the state’s present green energy generation is low, it could be enor-
mous in the future as the state has taken an aggressive policy to ramp up energy 
generation capacity. Presently, large numbers of projects have been granted for biogas 
energy, rooftop solar, and green building with solar rooftops all around the state. The 
government’s strong policies related to greater investment indicate that the green 
energy generation in West Bengal is likely to be in a good position in the near future 
with low dependency on traditional power plants. 
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Impact of Performance Parameters 
on the Efficiency of Cu2SnS3 (CTS)/Si 
Tandem Solar Cell by SCAPS-1D 

Devsmita Roy, Rajeshwari Garain, Arindam Basak, Subrat Behera, 
Ranjeeta Patel, and Udai P. Singh 

1 Introduction 

Solar cells are a form of photoelectric cell that serve as the foundation for photovoltaic 
modules. A solar cell’s fundamental components are a p-type absorber layer, an n-
type window layer, a front contact, and a rear contact. Because solar energy is a 
renewable resource, it is a superior alternative for replacing fossil fuels, which are 
the primary source of energy. Scientists have been working to build high-efficiency, 
low-cost solar cells in response to the growing demand for sustainable and renewable 
energy [1]. 

Thin film solar cells are gaining popularity among researchers because they use 
less material during the depositing process, lowering the manufacturing cost. In 
addition, many commercially feasible deposition processes for depositing thin films 
are available. 

Copper tin sulfide (CTS) is a ternary compound and one of the most noteworthy 
secondary phases that results from the intermixing of binary CuS and SnS compounds 
during the manufacture of the CZTS absorber layer. CTS has attractive optoelectronic 
features, including p-type conductivity and a high absorption coefficient (105 cm−1) 
as well as a wide band gap range (0.9–1.6 eV) [2]. However, transparent CTS cells 
with a standard n-doped TCO as the back contact already had an efficiency of more 
than 2.92% [3].
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The aim of this paper was to study the performance of tandem solar cell to achieve 
higher efficiency with least material usage. We have used Cu2SnS3 on the top of p-
Si to make a tandem structure. The incoming photon will be totally absorbed by 
the two layer tandem structure which in turn will enhance the efficiency. The output 
characteristics of a CTS thin film solar cell were simulated using the SCAPS program 
version 3.3.0.7, which allows users to enter parameters to determine the solar cell’s 
materials and interfaces. 

2 Device Structure and Simulation Methodology 

Although there is a variety of software available for modeling solar cells and 
computing photovoltaic parameters, SCAPS-1D was used for this study since it 
is specifically designed for thin film solar cells. SCAPS-1D is a one-dimensional 
solar cell simulator created at the University of Gent’s Department of Electronics 
and Information Systems (ELIS) [4]. The PV research association has free and open 
access to the program (universities and research institutes). 

We studied the construction of a CTS/p-Si/n-Si tandem solar cell in this simulation 
work, where thin film CTS is employed as the top layer and silicon is used as the 
bottom layer. Optimizing the layer thickness of CTS, n-Si, p-Si, and CTS carrier 
concentration resulted in improved photovoltaic effects. The material characteristics 
for CTS, p-Si, and n-Si, as illustrated in Fig. 1, were derived from various research 
groups [2, 5, 6] and are included in Table 1. In presence of light, the current–voltage 
characteristics (I–V ) curve was obtained for different CTS, p-Si, and n-Si absorber 
layer thicknesses.

Firstly, the n-Si layer thickness was changed from 0.01 µmto0.1  µm with constant 
CTS and p-Si layer thickness at 5 µm and 140 µm, respectively, to notice the thickness 
dependence on the efficiency of solar cells. And then thickness of p-Si layer was 
varied from 130 µm to 200 µm with fixed CTS and n-Si layer thickness of 5 µm and 
0.03 µm, respectively. 

There after that thickness of CTS layer was varied from 1 µm to 5  µm keeping the 
thickness of p-Si and n-Si at 140  µm and 0.03 µm, respectively. Different parameters 
related to solar cell performance were derived from the obtained current–voltage (J– 
V ) characteristics curve, and efficiency was calculated hence the optimum absorber 
layer thickness was found from the observed data. 

Secondly, the carrier concentration of CTS was changed from 1 × 1014 to 1 × 
1023 cm−3 and the corresponding efficiency was observed with the variation of carrier 
concentration. As a result, the collected data were used to estimate the appropriate 
carrier concentration. To investigate the influence of carrier concentration on solar 
cell performance, many factors connected with solar cell performance were evaluated 
using the resulting current–voltage (J–V ) characteristics curve. 

Lastly, the effect of ambient operating temperature on the performance of tandem 
solar cell has been calculated for different optimum layer thickness of Al/CTS/p-
Si/n-Si/Al (5, 140 and 0.03 µm) keeping the carrier concentration constant (2.3 ×
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Fig. 1 Schematic structure of CTS/p-Si/n-Si tandem solar cell 

Table 1 Material properties for Al/p-CTS/p-Si/n-Si/Al tandem solar cell 

Parameters p-CTS p-Si n-Si 

Thickness, (µm) 1–5 µm 130–200 µm 0.01–0.1 µm 

Dielectric ratio (ε/ε0) 10.000 11.900 11.900 

Electron mobility, μN (cm2/Vs) 5 1.35 × 103 1.35 × 103 
Hole mobility, μP (cm2/Vs) 9 4.5 × 102 4.5 × 102 
Acceptor concentration, (cm−3) 2.3 × 1017, 1  × 1014, −1 × 

1023 
1.0 × 1016 0 

Donor-concentration, (cm−3) 1 0 1.0 × 1016 
Bandgap, (eV) 0.870 1.120 1.120 

Density of states, NC (cm−3) 2 × 1018 2.8 × 1019 2.8 × 1019 
Density of states, NV (cm−3) 1.8 × 1018 1.04 × 1019 1.04 × 1019 
Electron affinity, X(eV) 4.500 4.050 4.050

1017 cm−3). The ambient temperature used for the simulation was 300, 350, 400, and 
425 K. The efficiency and fill factor was studied for all the ambient temperatures.
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3 Results and Discussion 

The thickness of the n-Si, p-Si, and p-CTS layers was varied to find the optimal 
CTS/Si solar cell values in a multi-junction technique. CTS layer thickness and carrier 
concentration have been modified while maintaining Si layer thickness constant after 
observing the optimal values of n-Si and p-Si layer thickness. Finally, the influence 
of operating ambient temperature on tandem solar cell efficiency was investigated. 

3.1 Effect of n-Si Layer Thickness 

The thickness of the n-Si layer was varied from 0.01 to 0.10 m while the other 
parameters remained fixed. By adjusting the thickness of the n-Si layer, the cell’s 
output parameters are illustrated in Fig. 2. 

From the simulation, it is visible that the variation of n-Si layer thickness did 
not affect the solar cell output parameters [1]. At a layer thickness of 0.03 µm, 
the efficiency is found to be little higher than other thickness parameters which is 
negligible. Here, Si is behaving as an n-type, so after absorption of higher than 90% 
from the top cell CTS, it is used to move the longer wavelength photons to the 
p-type Si and a proper p–n junction between silicon was obtained. Therefore, the 
highest efficiency of 18.58% has been attained with FF = 80.71% by using 0.03 µm 
of n-Si layer thickness. After tunneling into top and bottom cells, the initial n-type 
Si layer should be thicker to allow maximal photons to reach the next layers, both 
experimentally and physically. 

Jsc reduces significantly as layer thickness increases for regions more than 
0.03 µm, but V oc increases significantly as layer thickness increases for regions 
greater than 0.02 µm. Increases in layer thickness, on the other hand, have a greater
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Fig. 2 Effect of the thickness of n-Si on efficiency and fill factor 
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Table 2 Parameter values for n-Si layer 

Thickness of n-Si (µm) Voc (V) Jsc (mA/cm2) FF % Efficiency % 

0.01 0.522 44.093 80.71 18.58 

0.02 0.521 44.091 80.70 18.57 

0.03 0.521 44.101 80.71 18.58 

0.04 0.521 44.095 80.69 18.57 

0.05 0.522 44.091 80.68 18.57 

0.06 0.522 44.084 80.67 18.57 

0.07 0.522 44.078 80.65 18.56 

0.08 0.522 44.071 80.63 18.55 

0.09 0.522 44.064 80.60 18.55 

0.10 0.522 44.056 80.56 18.54 

impact on FF and efficiency. Table 2 shows that as the layer thickness increases, the 
FF and efficiency decreases for regions greater than 0.03 µm [7]. 

3.2 Effect of p-Si Layer Thickness 

The thickness of the p-Si layer is varied between 140 and 200 µm depending on the 
availability of p-type Si wafers. As can be seen in Fig. 3, the effect of changing the p-Si 
thickness is not as strong, although the efficiencies do increase. However, increasing 
the p-Si layer thickness has little influence on the cell’s performance characteristics 
such as efficiency and FF [7, 8]. The refractive index increases when the thickness 
of the p-Si layer, which has a longer wavelength, is raised. The short wavelength 
photons were completely absorbed by the top cell.

In order to get more photons from the longer wavelength, more thickness of the p-
Si layer will be necessary. By keeping 140 µm thickness of p-Si layer, the efficiency 
which we achieved was 18.58% with FF= 80.71%. For area higher than 150 µm, with 
the increase in layer thickness, the Jsc decreases. While V oc is significantly constant 
with the rise in the layer thickness for all values greater than 140 µm. However, 
increase in the layer thickness has more prime effect on the FF and efficiency. From 
Table 3, we can see that with increase in the layer thickness, FF and efficiency 
gradually falls for region higher than 140 µm.

3.3 Effect of CTS Layer Thickness 

The most reliable absorber among the thin film solar cells is CTS. The direct band gap 
available in the CTS has the ability to absorb more than 90% of the incoming photons
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Fig. 3 Impact of the thickness of p-Si layer on efficiency and fill factor

Table 3 Parameter values for p-Si layer 

Thickness of p-Si (µm) Voc (V) Jsc (mA/cm2) FF % Efficiency % 

140 0.521 44.101 80.71 18.58 

150 0.521 44.076 80.70 18.56 

160 0.521 44.048 80.69 18.55 

170 0.521 44.026 80.68 18.54 

180 0.521 44.007 80.67 18.53 

190 0.521 43.982 80.66 18.52 

200 0.521 43.965 80.65 18.51

considering around 1.0 µm thickness. For experimental and numerical survey, the 
ideal thickness is 2.0 µm. Here, the efficiency is rising proportionally with the 
increasing thickness of layer. However, the rate at which the efficiency increases is 
less for every parameter in SCAPS-1D which has a thickness of more than 1.0 µm. 
Due to possible recombination of the electrons in the bulk, the efficiency will decrease 
if electrons take some amount of time to traverse from the absorber layer to the back 
contact. For shorter wavelength photon absorption purposes, CTS is a better option 
while compared with other alternatives solar cell material. A measure of 18.58% was 
achieved as the conversion efficiency and FF = 80.71% has been attained at the final 
time for CTS cell of 5.0 µm thickness (Fig. 4).

As we go on increasing the thickness of the layer for area more than 1 µm, Jsc 
also increases, while with the increase in the layer thickness there is a significant 
decrease in FF for region higher than 2 µm. However, increase in the layer thickness 
has more prime effect on the V oc and efficiency. From Table 4, we can observe that 
with increase in the layer thickness, V oc and efficiency gradually rises for region 
higher than 2 µm.
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Fig. 4 Effect of CTS layer thickness on efficiency and fill factor

Table 4 Parameter values for CTS layer thickness 

Thickness of CTS (µm) Voc (V) Jsc (mA/cm2) FF % Efficiency % 

1 0.521 43.629 80.71 18.37 

2 0.521 43.753 80.71 18.42 

3 0.521 43.873 80.70 18.47 

4 0.521 43.939 80.70 18.53 

5 0.521 44.101 80.71 18.58 

3.4 I–V Characteristics 

From the graph, Fig. 5 it is clear that the performance of p-CTS/p-Si/n-Si tandem 
solar cell is better than other CTS baseline cells in terms of efficiency. All the curves 
in the I–V plot are accurate for solar cells. It is clear that the effect is visible from the 
graph plotted for the spectral response for the solar cell which has the modifications.

3.5 Effect of CTS Carrier Concentration 

The features of the influence of CTS carrier concentration on tandem solar cells 
of p-CTS/p-Si/n-Si are shown in Fig. 6. The efficiency of the cell is shown to alter 
dramatically when the CTS carrier concentration is changed. It has been discovered 
that when concentration increases, efficiency declines. The fundamental cause is 
that the semiconductor turns metallic when the acceptor concentration exceeds 1.0 
× 1018. In fact, the CTS semiconductor’s range carrier concentration is 1.0 × 1014 
or 1.0 × 1023. As a result, we may deduce that 2.3 × 1017 cm−3 is optimized carrier 
concentration. With the rise in the carrier concentration higher than 1015 cm−3, Jsc 
increases, while with the increase in the carrier concentration for region higher than
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Fig. 5 I–V Characteristics of p-CTS/p-Si/n-Si tandem solar cell by varying a n-Si, b p-Si, and c 
CTS thickness
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Fig. 6 Effect of CTS carrier concentration on p-CTS/p-Si/n-Si tandem solar cell 

Table 5 Parameter values for CTS layer carrier concentration 

Carrier concentration of CTS (cm−3) Voc (V) Jsc (mA/cm2) FF % Efficiency % 

1 × 1014 0.516 43.513 75.06 16.88 

1 × 1015 0.520 43.518 79.71 18.07 

1 × 1016 0.521 43.553 80.50 18.30 

1 × 1017 0.521 43.836 80.69 18.45 

1 × 1018 0.522 44.653 80.73 18.83 

1 × 1019 0.522 45.059 80.75 19.02 

1 × 1020 0.522 45.123 80.75 19.05 

1 × 1021 0.522 45.123 80.75 19.06 

1 × 1022 0.522 45.128 80.75 19.06 

1 × 1023 0.522 45.130 80.75 19.06 

1015 cm−3, V oc significantly increases and then remains constant. Increased carrier 
concentration, on the other hand, has a greater impact on FF and efficiency. Table 5 
shows that for regions larger than 1015 cm−3, the FF and efficiency steadily improve 
as the carrier concentration increases. 

3.6 Effect of Operating Temperature 

The simulation involved varying the temperature from 300 to 425 K. The fact that 
the efficiency of the solar cell decreases with the rise in temperature has been shown
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Fig. 7 Effect of temperature of p-CTS/p-Si/n-Si tandem solar cell on efficiency and fill factor 

Table 6 Parameter values for varying temperature on p-CTS/p-Si/n-Si tandem solar cell 

Temperature (K) Voc (V) Jsc (mA/cm2) FF % Efficiency % 

300 0.521 44.101 80.71 16.87 

350 0.448 45.457 76.25 13.88 

400 0.374 47.382 66.08 10.93 

425 0.335 48.290 62.02 9.40 

in Fig. 7. Fill factor has been contrived by the rising temperature. Extreme heat 
leads to damaged cells and reduced life time. The maximum efficiency of 16.87% is 
achieved for the p-CTS/p-Si/n-Si tandem solar cell. When the temperature increases, 
the tendency in the energy band gap of the semiconductor shows a downward trend as 
well. This kind of behavior has been elaborated by Varshini equation, if one considers 
the space between the atoms rises when the atoms vibrate with greater amplitude due 
to the increase in thermal energy. Linear expansion coefficient of a material describes 
this effect. 

With the rise in temperature above 300 K, the Jsc increases markedly, while there 
is a significant decrease in V oc with the increase in the temperature for region higher 
than 300 K. However, increase in the temperature has more prime effect on the FF 
and efficiency. From Table 6, we can see that with rise in the temperature, FF and 
efficiency gradually falls for region higher 300 K. 

3.7 Simulation Results 

To connect the load combination and battery with the PV array, a boost converter 
was utilized instead of a series and shunt type of controller since it allows for optimal 
usage and smooth control of the PV source. The boost converter regulates the output
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of the PV array in order to feed the load. Figure 8 shows an example of a simple 
arrangement. To check or decrease harmonic distortions, the traditional inverter can 
be replaced by a multilayer inverter (Table 7). 

In Figs. 9 and 10, the load voltage and load currents have been shown, respectively, 
with the parameters considered during simulation.

PV 
ARRAY 

BOOST 
CONVERTER INVERTER 

RL-LOAD 

MPPT 

V 

DC-LINK 

V 

Id 

Fig. 8 Circuit diagram of PV cell 

Table 7 Parameters of 
different components used in 
simulation 

Name of components Ratings 

Inductance 1.15 mH 

Capacitance 4.03 mF 

Load resistance 100 Ω 
KC 0.044 A/cm2 

Q 1.69e−19 C 

K 1.38e−23 JK−1 

N 1.3 

Ego 0.87 eV 

Rs 3 Ω 
Rsh 500 Ω 
Tn 298 °C 

Voc 0.5219 V 

Isc 1 A  

N s 20 

T Operating temperature 
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Fig. 9 Load voltage with RL load 
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Fig. 10 Load current with RL load 

4 Conclusion 

The numerical investigation which was conducted on this work explored the regular 
CT-based solar cells with slight modifications in the silicon tandem structure. In 
this SCAPS-1D simulation, the n-Si, p-Si and the p-CTS layers’ thicknesses were 
varied and the ideal output parameters of the cell were found. The observed result 
from the simulation which showed that the tandem structure helps in increasing the 
efficiency. The parameters which were finally obtained from the output were V oc = 
0.5219 V, Jsc = 44.1016 mA/cm2, and FF = 80.71%, and the achieved conversion 
efficiency was increased to 18.58%. On the other hand, a basic CTS solar cell has a 
significantly lower efficiency of 3.7637%. Moreover, the conversion efficiency and 
the temperature rise are inversely proportional which depicts the better stability of 
the cell at 300 K. 

Therefore, it can be expected that with the given modifications in the CTS struc-
ture, an efficient and economical p-CTS/p-Si/n-Si tandem thin film solar cell is 
possible to develop using rudimentary fabrication methods for real-life purposes 
in the upcoming days. 

Simulation results have been observed with the load current having minimal THD 
which proves to be better for various load applications.
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Expansion of the Burners Structure 
to Boost up the Ecological Properties 
of an Average Capacity Boiler 
“E-270-13.73-560” 

Uthum Gunasekara and Nilan Jayasinghe 

1 Introduction 

Industrial high-temperature super-heating processes require significant amounts of 
energy, usually generated by the combustion of hydrocarbon fuels such as coal, 
natural gases, or fuel oil. Fossil fuel burning gives the bulkiest capacity of energy 
for humans in electricity power generation, transportation, central heating, indus-
trial heating, and so on. Nevertheless, the by-product of pollutants such as carbon 
monoxide (CO), carbon dioxide (CO2), nitrogen oxides (NOx), sulfur dioxide (SO2) 
gases, and combustions are a serious threat to the global environment and the exis-
tence of the human beings [1]. With the increasingly stringent regulations globally for 
pollutant gases emission from combustion process, and modern hi tech technologies 
with high efficiency, high effectively, and low pollutant gases emission are needed. 
Thermal power engineering is the leading branch of the global energy sector. It plays 
a significant role in the development of industry in many countries of the world. 
Still, it exceeds all other sectors in emissions of pollutants into the atmosphere (ash 
particles, sulfur dioxide, nitrogen, and carbon oxides). Since the coal fuel and energy 
cycle is one of the most environmentally hazardous, developed countries refuse to use 
it, choosing a more environmentally friendly fuel—natural gas [2]. For developing 
countries, the impact on the environment remains a secondary factor, and traditional 
coal-fired energy is successfully developing due to its low cost. The development of 
the energy sector is leading in creating technologies to reduce the negative impact 
on the environment. Currently, various methods are used to minimize harmful dust
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and gas emissions at coal-fired TPPs: changing combustion technology and cleaning 
gases after combustion [3]. Changes in combustion technology include the use of 
modified burners, recirculation of exhaust gases, staged fuel combustion, plasma 
preparation of low-grade coals for combustion, radiation technologies, and combus-
tion of fuel in fluidized bed furnaces. This research paper discusses changing the 
direction of the burners’ rotation since its implementation at operating TPPs requires 
low investment and contributes to a significant reduction in NOx emissions. In addi-
tion, when this technology is combined with other measures to control and reduce 
NOx formation, it is possible to achieve the maximum reduction in their emissions. 
Using numerical simulation methods, research has been carried out to determine the 
effect of introducing the technology of combustion coal process on the main char-
acteristics of heat, NOx emission, and mass transfer processes in the furnace of the 
E-270-13.73-560 steam boiler. 

The main purpose of this research paper is to develop and increase the environ-
mentally friendly performance and the efficiency of the superheated-steam generation 
boiler by boosting the design direction of rotation of the burners. 

2 Methods and Characteristics of Research 

The object of this research paper, steam boiler “E-270-13.73-560” is considered. 
U-shaped designed layout with natural circulation and solid slag removal, and drum 
boiler [4–6]. The steam boiler furnace is finished gas-tight with dimensions in the 
proposal of 12,000 × 8000 mm (screen pipes along the axes length and width). 
According to the calculation, the supposed fuel for the superheated-steam generation 
boiler is hard coal of grade name D of the INTHINSKOE field. The design essentials 
of the steam boiler are given in Table 1. 

The physical and technical characteristics of hard coal operated for computation 
are given in Table 2.

Table 1 Describe characteristics of the steam boiler E-270-13.73-560 

Title Dimension Designation Value 

Temperature of steam °C Tt.o.s 560 

Steam capacity kg/s; (t/h) D 75 (270) 

Pressure of overheated steam MPa; (kg/cm2) Pp.o.s 13.73 (140) 

Pressure of feedwater MPa; (kg/cm2) Pp.o.f 15.7 (160) 

Temperature of feed water °C Tt.f.w 210 

Estimated coefficient of efficiency (gross) % Ke.c.e 93.21 

Total fuel rate kg/s; (t/h) Bt.o.t 11.77 (42.375) 

Temperature of flue gases °C Tt.f.g 140 

Temperature of hot air °C Tt.h.a 350 
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Table 2 Technical 
characteristics of hard coal of 
grade named of the 
INTHINSKOE field 

Character Dimension Designation Value 

Devolatilization (dry ash 
free) 

% V c 40 

Lower heating value MJ/kg Qp 
H 17.69 

Carbon content % Cc 46.5 

Oxygen content % Oc 8.50 

Nitrogen content % N c 1.25 

Hydrogen content % H c 3.09 

Sulfur content % Sc 2.51 

Ash content % Ashc 24.15 

Humidity % W c 14 

Table 3 is given the arrangements of burners which were performed for three 
modifications of change the direction of rotation of the burners in the boiler when 
the hub-trip ration m = 0.3; swirl factor n1 = 1.5; and n2 = 3.0 parameters are 
constant. 

Table 3 Compromises of burners 

Variant No. Quantity of burners Position of burners in 
the furnace 

Direction of rotation of the burners 

1 8 Opposite 

2 8 Opposite 

3 8 Opposite
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3 Designing Steam Boiler Model E-270-13.73-560 by Using 
the SigmaFlame Software Package Research Analysis 
Appliance 

The SigmaFlame SigmaFlow software package is a primary research tool which 
was developed by universal CFD software package SigmaFlow VTI (Moscow), SFU 
(Krasnoyarsk), IT SO RAN (Novosibirsk), and SibENTC (Krasnoyarsk), which has 
a better matching experimental data of calculated results. The SigmaFlame software 
regulates the concentrations of NOx brought about by three mechanism structures: 
fuel NOx, thermal, and “fast” [7–9]. 

To demonstrate the perimeters of the replicated operational area, applying the 
combustion chamber furnace constructor application, relative to the parameters under 
deliberation (Table 3), a three-dimensional model (3D model) of the steam boiler 
furnace “E-270-13.73-560” it was built Fig. 1a, afterward which, to carried out the 
definite volume design, the furnace area was separated into grid-cells Fig. 1b. 

The numerical simulation of the combustion chamber processes through the 
SigmaFlame is carried out applying an affiliation of physical models representing the

Fig. 1 Steam boiler model E-270-13.73-560 with burners a boiler view; b boiler view with grid-
cells 
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aerodynamics of the furnace, radiation and convective heat exchange, combustion of 
coal particles, slagging processes on the walls, and the formation of NOx. 

A mathematical model of a non-isothermal incompressible multi-dimensional gas 
is applied to describe the flow in the furnace. Gas flow model includes continuity 
equations, momentum equations, transfer equations, and energy transfer equations 
[10]. 

In accordance with this model, boiler has calculated the chemical under burning 
(q3) is determined by the formula [11]. 

q3 = 
Qchem.ub. 

QT 
; (1) 

where Qchem.ub.—total chemical under burning (MW) and QT —heat output of the 
furnace. 

The mechanical under burning q4 calculated in SigmaFlame turned out to be 
higher than the standard in the thermal calculation of the boiler (the total residue on 
the sieve is 90 µm R90 = 33%; the polydispersity coefficient n = 1.3. Mass second 
flow of NOx at the outlet of the furnace (GNOx ) 

GNOx = μNOx ·
Σ  

Gr (2) 

where μNOx —average NOx concentration in the selected furnace cross-section, 
(kg/kg);

Σ  
Gr—mass second flue gas flow rate. Concentration of nitrogen oxides in 

exhaust flue gases, mg/m3 

MNOx = 
GNOx 

VG 
(3) 

where VG—specific volume of flue gases at α = 1, 4. Mass NOx emission (kg/Ton 
of fuel equivalent) 

mF.E. 
NOx 

= 
GNOx · 3600 
BH.N.F.C 

(4) 

where BH.N.F.C—hourly nominal fuel consumption (T/h.): According to the upper 
formulas and the numerical calculation have calculated for three variants and below 
shown results wherein Table 4.

4 The Analysis and Discussion of Numerical Results 
of the Designing Furnace Process 

According to the analysis in the given variants, did not change other conditions, but 
only changed the direction of rotation (wherein Table 3).
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Table 4 Calculated results for three variants of boiler 

Variant No. The average NOx 
concentration 

Chemical under 
burning 

Mechanical under 
burning 

Concentration of 
nitrogen oxides in 
exhaust flue gases 

(kg/kg); (10−4) q3; % q4; % MNOx ; mg/M3 

1 4.233 0.01 0.0968 327.44 

2 4.530 0.05 0.659 377.20 

3 4.249 0.05 0.0965 343.12

And upper are given Fig. 2 shows the vector field of gas velocities, the aerody-
namics of the furnace; a boiler installation is installed in the furnace chamber. The 
gas flow pattern generally corresponds to what is given in the sources in [12, 13]. 
There are three different circulation zones in the furnace. The lower vortex occu-
pies the cold funnel, and the gas velocity is about 20–25% of the initial one. On the 
front wall, the vortex velocity is slightly lower [14, 15]. The formation of the third 
vortex (on top of the aerodynamic projection) is influenced by the features of the 
software—the restrictions that are imposed when creating three-dimensional models 
of the furnace, and the small maximum number of grid-cells in the demo version in 
the SigmaFlame software package (50,000 pieces). 

Fig. 2 Vector field of gas velocities, the aerodynamics of the furnace. Numerical simulation results 
for the variants; a 1; b 2; c 3
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The numerical simulation of the hard-coal combustion chamber process in the 
steam boiler furnace E-270-13.73-560 focused for coal with the consecutive granu-
lometric typical features: total sieve residue with cell size 90 µm when R90 = 33% 
[16], where the polydispersity index n = 1.3. The size of the bulkiest particle decided 
alike to the propositions β = 650 µm [17]. The research analysis results are given for 
the longitudinal dimensional view of the steam boiler furnace penetrating the edge 
of the burners. 

Trajectories of burning hard-coal dust particles (sprinkle tiny particles) in the 
superheated-steam generation boiler E-270-13.73-560 for the given numerical simu-
lation options are given in Fig. 3. The color of the flow line correlates to the particle 
velocity: gold color for high speed (V( p. max) ≈ 30 m/s) and blue color for low speed 
(V( p. min) ≈ 6 m/s). . Consequently, the flow is ejected onto the rear screens of the 
furnace, and the slopes of the inclined lower side (bottom) are given in Fig. 3a, which 
essentially increases the likelihood of slag formation on these surfaces. In the first 
simulation, Fig. 3b and c is shown the particle velocity decreases, which fall off the 
dynamic impact of the flame on the screens and the erosive wear of the convective 
heating surfaces of the screen.

The gas temperature circulation in the central longitudinal zone of the furnace 
is given in Fig. 4. In the version, Fig. 4a shows the climax highest temperature 
of the flame core probably deviated close to the rear end screens of the furnace. 
The distribution of coal sprinkle tiny particles on them boosts the likelihood of slag 
formation.

When the burners are positioned in such a way that a different direction of rotation 
is set from above (Fig. 4b and c), the flame core is concentrated in the center of the 
boiler furnace, but the temperature in the lower part increases. 

The location of the burner designs in the boiler furnace has a considerable reaction 
on the number of NOx formed, as given in Fig. 5. When building the concentration 
fields of NOx, the total concentration of fuel, thermal, and fast NOx was contemplated. 
The formation of NOx fuel depends mainly on the aerodynamic scheme of the gas 
flow in the chamber is determined by the value of the maximum temperature in 
the boiler furnace and the combustion rate in the section under deliberation. The 
maximum temperature value determines the formation of thermal NOx in the steam 
boiler’s furnace and the combustion chamber’s speed in the research study area.

The total amount of nitrogen oxides generated relies on which factors (furnace 
speed or residence time) will have the most effective effect on the process in the 
combustion chamber. Based on the numerical simulation analysis results, the upper 
is given in Fig. 5 reduces nitrogen oxide emissions. 

According to the variants of Fig. 5a, the NOx concentration in the combustion 
furnace decreases, and the variants (b and c) increase and according to the analysis 
can be recommended that the considered option (a) (the first option) is the best in 
terms of efficiency and environmental friendliness. 

The concentrations of NOx (mg/nm3)—under the general conditions when α = 
1.4 in the flue gases at the furnace outlet for versions 1–3 are given in Fig. 6.

The values of mechanical under burning calculated by the program for all variants 
were less than the calculated value of q4 = 1%. In the second variant, there is
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Fig. 3 Trajectories of burning coal particles in the central longitudinal zone of the furnace for 
versions: a 1; b 2; c 3

a high probability of slagging the rear screens of the furnace and, in addition, a 
high concentration of nitrogen oxides in the exhaust gases. From the first and third 
variants, the NOx concentration in the furnace decreases compared to the second 
option. According to the totality of the considered characteristics and parameters, 
it shows that the first option under consideration is the best in terms of efficiency, 
the most environmentally friendly, and safe choice of each option: the value of 
mechanical under burning was approximately a tiny part of the calculated value, 
chemical under burning was insignificant (moreover, it should bear in mind that the 
calculation of q3 was performed by the program in the calculated section at the level 
of the end of the aerodynamic projection), increased dynamic impact of the burner 
on screens, and particle contours are not observed; the NOx concentration is the 
lowest of all the options considered and is almost equal to the permissible value 
according to GOST R 50831-95 [18]. A more visual representation of the decrease 
in the concentrations of nitrogen oxides in the flue gases are given in Fig. 6.
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Fig. 4 Circulation of gas temperature in the central longitudinal zone of the furnace passing through 
the central burners for versions: a 1; b 2; c 3

Fig. 5 Circulation of concentration of nitrogen oxides in the central longitudinal zone of the furnace 
for versions: a 1; b 2; c 3
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Fig. 6 Concentrations of NOx in flue gases at the outlet of the furnace for calculated versions

According to the research analysis, the first variant of the rotation direction of 
burners in the combustion furnace and their design characteristics is the most recom-
mendable and efficient because it provides the lowest concentrations of NOx and 
satisfies the administrative exigencies for the level of NOx emissions during combus-
tion chamber process. The first variant is the environmental friendliness option for 
reducing greenhouse gas emissions. 

5 Conclusion 

According to the calculated results of the analysis of each variant of numerical 
simulation, an analysis of devices for all selected variants of burner devices was 
carried out. In all cases, fuel combustion efficiency was increased (mechanical under 
burning index q4 does not exceed the calculated values according to standards, and 
the chemical under burning index q3 is close to 0%). In the third variant, there is a 
high probability of slagging the rear screens of the furnace and, in addition, a high 
concentration of nitrogen oxides in the exhaust gases. From the first to the third and 
fifth variants, the NOx concentration in the furnace decreases. Per the characteristics 
considered in general, it is possible to discuss and decide that the best efficiency, 
environmental friendliness, and safety are the first option under consideration. There



Expansion of the Burners Structure to Boost … 87

is no such drawback; in addition, the NOx concentration in the flue gases is lower. 
Of all the options, the first option was chosen as the best in terms of characteristics. 
(Eight burners in the opposite arrangement, the sleeve coefficient m = 0.3; the twist 
coefficient of the dust-air mixture n1 = 1.5; the twist coefficient of the secondary air 
n2 = 3.0). The decrease in the NOx concentration at the outlet was reduced in this 
version by 15.2% compared to the third version. 
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Rearrangement of the PV Array 
to Reduce the Effect of Partial Shading 
Using Meta-Heuristic Techniques 

Reeva Dhariwal and Bhavnesh Kumar 

1 Introduction 

Non-renewable resources have begun to deplete at an alarming rate, and the world 
is now searching for other safer options. As a result, the increasing use of renewable 
energy sources is the most obvious solution to this problem. Solar energy is gaining 
momentum in the field of power generation. Photovoltaic panels are used in this case 
whose output is affected by the illumination received by the PV modules. The PV 
modules are connected in different interconnection patterns namely series–parallel 
(SP), bridged-link (BL), honey-comb (HC), and total cross-tied (TCT) to improve 
the output [1]. Further, improvement in the shade dispersion can be achieved with 
the reconfiguration of PV panels based on Su Do Ku [2], puzzle shade [3], magic 
square [4], zig-zag [5], and odd–even [6] technique. Another method is the electrical 
array reconfiguration (EAR) scheme, which uses a high-speed processor, low-cost 
switching devices, and data acquisition system to disperse the shade. Researchers in 
[7] discussed another EAR method by inserting a controlled switch matrix between 
the PV array and the inverter. Although EAR shows good output, but they were 
not practical for the large PV system. Apart from the standard EAR system, the 
researchers in [8] presented fast switching matrix (FSM) for shade dispersion. Simi-
larly, dynamic electrical scheme (DES) reorganization had also been proposed, but 
the use of two independent algorithms limits the flexibility of this scheme [9].
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The previous attempts to mitigate the negative effects due to shading in the PV 
system have several drawbacks such as skilled workers, complex switching combi-
nations, and rewiring. Therefore, one of the possible ways to solve the above problem 
is to use meta-heuristic optimization, since they provide suitable switching combina-
tion that shows better results. This paper discusses two meta-heuristic optimization 
algorithms namely particle swarm optimization (PSO) and genetic algorithm (GA). 
Genetic algorithm (GA) was demonstrated in [10], which showed that this tech-
nique gives the better result as compared to the TCT and Su Do Ku arrangement. 
This method has the drawback of poor convergence and large computational steps. 
Hence, particle swarm optimization (PSO) was proposed in [11]. PSO can deal with 
large solution space which makes this method more suitable for EAR problems. In 
this paper, a comparison is done between reconfigured PV array based on GA and 
PSO taking into consideration BL-TCT, HC-TCT, and TCT interconnections. 

2 System Description 

2.1 Model of the PV Cell 

The electrical equivalent circuit of the PV cell is shown in Fig. 1. The PV cell can 
be connected in a variety of configurations to form the PV array. The current of the 
PV array is given by 

Ia = NPP 

( 
Iph − Io 

[ 
exp 

( 
V + I RS 

VT NSS 

) 
− 1 

]) 
− 

V + I RS 

RP 
(1) 

where Ia is the PV array current, NSS and NPP are the number of modules connected 
in series and parallel, respectively, Iph is photon current, RS is series resistance, RP 

is parallel resistance, I0 is the reverse saturation current, I is current of PV cell, and 
VT = NS KT  

q is the thermal voltage. 
For experimentation, PV module BP Solar BP3170N with specification at standard 

test conditions (STC) of 1000 W/m2, 25 °C is used and given in Table 1.

Fig. 1 Equivalent circuit of 
PV cell 

IDIph 

Rs 

Rp 

+

-
V 

I
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Table 1 Specifications for 
PV module BP solar 
BP3170N 

Parameter Value 

Maximum power 170.88 W 

Open circuit voltage 44.3 V 

Short circuit current 5.2 A 

Nominal voltage 35.6 V 

Nominal current 4.8 A 

2.2 PV Array Configurations 

The conventional configurations of the PV array are series–parallel (SP), bridged-link 
(BL), honey-comb (HC), and total cross tied (TCT). The BL-TCT configuration is 
formed using BL and TCT scheme, similarly, HC-TCT configuration is formed using 
HC and TCT scheme. In this paper, TCT, BL-TCT, and HC-TCT configurations are 
considered to perform the optimization techniques during partial shading condition 
and the results are compared before and after the reconfiguration. Figure 2 represents 
the above mentioned PV array reconfiguration schemes.

3 Reconfiguration Using Meta-Heuristic Optimization 
Algorithm 

3.1 Genetic Algorithm (GA) 

Genetic algorithm is one of the meta-heuristic techniques formulated on Darwin’s 
principle-based stating “survival of the fittest”. This method focuses on increasing 
the output power of the PV array by minimizing the current difference of each row. 
The GA optimization depends mainly on two factors, i.e., generating the population 
and fitness function. The fitness function in the reconfiguration of the PV array is 
defined as follows: 

Max( f (i )) = sum(P) + 
( 
We 

Ee 

) 
+ 

(
Wp ∗ Pa 

)
(2) 

where f (i ) denotes fitness corresponding to ith element, sum(P) is the  total power,  
Ee is the sum of the error difference between maximum row current, i.e., Ee =Σ  6 

K =1 |Im − Ik |, Im is the maximum value of current when bypassing is considered, 
Pa is the output power without bypassing, and We and Wp are the weights having 
value 10. 

The rate of convergence about the global optimum point depends on the param-
eters of the genetic algorithm. Hence, selecting a parameter is a problem in case 
of GA. Therefore, for the algorithm to converge at the global optimum point, some
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(a) TCT (b) BL-TCT 

(c) HC-TCT 

Fig. 2 Various configurations of PV array. a TCT, b BL-TCT, c HC-TCT

parameters such as population size and the number of iterations are fixed and some 
parameters such as the mutation and crossover probability, and point of crossover 
can be randomly chosen. 

3.2 Particle Swarm Optimization (PSO) 

PSO is an optimization algorithm used to solve any nonlinear stochastic problem. 
This technique is based on the behavior of the flock of organisms, such as a swarm 
of birds and fishes. In this optimization, the particles in the group keep the local 
best solution known as pbest as well as the global best solution known as gbest for a 
given problem with each successive sequence so that the algorithm can achieve the 
optimum solution. The steps followed in this algorithm for reconfiguration are as 
shown below:
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Step 1 Initialization: Firstly, initialization of parameters such as social constant 
(Cc), cognitive constant (Cg), and weight (W ) is done having values 1.20, 
1.80, and 0.90, respectively. The initial velocity of each particle can be 
calculated using the following equation 

vel(k) = 1 + round(rand() ∗ 8) (3) 

where k is particle number. 
Step 2 Irradiance Evaluation: The irradiance received by the PV module can be 

evaluated through senor system. Otherwise, the irradiance is calculated the 
as follows: 

Gi j  = α 
[ 
Ii j  + Io 

( 
e 

Vi j  
nVT 

−1 
)] 

(4) 

where Ii j  and Vi j  are the current and voltage of ith row and jth column, 
the values of the parameters such as ‘α, Io, and nVT’ are taken from the 
manufacturer datasheet. 

Step 3 Solution Evaluation: Based on the current and voltage value of the PV 
module, the fitness of each solution is assessed. The fitness function used in 
this case is same as Eq. (2). 

Step 4 Updation of Velocity: The following equation is used to update the particle 
velocity during the next iteration: 

V t+1 
i = w ∗ V t i + rand ∗ CC ∗

(
Pbest − Xt 

i 

) 
+ rand ∗ Cg ∗

(
Gbest − Xt 

i 

)
(5) 

where ‘i’ denotes the optimization vector variable, ‘t’ is iteration number, 
and Xt 

i and V 
t 
i are the position and velocity of tth iteration. 

Step 5 Termination Phase: The termination conditions are reached after getting the 
appropriate switching pattern, and there is no further change. In the event of 
a change in illumination, the algorithm should be initialized again. 

4 Results and Discussion 

To demonstrate the result of the meta-heuristic techniques, three 5 × 5 conventional 
PV array configurations are considered namely TCT, BL-TCT, and HC-TCT. The 
shading pattern chosen for the analysis is shown in Fig. 3a, whereas Fig. 3b and c 
shows the shade dispersion after applying PSO and GA, respectively.

It is evident that the PSO gives the best result in the case of TCT configuration 
with a maximum power of 3860 W, and the voltage at which GP occurs is nearest to 
the nominal voltage in the case of PSO as compared to the shade dispersion obtained 
from GA technique. Moreover, Fig. 4 shows the PV characteristics that support the
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11 12 13 14 15 
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41 42 43 44 45 
51 52 53 54 55 

            (a)                                                     (b)                                                    (c) 

Fig. 3 Shading pattern a before shade dispersion, b after shade dispersion using PSO, and c after 
shade dispersion using GA

above statement. Finally, the power enhancement and fill factor are evaluated for 
all the configurations and are shown in Table 2. They can be calculated from the 
equations given below: 

%Power enhancement = 
(
GPO − GPW 

GPW 

) 
× 100 (6) 

Fill Factor(FF) = 
(
Vmpp Impp 

)
PSC 

VOC ISC 
(7)

where GPO is the optimally generated PV array power, GPW is the power generated 
without any reconfiguration, Vmpp and Impp are the voltage and current at maximum 
power during partial shading condition, VOC is the open circuit voltage, and ISC is 
the short circuit current. 

5 Conclusion 

This paper discusses GA and PSO techniques for the reconfiguration of PV modules 
in the PV array. The objective of the optimization technique is to maximize the output 
power by equalizing the current in each row during partial shading conditions. The 
above techniques disperse the shade by providing optimal position of the modules in 
the PV array and accordingly, the reconfiguration of the array takes place by changing 
the electrical connection without changing the physical position of the modules. The 
performance is analyzed for three conventional configurations namely TCT, BL-
TCT, and HC-TCT. The results shows that TCT performs better as compared to 
other configuration followed by HC-TCT, and the power enhancement percentage in
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(c) HC-TCT 

(a) TCT (b) BL-TCT 

Fig. 4 PV characteristic after applying PSO and GA for various configurations. a TCT, b BL-TCT, 
c HC-TCT 

Table 2 Power enhancement percentage and fill factor for various configurations 

Configuration Maximum power (W) Power enhancement (%) Fill factor (FF) 

PSO GA PSO GA PSO GA 

TCT 3860 3705 18.44 13.68 0.77 0.69 

BL-TCT 3679 3634 12.99 11.61 0.68 0.67 

HC-TCT 3765 3679 15.56 12.92 0.74 0.68

the case of PSO is more as compared to the reconfiguration obtained through GA in 
all the cases with a maximum of 18.44% in the case of TCT configuration followed 
by 15.56% for HC-TCT and 12.99% for BL-TCT. And the fill factor is highest in the 
case of PSO configured TCT having a value 0.77. 
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Design of Lithium-Ion Battery Thermal 
Management System for Vehicular 
Applications 

Inteti Lakshya Rani, K. Dhananjay Rao, Penmetsa Preetham, 
and Ghanta Chaitanya 

1 Introduction 

Over the past decade, electric vehicle technology has seen an enormous breakthrough 
in the history of mankind. Lithium-ion batteries which have a very high energy density 
have found their place in electric vehicles. But these batteries have their pros and cons. 
Though it is said to be the safest battery source, yet it can still cause fire accidents 
if not dealt with properly. Therefore, these batteries should never be overcharged 
or be allowed to be over-discharged or it will result in thermal runaway. Thermal 
Runaway is a condition where the current flowing through the battery on charging or 
overcharging causes the cell temperature to rise. Thus, it is essential to consider these 
parameters while designing a proper thermal management system for the battery [1, 
2]. These systems need to be designed properly such that battery temperature can be 
controlled with ease. Although lithium batteries are considered to be the safest cells, 
there is always a need to monitor it [3]. 

As and when lithium batteries are manufactured, the batteries undergo an aging 
phenomenon due to the various physical and chemical reactions in the cell. Even 
when they are in use, they have a lot of internal chemical reactions taking place 
when the cell is being charged and discharged constantly. The cells are not charged 
equally either. This is called charge imbalance. A charge imbalance leads to the 
improper utilization of the cells. Some could be overcharged and some may be 
undercharged. This causes overheating in cells and results in a thermal imbalance. 
Both cell imbalance and temperature are interdependent on each other [4]. 

The heat due to imbalance might spread from one cell to another cell. Thus it 
is important to ensure that temperature is distributed evenly across cells. Thus we 
require a proper thermal management system to cool down the cells. There are various 
battery thermal issues that need to be considered before designing a battery thermal
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management system. This includes the various heat generation phenomenon that 
needs to be considered and managed correctly. The chemical reactions occurring in 
the battery are the main reason for thermal runaway. It can also be due to the materials 
by which the cells are made. The battery storage temperature might also be one of 
the reasons for the rise in temperature [5, 6]. 

These temperature variations greatly impact the state of health of the battery. 
The battery aging phenomenon depends on the temperature of the batteries. As the 
temperature increases or decreases the battery health also decreases [7]. Both excess 
voltage and under voltage affect the cell temperature. The battery voltage should not 
exceed its optimum value or else it causes a heavy inrush of currents. These currents 
increase the temperature and increase the breakdown of electrode materials. Thus, 
overcurrents and voltage cause thermal runaway [8–10]. Overheating causes a higher 
reaction rate. As the chemical reactions are linearly related to the temperature, the 
battery capacity to carry current decreases. As a result heat dissipation increases and 
finally results in thermal runaway conditions [11, 12]. The battery thermal manage-
ment system requires a microcontroller to monitor the parameters of voltage, current, 
and temperature [13]. 

The battery thermal management system is necessary to control the temperature 
variations that occur on the battery due to the movements of EVs [14]. The system 
needs to monitor the required parameters and suitably apply the necessary control 
system. Here, to control temperature, a cooling system using a coolant is applied to 
control it. Choice of coolant is very important while designing a cooling system as 
some could be corrosive [15, 16]. The current trend involves the use of the Internet 
of Things (IOT) through which the ESP8266 node MCU has occurred as a majorly 
flexible microcontroller [17]. The above literature lacks the smart BMS techniques 
involving IOT and machine learning techniques. In this regard, a smart BMS tech-
nique has been proposed to control the battery parameters such as voltage, current, 
temperature and SOC by using various sensors and IOT technology. Further, each 
of these parameters is monitored and controlled effectively using the designed BMS 
mechanism. 

1.1 Battery Thermal Management System 

For the design of a battery thermal management system, several parameters need 
to be taken into consideration. It should be light in weight, flexible, easy to install 
and simple in design aspects. For these reasons, the design of a battery thermal 
management system should be carefully done. This paper proposes an effective, 
simple and cost-efficient battery thermal management system for electric vehicles. 
Often, the values of voltage and current keep changing continuously. Overvoltages 
and overcurrents need to be monitored properly, the cooling system will operate to 
take care of the excess heat obtained. 

At present, the battery management systems that are in use today are less efficient 
and tend to fail easily. Even if all the requirements are met, the system will not
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be economical. The proposed BMS uses state of the art techniques to monitor the 
cell parameters. The BMS is able to protect the battery from high temperatures and 
measures the state of charge (SOC) using the lookup table method. The temperature 
of the battery increases as the battery gets charged and discharged continuously. 
Just like how the discharge cycles vary when an electric vehicle moves on the road, 
the temperature of the battery varies accordingly. Thus, there is a need to monitor 
the temperature continuously. The battery pack of an EV consists of several cells 
connected in series or parallel. This project makes use of a simple battery pack 
consisting of 4 cells connected in series. The battery pack needs to be monitored for 
the analog parameters of temperature, voltage, and current. In order to perform this 
measurement, the battery pack is connected to a temperature sensor, voltage sensor 
and current sensor. In practice, monitoring for the individual parameters is required 
and so a temperature sensor is mounted on the surface of the battery pack. From 
this, the surface temperature of the battery can be monitored effectively. The voltage 
sensor and current sensors are placed to obtain individual cell voltage and pack 
current. The readings from the voltage sensor are in turn used to measure the state of 
charge (SOC) of the battery. The microcontroller continuously monitors the battery 
for changes in voltage and current. The lookup table algorithm is used to calculate the 
SOC of the battery. The block diagram depicted in Fig. 1 demonstrates the sensors 
are connected with a microcontroller (ESP8266 node MCU) unit for measuring 
SOC and monitoring the voltage, current and temperature. It continuously compares 
with the set values and if the temperature is found to be out of range, immediately 
performs the corrective actions through the control circuit. It turns on the coolant or 
the fan as per our cost requirements for controlling temperature. It operates a relay 
for protecting the battery pack if the battery is found to be under overvoltage or 
overcurrent conditions. 

BATTERY 
PACK 

VOLTAGE 
SENSOR 

CURRENT 
SENSOR 

TEMPERATURE 
SENSOR 

ESP8266 
MICRO-

CONTROLLER 
LOAD 

RELAY 

COOLING 
FAN 

Fig. 1 Block diagram of proposed BTMS
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2 Experimental Setup 

The battery management system that is proposed has experimented on a battery pack 
consisting of 4 cells connected in series. The lithium iron phosphate battery voltage 
and capacity are 12.8 V and 3.5 Ah, respectively. For simplicity purposes, ESP8266 
node MCU unit. This system mainly consists of a microcontroller ESP8266 board 
which continuously monitors the parameters of voltage, current, temperature, and 
state of charge. A temperature sensor that is used to measure the pack tempera-
ture is connected to the battery pack when the battery is continuously charged and 
discharged. The DHT11 temperature sensor is able to measure temperatures ranging 
from 0 to 50 °C. The operating voltage of this sensor is from 3.5 to 5.5 V whereas its 
resolution is 16 bit. The output data is serial data which is well-compatible with the 
Arduino UNO board. This makes the overall system operation effective. An algo-
rithm for measuring the temperature through the DHT 11 sensor has been written in 
Arduino software and executed. A set value of the temperature is set in the microcon-
troller and if the temperature exceeds this set value then the microcontroller directs 
the control system. A dc fan is placed for cooling the pack temperature if it exceeds 
the set value. A motor driver L298N 2A module is used for varying speeds of the fan 
for different temperatures as required. 

For the measurement of SOC, the same ESP8266 node MCU is used to monitor 
the charge and discharge cycles. The SOC varies continuously as the load is being 
applied while discharging. The load used here is a lamp load rated 12 V. The charge 
and discharge are measured using an algorithm called the lookup table method. The 
Li battery has a nominal voltage of 12.8 V. The maximum operating voltage is 14.4 V. 
The following mathematical formulation has been used to measure battery SOC. 

%SOC of battery = 
Vt − Vn 

Vm − Vn 
∗ 100 (1) 

In the above equation, V t represents the terminal voltage of the battery and V n is 
the nominal voltage of the battery whereas Vm represents the maximum operating 
voltage of the battery. Here, the terminal voltage is measured from the voltage sensor. 
This reading is given to the microcontroller for SOC measurement. 

The voltage sensor used in the proposed system is the 25 V (maximum) voltage 
sensor module. Its input range is 0–25 V DC, whereas the voltage detection range is 
from 0.02445 to 25 V DC. The resolution of this sensor is 0.00489 V. The current 
sensor used is the INA219 I2C bidirectional current sensor module. This sensor is 
able to measure upto ±3.2 mA with a resolution of 0.8 mA. Its operating voltage is 
3.3–5 V. The accuracy may vary by±0.5%. Due to these features, the aforementioned 
two sensors are apt for the proposed BTMS. 

The measured voltage and currents are received by a microcontroller and operate 
the respective control systems accordingly. Further, a relay is placed for the control 
of overvoltage and overcurrents. The well-known fact is that the battery overcharging 
increases the overvoltage and similarly the over-discharging causes overcurrent.
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Fig. 2 Experimental prototype setup 

Therefore, if the battery is overcharged or if it is under an overvoltage condition, 
then the relay operates to switch off the supply. Similarly, for overcurrent protection, 
a relay operation takes place. The experimental setup for the system proposed is 
depicted in Fig. 2. 

3 Experimental Results and Analysis 

Various charge–discharge tests were conducted on the battery at different operating 
conditions. At different operating temperatures, the tests were conducted on the 
battery. Also, during discharge of the battery SOC is measured and the relevant tests 
are conducted. The battery pack was charged and discharged continuously. During 
discharge cycles, it was observed that the battery temperature was around 25–30 °C. 
A set temperature range was given in the algorithm for the operation of a DC fan. 
When the temperature increased beyond the value of 30°, then the cooling fan was 
automatically operated through the control system provided. The current sensor is 
placed in series with the battery pack to obtain the battery pack current. These 
current values are collected by the microcontroller. The microcontroller continuously 
monitors for any overcurrent values. In this experiment, different loads were applied 
to discharge the battery and reciprocate it like in real-time applications. Figure 3 
depicts the discharging current of the battery. It is observed that during discharge, 
the current increases continuously. When the applied load is increased, the current 
drawn by the battery increases. If the battery current is drawn for a long duration, it
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causes an overcurrent. The rise in battery current magnitude will increase the battery 
temperature and thermal runaway may take place. For the safe and secure operation 
of EVs, overcurrents need to be controlled properly. Hence, whenever an overcurrent 
occurs, the operation of the relay takes place. Thereby, the load is disconnected from 
the battery using a relay and the battery pack is protected. Therefore, the experiment 
is conducted on the battery pack for different loads while discharging. 

The voltage of the battery pack was measured by placing a voltage sensor across 
the battery pack. The pack voltage is measured by the sensor and it is sent to the 
microcontroller. Using Arduino programming, the program was executed for moni-
toring the voltage. Figure 4 depicts the battery terminal voltage measurement during 
discharging for a load applied. It is observed that the voltage is decreasing while 
discharging the battery. The voltage is continuously measured so that the battery will 
not be in overvoltage conditions. 

Fig. 3 Battery discharging current 

Fig. 4 Battery terminal voltage
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Fig. 5 Battery state of charge measurement from 59% 

The state of charge was measured using the lookup table method. The related 
program was written in Arduino programming language and is fed to the microcon-
troller. The SOC was measured as the battery is discharged continuously. Figure 5 
provides the measurement of SOC, as the battery was discharged through the appli-
cation of a load (12 V DC Bulb). Also, the SOC value was obtained during the 
discharging of the battery and their relevant results were obtained. Just like how the 
electric vehicle will be subjected to different loads ranging from bumpy roads to 
smooth roads, a similar profile has been replicated by applying different loads to the 
battery. 

Figure 6 depicts the temperature variation of the battery during the discharging 
condition. It is observed that the temperature increases continuously. As it is difficult 
to operate the battery at higher temperatures, the battery was operated within a safe 
range. It is observed that when the battery surface temperature increases beyond 
the set value (i.e. 28°), then the operation of the cooling fan takes place and so 
the temperature starts decreasing accordingly. The set value can be given to the 
microcontroller through Arduino programming. Similarly, even while charging the 
temperature increases and when it is beyond the set value, the cooling fan starts to 
operate and so the temperature is brought down accordingly.

Further, SOC estimation for the battery has been carried out using (1) for different 
SOC levels such as 50% SOC and 75% SOC. The measured 50% SOC and 75% 
SOC are depicted in Figs. 7 and 8. These estimated value depicts the efficacy of the 
proposed SOC estimation technique. Similarly, SOC estimation of the battery can 
be carried out for any level SOC.
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Fig. 6 Battery pack temperature variation

Fig. 7 Battery state of 
charge measurement from 
50% 

Fig. 8 Battery state of 
charge measurement from 
75% 

4 Conclusion 

This paper is focused on the design of a simple and economic battery thermal manage-
ment system by using simple components. This proposed system makes use of various 
sensors for obtaining battery parameters. These parameters are voltage, current, 
temperature and state of charge (SOC). They are measured and monitored using 
sensors and a microcontroller connected to the battery pack. They are controlled
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using a control system provided for each. Whenever there is an overvoltage or over-
current, the relay has been operated successfully by tripping the circuit and providing 
safety to the battery. The battery temperature changes as the load is applied and due 
to the high and safe operating characteristic of a lithium iron phosphate battery, the 
temperature could not be increased more than safe limits. The state of charge of the 
battery was monitored and measured by using the terminal voltages and operating 
voltage range. Thus, the proposed system showed effective results and therefore, a 
simple and economic battery thermal management system can be obtained. 
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Wind and Tidal Power as a Dynamic 
Solution for Sri Lanka’s Dependency 
on Thermal Power Plants 

Nilan Jayasinghe , Uthum Gunasekara , and Rasika Pothupitiya 

1 Introduction 

According to the last ten years, climate change has been a growing concern that 
has led nations worldwide to rethink the use of fossil fuels [1]. This applies to 
every country, including the developing nations. In our case, Sri Lanka, the island 
nation, occupies an almost total area of 65,610 km2, with 62,705 km2 of land and 
2905 km2 of territorial water [2], and 1680 km of coastline in the Indian Ocean 
[3] until recent time’s country’s electricity generation depended mainly on renew-
ables like hydropower. Up until the mid-90s, hydropower plants were the primary 
mode of electricity generation in Sri Lanka. But with the rapid increase in electricity 
demand, authorities had to seek alternatives. Unfortunately, those alternatives were 
old-fashioned thermal power plants powered mainly by burning coal and fossil fuels. 
According to the Ceylon Electricity Board (CEB) data from 2020, about 9936 GWh 
were generated by thermal coal and thermal oil. Compared with the total generation 
that year, this was about 37%—thermal coal and 27% thermal oil. In 2020, about 
64% of the total electricity generation was produced through thermal power plants 
[4]. However, in the specific case of Sri Lanka, this trend was accelerated from the 
2020s due to the malfunctioning of thermal plants and bad economic situation in
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the country. After the pandemic situation with COVID-19, there are crises with the 
growing up of the country economy [5]. 

Moreover, Sri Lanka joined the 2016 Paris Accord Agreement; an agreement with 
the United Nations Framework Convention on Climate Change (UNFCC) dealing 
with greenhouse gas emissions. The island should go to the zero-carbon emitting 
while increasing the generational power [6]. The use of thermal power plants has 
two main inconveniences. First, the high costs of the electric power generation system 
are mainly due to the purchase and transportation of explosives. For these reasons, the 
efforts of Sri Lankan authorities are currently being focused on the design and devel-
opment of renewable energy-based plans to replace the existing systems. According 
to the CEB, these efforts will lead to a renewable target between 22 and 24% of the 
power supply in 2036. 

2 Research Study and Methods 

Sri Lanka is a relatively large island situated south of India, extending offshore into 
the Indian Ocean. This allow the island to interact with the seasonally changing 
monsoon. Monsoonal patterns around Sri Lanka throughout the year are given in 
Fig. 1. 

The southwest (SW) monsoon generally operates between June and October, and 
the northeast (NE) monsoon operates from December through April. During the SW 
monsoon, the southwest monsoon current flows from west to east, while during the 
NE monsoon, the currents reverse in direction [7, 8]. 

As an island country that lacks the necessary land to install large amounts of 
onshore wind or solar power, work is being focused on exploiting marine renewable

Fig. 1 Monsoonal patterns around Sri Lanka during a Northeast monsoon and b Southwest 
monsoon. NM—North monsoonal currents; CCEI—Coastal current from east India; SM—South 
monsoonal currents; SLD—Sri Lankan Dome 
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energy sources. In this regard, tidal current energy appears as a very promising alter-
native, especially for isolated areas, since it requires less grid capacity and reduces 
costs in energy storage. Wind farms at seas generate the majority of the marine renew-
able energy, and it is economically beneficial for the small communities in coastal 
areas [9, 10]. So far, tidal stream energy cannot compete in absolute numbers of 
power production and cost with solar photovoltaics (PV) or wind energy. Therefore, 
the use of hybrid wind and tidal platform solutions will be an excellent option to 
achieve the carbon zero policy for developing nations with access to oceans. 

The main purpose of this research study is to propose suitable sites for the instal-
lation of combined wind and tidal power plants in Sri Lanka and their usage as an 
alternative to the excess use of fuel oil and coal-powered thermal plants. In the given 
figure, they are considering massive maritime traffic around Sri Lanka [11]. Hybrid 
farms must be installed close to land with less interference to maritime routes and 
abundant wind in seas and due to the onshore limitations [12]. This research study 
discusses two sea patch areas close to Mannar and Hambantota to Kalmunai is given 
in Fig. 2.

Hybrid farms should not disturb the existing marine traffic around the island and 
as well as local fishing community. However, further, research has to be done on the 
consequences of man-made structures on existing marine environment and sea bed 
[14]. 

2.1 Proposed Sites for Turbine Installation 

According to this research paper, locations along the southwest and northeast coast-
lines of Sri Lanka were considered by available energy density in the Indian ocean 
[15] (monsoonal wind streams) and other marine economic agents such as fishery 
marine traffic lines. The proposed locations in the waters around Sri Lanka are given 
in Fig. 3.

Site a—Northwest of the island including Mannar region considered. Sea 
patch area for hybrid turbine installation represented below with their respective 
longitudinal and latitudinal coordinates. 

Latitudes: 8.01–8.78; 
Longitudes: 79.41–79.84; 
Ocean depth range (m): 12–2000. 

Site b—Offshore region to the southwest of Sri Lanka which includes sea area 
from Hambantota to Kalmunai. 

Latitudes: 6.18–7.36; 
Longitudes: 81.48–82.32; 
Ocean depth range (m): 30–2500. 

Considering the vast area of selected sea patch sectors, there is more likelihood 
to launch many hybrid units in near future. The proposed sites have a favorable
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Fig. 2 Major maritime routes along the western and southern coasts of Sri Lanka frequently used 
routes are marked with bright red, orange, and yellow. Sourced from global maritime traffic [13]

wind throughout the year. Weather changes rapidly in South Asia due to the pres-
sure depression over Bay of Bengal Winds from northeast monsoon and southwest 
monsoon sweeping the area. The sea becomes rough due to the powerful waves 
created by abundant winds [16, 17]. 

2.2 Wind Patterns for Selected Areas Around the Island 

Wind speed for ten consecutive days for the three selected locations is given in Fig. 4. 
It is shown that in the selected sectors, wind speeds are varying within a range of 
4–8 m/s making it an appropriate location for wind turbine operation. Winds forcing 
from the Bay of Bengal and equatorial Indian Ocean affects the wind patterns in the 
selected offshore sites [19].
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Fig. 3 Area of interest 
around the island a 
Northwestern coast and b 
Southeastern coast of Sri 
Lanka

2.3 Tidal Turbines 

A crucial element needed for electricity generation is Turbine. Many factors should 
be considered when it comes to offshore installation. Materials should withstand 
harsh marine conditions with time [20, 21]. Tidal stream turbines extract kinetic 
energy from water flow. Except for the medium in which the tidal Turbine operates, 
its operational behavior is like that of a wind turbine. Tidal stream turbines function 
according to the principles of aerodynamic lift, and it is more efficient than aerody-
namic drag [22]. The density of the medium in which turbine blades operate conclude 
the more efficient way. 

Tidal currents are usually much slower than the wind; however, the dense sea 
water matches this output power, allowing tidal turbines to generate the same power 
output. Tidal turbines must withstand harsh conditions under the sea [23]. 

Tidal turbines can be classified mainly into two groups regarding the design: cross 
flow turbine and axial-flow turbine. According to this research paper, a hybrid tower 
is proposed with horizontal axis flow turbines. The principle of working axial-flow 
turbine with a horizontal axis of rotation is illustrated in Fig. 5. This type of tidal 
turbine sweeps a large circular area of seawater that flows parallel to the axis of 
rotation [24]. Mathematically, the amount of power of a turbine can be described by 
actuator disc theory [25]
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Fig. 4 Wind speed changes during 10 days for proposed sites Mannar, Hambantota, and Kalmunai. 
Sourced from European Centre for Medium-Range Weather Forecasts (ECMWF) [18]
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Fig. 5 Tidal turbine blade 
with axial-flow configuration 

Ptidal = 1 
2 
ρ AB.SCPv

3 (1) 

Ptidal—Power (W) generated by the tidal turbine, ρ—Density of liquid (water, kg/m3), 
AB.S—Blade swept area (m2), CP—Power coefficient of tidal turbine, and v—Water 
flow speed (m/s). 

Power generated per m2 of blade swept area (power density) of tidal turbine can 
be calculated as below 

Pd.tidal = Ptidal 
AB.S 

= 1 
2 
ρCPv

3 (2) 

Pd.tidal—Power density of tidal turbine (W/m2). 

2.4 Wind Turbines 

Wind turbines work by converting kinetic energy into rotational kinetic energy. The 
turbine then converts into electric energy that generates electricity. Wind turbines 
can extract almost 59.3% of the accessible wind power in the area [26]. Generally, 
the power is limited by the Betz limit [27]. The amount of energy that wind turbines 
can extract from wind can be given mathematically shown below [28]. 

Pwind = 1 
2 
ρπ R2 

B.CP(λ, β)v3 (3) 

Pwind—Power (W) generated by the wind turbine, ρ—Density of air (kg/m3), R. 
B— 

Rotor blade radius (m), CP(λ, β)—Wind turbine power coefficient with tip speed 
ratio λ and pitch angle β, and v—Airflow speed (m/s). Operation of a wind turbine 
is given in Fig. 6.
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Fig. 6 Principle of wind 
turbine operation, v—wind 
speed before reaching the 
blades, R. 

B—rotor blade 
radius 

2.5 Hybrid Tower Model with Triple Turbine Complex 

The combination of two accessible offshore renewable energy sources, wind + tidal, 
avoid the hazardous effects of using thermal oil power plants and gives the prospect 
for future developments in the marine renewable sector [29]. A hybrid tower with 
both wind and tidal turbines will enhance the ability to extract wind energy and 
tidal energy simultaneously with less cost compared with separate installations [30]. 
Model hybrid tower constructed with two tidal turbines and separate wind turbines 
are given below in Fig. 7. 

Hybrid tower shown in Fig. 7 consists a pair of 2 MW underwater tidal turbine 
which has a total generating capacity of four megawatts. Upper segment which is 
above the surface of water contains wind turbine unit. Wind turbine has a generating 
capacity of 6 MW, thus from a single hybrid unit it is possible to extract an estimated 
value of 10 MW.

Fig. 7 a Model hybrid 
tower including one wind 
and two tidal turbines each in 
one complex and b 
profile-view of hybrid tower 



Wind and Tidal Power as a Dynamic Solution … 115

Ease of transmission of electricity from offshore generating platform is also an 
important factor that is to be considered. The marine renewables currently in oper-
ation typically use high voltage alternative current (HVAC) transmission systems 
due to the relatively small distance to electrical substations, cutting off the excess 
transmission costs. If the turbine sites are farther away from the coast, using a high 
voltage direct current system for transmission would be beneficial [31, 32]. 

The total CO2 emissions between installed capacities by year for Sri Lanka from 
1998 till 2044 are given in Fig. 8. 

According to this research paper, a hybrid wind-tidal turbine tower is introduced, 
and it is expected to reduce CO2 emissions by 5% at the end of 2031. 7.5% for the 
year 2036, 10% reduction by the year 2041, and at the end of 2044, it is expected to 
cut off total CO2 emissions by 15% using hybrid renewables. 

In accordance with Table 1, if the project initiated the total number of 10 MW 
hybrid units that can be installed by year 2031 will be 24 units. For next five years 
that number will be almost twice the value achieving a generation target of 460 MW. 
By year 2044, a total of 140 hybrid units will be operational around the island, hence 
this reduces the carbon emissions to a considerable extent.

Fig. 8 Total CO2 emission and prediction according to the installed capacity by year for Sri Lanka 
from 1998 till 2044 
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Table 1 Demand, net generation forecast, and required hybrid complexes for 2031–2046 

Year until Demand (GWh) Net generation (GWh) Peak demand Number of 10 MW 
hybrid towers need to be 
install at the proposed 
sites 

2031 27.438 29.647 4.755 24 

2036 35.100 37.844 6.078 46 

2041 43.859 47.288 7.602 76 

2044 53.703 57.901 9.317 140 

Based on the chart is given in Fig. 9, by realization of the hybrid wind and 
tidal farm project, it is observed that total CO2 emissions has reduced according to 
the predicted values. This shows a good startup to achieve clean energy with the 
utilization of renewable energy sources. 

Fig. 9 CO2 emission and calculation of installed capacity by year for Sri Lanka from 1998 till 2044 
during 2030 to 2044 with hybrid power plant as 100% clean energies without producing greenhouse 
gases
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3 Conclusion 

This research study has suggested combining tidal and wind current energy to provide 
continuous electric power by optimizing the operation of 24 hybrid turbines, 10 MW 
of installed capacity each, considering 12 hybrid turbines for each site by 2031. By 
2044, 140 hybrid complexes will be operational around the island, cutting off the CO2 

emissions by 15%. According to this research paper, the hybrid turbines reviewed 
represent the latest achievements in the MW level offshore renewable technologies 
in present times. These hybrid turbine technologies will be installed in the proposed 
wind-tidal hybrid farms. In addition to these industrialized significant hybrid turbine 
technologies (with sea-bottom supporting structures), research has been carried out 
to achieve more efficient megawatt-level power capacities. This study accommodates 
several turbines (one wind and two tidal) on a single platform structure to minimize 
system installation value and achieve high power generation capacity. To further 
influence, it is possible to install vertical axial turbines in lagoons such as Puttalam, 
Negombo, and Batticaloa. Sri Lanka energy sector is heavily dependent on imports. 
With oil price increasing each year, the government has not been able to pay for 
thermal power plant fuel. Total availability of power is very high in the country with 
suitable conditions since island surrounded by Indian Ocean and as shown above 
more sites are available for the hybrid renewable. 
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Evaluation of Various Dynamics 
on Current Transformer Saturation 
with a Model Study on Power System 
Protection 

Dharmesh Patel and Nilesh Chothani 

1 Introduction 

Practically electrical power system network works smoothly by measuring current 
and voltage signals and decisions for relaying purposes are derived from these 
measurements. The relaying system works with a lower range of current (in amperes, 
not kA) and voltage (volts, not kV). So, currents and voltages magnitudes must be 
scaled to lower the levels and then fed to the meters and relays. This work can 
be done by Current Transformers (CTs) and Voltage Transformers (VTs). These 
measuring transformers are also electrically isolating the relaying system from the 
high range of power apparatus, which also provides safety for both human beings 
and the equipment. Considering this reason into account we can say that CTs and 
VTs are the measuring sensors for the relay. Based on the sensed quantity by these 
instruments, the decision-making block (relay) processes these signals and gener-
ates decision commands to circuit breakers, alarms, etc. The working quality of the 
current-based relaying scheme depends upon the authentic reproduction of the signal 
on the secondary side of the CT. 

The CTs can be classified into measurement CTs and protection CTs [1]. Two 
types of CTs are classified as per ANSI/IEEE standards: Class T and Class C. Same 
as auxiliary CTs are used for circuit isolation to permit independent grounding and 
change in ratio to match current requirements. 

Hooshyar et al. [2] proposed current differential function to detect the saturation of 
CT from the properties of the current signal wave shape. They have also considered
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mathematical morphological solutions based on wave shape properties of current 
derivatives, but practical implementation is remained left. After that, Hooshyar and 
Sanaye-Pasand [3] elaborated precise measurement of fault currents breached with 
decaying dc offset and CT saturation result confirmation throughout the system is 
perfect, even simulation results are also validated. Hooshyar and Sanaye-Pasand [4] 
involved CT saturation identification based on waveform analysis with the use of a 
variable-length window. Solak et al. [5] suggested transmission line differential relay 
immune to CT saturation based on a fuzzy adaptive concept. Results are highly vali-
dated with 5000 test data with 0% error in simulation on ATP software. Bertrand et al. 
[6] presented CT saturation calculations: IEC standards and nonconventional instru-
ment transformers which give a general idea regarding the effect of CT saturation. dos 
Santos et al. [7] proposed the detection of CT saturation with the use of the distance 
between consecutive points in the plans formed by the secondary current samples 
and their different functions on EMTP software-based simulation with mathemat-
ical explanations. Moreover, THD-based CT saturation detection techniques are also 
adopted under transformer protection under various test conditions [8]. Various CT 
saturation effects are incorporated in transformer protection with adaptively shifting 
percentage biased characteristics under linear and non-linear load conditions [9–11]. 

Kuzhekov et al. [12] proposed a technique to compute the coefficient of the tran-
sient regime and the time-to-saturation of CT. However, the method depends only 
on the characteristics of CT and not on the external parameters of the 500 kV power 
system network. Vakhnina et al. [13] have presented a system of non-linear differ-
ential equations considering the non-linearity of the inductive resistances of the 
magnetization curve. The developed model considers the effect of DC offset on 
the saturation of the transformer core. However, other effects like over fluxing and 
remnant flux are not considered in the analysis. A novel scheme has suggested a tech-
nique using the dynamic current saturation with phasor estimation [14]. An index is 
calculated to compute the difference between the estimated current samples regen-
erated from the dynamic phasor and the actual current samples value. However, the 
noise and harmonics must be taken into consideration while estimating the phasor 
values of CT secondary signals. 

A controlled voltage source (CVS)-based device is introduced in series with a 
relay to compensate for Current transformer (CT) saturation [15]. The suggested CVS 
produces a voltage change with time to cancel out the voltage induced across the CT 
burden. Therefore, the CT core flux remains undistorted and virtually constant during 
the power system faults. On the other hand, the asymmetry in the original waveform 
and the presence of DC decaying components may affect the operation of protective 
devices. Detection and resolution of CT saturation are important to eliminate the 
maloperation of the current-based protective relays. Haghjoo and Pak [16] have  
demonstrated least square error and artificial neural network-based compensation 
and reconstruction of the distorted secondary current waveform of CT. The suggested 
method can work for minor variations in system parameters and noisy environments. 

Davarpanah et al. [17, 18] elaborated a saturation suppression approach for the CT 
as a fundamental concept with flux condition flag (FCF). Schettino et al. [19] offered 
a new method of CT saturation detection in the presence of noise, and signal-to-noise
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ratio (SNR). Smith and Hunt [20] elucidated CT saturation effects on coordinating 
time intervals based on partial differential loss of coordination. Hooshyar et al. [21] 
carried out several simulations on PSCAD software on a current derivative-based 
algorithm to detect saturation phenomenon in CT. Hooshyar and Sanaye-Pasand 
[22] detailed wave shape recognition technology to detect CT saturation. Esmail 
et al. [23] presented the detection of partial saturation and waveform compensation 
of CTs using the Kalman filtering technique. Also, three state Kalman filtering-
based technique [24] provides better results than DFT based algorithm. Even under 
real-time monitoring of transformer special effects of CT saturations are also given 
distinctive consideration [25, 26]. 

Ajaei et al. [27] explicated compensation of the CT saturation. They are using 
Least Estimation Square (LES) filtering technology for the current waveform and 
make validation through PSCAD™ software, and they introduce Minimum Estima-
tion Error Tracking (MEET). Now a day, artificial intelligence is incorporated to 
improve the accuracy of any system protection section of the power systems. Many 
classifiers [28–31] and regression techniques are adopted to discriminate CT satu-
ration conditions under various parameter considerations and variations. Even in 
transmission line protection various abnormalities and advance protection systems 
are elaborate nicely [32, 33] to avoid power system stress and unwanted blackout. 

CT saturation is affected by various parameters and comprehensive knowledge is 
required to analyze or discriminate those conditions. Otherwise, the power system 
protective scheme may malfunction under unwanted power system abnormalities. 

2 Saturation Problem in Current Transformer (CT) 

CT is a specially designed transformer for the higher rating of fault current capturing. 
So, in CT, there are special designs for core manufacturing. Core saturation normally 
occurs due to the core characteristics and material used for manufacturing. Satura-
tion is a basic physical phenomenon of CT under excessive current or burden. This 
singularity occurs when the combined magnetic flux is so powerful that all magnetic 
domains of core material are allied in one direction and thus do not allow for any 
further intensification in the flux. The electromechanical conversion principle states 
that the secondary output of CT is closely related to the changing coupled magnetic 
flux. That’s why the conventional transformer and regular CT do not operate on DC 
supply. Along with fundamental AC, a small transient DC is applied to the primary 
of the CT, however, this DC does not replicate on the secondary side of CT. This 
DC transient current merely produces unidirectional flux and thus contributes to core 
saturation. 

Saturation of the CT is caused by the non-linear nature of the electromagnetic 
core. Thus, the output signal of CT will be severely distorted whenever the core 
flux density enters the region of saturation. During this situation, two components 
of flux are set up in the core: (1) Alternating flux ϕ AC which is propositional to the 
fundamental frequency component of the fault current and (2) Transient flux ϕ DC
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which is induced by the DC decaying component of the fault current. The second 
component ϕ DC is a function of CT primary and secondary circuit time constants. 
Primary CT is connected to the power system network and hence primary constant. 
The time constant of the secondary circuit is defined by the burden impedance and 
leakage impedance on the secondary side. 

The factors affecting CT saturation are: (a) Secondary burden, (b) Primary current, 
(c) Asymmetry in the primary current, and (d) Remnant flux in the core of the CT. 

For simplicity, let us accept that initially at t = 0 the magnitude of flux in core of 
CT is zero. Then using the Faraday’s law, one can find the flux setup in the core of 
transformer as per below equation: 

V2 = N2 
dφ 
dt 
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The peak value of flux in the core which exponentially increases to 

φmax 
dc = 

L I0 
N2 

as 

t →∝= 
L 

N 

Vm 

|Z | = 
Vm 

|Z | = φmax 
dc (3) 

Here, the flux as derived in Eq. (3) is unidirectional, unlike flux induced by sinusoidal 
ac voltage. The flux set up in a practical CT core during transient conditions is the 
addition of AC flux and DC flux. 

The ac flux induced in core can be derived by replacing operator d dt by j ω. 
Hence phasor relationship between phase V 2 and φac is given by 

φ = V 2 
j ωN2 

(4)
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If, V2(t) = Vm sin(ωt + φ), then 

φac = 
Vm 

ωN2 
sin(ωt + φ − 

π 
2 

) (5) 

The maximum value of ac flux is given by 

φmax 
ac = 

Vm 

ωN2 

However, Vm = R2 I max 
0 Hence, 

φmax 
ac = 

R2 I max 
0 

ωN2 

And peak value of the total flux is given by 

φmax 
ac + φmax 

dc = 
Vm 

ωN2 
+ 

L I  max 
0 

N2 
(6) 

In practice, if this flux crosses the knee point flux in the core, then the CT core 
will saturate as shown in Fig. 1. 

While CT is operating in a saturation region, the primary current would not reliably 
be transformed into a secondary current. It has been observed that the secondary 
current is trimmed and may lead to the relay maloperation and under the worst

Fig. 1 CT saturation curve 
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condition relay fail to operate. It has been proved that the core saturation does not 
start instantly after the inception of the fault. Thus, the fast operating relay can decide 
to detect the fault at that particular time before CT saturation. Else, a slow-acting relay 
generates a wrong decision and creates a glitch in the operation of the power system 
network. Thus, it is necessary to evaluate the parameters of CT and its saturation 
effect under varying power system scenarios. 

2.1 CT Oversizing Factors 

Characteristically, the cross-section of the CT core would be selected so that φac 
m 

on B-H curve should be near the knee point (Fig. 1). Oversizing the core is the 
understandable way to avoid the saturation of CT by dc flux so that, for the given 
flux (φmax 

ac +φmax 
dc ) the equivalent flux density B remains below the knee point. Hence, 

the factor 

(φmax 
ac + φmax 

dc ) 
φmax 
ac 

is known as the core-over sizing factor. 

Core − over sizing factor = 1 + 
φmax 
dc 

φmax 
ac 

= 1 + 
L I0/N2 

RI0/ωN2 

= 1 + 
ωL 

R 

= 1 + 
X 

R 
(7) 

Here, X/R is the reactance to resistance ratio of the power system network line 
parameter X/R ratio. This X/R ratio is approximately 10 for a 220 kV transmission 
line. Thus, the core size of the instrument transformer should be a factor of 11. 
Similarly, for a 400 kV line typical value of this ratio will be 20. This suggests 
that the necessity of core oversizing is around 21 times the actual core design. This 
amount of oversizing of the core is practically not possible. Thus, the important 
decision is such that, protection engineers should bare the saturation problem and 
find an alternative solution to mitigate it.
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2.2 Minimizing the Effects of CT Saturation 

Generally, the performance specification for protective relays only covers operation 
at fundamental frequency sinusoidal currents. A rule of thumb frequently used in 
relating to minimizing the CT saturation effects is to select a CT with a C voltage 
rating at least twice that required for the maximum steady-state symmetrical fault 
current [34]. 

2.3 Time-to-Saturation 

It can be observed that the distortion in the secondary signal begins a certain amount 
of time after the fault inception. Time-to-saturation is a measure of time just after 
the inception of fault in the power system by which the secondary current accu-
rately reproduces the primary current as per the CT ratio. Time-to-saturation can be 
determined systematically based on the given power system parameters and satu-
ration factor of CT. Time-to-saturation is important in the design and application 
of protective CTs. The time-to-saturation of a CT is determined by the following 
parameters: 

• Asymmetry in fault current 
• Severity of fault current 
• Remnant flux in the CT core 
• Burden of the secondary circuit 
• Knee point (Saturation) voltage 
• Turns ratio of CT. 

2.4 Carefulness in CT Selection 

Proper selection of a CT is required for a good protection scheme operation. 

• Maximum load current and the rating of CT must be perfectly matched. As an 
example, if the max continuous load current is 900 A, a 1000:5 A CT may be 
suitable but a 500:5 A CT is not acceptable. 

• Magnitude of fault current (maximum) should be less than 20 times the rated 
current of CT. For example, 1000:5 A CT can be used, so long as the burden on 
the CT and maximum primary fault current are below 20,000 A. 

• The voltage rating of CT should be compatible with knee point in saturation 
characteristic. For example, 1000:5 C100 would give a linear response, up to 20 
times rated current provided CT burden is kept below (100/20 * 5 = 1 Ω). With 
higher burdens than 1 Ω, this CT can only be used if the maximum current is 
limited to 20 times the rated current.
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3 Consequences of CT Saturation on Protective Relays 

3.1 Impact of CT Saturation on Electromechanical Relays 

The operation of an electromechanical relay cannot be projected for non-sinusoidal 
currents without detailed knowledge of the operating principles of the relay. The 
operation of electromechanical relays is related to the RMS value of current applied 
to the relay coil. However, during saturation, distorted current other than fundamental 
frequency components produce phase-shifted fluxes which may perform differently 
and produce unwanted torque in the relay. 

3.2 Impact of CT Saturation on Static/Digital Relays 

These types of relays either receive an analog current signal directly as an input 
or analog to digital converters is used. Depending on the construction, analog-type 
static relay reacts to an average value of current after applying filters. The digital 
relays response mainly depends on the technique used for current estimation and the 
software used for the same. 

3.3 Impact of CT Saturation on Differential Relays 

In a power system, a differential relay is the most sensitive and important protective 
scheme for the unit protection medium to large equipment. Differential relay’s basic 
purpose is to operate under internal fault only whether it is severe or else. And 
it remains inoperative under any type of external affairs, abnormalities, or severe 
external faults. In the differential relay, the CT saturation effect depends on the 
burden offered by different types of relays and on the intensity of the fault. The 
design and settings of differential relay should be such that it successfully operates 
during internal fault even in presence of distorted waveforms. The more dominant 
suffering is the possible maloperation of differential relays for external faults due 
to CT saturation. Moreover, percentage differential characteristic-based differential 
relays have some immunity to mis-operation on severe external faults because their 
operating characteristic needs a substantial ratio of operating current to restraining 
current. Furthermore, advanced techniques based on artificial intelligence may aid 
significant contributions to early and severe CT saturation detection incorporated in 
existing percentage differential relays.
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Fig. 2 Single line diagram of a portion of power system 

4 System Diagram and Parameters 

Where RG and XG are the Resistance and reactance of the generator, respectively, 
the generator is further connected to the bus and a CT with the relay is shown in the 
diagram, R1 and X1 are the line parameters, and the line is again connected to the 
load side bus and the supply is given through that bus to the load. 

Figure 2 shows a one-line diagram of a typical power system for simulation 
modeling. In which a star grounded generator supplies power to a 3-phase load 
through a medium-length transmission system. CT observes the whole system contin-
uously and gives a signal to the relaying system to make decisions and generate trip 
signals under faulty conditions. In case of fault occur in the system breaker must 
operate via the tripping signal of the relay. 

The detailed parameters of the system are given in Appendix. 

5 Results Related to CT 

A wide range of parameters is considered for testing and confirming analysis. Results 
show that due to the CT saturation effect and CT ratio mismatch, a current difference 
is generated between primary and secondary protective CTs. FIA generate decaying 
DC component. 

5.1 Result for the Various Condition of CT (Normal 
and Saturation Condition) 

Core − over sizing factor = 1 + 
φmax 
dc 

φmax 
ac 

= 1 + 
L I0/N2 

RI0/ωN2 

= 1 + 
X 

R
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= 1 + 
ωL 

R 

Figure 3a–c shows the effect of the variation of X and R, with the fault inception 
angle is 0.515 (second) consider so φmax 

ac = φmax 
dc . Due to this there is no offsetting 

effect is seen. But, due to an increase in inductance and resistance, the current effect 
and DC offset effect is also appearing in Fig. 3a–c. 

Now at inception angle at 0.5 (second) and R = 1 Ω and L = 0.1 H. DC offset 
current is clearly shown in Fig. 4.

Fig. 3 Fault current versus time under change in inductance at inception angle 0.515 in second 
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Fig. 4 Fault current versus time at fault inception angle at 0.5 s and R = 1 Ω and L = 0.1 H 

Fig. 5 Fault current versus time at fault inception angle at 0.5 (second) and R = 10 Ω and L = 
0.1 H (with the high burden of CT) 

5.2 Effect of a High Burden on CT Saturation 

Figure 5 clearly shows an effect of CT saturation after 1.5 cycles at a fault inception 
angle of 0.5 (second) when we apply a high burden on CT secondary. 

5.3 Effect of Remnant Flux 

Figure 6a–d shows an effect of remnant flux on CT saturation, if remnant flux is 
lesser, then saturation of CT is occurred after a lesser time and it will reduce if 
remnant flux increases.

We can easily see that at remnant flux 0.5 T at that time CT gets saturation after 
0.75 cycles, at remnant flux 0.9 T at that time CT gets saturation after 0.60 cycles, 
at remnant flux 1 T at that time CT gets saturation after 0.35 cycle, and at remnant 
flux, 2 T at that time CT get saturation after 0.05 cycle.
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Fig. 6 Effect of remnant flux on CT saturation, fault inception angle 0.5 (second), line R = 1 Ω 
and L = 0.1 H with burden 0.5 Ω

5.4 Variation of Fault Inception Angle 

Mostly it is seen that DC offset is not offered to change in waveform after its five-time 
of the time constants. The value of I0 can be formulated by setting the current to zero 
value t = t0. This infers that 

I0 = −  
Vm 

|Z | sin(ωt0 + ϕ − θ)
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i (t) = 
Vm 

|Z | sin(ωt + φ − θ)  − 
Vm 

|Z | sin(ωt + φ − θ)e−( t−t0 
τ ) 

Noticeably, the maximum amplitude of DC decaying current be subject to, 

• Fault inception time 
• The phase angle φ of applied AC voltage 
• |Z | and θ of power system/transmission line. 

In the above analysis (Fig. 7) of fault inception at different times, a single-phase 
fault is considered. Looking to the waveform of Fig. 7 for different fault inception 
angles, it is concluded that 

1. DC offset current may be absent, e.g., If ϕ = θ , t0 = 0 (see Fig. 7a) 
2. The DC offset current can be positive or negative (see Fig. 7b–c).

Fig. 7 Effect fault inception angle 
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6 Conclusion 

Due to CT saturation, many protective schemes are malfunctioning in the existing 
power system. So, protective relays must be equipped with suitable CT saturation 
discrimination techniques to notice CT saturation (Based on the criteria that the CT 
can deliver 20 times rated secondary current without exceeding a 10% ratio error). 
Every protective CT must fruitfully transform the primary current into the secondary 
side without any distortion. However, considering the size of the core, secondary 
burden, and DC offset in primary current and external network parameters, saturation 
is likely to occur in the worst condition of the fault scenario. These parameters 
variation results in distortion of the waveform, current magnitudes dramatically drop, 
and secondary current contains harmonics. In absence of Im, CT works in ideal mode, 
and Is = NIp. However, the actual CT secondary current (Is) is subject to an error due 
to the presence of a high magnetization current (Im) during a severe fault condition. 
There are so many schemes available like Zero-Crossing Detection, Kalman filtering 
method, symmetric assessment window base system, signal to noise ratio, etc. to 
make Im = 0. In this article, the system is simulated in PSCAD™ for obtaining CT 
saturation and various typical waveform results are obtained during the variation in 
burden, different fault inception angles, the effect of remnant flux, and DC offset. It 
has been observed from the simulation results and waveform how CT behave during 
the different operating condition of the power system. The future objective is to 
determine the proper method or any mathematical morphology to detect saturation 
or reduce the CT saturation effect and implement it in real practice. 

Appendix 

System Modelling (Simulation Parameters for CT saturation) 

Sr Particulars Value (Range) 

CT data 

1 Primary turns 1 

2 Secondary turns 1000 

3 Secondary resistance 0.5 Ω 
4 Secondary inductance 0.8e−3 (H)  

5 Area path length 2.601e−3 (m*m) 

6 Remnant flux 0–2 T 

Line data 

1 Resistance 1 Ω (−100 Ω) 

2 Inductance 0.1 H (0.1–0.0001 H) 

Source data

(continued)
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(continued)

Sr Particulars Value (Range)

1 Type AC 

2 Voltage 110 kV 

3 Frequency 50 Hz 
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Cost and Energy Efficiency Study 
of an ARIMA Forecast Model Using 
HOMER Pro 

M. K. Babu, Papia Ray, and A. K. Sahoo 

Nomenclature 

HOMER Hybrid optimization model for electrical renewables 
O&M Operation and maintenance 
HRES Hybrid renewable energy system 
CNG Compressed natural gas generator 
PV Photovoltaic 
WT Wind turbine 
BT Battery 
KW Killo watt 
DG Diesel generator 
AR Auto regressive 
INR Indian rupees 
NPC Net present cost 
COE Cost of energy 
MA Moving average 

1 Introduction 

Nations around the globe have increased the focus on renewable energy growth over 
the years in order to counteract climate change and achieve security of energy. Wind 
power is becoming one of the most widely used substitute energies, making up for 
432,883 MW of total global energy consumption [1]. The Indian government planned
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to increase renewable energy capacity to nearly 175 GW by the end of 2022. Wind 
power is expected to contribute 60 GW to this total. Implementation of Wind turbine 
(WT) as a true self-regulating source of electrical energy, the most significant barrier 
is WT intermittency. Bulky wind energy providers must comply with several issues 
concerning wind energy production, the green energy market, energy planning and 
norms, power grid reliability and quality, turbine servicing, etc. [2]. 

In this research the authors contribution is mentioned below in bullet points. 

. Selection of historical data of the Jafrabad location 

. Forecasting the wind speed using ARIMA 

. Execution of the forecasted data into 2 cases considered in this research in 
HOMER pro to find the COE and NPC of the two cases 

. Then study of two cases on the basis of COE and energy efficiency. 

1.1 Literature Review 

Wind power is directly proportional to wind speed’s cube. A simple variation in 
wind velocity consequences in a huge modification in wind power. As a result, wind 
speed forecasting is critical in energy planning and allocating. A consolidated wind 
speed prediction model, on the other hand, cannot be used. The model should be 
changed based on the regions and environmental changes [3]. A wind speed estimate 
is an evaluation of what the wind speed will be in the coming days. This aids in 
determining the wind output power of the turbine. Power available in the wind, 

Pwind = 1 
2 
ρv3 A (1) 

PE = 1 
2 
ρv3 ACp (2) 

where PE = Extracted wind power (W/m2), ρ = Density of air (Kg/m3), i.e., 
1.225 kg/m3 at 15 °C and 1 atm, v = Wind speed (m/s), A = Swept area of the blade 
(m2), Cp = Coefficient of Power. According to Eq. (1), there is a directly proportional 
relationship between wind power and air density, rotor swept area, Cp (59.26% Betz 
limit) and wind speed cube. The classification of wind speed forecasting includes 
several categories, including time horizons, techniques and precepts, forecast object, 
inputs, prediction data [4]. This categorization of wind speed forecasting which is 
based on percepts and techniques is crucial [5]. Wind speed forecasting is divided 
into four-time scales: long term, medium term, ultra-short-term and short-term [6]. 
Given the unstable nature of wind speed, the variational mode decomposition tech-
nique is used in [7] to breakdown historical wind speed data into a sequence of 
stable components with varying frequencies. A unique ensemble prediction model 
was developed in [8] that includes data pre-processing, feature selection, parameter 
optimization, three intelligent prediction models, and an ensemble approach.
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In the paper, the wind speed forecasting is carried out using ARIMA. The perfor-
mance of the methodology is evaluated using the numerical error measures such as 
MAE, MAPE and MSE. The value of MAE, MAPE and MSE can be determined 
using error Eq. (3) [9]. 

Error Et = At − Ft (3) 

Here, At is considered as the true value, Ft as the predicted value and n as the number 
of time periods. 

MAE(m/s) = 1 
n 

nΣ 

t=1 

|et | (4) 

MSE(m/s) = 1 
n 

nΣ 

t=1 

e2 t (5) 

MAPE(%) = 100 
n 

nΣ 

t=1 

|||| 
et 
Ft 

|||| (6) 

On the other hand, the large number of technology options, optimization and sensi-
tivity analysis set of rules make it easy-to assess the several probable system config-
urations [10]. To input an hourly energy usage profile, the user can use HOMER and 
match renewable generation to the load demand [11, 12]. It enables users to assess 
microgrid potential, renewables-to-total-energy ratio, peak renewable penetration, 
and stability of grid, especially for medium and large projects [13, 14]. In addition to 
this, HOMER has a significant optimizing task which is playing a key role to deter-
mine the value of different energy project situations [15–17]. At this point, the tool 
allows cost reduction and scenario optimization depending on a various factor [18– 
20]. Different published studies have conducted sufficient wind forecasting studies 
to deliver consistent estimations or a controller for evaluating alternative estimation 
methodologies in recent years. But execution of estimated data into some tool or 
software has not been done to study the COE and NPC of a microgrid. In this work 
after wind prediction has been done, the wind data has been fed to two cases as inputs 
of wind turbine in HOMER which find the COE and NPC of the two cases. 

1.2 Description of Paper 

In different sections the paper is described below. The next sub section describes about 
the data taken for forecasting and daily variation of wind speed of that location. In 
the next section discussion about ARIMA has been done and Auto correlation and 
partial autocorrelation of wind speed have been described. Section 3 indicates the 
investigation of the effects of different load profiles, considering two cases and shows
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how to use homer to improve sustainable energy system depending on their NPC from 
a list of possible combinations. Simulation Results and analysis have been described 
in Sect. 4. In the last section conclusion and future scope of the paper have been 
displayed. 

1.3 Data Measurement 

2 years of Jafrabad, (Gujurat, India) from 2018 January to 2019 December. To model 
the system the initial 18 months of time series data are used and the subsequent 
6 months of data are used to evaluate the model. After forecasting, forecasted data 
was fed to the two different cases in HOMER and it gives us the better cost and 
energy efficient model for the specified location. 

2 Auto Regressive Integrated Moving Average (ARIMA) 

The fall back of differenced series including the lags of the prediction errors are 
displayed by AR and MA constraints, respectively. In order to become stationary, 
the time series data which is non-stationary need to be differentiated. In ARIMA 
p, d, and q are denoted as the number of AR terms, non-seasonal deviations, and 
lagged prediction errors, respectively showing the model to be ARIMA. Obviously, 
if d is considered as zero, then the ARIMA model converted into an ARMA (p, q) 
model. At this point, if both d and q are considered to be zero, then ARIMA model 
is converted into an AR (p) model. However, for the case of both d and p to be zero, 
the ARIMA model is changed into an MA (q) model. 

A particular ARIMA model, characterize as ARIMA (p, d, q), can be represented 
as: 

Yt = c + fi Yt−1 +  · · ·  +  f pYt−p + θ j εt−1 +  · · ·  +  θq εt−q + εt (7) 

where c is expressed as a constant value (i.e., means of the underlying stochastic 
process), φi is the ith AR parameter, θ j is known as the jth MA parameter, Et is 
expressed as the error term at time t, and Yt is parameter of the wind speed at the 
time t [10]. 

The ARIMA model consists of different procedures are represented as a block 
diagram in Fig. 1. The steps are: (i) Identification of an appropriate model for the 
wind speed predictions at that site. (ii) Determine the model parameters. Validation 
of the model (iii). (iv) Using the verified model, calculate the expected wind speed 
[10].
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Fig. 1 Block diagram of ARIMA model 

2.1 ARIMA Results and Analysis 

Figure 2a and b represents Autocorrelation coefficient (ACF) and Partial autocorre-
lation coefficient (PACF) of Jafrabad wind speed, respectively, and it is clear from 
the figure that that data is non-stationary and must be integrated.

Figure 3a and b show the corresponding ACF and PACF of the same site after 
integration. Here we did take the integration value as 1. So, the value of d is 1. Using 
ACF and PACF, the value of p, and q are computed. As a result, the value of p and q 
equals 3 for this site.

Table 1 shows the results of ARIMA model for different steps ahead forecast 
accuracy results of Wind speed of Jafrabad site. The findings of the ARIMA model 
show that forecasting wind speed one hour ahead of time provides the Jafrabad 
location less error. It can be seen from above table that or short-term forecasting 
ARIMA gives improved results.

3 Load Profile and System Model 

In Fig. 4 initial system model investigated in this research in Case 1 is depicted which 
is having a PV system and a 1 kwh lithium battery is linked to the dc bus. A 30 kw 
natural gas generator and a 1.5 kW wind turbine whose input is the forecasted wind 
speed and linked to the ac bus of the system. 1 kw converter is bridged among ac
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Fig. 2 a ACF of Jafrabad 
site. b PACF of Jafrabad site
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and dc bus. A load of 355.00 kwh/d whose peak is 34.17 kW is connected between 
ac and dc bus.

Case 2 is the second model of the system shown in Fig. 5 which is having a PV 
system and a 1 kwh lithium battery is linked to the dc bus. A 30 kw Diesel generator 
and a 1.5 kW wind turbine whose input is the forecasted wind speed that are linked 
to the ac bus of the system. 1 kw converter is bridged among ac and dc bus. A load 
of 355.00 kwh/d whose peak is 34.17 kW is connected between ac and dc bus.

Figure 6 represents the load data that are used in two different cases. For a partic-
ular set of energy sources HOMER estimates the system and utilization expenses 
throughout the stated period as well as the annual performance of all of the system 
combination options in the system model. HOMER simulates the load profiles and 
system performance by doing the calculation for energy balance of each and every 
one of the 8760 h in a year.
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Fig. 3 a ACF of integrated 
wind speed. b PACF of 
integrated wind speed
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Table 1 ARIMA results for 
Jafrabad site 

MAE (m/s) MSE (m/s) MAPE (%) 

One hour ahead 0.49 0.72 15.9 

Eight hours ahead 1.48 1.03 25.35 

Twenty-four hours 
ahead 

0.91 1.28 26.54 

The significance of bold is that one hour ahead short term fore-
casting gives better accuracy than eight hours and twenty-four 
hours ahead forecasting

4 Simulation Results and Analysis 

The figures below demonstrate some of the simulation findings for the 2 cases covered 
in this study. Figures 7 and 8 illustrate the power output of wind in graphical form. 
Here the maximum output power range of the wind turbine in case 2 is 2.5 kw. In 
case 1, it is 80 kw.

Figures 9 and 10 illustrate the state of charge of the battery for first and second 
case. Here battery performance varies hourly throughout the year in both cases.
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Fig. 4 System model case 1 
with gas generator

Fig. 5 System model case 2 
with diesel generator

Figures 11 and 12 show that PV power output in both cases. In case 1 its maximum 
power is 64 kW whereas in case 2 its maximum power is 112 kW.

Table 2 shows the result of the cost of every single piece of equipment and its 
contribution. It is clear that Generic 30 kw Gas Microturbine cost is more than other 
equipment. On the other hand, Table 3 displays the result of the cost of every single 
piece of equipment and its contribution. It is clear from the Table 3 that the Generic 
1 kW lead acid battery cost is more than other equipment used in case 2. From 
Table 3 total cost of the Generic 1 kwh lead acid battery cost is the highest that is 
10,366,325.45 INR among other equipment.
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Fig. 6 Load flow data

Fig. 7 Wind turbine power output for case 1 

Fig. 8 Wind turbine power output for case 2
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Fig. 9 State of charge of a battery  for case 1  

Fig. 10 State of charge of a battery for case 2 

Fig. 11 PV power output for case 1

Table 4 shows the result of all possible combinations of case 2. It shows that 
PV/WT/CNG/BT is the best proposed HRES. The NPC of case 1 is 7.63 rs as the 
cost of CNG fuel is less compared to diesel. Whereas Table 5 shows the result of all 
possible combinations of case 2. It shows that PV/WT/DG/BT is the best proposed
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Fig. 12 PV power output for case 2

HRES. The NPC of case 1 is 9.20 rs as the diesel price is too high. Case A from both 
Tables 4 and 5 is the suitable system combination. Power contribution of PV, WT, 
CNG, DG and converters are also displayed in both the tables.

5 Conclusion 

The application of the ARIMA forecasting model for building renewable systems 
using HOMER with energy efficiency was reported in this article. ARIMA model 
was used for wind speed forecasting of Jafrabad (Gujarat, India). As to make the 
data stationary the number of integrations required is 1, so the value of d is 1. Using 
ACF and PACF, the value of p, d, and q are computed. As a result, the value of p and 
q equals 3 for this site. The optimum ARIMA structure (p, d, q) for forecasting wind 
speed in the Jafrabad area, according to this study, is (3, 1, 3). From this study it is 
found that the One hour ahead that is short-term ahead forecast performs better in 
ARIMA giving higher accuracy. The predicting accuracy of the model is determined 
by the MSE, MAPE and MAE. In the first case system, natural gas generator is taken 
whereas in second case diesel generator is considered. Then forecasted wind speed 
data is fed to HOMER pro for cost and energy efficient calculation in both the cases. 
The working capital summary results indicate that the DG increases the project’s 
capital, scrap value for the wind turbine, fuel, operating, replacement, and diesel, 
battery and PV, systems. Among the two cases the CNG gas generator system shows 
less COE that is 7.63 rs, and for diesel generator the COE is 9.20 rs. 

In future to increase the forecasting accuracy hybrid models (ARIMA along with 
other techniques) should be addressed and using HOMER pro the sensitivity analysis 
of the two cases should be done.
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Table 4 System architecture of all possible scenarios for case 1 

System Scenarios PV 
(KW) 

Wind 
(KW) 

CNG 
(KW) 

Battery 
(no) 

Converter 
(KW) 

NPC 
(INR) 

COE 
(INR) 

PV/WT/CNG/BT 
(proposed HRES) 

Case-A 76.9 36 30 496 27.5 12.8 M 7.63 

PV/WT/CNG/BT Case–B 75.3 35 30 509 27.6 12.8 M 7.68 

PV/WT/CNG/BT Case–C 79.6 36 30 502 27.4 12.8 M 7.8 

PV/WT/CNG/BT Case–D 76.0 36 30 500 27.2 12.8 M 7.91 

PV/WT/CNG/BT Case–E 78.9 34 30 506 27.6 12.8 M 8.1 

PV/WT/CNG/BT Case–F 73.7 37 30 498 27.4 12.8 M 8.23 

The significance of bold is optimal configuration i.e. proposed HRES 

Table 5 System architecture of all possible scenarios for case 2 

System Scenarios PV 
(KW) 

Wind 
(KW) 

DG 
(KW) 

Battery 
(no) 

Converter 
(KW) 

NPC 
(INR) 

COE 
(INR) 

PV/WT/DG/BT 
(proposed 
HRES) 

Case-A 138 1 30 850 31.6 15.4 M 9.20 

PV/WT/DG/BT Case–B 136 1 30 856 32.6 15.4 M 9.25 

PV/WT/DG/BT Case–C 138 1 30 856 32.1 15.4 M 9.28 

PV/WT/DG/BT Case–D 136 1 30 845 32.0 15.4 M 9.41 

PV/WT/DG/BT Case–E 139 1 30 841 32.2 15.4 M 9.58 

PV/WT/DG/BT Case–F 134 1 30 841 31.7 15.4 M 9.73 

The significance of bold is optimal configuration i.e. proposed HRES
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An Off-MPPT Controller for Standalone 
PV Systems 

Piyush Kumar and R. N. Mahanty 

1 Introduction 

PV systems have seen extensive usage around the world, due to the fact that fossil 
fuels are depleting as well as polluting, and that solar energy is available in abundance 
on the earth’s surface [1]. PV systems come in various forms, but all of them are 
reduced to two most general forms, which are standalone systems and grid-connected 
systems [2]. Grid-connected PV systems operate in synchronism with main grid, 
whereas standalone PV systems operate isolated from the grid. 

It is crucial that standalone PV systems utilize energy storage systems [3]. PV 
system is plagued by intermittency [4], due to unpredictably varying solar irradiance 
on earth’s surface. Energy storage systems like batteries solve the plaguing issue of 
intermittency in PV systems. However, use of energy storage systems creates its own 
issues. One major issue is that charging of energy storage system may become incom-
patible with use of MPPT controllers. MPPT or maximum power point tracking is a 
technique in which power electronic interfaces like DC–DC controllers are utilized 
to extract maximum power from PV arrays under any meteorological conditions. 

Constant use of MPPT may cause overcharging of batteries [5, 6]. MPPT controller 
will continuously pump power into the DC bus of the system; if injected power is 
greater than load demand, then excess energy goes into battery. Once batteries achieve 
their maximum charge, the excess energy still present in system would further charge 
the batteries. It was found that typical battery, like valve-regulated lead–acid batteries, 
life span decreases drastically when used in a PV system [1].
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Kim and Bae proposed a control technique which switches the PV operation 
between maximum power point (MPP) operation and power regulation (PR) opera-
tion [7]. Initially, the PV arrays operate in MPP mode, and if the load requirement is 
less than the power generation, the excess energy is absorbed by the battery system. 
The control switches the PV operation mode from MPP to PR if the load suddenly 
drops, causing battery charging current to exceed a threshold value. 

An active PV power control method, integrated within the MPPT algorithm, has 
been suggested in [5] which reduces the PV power generation to protect batteries 
from overcharging. In a nutshell, the battery charging voltage and currents are limited, 
based on three-stage battery charging algorithm, which hence acts as active power 
control. In [6], a modified MPPT controller was presented in with the DC–DC 
converter interfacing PV arrays to DC bus shifts from MPPT control to DC voltage 
control when battery is full to prevent overcharge. 

An intelligent energy management system was proposed in [8] which could shift 
PV system operating mode from MPPT to voltage regulation resulting in reduction 
of power generation under light loading and excess power generation conditions. 
This mode shift is necessary under these conditions to prevent power generation in 
exceeding the combined maximum charging power to battery and load demand. 

Intermittency itself may also cause the overcharging of batteries, as sudden 
increase in irradiance may cause high-power input in the DC bus, which may 
cause sudden increase in battery charging current. A novel battery charger has been 
proposed in [9] which monitors the state of charge of batteries and adjusts the battery 
charge and discharge rates so that in the event of a rapid fluctuations in the PV power, 
it doesn’t over charge or deep discharges the batteries. Ramp rate control refers to 
limiting the rate of change of PV power during severe weather changes. Several ramp 
controls have been discussed in [9–12]. 

Overall, it is seen that change in irradiance and constant use of MPPT controller 
can cause battery overcharging or deep discharge, which will severely reduce the 
battery life span. This paper discusses a modified overall MPPT controller, which 
can reduce the power under several circumstances to avoid battery overcharging as 
well as deep discharge, under falling irradiance. This reduced power generation mode 
can be termed as Off-MPPT mode, whereas when the controller inputs maximum 
power, the operation mode can be termed as MPPT mode. The controller works based 
on the battery SOC state, incident irradiance, and battery current. 

2 Design of a Generic DC Standalone PV System 

A generic DC standalone PV system with constant loading is designed and simulated 
in MATLAB/SIMULINK. The system contains PV arrays, connected to a DC bus 
via boost converter-based MPPT controller. To the same DC bus, a battery system 
is connected via a bidirectional DC–DC converter, which enables proper control for 
battery charging as well as DC bus voltage regulation. A constant DC load is also
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Fig. 1 DC-coupled PV system (PV array image obtained from Notability app) 

connected to the bus. A DC-coupled PV system is discussed in [13]. Figure 1 shows 
such a system. 

2.1 Model of PV Arrays and MPPT Controller 

PV arrays are a series—parallel connection of several individual PV panels. These 
PV panels are themselves a series—parallel connection of PV cells. A PV cell can 
be termed as a current source connected anti-parallel to a diode. A series resistance 
Rs with low resistive value is present which represents PV cell’s internal resistance. 
A shunt resistance Rsh with high resistive value is also present which shows PV 
cell’s leakage resistance. Figure 2 shows the equivalent circuit diagram of a typical 
single-diode model of PV cell. The current source supplies current I l when a load is 
connected across its terminal and a potential V is developed. It is seen that the diode 
is forward biased; hence, a current Id flows through it. The cell leakage and internal 
resistance is represented by resistors Rsh and Rs. From this, using KVL, the Isc can 
be given as, 

I = Il − I0 
[ 
exp(e(V + I.Rs)/mkT ) − 1 

] − 
V + I.Rs 

Rsh 
(1)
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Fig. 2 Single-diode PV model 

And, 

Id = I0 
[ 
exp(e(V + I.Rs)/mkT ) − 1 

] 
(2) 

where I l is light-generated current, I0 is reverse saturation current, e is charge of 
electron, m is ideality factor, k is Boltzmann constant, and T is temperature. 

The maximum power that can be obtained in a given solar irradiance and 
temperature is 

Pm = 
( 

eV 2 m/kT  

1 + eVm/kT  

) 
.(Isc + I0) (3) 

For a given PV module shown in Fig. 3 in which the cells are connected first in series 
and then in parallel, let N s be cells connected in series and Np be cells in parallel; 
then, the current from the PV modules can be given as [14]. 

I = Np Il − Np I0 

[ 
exp 

( 
e 

( 
V 

Ns 
+ 

I.Rs 

Np 

) 
/mkT 

) 
− 1 

] 

− 
Np 

Rsh 

( 
V 

Ns 
+ 

I.Rs 

Np 

) 
(4)

For PV array, who’s Norton equivalent is shown in Fig. 4, consider Ms modules 
are connected in series, and then, Mp module series strings are connected in parallel 
to form the array; then, the PV array current is determined from Norton equivalent 
of Fig. 4, which gives [15] 

Iarray = Mp Ii 

( 
Rp 

Rp + Rs 

) 
(5)
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Fig. 3 Equivalent circuit for PV module

Fig. 4 Norton equivalent circuit of PV array 

And, 

Rarray = 
Ms 

Mp 
× 

Ns 

Np 

( 
Rp + Rs 

) 
(6) 

The MPPT technique used for extracting maximum power from PV cell is incre-
mental conductance [16]. The technique only requires measurement of PV voltage 
and current and outputs a suitable duty ratio for the DC–DC boost converter. Incre-
mental conductance is based on the fact that slope of power curve is null at MPP, 
positive to the right side of the MPP, and negative to the left side of MPP. The control 
algorithm is explained in Figs. 5 and 6.
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Fig. 5 Working concept of incremental conductance algorithm

2.2 Battery System 

Due to indeterministic nature of chemical energy in batteries and nonlinear operation 
of battery under load, it has become a challenge to present a mathematical model 
which properly describes battery characteristics. There are several battery charac-
teristics [13, 15] yet the general battery model was provided in [17] which avoids 
excessive complexity, while still considering the dynamic behavior of the battery. 
The equivalent battery circuit is shown in Fig. 7. Using KVL, the internal voltage is 
related to the terminal voltage as, 

Vbat = Eb − ib × rb (10)

The internal voltage Eb is a function of the charge, the chemical energy stored in 
the battery, which is represented as the state of charge of the battery. State of charge 
or SOC is the measure of charge remaining in the battery; mathematically, SOC is 
given as, 

SOC = 
Q − 

∫ 
ibdt 

Q 
(11) 

where Q is the overall charge and the integral term is charge used up from the battery. 
The internal voltage Eb, as a function of SOC, is given by the equation, 

EB = EB0 − K 
Q 

Q − 
∫ 
ibdt 

+ A. exp(−B. ∫ ibdt) (12) 

Equation 12 can be plotted as shown in Fig. 8.
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Fig. 6 Flowchart of incremental conductance algorithm

Fig. 7 Battery model



160 P. Kumar and R. N. Mahanty

Fig. 8 Battery characteristics 

Battery charger and voltage controller 

The battery charges and discharges while maintaining constant DC bus voltage by 
using a bidirectional converter as shown in Fig. 9. The control strategy utilizes two-
loop control [2, 14]. A reference voltage is set, and the error between the reference 
voltage and actual DC bus voltage is calculated; the reference voltage for the modeled 
system is 100 V. The error is fed to a PI controller, and the output of this PI controller 
is reference for the battery charging or discharging current Ibat_ref; this is the first 
loop. In the second loop, the error between this reference and actual battery current 
is determined and fed to a PI controller, which outputs the required duty cycle for 
bidirectional converter to keep this error zero. 

For example, assume that the V dc is less than V ref, then the PI controller needs to 
output a positive current reference, which is the discharging current for the battery.

Fig. 9 DC–DC bidirectional battery charger 
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Fig. 10 Two-loop battery charging control 

The inner current loop then has to adjust the duty cycle for the converter such 
that battery discharges with the determined current reference. This way the DC bus 
voltage is maintained. The two-loop control is shown in Fig. 10. 

3 Proposed MPPT Controller 

As batteries can charge to a finite capacity, PV arrays operating at MPPT at all 
times pose a problematic scenario. If the batteries reach their defined full capacity, 
the charge control should stop charging the battery to prevent overcharge and hence 
battery degradation. But, since batteries no long charge, they top absorbing the excess 
energy from the PV arrays. Loads only take what they require, and hence, this excess 
energy starts accumulating in the bus which results in increase in DC bus voltage 
and overcharging of batteries [2, 5, 6]. 

To prevent this, the PV array should generate power which is equal to requirement 
of power by the load, once the battery reaches it rated full capacity. This prevents the 
generation of excess power and accumulation of energy in the DC bus, and hence, 
DC bus voltage is maintained. Figure 11 shows a control logic of what is called 
an Off-MPPT controller. This controller measures the SOC of battery, when SOC 
is between the full charge and discharged conditions, the controller forces the PV 
array to operate at maximum power point by implementing incremental conductance 
algorithm. When the SOC exceeds the predetermined value, which represents the full 
charge condition of the battery; the controller switches to Off-MPPT mode, in which 
the power generated from the arrays matches with the load requirement.

When load increases such that battery discharge rate is high, or when battery SOC 
falls below a certain value, the controller switches back to MPPT mode, to prevent 
battery from depleting faster than its nominal discharge rate, while also preventing the 
battery to discharge completely while the PV arrays are capable of providing power. 
Keeping the battery charge rate in mind, the controller also switches from MPPT to 
Off-MPPT when battery charge rate (battery charging current) exceeds a reference 
value [7]. This occurs when there is a sudden disconnection of load, resulting in 
battery charging current exceeding the nominal charge rate of the battery. 

Another control logic also needs to be implemented which takes into account the 
changing irradiance. In simulating the controller in Simulink, when the controller is 
in Off-MPPT mode, it was seen that once irradiance falls below the load requirement,
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Fig. 11 Modified controller switching logic

the PV power generation will fall to zero, i.e., the PV system won’t generate any 
power (Fig. 12) [8]. To prevent this, the controller measures the irradiance, and if the 
irradiance falls below a specified reference, the controller switches to MPPT mode. 
This way, even if power generation is low, the remaining power is supplied by the 
battery. Hence, we learn that this control operation is a crucial part in maintaining a 
stable autonomous operation of a standalone system. Figure 13 shows the controller 
diagram of an overall MPPT controller.

It is to be noted that a reset signal is required for proper functioning of the 
controller. A change detector is used to detect change in state of the switch, which 
is then given to the PI controller and MPPT algorithm. The reset signal sends the 
PI and MPPT algorithm to initial state, and it prevents any malfunctioning of the 
controller when the PV array shifts from MPPT to Off-MPPT mode or vice versa.
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Fig. 12 Effect of falling irradiance on power generation and battery current in modified controller

4 Results and Discussions 

The results are obtained so as to verify the logical operation of the controller. First, it 
is verified that the SOC-based operation of controller is working, i.e., the controller 
remains in MPPT mode when battery is charging and switches to Off-MPPT mode 
when the battery reaches a certain max charge. To verify this, a max SOC of 80 and 
min SOC of 79.99 are taken into account. Figure 14 shows the operation of controller 
when battery charges and discharges. It is seen that battery stays well within the range 
of 80 and 79.99% SOC, while the PV generation is max when battery is charging, 
and it is equal to load demand when battery reaches max charge and stays in this 
mode until battery loses some charge. Hence, the SOC control of MPPT controller 
is verified.

Next logic which needs to be verified is the impact of irradiance on control opera-
tion. The controller should switch to MPPT mode if irradiance drops below a certain 
preset. This is important as it prevents overloading of the batteries. Figure 15 shows 
that controller switches to MPPT mode when irradiance drops below 700, the load 
line in orange remains constant throughout the operation which shows system is able 
to adequately supply the load. It is also seen that battery current increases which 
signifies that battery is providing the lost power due to fall in irradiance. Hence, we 
can say that controller performs as per the logic.

The last operation of controller which needs to be verified is switching of controller 
to Off-MPPT mode when the battery charging current increases past a maximum 
threshold due to a sudden fall in loading. To verify this, the load is allowed to fall 
from 1 kW to 100 W. From Fig. 16, it is seen that as battery charging current exceeds 
32A, the controller switches to Off-MPPT mode to prevent further rise in battery 
current and hence, protecting the battery.
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Fig. 13 Modified MPPT controller

5 Conclusion 

In this work, a controller which can operate a PV panel in both On- and Off-MPPT 
mode is proposed, modeled, and verified. It is seen that operating PV panel in contin-
uous MPPT mode can create issues in standalone PV systems, with most common 
problem being that of overcharging of batteries in the system. Operating PV arrays 
such that they only deliver power required by the load in some situations can lead to 
better system stability and healthy battery operation. These situations are as follows, 
when the battery is at its maximum charge, and when there is sudden disconnection 
of load. Not only the controller should switch to Off-MPPT mode, it should also be 
able to go back to MPPT mode, in cases where there is power deficiency in system,
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Fig. 14 SOC-based controller operation

Fig. 15 Irradiance-based controller operation

such as when irradiance drops due to cloud cover. These operations are verified from 
Figs. 14, 15 and 16, and hence, the concept of an Off-MPPT controller is successfully 
realized.
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Fig. 16 Charging current-based controller operation
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Designing and Simulation of Double 
Stage Grid-Linked PV System Using 
MATLAB/Simulink 

Shamik Kumar Das, M. K. Sinha, and A. K. Prasad 

1 Introduction 

It has been seen that the production and consumption rates of fossil fuels have 
increased exponentially in the last decade worldwide. It has been predicted that the 
coal reserves of India will last for 200 years only, and crude oil will run out in the 
next 25 years at the current consumption rate. Importing conventional sources of 
energy is not a healthy option to sustain the energy security of a country. So, we have 
to invest, promote, and utilize renewable sources as an alternative to conventional 
sources to meet the energy demand with fewer environmental hazards and to decrease 
the import dependency as well as the alignment toward fossil fuels. 

Among the non-conventional energy applications, photovoltaic technology is one 
of the important applications to generate electricity using solar energy due to its 
fastest-growing PV technology, no fuel cost, less installation space, lack of noise, 
and low maintenance cost. Overall, solar energy is an inexhaustible, pollution-free, 
and clean source of energy. However, due to variable solar irradiance, it cannot 
produce constant power throughout the day. 

There are mainly two kinds of photovoltaic systems: on-grid and standalone. In a 
standalone PV system, solar energy is converted into DC through PV array and stored 
in batteries. The stored energy in batteries is used to run the appliances. While in an 
on-grid system, DC power produced by PV is not used to charge the batteries; rather, 
it is converted into AC by the inverter and fed to the grid. Nowadays, grid-tied PV 
systems are gaining more attention than standalone systems as they can be integrated
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with thermal and hydropower plants into hybrid power systems. The simplest on-
grid system consists of a solar panel and an inverter unit [1] but we have introduced 
a boost converter in between the PV array and the inverter to level up the voltage 
output from the PV array, and an LCL filter is attached at the end of the inverter to 
die out the harmonics. 

Due to the lower conversion efficiency (from solar energy to electrical energy) of 
PV, i.e., 9–15%, and variable solar irradiance, MPPT is a major portion of a grid-
linked PV system to ensure that the highest power is always drawn out from the PV 
panel [2–5]. Various MPPT algorithms have been introduced in the literature. Among 
them, the most popular is the “P & O” method and the “Incremental Conductance” 
method [6–9]. A three-phase inverter is required for DC to AC power conversion. 
One-cycle control and conventional PWM are some of the strategies to control 3-
phase inverters [10]. To adjust active and reactive power in single-stage photovoltaic 
structures, vector control and voltage and current double closed-loop controls can 
be used [11, 12]. To synchronize the grid voltage, we need to implement a Phase 
Lock Loop (PLL) using the Synchronous Reference Frame theory, which also shows 
the necessity of Clark and Park Transformation [13]. To die out the harmonics, the 
LCL filter is favored over the L-filter and LC-filter as it can come up with a lesser 
THD and improved decoupling between the filter and grid impedance [14]. We can 
tune the controller using classical Ziegler–Nichols, but only in a limited area [15]. 
In our study, the P&O algorithm has been implemented in MPPT control. In this 
paper, the dynamic performance of a two-stage, three-phase, grid-linked PV system 
under variable solar irradiance has been simulated in MATLAB/Simulink software. 
This study also shows the parameter calculations of the Boost converter and the LCL 
filter. 

2 Schematic Layout of the Model 

Figure 1 shows the schematic layout of the system. 

Fig. 1 Schematic figure of grid-linked PV system
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Fig. 2 Equivalent circuit 
figure of a PV Cell 

3 System Components 

The proposed model contains of the below units. 
(a) PV Array, (b) Boost Converter, (c) MPPT Control, (d) 3-Phase Inverter, (e) 

LCL Filter, and (f) Power Grid. 

4 PV Array 

4.1 Working Principle 

The conversion of light energy into electrical energy is known as the Photovoltaic 
Effect. A PV cell is made of semiconductor material. When Silicon is doped with 
Boron (pentavalent atom), it creates an n-type semiconductor and when it is doped 
with Phosphorus (trivalent atom), it forms a p-type semiconductor. These two types 
of semiconductors are sandwiched together to make a PV cell. When a photovoltaic 
cell is brought to sunlight and photon energy is higher than the bandgap energy of 
the p–n junction, generation of electron–hole pair takes place. The excited electrons 
flow to the n-side due to an electric field and holes sweep to the p-side. The free 
charges are collected from the electrical joints applied to either edge before passing 
to the outer circuit in the form of electricity. It gives rise to the direct current. The 
equivalent circuit figure of a solar cell has been shown in Figs. 2 and 3 represents the 
I-V characteristic of a PV cell. The OCC, SCC, and MPP have also been pointed to 
the below figure.

4.2 Equivalent Circuit and Current Equation 

The output current from solar cell is given by Eq. (1)
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2 Voltage 

Current 

Open circuit point 
(0, ) 

Short circuit point 
(0, ) 

Maximum Power Point 
( , ) 

( , ) 

Fig. 3 I-V characteristics of solar cell

I = IL − ID
(
e 

q(V+I RS ) 
kT  − 1

)
− 

V + I RS 

RSH 
(1) 

I Cell output current (Amp) 
IL Photon generated current (Amp) 
ID Diode saturation current 
q Charge of an electron = 1.6 ∗ 10−19 Coulombs 
k Boltzmann constant 
T Cell temperature (K) 
RSH Shunt resistance 
RS Series resistance 
V Cell output voltage (Volt) 

A PV array is several individual PV panels electrically connected whereas a PV 
panel is a collection of a single PV cells. We have taken 47 strings consisting of 10 
PV modules connected in series with maximum power output from a single PV cell 
213.15 W to produce 100 kW power (47 * 10 * 213.15 = 100.18 kW). We have 
shown the solar cell parameters value in Table 1 for the proposed model.

The P-V & I-V characteristics of the PV cell used in the proposed model is depicted 
in Fig. 4. For solar irradiance of 1 kW/sq-m, the maximum power generation by the 
PV Array is 100 kW.

5 Boost Converter 

A fixed DC input voltage can be directly converted into a variable DC output voltage 
by using a chopper. In this model, we have used an IGBT as a power semiconductor
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Table 1 Specification of 
solar cell 

Solar cell data Ratings 

Maximum power (Watt) 213.152 

Cells per module (Ncell) 60 

O/C voltage Voc (Volt) 36.2 

S/C current Isc (Amp) 7.83 

Voltage at MPP, Vmpp (Volt) 29.0 

Current at MPP, Impp (Amp) 7.34 

Temperature coefficient of Voc(%/°C) −0.36099 

Temperature coefficient of Isc(%/°C) 0.102

Fig. 4 I-V and P-V characteristic of the solar cell used in the proposed system

device for making the boost chopper circuit. The schematic circuit diagram of a 
Boost Chopper is shown in Fig. 5.

If we equate stored energy in the inductor for T on and energy released by the 
inductor to the load during T off, we will get the average output voltage as 

Average output voltage, Voutput = Vinput 

1−D , where D = duty ratio 
Average output current, Ioutput = Iinput(1 − D) 

D = Ton 
Ton + Toff

Ton On time duration of IGBT
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Fig. 5 Schematic figure of a boost chopper

Toff Off time of duration IGBT device 

Tsw = Ton + Toff 

Switching frequency, fsw = 1 
Tsw 

. 

6 MPPT Design 

As a solar cell is a non-linear device, it is not able to produce constant power 
throughout the day due to its dependency on two important parameters, solar irradi-
ance, and temperature. Temperature and solar irradiance depend on the atmospheric 
conditions and many other factors due to which they vary throughout the day and 
because of that the output power from the solar cells is not constant either. In the 
grid-linked PV model, we have to draw out the highest power from the solar cells for 
which we need an MPPT algorithm. The ‘Perturb & Observe’ algorithm is one of the 
best-suited methods which gives accurate results in maximum power point tracking. 
The flow chart of the Perturb & Observe algorithm is shown in Fig. 6 and the P-V 
characteristic of solar cells with MPP conditions has been shown in Fig. 7.

6.1 P&O Algorithm Flow Chart 

As shown in Fig. 6, in the beginning, output voltage and current at any instance 
from PV are read. The Power P = V * I is then calculated. After that the difference 
between the previous and present value of voltage and power is determined. Now 
observe whether the power has increased or reduced, i.e., dP > 0 or not. If YES, 
that means power has increased. Next check the condition dV > 0. If it is YES, that  
means we are moving in the correct direction. In the next step, increase the voltage
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Fig. 6 Flow chart of P&O method for highest power point tracing 

Fig. 7 P-V characteristic of 
a solar cell

and if the condition becomes false, decrease the voltage to obtain maximum power. 
In addition, if dP < 0 and dV > 0, lower the reference voltage to obtain MPP. 

6.2 Maximum Power Point Tracking Using Boost Chopper 

In Fig. 8 we have shown the schematic block diagram and control operation of the 
highest power point tracing using a boost chopper. The following steps show the 
control procedure.
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Fig. 8 Block diagram of highest power point tracing using boost chopper 

• Sense the current I_PV voltage and V_PV from the solar panel. 
• We get V ref as output from the MPPT block. 
• Actual PV voltage V_PV is tallied with MPPT output V ref and the error value is 

applied to the PI controller. 
• Triangular wave as a carrier signal is fed to the comparator and compared with PI 

controller output and the PWM is applied to Gate terminal of IGBT. 

The MPPT MATLAB figure is shown in Fig. 9. The Boost converter has been 
connected to the output of the PV array. The voltage and current from the PV array 
are measured and the P&O algorithm is implemented in MATLAB Function. The 
generated PWM is then fed to IGBT to boost up the output voltage at the required 
level. 

Fig. 9 MPPT implementation in MATLAB
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7 Three-Phase Inverter 

MATLAB implementation of a three-phase inverter has been shown in Fig. 10. PWM  
has been used as an internal control method for the inverter. By controlling the ON 
time and OFF time of IGBTs, we can obtain a controlled output voltage from a fixed 
DC voltage. 

7.1 Synchronous Reference Frame Theory (SRF) 

The SRF Theory has been incorporated to implement the control mechanism of a 
three-phase inverter. First, the three-phase voltage Vabc is measured by the 3-phase 
V-I Measurement block. Then Vabc is converted into a 2-Phase frame, i.e., an alpha– 
beta frame by using Clark’s Transformation as shown in Eq. (2). Vα and Vβ come as 
output after Park’s Transformation as shown in Eq. (3). These two voltages are used 
to implement the Phase Lock Loop (PLL) from which we get ωt as output. Vα and 
Vβ are then transformed into d-q frame voltages Vd and Vq with the help of Park’s 
Transformation. The phasor diagram of a-b-c and alpha–beta frames has been shown 
in Fig. 11.

Fig. 10 Circuit design of a three-phase bridge inverter 
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Fig. 11 Phasor diagram of 
a-b-c and alpha–beta frame 
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⎣ 
cos θ sin θ 0 
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0 0 1  

⎤ 

⎦ 

⎡ 

⎣ 
xα 
xβ 
x0 

⎤ 
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As shown in Fig. 12, next, 3-phase inverter current Iabc is sensed and transformed 
into d-q frame current Id and Iq after sequentially passing through Clark’s Transfor-
mation and Park’s Transformation. Id and Iq are then compared with the reference 
current along the d-axis and q-axis and the differential value is applied to the PI 
controller, which causes the voltage signal in the d-q frame. These voltage signals 
are added with some gain and transformed into an a-b-c frame from a d-q frame by 
using Inverse Park’s Transformation and Inverse Clark’s Transformation. As a result, 
we get Vabc_ref which will be used to generate PWM for 3-phase Inverter.

Figure 13 shows the voltage and current transformation block which converts 
three-phase voltage and current into the d-q frame by performing Clark and Park 
transformation simultaneously.
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Fig. 12 Controller block diagram for the 3-phase grid-tied inverter

Fig. 13 Voltage and current transformation block 

7.2 Phase Lock Loop (PLL) 

The d-q frame is a rotating frame whose speed of rotation may or may not be equal to 
the speed of rotation of the grid voltage. To simplify the controller, we have to make 
the d-q frame stationary with respect to the grid voltage. Our aim is to lock or align 
the grid voltage vector along the d-axis and make the q-component of grid voltage 
zero. Suppose, we have a positive value of Vq and Vd . The net grid voltage Vgrid is 
now not aligned with the d-axis. That means, the speed of the d-q frame is slower and 
we have to accelerate it so that the d-axis get aligned with the grid voltage. Figure 14 
shows the alpha–beta and d-q frame where the Vgrid is not aligned with the d-axis 
due to the presence of a voltage component along the q-axis. But grid voltage gets
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Fig. 14 Net grid voltage 

Fig. 15 Alignment of grid 
voltage with d-axis 

aligned with d-axis when we apply PLL to modify the ωt value which is shown in 
Fig. 15. 

Figure 16 shows the schematic diagram of the PLL controller. Three-phase volt-
ages Va, Vb and Vc are converted into Vd and Vq by using the transformation tech-
niques shown above. The Vq component is compared with Vqref = 0. Next, the error 
value is fed to the PI controller which produces angular frequency ω. The  ω is 
integrated to find out θ = ωt and ωt is used as feedback to modify the voltage Vq . 

Figure 17 shows the actual implementation of PLL in the Simulink environment.
The schematic diagram of the controller for grid-connected three-phase inverter 

in Fig. 12 has been constructed and executed in MATLAB/Simulink as depicted in 
Fig. 18. The controller has been developed to generate PWM pulses for the required 
operation of the inverter. The layout of the subsystem ‘PWM’ is depicted in Fig. 19.

Fig. 16 The phase lock loop (PLL) controller block diagram 
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Fig. 17 Phase lock loop (PLL) implementation in MATLAB

Fig. 18 Controller implementation of three-phase inverter in MATLAB/Simulink 

Fig. 19 PWM generation circuit diagram
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8 LCL Filter 

The output current from 3-phase inverter contents harmonics. Injection of this current 
into the grid may deteriorate voltage as well as power quality. To avoid these prob-
lems, we always connect a filter at the end of the inverter so that we can generate 
a smooth sinusoidal current before feeding into the grid. LCL filter is favored over 
L-filter and LC-filter as it can come up with a lesser THD and improved decoupling 
between the filter and grid impedance. That’s why grid-linked employments mostly 
prefer LCL filters. 

9 Power Grid  

A Power grid is an electrically interconnected network among multiple generating 
stations to loads that supplies electricity to the consumers. An electrical grid consists 
of generating station to produce 3-phase AC power, an electrical substation to step up 
the voltage before feeding to a transmission line to reduce losses and transmission 
costs, transmission lines to transmit the power over long distances, and lastly the 
distribution system to distribute the 3-phase or single-phase AC power to commercial 
places and houses at required voltage level. Here we have considered Phase-to-Phase 
RMS voltage of grid is 400 V and frequency is 50 Hz. 

10 Results and Discussion 

10.1 Boost Converter Design 

Specifications 

Grid voltage = 400 V (RMS) 

For the PV module, Vmpp = 29 V, as 10 modules are connected in series, the 
maximum output voltage from PV Array is 29 * 10 = 290 V 

The minimum input voltage for inverter = 400 ∗ 
√
2 ∗ 1.2 = 678.82 V 

The voltage output of Boost Chopper should be greater than the Inverter input voltage. 
Hence, we have considered Voutput = 700 V for the Boost converter. 

Specifications 

Vinput = 290 V, Voutput = 700 V, Rated Power = 100 kW, Switching Frequency, fsw 
= 5 kHz.
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Calculation 

Current Ripple,ΔI = 5% of Input Current 

Voltage Ripple,ΔV = 1% of Output voltage 

Input Current = 100 kW/290 V = 344.82 A 

Current Ripple,ΔI = 5% of 344.82 A = 17.24 A 

Voltage Ripple,ΔV = 1% of 700 V = 7 V  

Output Current = 100 kW/700 = 142.85 A 
In Boost Converter, Voutput = Vinput 

1−D , where D = duty ratio 

Voutput = 
Vinput 

1 − D 
⇒ 700 = 290/(1 − D) ⇒ D = 0.586 

The peak-to-peak ripple current across the inductor is given by Eq. (4),

ΔI = 
Vinput D 

fswL 
(4) 

From Eq. (4), 

L = 
Vinput D 

fswΔI 
(5) 

⇒ L = 290 ∗ 0.586 
5 ∗ 103 ∗ 17.24 

⇒ L = 1.97 mH 

The peak-to-peak ripple voltage across the capacitor is given by Eq. (6),

ΔV = 
Ioutput D 

fswC 
(6) 

From Eq. (6), 

C = 
Ioutput D 

fswΔV 
(7) 

⇒ C = 
142.85 ∗ 0.586 
5 ∗ 103 ∗ 7 

⇒ C = 2391.71 μF
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10.2 LCL Filter Design 

Switching Frequency, fsw = 10 kHz 

Resonant Frequency, fres = fsw/10 = 10 kHz/10 = 1000 Hz 

Capacitance value depend on the reactive power required by the capacitor 

Reactive Power, Q = 5% of Rated Power (S) 

Q = 
V 2 ph 
1 

2π f C  

= 5% of S 

⇒ V 2 ph ∗ 2π f C  = 0.05 ∗ S 

⇒ C = 
0.05 ∗ S 
V 2 ph ∗ 2π f 

(8) 

For 100 KVA, 230 Vp−p,50 Hz system, we calculate the capacitor value from Eq. (8) 

C = 
0.05 ∗ (

100 ∗ 103
)
/3 

2302 ∗ 2π ∗ 50 
= 100.28 μF 

The value of inductor L can be estimated by using Eq. (9), 

L =
||||||

1 

wsw ∗ Ig (sw) 
Vi (sw) ∗

(
1 − w

2 
sw 

w2 
res

)
||||||

(9) 

where 

wsw = 2π fsw 
wres = 2π fres 
Vg = Phase-to-phase Grid voltage 

Ig(sw) = Grid current at switching frequency 

Vi (sw) = Input voltage of LCL filter at grid frequency 

For 100 KVA, 230 Vp−p, 50 Hz system  

Grid Current, Ig = (100 KVA/3)/230 V = 144.92 A 

Ig(sw) = 0.3% of Ig = 0.003 * 144.92 = 0.434 A 
The minimum value of Vi at switching frequency is, Vi (sw) = 0.9 times Vg = 

0.9 * 230 = 207 V
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Table 2 Design parameters 
of boost converter and LCL 
filter 

Parameters Designed values 

Boost converter switching frequency 5 kHz  

Boost converter input voltage 290 V 

Boost converter output voltage 700 V 

Inductor (boost converter) 1.97 mH 

Capacitor (boost converter) 2391.71 μF 

Filter switching frequency 10 kHz 

L(min) 76.68 μH 

L(max) inverter side 500 μH 

L(max) grid side 500 μH 

Capacitor of LCL filter 100.28 μF 

Rated power 100 kW 

L =
||||||

1 

2π ∗ 10000 ∗ 0.434 207 ∗
(
1 − (2π ∗10000)2 

(2π ∗1000)2
)
||||||
= 76.68 μH 

L1 = L2 = L/2 = 38.84 μH, is the minimum value of inductor. 
The maximum value of the inductor is estimated based on the voltage drop across 

it. 
Voltage drops across the inductor, VL = 20% of Vg . 
The maximum value of the inductor can be calculated by using Eq. (10) 

Lmax = 
0.2 ∗ Vg 

2π f Ig 

⇒ Lmax = 0.2 ∗ 230 
2π ∗ 50 ∗ 144.92 

= 1mH (10)  

L1 = L2 = Lmax/2 = 500 μH 

The design parameters of Boost Converter and LCL Filter are shown in Table 2. 

10.3 Power Circuit Diagram 

Figure 20 shows the power circuit model of the double stage Grid-Linked PV system 
which is designed in the MATLAB/Simulink environment.
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11 Simulation Results 

11.1 The Output Power Graph from PV Panel 

The Power output graph from PV Array at 1000 W/sq-m and 25 °C is 100 kW as 
shown in Fig. 21. The run time of the simulation is t = 1 s.  

To visualize the dynamic behavior of grid-tied PV system we have varied the solar 
irradiance from 1000 W/sq-m to 100 W/sq-m the again increased it to 1000 W/sq-m 
for the time interval 0 to 1 s at 25 °C. As solar irradiance decreases gradually the 
output power from the PV array also reduce, but for a reduced irradiance also it will 
provide maximum power at that instance. Figure 22 shows the output power variation 
of the PV array due to varied irradiance. Figure 23 shows the output power variation 
of the PV array due to variation of temperature from 25 to 45 °C at constant solar 
irradiance of 1000 W/sq-m. 

Fig. 21 Plot of power output from PV array 

Fig. 22 Output power variation of PV for irradiance
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Fig. 23 Output power variation of PV array at variable temperature 

Fig. 24 PWM fed to IGBT in boost converter 

11.2 Simulation Result from Boost Converter 

Figure 24 shows the PWM pulses fed to IGBT in Boost Converter. A voltage measure-
ment block has been connected at the end of Boost Chopper to read the DC output 
from the converter. Figure 25 shows the plot of DC output voltage Vdc from the 
converter. We are getting 700 V DC output which is fed to the inverter as an input 
voltage of the inverter.

11.3 Output Simulation Result 

Figure 26 shows the PWM pulses which have been fed to the IGBT in three-phase 
inverter circuit. Here we have shown only four PWM pulses out of six.

Figures 27 and 28 show the plot of three-phase grid voltage and grid current. 
The phase-to-phase grid voltage is 400 V, 50 Hz. Phase to ground voltage can be 
calculated as 400 ∗ 

√
2 √
3 

= 326.6 V. The three-phase gird current decreases gradually
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Fig. 25 DC output voltage from boost converter

Fig. 26 PWM pulses for IGBT in three-phase inverter

from 0 to 0.5 s as the solar radiation varies from 1000 W/sq-m to 100 W/sq-m. Output 
current at t = 1 s is 200 A.

Figures 29 and 30 show the plot of grid voltage and grid current due to variation 
of temperature from 25 to 45 °C at constant solar radiation.

11.4 Simulation Result of Grid Power and Solar Radiation 

Figures 31 and 32 show the variation of the grid power as the solar radiance is varying 
continuously. The output power is 100 kW at solar irradiance of 1000 W/sq-m. At t 
= 0.5 s the irradiance reduced to 100 W/sq-m and the corresponding output power 
also decreased to 1 kW. The first one is the plot of solar irradiance with time and the 
second one is the plot of output power.

The temperature has been varied from 25 to 45 °C at constant solar radiation 
which has been shown in Fig. 33 and the corresponding output power variation has
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Fig. 27 Plot of grid voltage for variable irradiance 

Fig. 28 Plot of grid current for variable irradiance

Fig. 29 Plot of grid voltage for variable temperature
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Fig. 30 Plot of grid current for variable temperature

Fig. 31 Plot of solar irradiance versus time 

Fig. 32 Plot of output power versus time for irradiance
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Fig. 33 Plot of temperature versus time 

Fig. 34 Plot of output power versus time for temperature

been depicted in Fig. 34. MATLAB modeling of variable temperature and irradiance 
has been shown in Figs. 35 and 36. Real and reactive power has been displayed in 
Fig. 37. 

12 Conclusion 

In this paper, a Double Stage Grid-Linked PV System has been designed and simu-
lated using MATLAB/Simulink version R2021a. The proposed system is able to 
generate 100 kW of power and feed it to the utility grid. The P&O method has been 
used in MPPT to draw out the highest power under variable circumstances. Induc-
tance and capacitance values of boost converter have been calculated as 1.97 mH 
and 2391.71 μF, respectively. The DC output from the PV array is 290 V which is
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Fig. 35 Variable 
temperature at constant 
irradiance 

Fig. 36 Variable irradiance 
at constant temperature

boosted up to 700 V by the Boost converter and converted into AC by the 3-phase 
bridge inverter. Synchronous reference frame theory has been introduced to achieve 
PLL control. In LCL Filter the inductance value of 500 μH on the grid side as well 
as inverter side and the capacitance value of 100.28 μF have been estimated for 
particular specifications. The output of the inverter is passed through the LCL filter 
to remove the harmonic and maintain improved power quality of the grid. The solar 
irradiance has been varied from 1000 to 100 W/sq-m at a constant temperature of 
25 °C and the plot of solar irradiance and real power output has been shown. A dip in
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Fig. 37 Display of active and reactive power

real power is noticed due to a decrease in irradiance. The grid current drops drastically 
at 100 W/sq-m irradiance. Also, a slight dip in real power has been observed due to 
a change in temperature from 25 to 45 °C at constant solar radiation of 1000 W/sq-
m. It has also been shown that the grid current remains almost constant with the 
temperature variation. 
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A Review of Sensor-Based Solar Trackers 

Ashish Dixit, Suresh Kumar Gawre, and Shailendra Kumar 

1 Introduction 

Currently, all of earth’s energy demands are taken care by conventional sources 
or non-renewable sources of energy such as oil, natural gas, coal, uranium. But, 
these energy sources are exhaustive in nature meaning sooner or later, they will end 
up depleted, and on top of that they are major contributors in overall pollution of 
environment. One of the most daunting tasks that the society is facing is to find 
sources of energy that are non-polluting as well as abundant in quantity. Renewable 
such as solar, hydro, wind seem to be the answer to these challenges. These energy 
sources will neither pollute the environment nor will end up getting depleted by 
mankind. Of all the aforementioned renewable sources solar energy seems to be 
more promising due to the fact that it finds applications ranging from charging an 
electric vehicle to powering an entire house. 

Solar energy is harnessed by using PV cells to convert sunlight directly into 
electrical energy. A country like India can take advantage of the fact that it has 
abundant sunshine throughout the year in most parts of the country [1, 2]. China, 
United States of America, and India have acquired the top 3 spots in terms of installing 
highest number of PV systems from between 2016–2020 [3]. But, the problem with 
a static PV system is that the position of sun keeps changing throughout the day [4]. 
This means that the PV system will be generating power at its maximum capacity only 
when the position of sun is such that the PV cells are capturing maximum sunlight. 
Although this might fulfill energy demands of a smaller system say a solar-powered 
streetlight, but in order to justify the installation costs of a large-scale PV system, we 
need to make sure that the PV cells capture maximum sunlight among other things. 

This is where the solar tracker comes in and positions the PV modules such that 
they, are perpendicular to the beam of sunlight that falls on them [5]. Studies show 
that an increase of up to 50% can be achieved in the energy yield of a PV system in
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a year by simply installing a solar tracker with a static PV system [6]. Solar trackers 
are classified in terms of degrees of freedom and type of control system employed to 
control the tracker. On the basis of degree of freedoms, solar trackers are classified as 
single-axis solar tracker and dual-axis solar tracker. Sensor-coupled control systems 
and control systems based on astronomical parameters are the two most used control 
systems as far as controlling of solar trackers is concerned. 

2 Sun-Earth Geometry 

The sunlight falling on the PV panels isn’t just a single entity because it consists 
of three components. The three components of sunlight are direct beam, diffuse 
sunlight, and reflected radiation [7]. Direct beam is the component of sunlight which 
contains 90% of solar energy, and rest of the solar energy is contained in the other 
two components [8]. Tracking the sun means, we have to align the PV panels in 
such a way that PV panels absorb the direct beam component of sunlight as much as 
possible. 

Latitude and longitude are used to express the position of sun on earth. Equator is 
the imaginary line that runs through the middle of our planet earth. Earth is divided 
into two halves known as northern hemisphere and southern hemisphere by the 
imaginary line known as equator. The position of a region between the North Pole 
and South Pole is determined by latitude, while the longitude is used to express the 
position of a region on earth with respect to east–west direction. 

The one thing that we know for certain about sun is that the sun rises in east and 
sets in west. But, this fact alone isn’t enough to get the position of sun. In order to 
determine the position of sun, we need to familiarize ourselves with three angles 
which are azimuth angle, zenith angle, and elevation angle [1] (Fig. 1).

1. Zenith angle is the angle between the line joining the sun and the region on earth 
and the line perpendicular to that region on earth. 

2. Azimuth angle is the angle between the line along North Pole and the line that 
acts as projection of the sun on earth. Azimuth angle is measured in clockwise 
direction. 

3. Lastly, we have the third angle known as elevation angle which is used to denote 
the angular height of the sun throughout the day. Solar elevation angle is 90° 
when the sun is directly above our head. Elevation angle is given by Eq. (2), and 
the azimuth angle is given by Eq. (3) (Fig. 2).

We need to factor in the tilt that our planet earth has got on its rotational axis. 
To take into account the tilt of earth on its rotational axis, we use another angle 
known as declination angle denoted by ‘d’. There is a seasonal variation in the value 
of declination angle owing to the tilt earth has on its axis of rotation. The value of 
declination angle would be 0° if the tilt of earth was absent, but since the earth has 
a tilt of 23.45°, the declination angle lies between ±23.45°.
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Fig. 1 Latitude, longitude, and equator

Fig. 2 Elevation angle, 
zenith angle, and azimuth 
angle

d = −23.45◦ × cosine 
( 
360 

365 
× (D + 10) 

) 
(1) 

where D denotes the day of a particular year 

h = 90 + ∅ −  d (2) 

where d is the declination angle in degrees and ∅ is the latitude angle of the region 
of interest in degrees
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A = cos−1 

( 
sin d cos ∅ −  cos d sin ∅ cos(hour angle) 

cos h 

) 
(3) 

The zenith angle is given by Eq. (4) 

z = (90 − h) (4) 

where h is the elevation angle in degrees. 

3 Classification of Solar Trackers 

Generally speaking, the solar trackers are classified into two categories in terms of 
the axis of rotation. 

1. Single-axis solar tracker: As the name suggests, this type of PV tracker can 
rotate the PV cell along only one axis. This axis could either be the vertical axis 
or the horizontal axis. Horizontal solar tracker is mainly employed for regions 
that lie in tropics as the sun is very high during afternoon period [9]. Vertical PV 
trackers are used for regions that are located near latitudes or for regions that are 
mountainous because in these regions sun doesn’t tend to get very high meaning 
the sunlight doesn’t fall directly onto the surface of PV modules, and hence, they 
do the east–west tracking of sun [10]. 

2. Dual-axis PV tracker: Unlike the single-axis PV trackers, dual-axis solar trackers 
are capable of providing full tracking of sun because these trackers possess two 
axes of rotation. One is known as the declination axis, and the other is known as 
the polar axis. Polar axis points toward the North Pole and is parallel to the earth’s 
axis of rotation. The declination axis on the other hand is perpendicular to the 
polar axis. In this way, the dual-axis takes care of both the east–west movement 
and north–south movement of the sun. Basically, these trackers are not only able 
to track the daily east–west movement of the sun but are also capable of tracking 
seasonal angular variations in the height of sun during different seasons thus 
maximizing the amount of sunlight captured by the PV cell in an entire year. The 
surface of the receiving PV module is rotated around the polar axis [11] (Figs. 3 
and 4).

Solar irradiance can be tracked in two ways, namely active PV tracker and passive 
Sun tracker.

1. Active PV trackers are those solar trackers that employ microcontrollers and 
sensors to track the trajectory of sun. Sensors are used to locate the sun more 
accurately by decreasing the pointing errors caused while locating the sun in the 
absence of external sensors. 

2. Passive Sun Trackers: These trackers don’t rely on microcontrollers or external 
sensors. Instead, these trackers use statistical calculations and astronomical data
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Fig. 3 Horizontal axis solar 
tracker 

Fig. 4 Dual-axis PV tracker

to locate the sun in the sky and use mechanical means to reorient the PV panel. 
In order for these kinds of trackers to work, knowledge about the longitude and 
latitude of different surrounding regions is crucial.
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4 Control System for Solar Trackers 

The main purpose of a PV tracker is to carry out the tracking of sun automatically 
and accurately with minimum pointing errors. Automation in PV trackers is achieved 
through various control circuits, feedbacks. Broadly speaking, there are three types 
of control modes available in the current models of solar trackers. 

1. Open-Loop Control: As the name suggests, this mode doesn’t have any feedback 
element to reduce positional errors. Stepper motors are generally used as drives 
in open-loop control mode. Since there is no feedback, there is no way to reduce 
the error that might creep in case stepper motor loses its step due to overshoot or 
changes in load. 

2. Closed-Loop control mode: Unlike open-loop control, here, the PV tracker will 
have feedback. This feedback will be responsible for eliminating errors in the 
steps of the stepper motor drive. Elimination of error is achieved through sensors 
that are used to determine the deviation between the sunlight that falls on PV 
module surface and the normal of PV panel. Sun’s position can be determined 
at any given time of a particular day through closed-loop control. In closed-loop 
control strategy, the sensors used are basically light sensors, and these sensors 
are placed on the solar panel surface. The difference in the intensity of light 
falling on light-triggered sensors is used to reorient the PV panel in a direction 
perpendicular to the incident sunlight (Fig. 5). 

Fig. 5 Photovoltaic tracker in with closed-loop control mode
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5 Hardware Required for Active Solar Trackers 

As discussed above, the active PV trackers generally use microcontrollers, external 
sensors to get rid of pointing sensors, stepper motors as drives, storage devices to 
record azimuth and elevation angle of sun, motor driver circuits, different types of 
converters such as analog-to-digital converters. We will discuss all these components 
one by one and their alternatives as well. 

1. Microcontroller 
It basically acts as the brains behind the operation of a solar tracker. Microcon-

troller is programmed to generate control commands for the actuator. Basically, 
the data received by sensors are in terms of resistance/voltage which is fed to the 
microcontrollers as analog signal. The built-in analog-to-digital converter (ADC) 
or an external ADC converts this analog signal into digital signal for the micro-
controller to interpret, and then, the microcontroller feeds this data to the actuator 
motor drive via a motor driver. Microcontrollers employed in solar trackers come 
with built-in pulse width modulation (PWM) pins [12]. These PWM pins are used 
to control the actuator motor i.e., servomotor. Position of the shaft of servomotor 
is determined by the help of PWM signals generated by these PWM pins of the 
microcontroller, and the determined position makes the servomotor reorient the 
PV panel in the required direction. Additionally, the microcontroller has a built-
in micro-SD card to record all the data related to positioning, time of the day, 
sun trajectories [13, 14]. 

2. Sensors 
Sensors are used to operate the solar trackers in closed-loop control mode. 

Sensors used are basically light sensors such as light-dependent resistors (LDRs), 
photodiodes, phototransistors, and silicon photo-triodes. All of these light sensors 
perform one job which is to convert light signal into electrical signals [15], 
e.g., LDRs convert light signal into resistance which is nothing but an electrical 
quantity. 

3. Drives used in solar PV trackers 
Drives are nothing but electric motors here that perform the task of rotating 

the PV panel about an axis depending on the type of solar tracker being used. 
In case of single-axis trackers, a single motor will suffice, but in case of a dual-
axis PV tracker, two motors are required. The drive chosen for any kind of solar 
tracker must be such that it is able to withstand extremes in temperature, wind 
conditions, humidity. Various types of motors are being used nowadays in solar 
trackers such as stepper motors, geared servomotors, and brushless DC motors 
(BLDC). 

3.1. Stepper motor 
A stepper motor is nothing but a brushless DC motor (BLDC). As the 

name suggests, a stepper motor divides a normal rotation (360°) into steps 
of equal size [15]. Although stepper motors provide great economic benefits 
due to them being quite inexpensive, but when more components are added



204 A. Dixit et al.

in a closed-loop control mode, stepper motors no longer remain the top 
choice for drives in a PV tracker. 

3.2. Servomotor 
Servomotors are the kind of actuators that provide rotational or trans-

lational motion. In other words, servomotors are employed to get precise 
control over linear position or angular position. Servomotors possess sensor 
circuits as position feedback elements to provide position control. Servo-
motors are fed with pulse width modulation (PWM) signals coming from 
PWM pins of the microcontroller [16]. 

3.3. Gear motor 
These motors possess the ability to develop large torque at smaller values 

of acceleration. These motors can be powered by both an AC supply and 
DC supply. Gearbox is also required with these electrical machines in order 
to reduce the shaft acceleration to achieve different values of torques. 

4. Motor driver 
Motors used in simple and inexpensive microcontroller-based solar trackers 

can’t be directly connected to the microcontroller as the microcontrollers used in 
these solar trackers won’t be able to provide the necessary current for the motor 
to operate. Therefore, we use a motor driver which acts as a current amplifying 
circuit (Figs. 6 and 7). 

To prevent reverse flow of current while the battery discharges, the circuit has 
been equipped with two one-way diodes [17].

Fig. 6 Block diagram of an 
active PV tracker possessing 
external sensors
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Fig. 7 Line diagram of an active PV tracker with LDR sensor

6 Construction 

The LDRs are placed on the periphery of the surface of PV panel from where these 
LDRs capture some of the incident light falling on the solar PV panel. A stepper 
motor is connected to the microcontroller via a motor driver which basically acts as 
a current amplifying circuit for the motor to operate. 

6.1 Single-Axis Solar PV Tracker 

See Fig. 8. 

Fig. 8 Block diagram of an 
active single-axis solar PV 
tracker
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Fig. 9 Block diagram of an active dual-axis solar PV tracker 

6.2 Dual-Axis Solar PV Tracker 

Here, instead of two LDRs, four LDRs are placed on the surface of solar PV panel 
and two stepper motors as opposed to single stepper motor in a single-axis tracker. 
This is because of the fact that a dual-axis solar tracker possesses two degrees of 
freedom, while the single-axis PV tracker has just one degree of freedom (Fig. 9). 

6.3 LDR Circuit and Its Sensitivity 

We already know that there exists an inverse relationship between the resistance 
offered by the LDR and the intensity of light falling on it [18, 19]. Also, LDR isn’t 
present alone as there is going to be a fixed resistance in series with LDR as well. 
Long story short, the overall LDR circuit behaves as a voltage divider. The voltage 
divider circuit is shown in Fig. 10. The analog reading of the voltage (V out) across 
the fixed resistance is fed to the microcontroller as the output of LDR is resistance 
which can’t be read by microcontroller. Therefore, we use the analog voltage across 
the fixed resistance as input to the microcontroller where the analog output voltage 
(V out) itself is the function of resistance offered by LDR and the resistance offered 
by LDR is the function of the intensity of light falling on LDR. In other words, when 
intensity of light decreases, resistance offered by LDR increases, and thus, the analog 
output voltage across the fixed resistance decreases [20].

Vout = V × R 

(R + LDR) 
(5)
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Fig. 10 Voltage divider of 
LDR in series with fixed 
resistance

In order for the sun tracker to track the sun in all conditions, the value of analog 
output voltage across fixed resistance mustn’t be too small. To ensure proper sensi-
tivity of LDR circuit, we need to select the optimum value of fixed resistance ‘R’ 
[21]. This optimum value of R will ensure that the equivalent resistance of voltage 
divider doesn’t reduce analog output voltage (V out) to the point where it becomes 
unusable as an input to the microcontroller. 

6.4 Placement of LDR Sensors on a Dual-Axis Active Tracker 

There are three main configurations in which the LDR sensors can be placed on 
the surface of the LDR as shown in Figs. 11, 12 and 13. Of all the three possible 
configurations, the four-corner configuration is the best one as it allows the coverage 
of the entire surface of the target PV panel [22].

7 Operating Mechanism 

The working principle will remain same whether it is a single-axis solar PV tracker 
or a dual-axis tracker with some minor changes such as the dual-axis tracker will 
have four light sensors. But, the basic principle of operation is the difference between 
the outputs of LDRs is sent to the microcontroller via an analog-to-digital converter 
so that the microcontroller can send signal to the motor driver circuit.
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Fig. 11 Four-quadrant configuration 

Fig. 12 Center of each side 
configuration

7.1 Single-Axis Tracker Mechanism 

The two LDRs will be placed either along east–west direction or north–south direc-
tion. Depending on which LDR has the highest intensity of light on it, analog output 
voltage is generated across the fixed resistance which acts as input for the micro-
controller to send command to the motor driver circuit. The difference between the 
analog output voltage due to both LDRs acts as the feedback for the closed-loop 
control mode [23]. There are only two possible states in this type of solar PV tracker. 
One of the states is that in which intensity of light is same for both LDRs which means
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Fig. 13 Four-corner 
configuration

the difference in the analog output voltage across fixed resistance will be zero, and 
thus, the PV panel will remain in standstill position [24]. This state also implies that 
the incident sunlight is exactly perpendicular to the to the PV panel surface. The 
other state is the one in which the difference isn’t zero meaning intensity of light 
falling on one of the LDR sensors is more than the other sensor. Thus, in this state, 
there will be a command sent to the motor driver circuit by the microcontroller to 
reorient the PV panel in the direction of the LDR that has the highest intensity of 
sunlight on it. 

7.2 Dual-Axis Tracker Mechanism 

Here, there will be four LDRs placed in four-corner configuration and two stepper 
motors for north–south and east–west tracking. Here, there are four possible states 
or scenarios in which the four LDRs can participate during the tracking of the sun. 

1. Only one LDR receives the sunlight 
Out of the four LDRs, only one LDR will only receive the sunlight, and 

the value of this LDR output will be matched with the output of remaining three 
LDRs. Therefore, in this state, PV panel will undergo rotation continuously about 
both axes back and forth. Truth table for this scenario is given in Table 1 (Fig. 14).

Similarly, the other three scenarios are self-explanatory. 

2. Any two sensors receive sunlight (Table 2)
3. Any three sensors receive sunlight (Table 3)
4. All four sensors receive sunlight (Table 4).
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Table 1 Truth table for state-1 

Input to LDR sensor Axis-I Axis-II 

LDR 1 LDR 2 LDR 3 LDR 4 E–W W–E N–S S-N 

1 0 0 0 0 0 0 1 

0 1 0 0 0 0 1 0 

0 0 1 0 1 1 0 1 

0 0 0 1 1 1 1 0 

Fig. 14 Sensor placement for dual-axis tracking scheme

Table 2 Truth table for state-2 

Input to LDR sensor Axis-I Axis-II 

LDR 1 LDR 2 LDR 3 LDR 4 E–W W–E N–S S–N 

0 1 0 1 0 0 1 0 

1 1 0 0 1 0 0 0 

0 0 1 1 0 1 0 0 

0 0 0 1 1 1 1 0
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Table 3 Truth table for state-3 

Input to LDR sensor Axis-I Axis-II 

LDR 1 LDR 2 LDR 3 LDR 4 E–W W–E N–S S–N 

1 1 1 0 1 0 0 1 

0 1 1 1 0 1 1 0 

1 1 0 1 1 0 1 0 

1 0 1 1 0 1 0 0

Table 4 Truth table for state-4 

Input to LDR sensor Axis-I Axis-II 

LDR 1 LDR 2 LDR 3 LDR 4 E–W W–E N–S S–N 

1 1 1 1 0 0 0 0 

8 Major Findings and Key Challenges 

8.1 Performance Review 

The total amount of sunlight that falls on the surface of a PV panel is measured in 
terms of solar irradiance. The unit of solar irradiance is watt/metre2 (W/m2). Solar 
irradiance is one of the many performance parameters helps us to determine the 
efficiency of a solar PV panel. Here, we are concerned with the performance of a 
fixed PV system versus the performance of a PV system equipped with a sun tracker. 

In order to shed light on the performance of a sun tracker-equipped PV array, we 
need to find out the output current and voltage for such a system. Only, then will we 
be able to estimate the operational cost of such a system. Output current and voltage 
will give us the total energy generated by the sun tracker-equipped PV system which 
will then be compared with the energy generated by a fixed PV system [25]. 

Studies show that there is an increase of about 30.79% in the amount of produced 
electricity when the PV system is coupled with a dual-axis PV solar tracker [26–29]. 

As far as the total electrical energy produced goes, experiments conducted with 
dual-axis trackers in Indonesian region of Kupang show an increase of 40–50% in 
the amount of electrical energy produced by a fixed PV system [30]. 

8.2 Findings 

1. LDRs take a longer time to respond, i.e., LDR’s don’t undergo change in their 
conductivity simultaneously right after they are exposed to incident light. This is 
because LDRs are basically photoresistors. To address this issue, we can replace 
LDRs with other types such as photodiodes and phototransistors [31].
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2. Photodiodes have a response time of a few nanoseconds (ns). But, for a low cost 
and inexpensive solar tracker such as the one discussed in this review paper, 
replacing LDRs with photodiodes isn’t such a good idea because photodiodes 
along with their advantages over photoresistors have their downsides as well 
and so does phototransistors. Being unidirectional and the requirement of an 
extra OPAMP circuit makes the assembling of circuit involving photodiodes look 
daunting and not to mention the additional cost incurred due to OPAMP circuits 
[31]. On the other and LDRs don’t require OPAMPs and are bidirectional which 
is why LDRs are cheap and their circuits are straightforward. Therefore, selection 
of the type of opto-sensors to be used must be done wisely. 

3. The other issue with the LDR and microcontroller-based setup is that the tracking 
error might not be zero even when the difference between the outputs of all 
photosensors is zero. This could be ignored. This happens because we assume 
that all LDRs coming from the same manufacturer must be identical, but in 
actuality, this isn’t the case. Since these photosensors aren’t identical to each 
other in all respects, different weather conditions will affect each photosensor 
differently. This shortcoming is unavoidable in photosensor-based sun trackers, 
and it can’t be ignored in applications such as a concentrated PV panels [32]. 

4. We can use additional components along with sensors such as GPS module, 
magnetometer, accelerometer, gyroscope, to design an autonomous solar PV 
tracker. Data from GPS module can be used to determine latitude, length of 
the day and latitude. Magnetometer will be employed to determine the sunrise 
and sunset time [33]. In order to determine the inclination of solar PV panel 
in vertical position, gyroscope will be employed, and to get the inclination 
angle in horizontal position, accelerometer can be used in conjunction with the 
magnetometer. 

5. To enhance LDR-based solar PV trackers, we can use various techniques such as 
tracking algorithm, image processing techniques along with fuzzy logic-based 
algorithm to get rid of non-zero tracking error [34]. 

6. Fuzzy logic-based solar PV trackers are far more superior than other types of 
trackers as these trackers don’t depend on where the sun is located geographically. 
Fuzzy logic first came to the notice in the year 1965, the year in which the 
term “fuzzy logic” was coined by Zadeh. Boolean logic is based on 0 and 1, 
while fuzzy logic can have values between 0 and 1. Fuzzification of measured 
data such as inclination angle, time of rise and sunset, azimuth and elevation 
angles, intensity of sunlight is done in fuzzy logic-based solar PV trackers [35]. 
Fuzzification is done by assigning values to the variables (recorded data) of 
membership functions. Membership functions can have any trapezoidal shape. 

7. There are five components in a typical fuzzy logic controller, namely fuzzifier, 
rule base, inference mechanism, data base, and lastly a defuzzifier. Fuzzy vari-
ables created by rule base of fuzzy logic controller are converted back to the real 
values by defuzzifier (Fig. 15).
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Fig. 15 Triangular shape of 
membership plot of solar 
intensity 

9 Future Scope 

Besides the externally powered solar tracker system which we saw in previous 
section, a solar tracker which is self-powered can also be built. In such a self-powered 
solar photovoltaic tracker, solar panels will perform two jobs of supplying energy to 
the setup (DC motor along with gear) as well as collect sunlight. Auxiliary solar PV 
panels for providing supply power besides the main panel will also be required. For 
such a self-powered tracker, we will require rectifying diodes as well along with DC 
gear motor and PV panels. The rectifying diodes here will protect the sensing unit as 
well as PV panels from each other’s discharge currents [4, 36]. A microcontroller-free 
solar PV tracker can also be built with the help of differential amplifier, comparator, 
and reference PV panels besides the main PV panel [37]. 

10 Conclusion 

This paper discussed the implementation, design, and construction of light-dependent 
resistor (LDR) sensor-based photovoltaic solar tracker. From the study of different 
types of photovoltaic solar trackers, one thing is very clear that a dual-axis PV tracker 
has got an edge over the conventional single-axis PV. To increase the output power 
even more, a DSP can be used to implement a tracking algorithm. This tracking 
algorithm will ensure that maximum efficiency is achieved in all types of conditions. 
Since LDR sensor isn’t an end-all be all device, so alternatives such as photodi-
odes, OPAMP-based opto-sensors were also reviewed in this paper. Fuzzy logic 
controllers can be employed along with image processing techniques to get the most 
of photovoltaic trackers in commercial setup so as to justify the huge installation 
cost. 
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Detection and Classification of Faults 
in VSC-HVDC System Based on Single 
End Ground and Pole Differential 
Current Components 

Ravi Shankar Tiwari, Rahul Kumar, and Om Hari Gupta 

1 Introduction 

High voltage direct current transmission (HVDC) system is one of the best solutions 
for connection of unsynchronized power system or transmission of bulk power over 
large distances. Voltage source converter (VSC)-based HVDC system is used for the 
independent control of active and reactive power by pulse width modulated (PWM) 
technique. In VSC-based HVDC system, the bipolar structure with metallic return 
is preferred to meet the characteristics of reliability and operational flexibility [1]. 
In HVDC, transmission lines are more exposed to shunt faults. The presence of 
shunt capacitance on each terminal in VSC-HVDC leads high severity and level 
of fault. Faults occurring along the interconnection of DC cables are most likely 
to threaten system operation. The protection scheme of HVDC transmission line is 
more complex than conventional alternating current (AC) transmission. This is due 
to absence of zero crossing points in pole currents and less impedance of the line. The 
less overload capability of power electronics used in VSC-HVDC avoids the used 
of conventional relay [2]. Hence, the detection and isolation of fault are a crucial 
function for safe operation of transmission system. The positive pole-to-ground (P-
p-g), negative pole-to-ground (N-p-g), and pole-to-pole (p-p) are the common faults 
may occur in the HVDC transmission system [3]. 

In the literatures, there are different schemes proposed to locate the fault in HVDC 
line. Roughly, these are classified based on the techniques to detect, classify, or locate
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faults such as over current, under voltage, current differential scheme, and virtual 
difference in voltage technique, wavelet transform, methods based on neuro-fuzzy 
system, natural frequency-based method, and artificial neural networks (ANN). 

In rate of change of voltage (ROV) technique, the derivative of voltage at line side 
of current limiting reactor is measured to detect fault. However, this scheme cannot 
use without reactor [4]. In current differential technique, current at both the ends 
(i.e., rectifier and inverter end) of DC line is used to discriminate between internal 
and external fault. Here, the operating and restraining signals are used to distinguish 
between external and internal fault [5]. In case of virtual difference in voltage scheme, 
voltage at both the ends of DC line is calculated based on Bergeron formula, then it 
is compared with measured voltage at both terminal under internal and external fault 
[6]. The techniques of wavelet and Fourier transform used to extract the spectral 
components of a transient fault signal to detect and differentiate between internal 
and external faults. These are the powerful method of signal processing for tracking 
the fault transients for non-stationary signals. However, these methods require high 
sampling frequency [7]. In neuro-fuzzy system, Hilbert-Huang transform method is 
used to find the current signal during fault. The adaptive neuro-fuzzy interface system 
uses the current signal obtained from Hilbert-Huang transform for locating faults in 
HVDC lines [8]. In case of natural frequency-based method, single end transient 
current signal is used to detect external and internal fault. By using S-transform, the 
frequency component of AC side and DC side is extracted and compared with the 
magnitude of high frequency component of fault current in the DC line. Moreover, 
this scheme is not suitable for time varying transients [9]. Similarly, the ANN is 
a different form of machine learning technique which is reliable and provides fast 
control against line faults in HVDC transmission system [10]. Here, the line data of 
fault distance collected from both the ends and compared with actual fault distance. 
The Levenberg–Marquardt (LM) and Bayesian Regularization algorithms are used 
to calculate an absolute error to decide the fault location [11]. 

In this paper, a simplified protection schemes based on single end measurement 
with least requirement of communication channels are proposed. The scheme is based 
onpole and ground mode current measured at one terminal of a bipolar VSC-HVDC 
transmission system. The differential pole current evaluated by proposed algorithm 
detects the presence of internal faults. However, the ground mode current classifies 
the nature of faults. Section 2 covers the configuration of test system configuration. 
Sections 3 and 4 describe the proposed scheme and simulation results. Section 5 
concluded the work. 

2 System Configuration and Modeling 

The configuration of VSC-HVDC test system is shown in Fig. 1 consists of two AC 
systems operating at 230 kV, 50 Hz, and 2000 MVA. The HVDC system interconnects 
two AC grids using overhead transmission line of length 150 km and two levels VSC 
at each end of transmission line. The operating voltage and power rating of HVDC
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Fig. 1 VSC-HVDC transmission test system 

system is ±100 kV and 200 MVA, respectively. The VSC uses sinusoidal pulse width 
modulation (PWM) technique of switching frequency 50 times the fundamental for 
maintaining constant DC link voltage. The system consisting of converter transformer 
rated at 200 MVA, 230/100 kV, and reactance of 0.15 p.u. in λ-g/Δ configuration. A 
40 MVA AC filter and series converter reactance of 0.15 p.u. are connected on each 
converter stations. 

The voltage and current dynamics during faults are used to model the test system 
during protection studies are shown in (1), (2), (3), and (4). 

Here, (1) and (2) are the per phase dynamic difference in voltage between grid 
and converter terminal of rectifier and inverter side, respectively. 

L 
di1phase 
dt 

+ Ri1phase = Vs1 phase − Vc1 phase (1) 

L 
di2 phase 

dt 
+ Ri2 phase = Vs2 phase − Vc2 phase (2) 

where L and R are the transfer inductance and resistance connected between AC grid 
and converter terminals on per phase i1, Vs1, and Vc1 are the grid terminal current, 
voltage on per phase, and converter terminal voltage on per phase, respectively. 
Similarly, parameters i2, Vs2, and Vc2 are defined at inverter terminal. 

The relationship between converter output voltage (Udc) and the three phase AC 
system voltages (V abc) is given by (3) for each end of the HVDC transmission system. 

Vabc = 
mUdc 

2 

⎡ 

⎢⎢⎢⎢⎣ 

sin(ωt + δ) 

sin(ωt + δ − 
2π 
3 

) 

sin(ωt + δ + 
2π 
3 

) 

⎤ 

⎥⎥⎥⎥⎦ 
(3) 

where m denotes modulation index and δ is initial phase angle. 
References [12, 13] indicate that the transient DC line current during faults 

depends on HVDC line parameters as shown in (4). The steady state current during 
internal line faults depends on the three phases, in the first phase DC link-capacitor 
discharges into the transmission line. Under such situations, the DC link-capacitor 
and transmission line parameters create a second order resistive, inductive, and
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capacitive (R-L-C) circuit. 

idc = I0e 
−Rc 
Lc 

t (4) 

where idc is cable current, I0 is initial value of DC current, and Rc and Lc are cable 
resistance and inductance of HVDC line, respectively. 

In the second phase of operation, the diode freewheels during which capacitor 
voltage falls below the grid voltage. In this case, voltage across DC link-capacitor 
drops to zero and IGBT switches should blocked for protection. In the third phase 
of operation, the grid supplies the fault and the system reaches in steady state. Thus, 
the steady state grid side current and voltage are shown in (5) and (6): 

igrid = Ig sin(ωs t + θ − φ) + I0e 
−Rc 
Lc 

t (5) 

egrid = Eg sin(ωs t + θ) (6) 

where Ig, Eg, ωs, and θ are the magnitude of grid current, phase voltage, angular 
frequency, and grid angle, respectively. However, φ is phase angle. 

3 Protection Scheme and Proposed Algorithm 

The proposed protection included the detection and classifying the type of internal 
faults also using numeric or digital relays. The relay should be remained restrained 
with the occurrence of any external fault either on rectifier or inverter side of AC 
system. 

The differential protection schemes are generally preferred for protection of trans-
former, generator, or motor instead of transmission lines. However, some authors have 
proposed the use of current differential protection based on measurement at sending 
and receiving end of the transmission lines and wired or wireless communication 
channels. The reliability of such schemes directly affected by reliability of commu-
nication channels and the magnitude of differential current varies with line parameters 
and lengths due to appearance of distributed capacitance during transients. Thus, the 
overall sensitivity reduces to avoid any mall operation due to distributed capacitance 
by setting higher value of threshold. However, fault detection and classification using 
the pole differential current at any one terminal and ground mode of current of the 
same terminal are a new protection scheme proposed in this section. The difference 
in current between the two poles of the test systems is calculated using the sampled 
current data of each pole as given in (7) and (8). The sampling frequency selected is in 
of the order of 135 kHz, and the moving mean of the ground mode current with over 
the fundamental time period of 20 ms is used to classify the faults. Hence, the crite-
rion for detection and classification of faults is given by (9) and (10), respectively. 
Figure 2 shows the flow chart for the proposed protection algorithm.
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Fig. 2 Proposed fault detection and classification algorithm 

A. Detection of Internal faults 
The fault detections based on over current are a widely used technique popular 

for distribution networks or backup protection. The proposed scheme uses the 
criterion of pole differential over current in comparison with a suitably selected 
threshold value. The system is allowed to carry an overload current of 20%. The 
differential pole current on each terminals S and R are given by ΔiS and ΔiR, 
respectively, as given in (7) and (8) are  

ΔiS(t) = [iPS(t) − iN S(t)] (7) 

ΔiR(t) = [iPR(t) − iN R(t)] (8) 

where ΔiS(t) and ΔiR(t) are the sending and receiving end instantaneous 
currents, reconstructed based sampled data obtained from both ends, respec-
tively. As per the proposed scheme, an internal fault is detected in VSC-HVDC 
transmission system if it satisfies the criterion of (9) 

|ΔiS(t)| ≥ kth or |ΔiR(t)| ≥ kth (9) 

where kth is the set value of threshold available in EPROM of numeric relay 
for comparison with the differential pole current. The value of threshold kth is 
selected based on the line length and the minimum differential pole current exists 
during highest fault resistance of 300 Ω.



222 R. S. Tiwari et al.

B. Classification Criterion 
In order to classify the detected internal faults, the moving average of ground 

mode current in VSC-HVDC system is obtained by (10). The DC line faults in 
bipolar VSC-HVDC system are classified as pole-to-pole (P-p), positive pole-
to-ground (P-p-g), and negative pole-to-ground (N-p-g) faults. Thus, the faults 
are classified based on the criterion given in (11). 

M(td ) = 
1 

n 

nΣ 

k=1 

ig(k) (10) 

where td is the instant at which fault is detected, k is the selected sample number, 
and n is the total number of samples available over a fundamental period of 20 ms. 
Here, n = 2700, for the sampling frequency of 135 kHz. 

if 

⎧⎨ 

⎩ 

M(td ) ≈ 0 → P − p fault 
M(td ) = −ve → P − p − g fault 
M(td ) = +ve → N − p − g fault 

(11) 

In the criterion (11), zero, negative (−ve), and positive (+ve) magnitudes of M(td) 
refers to the p-p, P-p-g, and N-p-g faults, respectively. 

4 Simulation Results 

The test system of Fig. 1 is simulated in MATLAB/Simulink software to obtain the 
results of proposed protection scheme. Here, the various types of internal DC line 
fault are simulated at t = 1.5 s for a duration of 50 ms. The algorithm proposed the 
selection of a threshold current (kth) setting at magnitude higher than twice the rated 
pole current (i.e., kth). The proposed difference in pole current is compared with the 
kth selected. It is assumed that the test system is working without protection in order 
to achieve the free response of the system. 

The difference in pole current (Δi), DC line voltages (vPG, vNG), sliding average 
of ground mode current M(td), and grid side voltages (vabcB1, vabcB2) are used to 
represent the simulation results during internal and external fault conditions. 

Case I: Internal faults results 
The result shown in Fig. 3 is obtained during P-p-g faults at distance of 75 km from 
sending end. Where the moment Δi greater than threshold (kth) indicates the instant 
of internal fault detected. However, for fault classification, the negative polarity of 
M(td) shows the existence of P-p-g fault. Figure 3b shows the effect of P-p-g fault on 
DC voltage. It indicates that after fault detected, voltage across positive pole (VPG) 
drops to zero while voltage across negative pole (VNG) increases abruptly. Figure 3d 
shows the grid voltage at rectifier and inverter station overlapped with each other,
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Fig. 3 P-p-g fault at the 50% of the line length at F1 

which supplies the grid current to the IGBT switches and transmission line with 
respect to the fault point. 

Similarly, the results of Fig. 4 are obtained during N-p-g fault condition at 75 km 
with fault resistance of 1 Ω, considered in each case I and II, respectively. The result 
of difference in pole current in Fig. 4a indicates that the detection of fault, while the 
moving average current of ground mode M(td) classifies the fault as N-p-g, as per 
the proposed algorithm of Fig. 2 and (11).

Figure 4c shows that moving average of ground mode current is of positive 
polarity, which shows that the fault is N-p-g. In Fig.  4b, the effect of N-p-g fault on 
DC voltage shows that after DC line fault voltage across negative pole (VNG) drops 
to zero. However, voltage across positive pole (VPG) increases suddenly. Figure 4d 
shows the grid voltage at rectifier and inverter station overlapping each other. The 
grid voltage supplies the grid current to the IGBT switches and transmission line 
with respect to the fault point. 

Finally, an internal p-p fault results are shown in Fig. 5. Where Fig. 5a shows that 
difference in pole current during fault. The current crosses the set threshold at instant 
1.508 s, referred as fault detection time td . Figure 5c shows that M(td) is at approxi-
mate zero in magnitude. The zero magnitude of M(td) shows that the detected fault 
at time td is a type of p-p fault. Thus, the scheme classifies the faults instantaneously 
after fault detection. Figure 5b shows the effect of p-p fault on DC line voltage, 
after which the voltage across negative pole (VNG) and positive pole (VPG) drops to 
zero. Figure 5d shows the grid voltage at rectifier and inverter station simultaneously, 
which supplies the grid current via IGBT switches and to the transmission line with 
respect to the fault point.
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Fig. 4 N-p-g fault at the 50% of the line length at F2

1.49 1.5 1.51 1.52 
(a) Time (s)

-4

-2 

0 

2 

4 

∆i
 (p

.u
.) 

1.49 1.5 1.51 1.52 
(b) Time (s)

-4

-2 

0 

2 

4 

v P
G
, v

N
G
 (
p.
u .
) 

1.49 1.5 1.51 1.52 
(c) Time (s)

-5 

0 

5 

M
 (
p.
u.
) 

1.49 1.5 1.51 1.52 
(d) Time (s)

-2

-1 

0 

1 

2 

v a
bc

B
1,
v a

bc
B
2 
(p
.u
.) 

Moving average of 
Ground mode current 

td 

vPG 
vNG 

kth 

M(td)=0 

Fig. 5 p-p fault at the 50% of the line length at F3.
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Fig. 6 External three phase shunt fault at location F4 

Case II: External fault results 
The results in Fig. 6 are corresponding to external three phase shunt fault on the bus 
bar B1. Figure 6a shows that difference in pole current during external faults are 
unable to cross the set threshold by the proposed scheme. 

However, the magnitude of M(td) is irrelevant because of absence in any internal 
fault indication for the DC transmission line. Figure 6d simultaneously shows that 
grid voltage across rectifier station at bus bar B1 reaches to zero and of inverter station 
bus bar B2, remains sinusoidal. Figure 6b shows the effect of short circuit fault on 
voltage across positive and negative pole of HVDC line, which is hardly affected. 
The similar results are obtained for external faults (F5) at bus bar B2, indicated in 
Fig. 7.

5 Conclusion 

The work proposed a simplified scheme with less computation time, effort, memory 
storage, and non-complex algorithm for digital relaying of HVDC lines. The scheme 
included the fault detection and classification of type of fault with minimum possible 
time without communication delay. The scheme do not required any communica-
tion dedicated for measuring data exchange between the two stations of HVDC 
lines. A VSC-HVDC system of cable/line length 150 km used to implement using 
MATLAB/Simulink environment. The results indicate that proposed scheme is rele-
vant for detecting and classifying faults with nominal fault resistance of 50 Ω. The
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Fig. 7 External three phase shunt faults at location F5

results indicated that the scheme having less detection time and classify the nature 
of fault instantaneously after detection. The proposed scheme is equally suitable for 
both line commutated converter (LCC) and VSC, HVDC systems with monopolar, 
bipolar, and multi-terminal HVDC configurations. 
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Investigation of Different Types 
of Bidirectional Charging Operations 
of Electric Vehicles 

Sneha Mahobiya, Shailendra Kumar, and Suresh Kumar Gawre 

1 Introduction 

Future transportation is all about electric vehicles, time to time advancement is needed 
in all the factors related to electric vehicle like advancement of technology, change in 
the requirements of user, and radical new look at the future of transportation. There 
are basically 5 types of change which is required that is cost effective, convenient, 
clever, connected and clean [1]. The paper discusses the designing and modeling, 
the V2G micro-grid system utilizing fast charging by DC and describes the design of 
a fast charging station with off-board chargers that connects EVs to the micro-grid. 
Power is transferred between EVs and the grid using controls designed for power 
electronic interfaces. Besides control of frequency regulation and reactive power, the 
V2G system can perform numerous other functions like besides control of frequency 
regulation and reactive power. Future research should focus on the design of a super-
visory controller that provides commands to the individual EV charger controllers 
[2]. Reference current provided by Active and Reactive power control (PQ) provides 
that are used to modulate the signal used by the PWM technique and pulses gener-
ated for the VSC [3] is used in this review work. Plug-in hybrid EVs (PHEVs) and 
plug-in EVs (PEVs) are designed to use this multipurpose power electronic interface 
(MPEI). This integrated multipurpose PEI (IMPEI) meets the new generation major 
requirements of EVs with its ability to serve multiple functions. PEV and PHEV 
of almost any kind can be used with IMPEI. The unit supports DC, three-phase, 
single-phase, and three-phase G2V, drive, and regenerative braking. The IMPEI is 
available in various configurations and modes including single-phase three-phase, 
G2V, V2G and PHEV, which incorporates a robust, compact and modulable reduc-
tion of components and cascaded levels of interfaces enables a simplified design 
[4]. This paper reviews several control strategies for integrating electric vehicles
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with the power grid as well as describing with respect to transmission and distribu-
tion levels, each has a distinct set of advantages and disadvantages. Akhade et al. 
[5] explains the differences between their transient stability There are three new 
technologies being researched and reviewed for the connection between GEVs and 
the grid, namely V2H, V2V, and V2G Frameworks, modeling, power electronics, 
battery technology, optimization strategies, reactive power support, and informa-
tion and communication technologies are among the methodologies, approaches, 
and perspectives of these emerging technologies in [6]. The costs of daily energy 
use were reduced by 57% and 12%, respectively, by V2H and V2G operations for 
buildings with EVs and solar panels Energy is charged in the vehicles when it is 
inexpensive, and sent home when it is expensive IN [7]. A homeowner can use 
an electric vehicle (EV) as a backup energy source by charging it during off-peak 
times or by absorbing excess electricity generated by a home renewable energy 
system, like a wind or solar system. An energy storage device interaction, grid load 
rebalancing, peak trimming, and lowering the annual energy usage of Smart Build-
ings (SBs) is explained in [8]. We investigated how power levels are controlled in 
different scenarios based on the management strategies. A possible improvement 
might be to provide users with a means of discharging at their own discretion or to 
manage vehicles individually rather than sharing one profile between the group of 
users [9]. It also documents how a stable V2G–V2V system can be made possible 
by addressing both the technical and the engineering challenges that are involved, 
and how those challenges are solved by the authors [10]. Using EV as a bidirec-
tional load, a new algorithm optimizes Grid/PV/EV hybrid systems within a Smart 
Building. Maximizing self-consumption and optimal charging of the electric vehicle 
are the goals of the project. By taking into account the percentage of the building’s 
electrical consumption derived from the PV module in [11], one can calculate the 
self-consumption rate with consideration to MFGCI and PEV battery capacities, as 
well as the charging scheme of V2G applications, the configuration which is novel of 
SSS-MFGCI is applied to a V2G application [12] discusses shunt-connected mode 
for charging, shunt-connected mode for addressing shallow voltage problems, and 
series-connected mode for addressing deep voltage problems. Both modes depend on 
the situation of PEVs and grids, as well as the capacity of MFGCI. So bidirectional 
charging become an important topic for improving the power quality of the power 
grid based on the consideration of the performance of electric vehicles and the use 
of electric vehicles to serve the electric grid [13–21]. In Fig. 1 it is shown how G2V 
and V2G system actually works.
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Fig. 1 V2G system frame-work 

2 Different Vehicle-to-Grid Bidirectional Charging 
Methods 

2.1 Bidirectional Charger with Vehicle-to-Grid, 
Grid-to-Vehicle, Vehicle-to-House Technologies 

Full bridge AC/DC converter and reversible DC-DC, power converters connected 
through a dc link were used in this bidirectional charger as shown in Fig. 2. Two  
power converters are involved in this work: first one which connects to the grid, and 
another one which connects to the batteries.

As this work only focuses on validating the topology and the control algorithms, 
the prototype developed to support this work is intentionally oversized in all three 
experimental modes (V2G, G2V, and H2V) the results are consistent with expected 
results, which is evidence that the proposed network topology is viable. Future 
work will be focused on re-designing the power converters so that we can develop 
prototypes suitable for integration in an EV [22].
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Fig. 2 Bidirectional battery charger made of two power converters: AC-DC full bridge bidirectional 
converter and DC-DC reversible converter

2.2 Light Electric Vehicle (LEV) Onboard Charging (OBC) 
with an Improved Phase Shift Control 

A charging system of this type focuses mostly on e-rickshaws charging electric cars. 
A 1.1 KW to 500 W power range is taken for this charging method. The circuit 
made of a PV array connected to a boost converter and DC to DC converter, a DC 
link capacitor, and a low voltage circuit as visible in Fig. 3. Isolation between low 
voltage and high voltage sides is accomplished through the use of high frequency 
transformers for maximum battery utilization, LEV-OBC offers bidirectional power 
flow It is possible to operate in two directions simultaneously using a two-stage 
topology, and to maintain the grid current parameters according to IEEE standards 
[23, 24].

2.3 Multi-leg Variable Frequency Converter-Based EV 
Charging with Improve Adaptive Current Modulation 
Strategy 

As for high frequency converter legs, the proposed control strategy is more useful 
toward reducing the requirement for large passive components by controlling the 
frequency parameter variation G2V or V2G operation [13], using diverged distribu-
tion grid connections can be controlled more efficiently using adaptive sliding mode 
control (ASMC). Combined with the adaptive tracking law, sliding error minimiza-
tion can add to the dynamic response during load charging while maintaining a unity 
power factor across distribution grids [25]. The topology of this charger is shown in 
Fig. 4.
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Fig. 3 Multi input isolated bidirectional charger

Fig. 4 Multi-leg inverter-based EV charger 

2.4 Bidirectional Power Converter and Charger for V2G 
Capability of Reactive Power Compensation 

There are two control converters on this battery charger which offer a DC interface 
as shown in Fig. 5. The batteries are controlled by one control converter, while the 
control organization is controlled by another control. Battery does not affect by the 
operation of reactive power operation on of the vehicle’s operating modes. PEVs with 
reactive power support the operation of smart grid applications can be demonstrated
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Fig. 5 Schematic of the bidirectional power converter (charger and grid connection) 

successfully using the system controller which is unified and a 1.44 kVA charger 
design which is experimental [26]. 

2.5 Onboard Bidirectional Charger Using Interleaved ZETA 
Converter 

Bi-ZETA converters are used to control the operations of charging and discharging 
of light electric vehicles. Bi-ZETA converters reduce the ripple of electric vehicle 
charging discharging current during G2V/V2G operations. The state-isolated topolo-
gies are shown in the diagram below. Onboard chargers of this type provide a 2 kW 
charging capacity and a 1 kW discharging capacity. The two stages are controlled by 
separate controllers. The DC link capacitor PQ and voltage can be regulated by the 
First Stage’s controller according to its requirements Controlling overshoot, under-
shoot, and transient during a charge change is carried out by the controller of the 
bi-ZETA converter [27] (Fig. 6).

3 V2G, G2V Bidirectional Converter 

3.1 System Configuration 

A Bidirectional charging system is shown in the figure which get the supply of 415 V, 
50 Hz from the grid. LCL filters consist of the inductors L1 and L2 and the capacitor 
C. Capacitor C which is the filter capacitor, has been included in the circuit topology 
of the L-type filter, so that the current output of high-frequency harmonic from the 
main converter circuit will be carried through the filter (Fig. 7).
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Fig. 6 Bidirectional charger with interleaved BI-ZETA converter

Fig. 7 Topology of system configuration of bidirectional charging system 

Other than this front-end converter, which is connected to the LCL filter for the 
conversion of AC to DC, followed by the DC link capacitor, the high-frequency 
harmonic current can also travel through the filter. A back-end converter which is 
used for the charging and discharging of the battery is buck-boost converter. 

3.2 Basic Operation 

Figure 1 shows the topology of the charging station which is three-phase and the 
electric vehicles battery is charged by the converter for, two components are used
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in the design—(a) three-level DC-DC buck-boost converters (b) three-level AC-DC 
bidirectional converters [28]. EV batteries are charged and discharged through the 
integration of these two components. 

Front-end converter 
Among the multiple applications of AC to DC, they include household electronic 
devices, battery charging, DC-drive applications, etc. The conversion of AC to DC 
is continually increasing AC to DC converters have traditionally used uncontrolled 
rectifiers and line-commutated rectifiers. As a result of the increased firing angle, 
these converters create low order harmonics in line current and suffer from a decrease 
in power factor High power applications will be best served by a three-phase converter 
using six switches including IGBTs and MOSFETs, the AC-DC converter functions 
as a rectifier or inverter which is depended on the operation of the six switches. Battery 
charging applications require the conversion of AC to DC output voltage, which is 
the rectifier mode. A V2G system uses an inverter which delivers the grid power. For 
domestic purposes, full bridge converters are generally used for single-phase battery 
charging applications. 

Bidirectional Buck-boost converter 
Battery energy is stored by bidirectional DC-DC conversion a wide range of efficient 
operations are needed for an EV based on the various driving conditions. Three-level 
DC-DC converters are capable of operating at a wide range of voltages and loads 
with high efficiency. With the switch (S1, S1*, S2, S2*) and passive elements (L, C) 
battery is charged during the buck mode, and for the boost mode battery is discharged 
[29]. 

3.3 Control Schemes 

Front-end converter controller 
Voltage regulation is performed by PI controllers by comparing the DC voltage to the 
reference voltage. Controlling of Front-end VSC controller is shown in the diagram 
where six pulses are generated and fed to the converter (Fig. 8).

Bidirectional Buck-Boost controller 
Current regulation is performed by PI controllers by comparing reference battery 
current to the battery current. During battery charging mode the difference of both 
the current id fed to the PI controller then limiter, PWM pulses are generated by 
PWM generator and fed to the converter. During discharging mode difference of 
Inverter waveform of battery reference current and battery current is fed to the PI 
controller, then the limiter and the generated PWM pulses are fed to the converter 
(Fig. 9).
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Fig. 8 VSC controller

Fig. 9 Bidirectional BUCK-BOOST controller 

4 Simulation and Results 

Prototypes have been designed for the charging system simulation has been used 
to implement and verify the charging system (Table 1). Here Table 2 provides the 
charging station parameters and Table 3 provides specifications for batteries used in 
electric vehicles.
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Table 1 Comparative study of different vehicle-to-grid bidirectional charging methods 

S. No. Method Advantages Disadvantages Special feature of 
method 

1 Bidirectional 
charger with 
vehicle-to-grid, 
grid-to-vehicle, 
vehicle-to-house 
technologies 

In all the three 
operation modes the 
current is sinusoidal 
with unity power 
factor 

Prototypes 
supporting this work 
are oversized 

Onboard 
bidirectional battery 
charging (EVs) 
targeting 
grid-to-vehicle 
(G2V), 
vehicle-to-grid 
(V2G), and 
vehicle-to-home 
(V2H) technologies 

2 Light electric 
vehicle (LEV) 
onboard charging 
(OBC) with an 
improved phase 
shift control 

Regulates the power 
quality within the 
IEC 61000-3-2 
standard 

A spike in current 
occurs when 
switching modes 
from discharging to 
standalone mode for 
a short time 

Improved phase 
shift control 

3 Multi-leg variable 
frequency 
converter-based EV 
charging with 
improve adaptive 
current modulation 
strategy 

Reduced switching 
loss and a significant 
decrease in passive 
filter components 

Phase-reversal in the 
presence of grid 
distortion often adds 
complexity to 
achieve zero voltage 
switching 

Adaptive control 
implantation to take 
care of the 
parameter drifts 
with undesired 
noise addition 

4 Bidirectional power 
converter and 
charger for V2G 
capability of 
reactive power 
compensation 

Battery does not 
affect by the 
operation of reactive 
power operation on 
of the vehicle’s 
operating modes 

17th harmonic 
which is only 
slightly higher than 
the acceptable limit 

Reactive power 
compensation 

5 Onboard 
bidirectional 
charger using 
interleaved ZETA 
converter 

The BI-ZETA 
converter minimizes 
ripples from 
charging or 
discharging currents 
because of its 
interleaving design 

Voltage sag and 
swell are not 
completely 
eliminated 

The controller is 
designed so that it 
controls the 
charging behavior of 
the onboard charger 
(OBC) during 
transient phases 

Table 2 Parameters of EV 
charging system 

S. No. EV charging station 
parameters 

Rating 

1 Supply voltage 415 V 

2 System frequency 50 Hz 

3 LCL filter 
specification 

5 Mh, 30 µ F 

4 Load RC 0.0001 Ω, 0.625 × 10–6 F 
5 Load inductance 20 mH
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Table 3 Battery parameters of EV 

S. No. Specifications for lithium-ion batteries for electric vehicles Ratings 

1 Battery of Li-ion voltage 360 V 

2 Battery of Li-ion capacity 300 Ah 

Fig. 10 Grid voltage and current during V2G operation 

4.1 Vehicle-to-Grid Operation 

The simulation results of grid voltage, grid current and the battery parameters like 
battery voltage, battery current and SoC during V2G operation are given in Figs. 10 
and 11, respectively.

DC link voltage is taken to be 800 V for the reference and the waveform of DC 
link voltage is shown in Fig. 12.

4.2 Grid-to-Vehicle Operation 

The simulation results of grid voltage, grid current and the battery parameters like 
battery voltage, battery current and SoC during G2V operation are given in Figs. 13 
and 14, respectively.

As SoC is increasing the battery is charging during the G2V operation and battery 
current is also negative because of charging operation as shown in Fig. 14.



240 S. Mahobiya et al.

Fig. 11 Battery parameters during discharging

Fig. 12 DC link voltage

5 Conclusion 

A review of different types of bidirectional charging topology is done in this work and 
both bidirectional AC/DC and three-level DC/DC converters are used to characterize 
chargers. The charging of electrical vehicles has been achieved using a bidirectional 
AC to DC converter with MOSFETs. It is possible to switch power with PWM in 
both the rectifier and inverter modes. Approximately 800 V are applied to the DC link 
and can be controlled in both directions. Charge is provided by a three-level DC to 
DC converter in Buck mode, which is the indication of rapid battery charging during
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Fig. 13 Grid voltage and current during G2V Operation 

Fig. 14 Battery parameters during G2V operations

G2V operation. In this review work simulated results are discussed and presented 
and the DC link voltage for charging the vehicle battery is estimated by estimating 
its interface voltage to the bidirectional power.
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Intelligent Fault Location Scheme 
for HVDC System 

Sunil Kumar Singh 

1 Introduction 

The alternating current (AC) system has been still predominantly applied for power 
transmission all over the world. However, for transmitting immense power over a 
longer distance, HVDC system has been preferred as it effectively mitigated major 
constraints of AC transmission system such as huge losses, charging current issue, 
and exigency of reactive power compensation. Apart from aforementioned merits, 
HVDC system also confers asynchronous connection of regional grids which is 
one of the major needs of present power network. In HVDC system, usually two 
topologies, i.e., current source converter (CSC) and voltage source converter (VSC), 
have been widely used. The CSC-based HVDC network is vulnerable toward AC 
side faults and in addition also requires substantial filter sets, whereas the VSC-based 
system is more sensitive toward DC faults and significant losses [1–6]. According to 
reliability statistics reported in [7], it is clear that a significant percentage of forced 
energy outages occur during fault events in HVDC system. Minimizing the outage 
time is vital both in terms of reliability and in terms of loss of revenues, since HVDC 
systems are used to transport large amount of power. Over the past few decades, 
multifarious articles have been reported for ascertaining the fault events in HVDC 
system. In [8], a voltage derivative and traveling wave-based protection methodology 
is explained for HVDC network. However, the efficacy of the reported approach is 
affected during distant fault events and higher impedance fault events. In [9], a 
mechanism based on estimation of the time difference between the two reflected 
waves is reported. But it may get affected in the presence of noise. In [10–12], 
traveling wave-based methodologies have been reported for ascertaining the fault 
events in HVDC system. However, reported approach is incompetent of ascertaining 
close in events, essentially need higher sampling frequency and easily affected by
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noise. In [13], a DWT-based differential relaying mechanism for HVDC network 
has been discussed. However, it essentially requires both end current measurement 
and the reported error is 2.992 km. Similarly, [14] also presented a both end current 
estimation-based methodology for ascertaining the faults in multi-terminal HVDC 
system. In [15], an intelligent relaying methodology has been reported for HVDC 
system based on ANN and fast Fourier transform (FFT). However, FFT usually 
suffers from resolution issues and the maximum error reported is 1.16%. In [16], 
an unsynchronized measurement-based algorithm has been reported for ascertaining 
the events in HVDC terminals. 

This paper presents an ANN-based method for ascertaining the fault events in the 
HVDC system. The proposed intelligent computing-based fault ascertaining method-
ology utilizes the DWT decomposition for input feature selection. The acquired 
features have been applied as input to the designed intelligent network model, and 
it predicts the corresponding points of events in the HVDC transmission system as 
its output. Various events have been simulated in PSCAD test network for ratifying 
the proficiency of the presented approach. Test results reaffirmed the competency of 
the proposed methodology is ascertaining the events in HVDC system. The paper is 
organized as Sect. 2 describes the signal processing aspects. Section 3 presents the 
detailed of the proposed methodology. The test case simulation has been explained 
in Sect. 4. Section 5 demonstrates the results and discussion, and lastly, Sect. 6 
summarizes the conclusion. 

2 Signal Processing Methodology 

The unprecedented research and advancement in the area of signal analysis makes 
it well effectual for examining the characteristics of transient events in the power 
system. Over the past few decades, multifarious transform mechanism has been effec-
tively utilized for analyzing time-dependent signals. The DWT directly facilitates the 
exploration of localized characteristics of the transient signals. DWT has been pecu-
liarly proposed for diagnosing the time changing signals with multiple smaller wave 
components. The DWT for signal F(t) is defined as 

DWTψs(m,n) = 
∞∫

−∞ 

F(t)ψ∗ 
m,n(t)dt (1) 

ψm,n(t) = 1 √  
am 
0 

ψ

(
t − nb0am 0 

am 0

)
(2) 

where a0 and b0 are constant; m, n e Z where Z is set of integers. In the proposed intel-
ligent methodology, apart from multiple mother wavelets like db, Symlets, Morlet, 
etc., Daubechies (Db2) is opted as it has been positively reported in the literature
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Fig. 1 Different mother wavelets 

for examining fault transient signals [17–19]. Figure 1 shows the different available 
mother wavelets. 

3 Proposed Methodology 

The proposed fault locating intelligent approach for a HVDC system is demonstrated 
in Fig. 2 and is fundamentally based on acquiring the critical characteristics of fault 
signals. The current magnitude samples have been stored at the source side corre-
sponding to multiples events in the simulated HVDC system. Hereinafter, acquired 
samples have been processed using DWT. Db2 wavelet has been used, and the decom-
position count is fixed as six levels. Subsequently, the significant distinctive fault 
characteristics have been computed in terms of standard deviation (SD) of the 5th 
and 6th detailed coefficients. At last, the estimated feature samples have been fed to 
the designed intelligent event locator model and it predicts the distance of the events 
from relay location as its output.
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Fig. 2 Proposed mechanism 

3.1 ANN-Based Model 

ANN-based mathematical models are analogs to highly inter-communicated system 
which is induced by biological nervous architecture. The ANN algorithm incorpo-
rates three layers: input layer to which input vectors has been fed, hidden layer that 
signifies the core of the model and lastly output layer. Figure 3 depicts the ANN 
model structure. 

The algorithm initiates with arbitrarily opted weights, and based on inputs, link-
ages hidden layer activation rate has been defined. Subsequently, output activation 
rate has been identified which depends on linkages in hidden and output nodes. There-
upon, error has been computed, and accordingly, weights have been redesigned till 
the convergence point obtained. In the proposed methodology, three different training 
mechanism: Levenberg–Marquardt (LM), Bayesian regularization (BR) and scaled 
conjugate gradient (SCG) have been used.

1 

2 

3 

n 

Input Layer Hidden Layer 

Output 

Output layer 

Fig. 3 ANN structure 
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Fig. 4 Simulated HVDC test network 

4 Simulated HVDC Test Network 

For exploring the competency of the presented scheme, various test cases have been 
performed. A bipolar HVDC cable model is simulated in PSCAD 4.5 as shown in 
Fig. 4. The DC voltage is set as 213 kV, and it is designed to deliver 600 MW active 
power. The cable parameters are decided according to the article reported in [20]. 
When the fault data has been acquired, the total duration of time for which data was 
collected was 0.17 s. The LG fault has been initiated at 0.50 ms, and the data was 
collected between 0.48 to 0.65 s. The current samples have been acquired at the AC 
side for various fault events ranging from 1 to 199 km at intervals of 1 km, and the 
plot step was 250 us. The used sampling frequency is 4 kHz. 

5 Test Results and Discussion 

The realized features, i.e., the SD values of the 5th and 6th detailed coefficients corre-
sponding to various fault sites in the simulated HVDC network have been applied to 
the designed intelligent ANN model. Eighty-five percentage of the realized dataset 
has been used for training, 10% is used for validation, and rest 5% has been applied 
as test dataset. The numbers of neurons on input, hidden, output is 2, 10 and 1, 
respectively. Figure 5 represents the applied ANN model.
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Fig. 5 Applied ANN model 

Figure 6 represents regression plots for LM-based training approach; similarly, 
Fig. 7 represents regression plots for BR-based training and Fig. 8 represents regres-
sion plots for SCG-based training mechanism. It has been observed that the result of 
SCG is superior to LM and BR mechanisms. The SCG training mechanism endows 
the maximum accuracy level, i.e., 99.84% in ascertaining the point of fault events 
in the HVDC system. Table 1 represents the result of tracing of fault events in the 
HVDC network using proposed methodology. It reaffirms the well competency of 
proposed strategy. In addition, the accuracy level acquired by the proposed strategy 
is better than that reported in [13, 15]. 

Fig. 6 Regression plots for LM
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Fig. 7 Regression plot for BR 

Fig. 8 Regression plots for SCG
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Table 1 Tracing of fault 
events 

S. No. Actual location of faults 
(km) 

Predicted location of 
faults (km) 

1 20 20.125 

2 40 39.872 

3 60 60.245 

4 80 79.885 

5 100 100.134 

6 120 119.826 

7 140 140.159 

8 160 159.913 

9 180 179.887 

10 200 199.843 

6 Conclusion 

An intelligent feature selection-based fault ascertaining mechanism for a HVDC 
system is presented in this article. The crucial fault characteristics have been procured 
in terms of SD values of the detailed coefficients. The feature-based mechanism of 
the proposed methodology makes it fast with smaller dimensionality. The acquired 
features are applied as input to the designed intelligent network model, and it predicts 
the corresponding points of events in the HVDC transmission system as its output. 
It has been observed that the result of SCG is superior to LM and BR training 
mechanism. The SCG training mechanism endows the maximum accuracy level, i.e., 
99.84% in ascertaining the point of fault events in the HVDC system. The results 
of all considered test cases show that the proposed approach is well effectual for 
ascertaining the faults events in HVDC system with very high accuracy. 
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Energy-Metrics Analysis of 2 kWp 
Rooftop PV System Located in Gwalior 
India 

Saurabh Kumar Rajput, Ankit Kumar Tripathi, and Manjaree Pandit 

1 Introduction 

Green energy is generated from renewable energy resources, and the solar photo-
voltaic (SPV) has the greatest potential for generating electrical energy of any 
renewable energy source. The performance and payback period of embodied energy 
(EinPBT) for SPV plants with balance-of-systems depend on the intensity of solar 
radiation [1]. In year 2019, an analysis was performed on a 20.4 KWp SPV system 
under the climatic conditions of Muscat, Oman and observed that the total energy 
produced is 23,595 KWh (annually), the system efficiency is 10.3%, and the per-
formance ratio and capacity factor were 0.67 and 0.15, respectively. These values 
may differ on the basis of the temperature. In the summer, an increase in module 
temperature may lead to higher capture losses and cell temperature losses, which 
will further cause a reduction in system efficiency [2]. Further, in the same year 
2019, similar analysis was performed under the different environmental conditions 
of Slovenia, and it was found that the behavior of the SPV system primarily depends 
on the proper inclination, azimuth angle, shading, and snow barrier [3]. The relation-
ship between solar irradiance and ambient temperature along with the performance 
parameters was developed under the climatic conditions of Jordan [4]. In order to 
support the growth of SPV plants in the Saharan climate, a similar analysis of a 
2.5 kWp SPV system was done in southern Algeria in hot, dry weather [5]. The IEC 
61724 standards can be used to investigate the performance of such an SPV system 
[6], and softwares like PVSOL, PVGIS, SolarGIS, and SISIFO are also used to ana-
lyze the performance results [7]. The simulation software-based examination of the 
climatic conditions in northern India shows that, due to seasonal fluctuations and 
environmental conditions, the generation is highest in the month of April and lowest 
in the month of November. They also discovered that after cleaning the panels, the 
system output increases, and that as the ambient temperature rises, a large quantity 
of heat is generated in the SPV modules, resulting in increased system losses and 
reduced system efficiency [8]. An energy and economic analysis were done of a 100 
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kW GCPV system having a total effective area of 520.08 m2 and a total number of 
318 modules in series/parallel string combination. The energy analysis for the SPV 
system was divided into two parts, the first of which is the measurement of total 
annual energy generated by the plant, and the second is related to the calculation 
of the embodied energy (Ein) of the plant. As the SPV system was installed with a 
capital investment of 40.00 lakh, the findings were that the total annual energy gen-
erated was 113,185.46 kWh, and the EE in the same system was 572,594.78 kWh. 
With the help of this data, the energy payback time obtained was 5.03 years, and 
the simple payback time was 9 years. They concluded that the performance of the 
GRPV system could be upgraded by proper maintenance, washing of panels, and 
maintaining standard test conditions. Further, it has also been recommended that 
escalation in the price of electricity be considered for a more accurate forecasting of 
the payback time of the system [9]. In the year 2019, emissions and energy matrices 
analysis were done on the Indian rooftop PV market, and the findings were that the 
total calculated Ein of installed PV systems in Delhi was 8493.16 kWh. The EinPBT 
is estimated to be 8.61 years. They also observed that EinPBT can be improved by 
the use of MPPT [10]. Similar performance of energy-metrics analysis was done 
on two co-related PV systems comprising poly-crystalline silicon (p-Si) and copper 
indium selenium (CIS) arrays having a capacity of 1 kWp and 1.36 kWp, respec-
tively, under the real hot and humid climatic conditions of Tamil Nadu, Southern 
India with the help of PVsyst software. It was observed that for (p-Si) PV plants and 
CIS PV systems, the yearly average performance ratio was found to be 78.48% and 
86.73%, respectively. It has also been observed that there are higher capture losses 
in p-Si PV plants than in CIS PV plants. Further, the EinPBT of both the systems has 
also been computed and is found to be 4.331 years in the case of p-Si technology, 
whereas for CIS technology, it has been found to be 0.989 years. So, based on these 
results, they concluded that CIS PV technology is more suitable in the hot climatic 
conditions of Tamil Nadu, India [11]. Another metric analysis was done on hybrid 
PV modules under the composite climatic conditions of New Delhi, India. In this 
analysis, first, the energy consumption in making the components of PV modules has 
been calculated and then the annual energy available from the PV modules. It has 
been observed that EPF is higher for hybrid PV/air heating systems without BOS and 
life-cycle-conversion-efficiency changes marginally from standard test conditions to 
outdoor conditions [12]. 

According to the literature study, along with the performance analysis, the energy-
metrics study of GCPV plants is also important for their acceptance. The need of 
energy-metrics analysis is more accurately explained through the power flow of 
a GCPV plant as depicted in Fig. 1. On the one hand, the GCPV plant generates 
electrical power and provides support to the grid, while on the other hand, it uses 
grid electricity to build its own components. The comparison of these two power 
components is important to determine the energy efficiency of the complete system. In 
this scenario, it becomes necessary to determine the embodied energy-based analysis 
of the GCPV plant before recommending its adoption and integration with the grid 
to the consumers.The presented work covers the energy-metrics-based analysis of a 
2 kWp PV system in the Gwalior (MP, India) climate condition.
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Fig. 1 Power flow  diagram of GCPV plant  

2 System Description 

As shown in Fig. 2, to supply electrical power to an AC load, first, the electric-
ity is generated with the help of the poly-crystalline PV plant having 8 modules 
whose maximum power rating is 2 kWp. The maximum voltage and current rating 
are 30.62 V and 8.50 A, respectively. Its frame is made of anodized aluminum, and 
its front glass is 3.2 mm of low-iron textured toughened glass. Now to control the 
power going to storage battery or to any DC load (if any), system has an solar PV 
charge controller having a nominal system voltage of 12 V/24 V/48 V with a nominal 
max. input power of 800 W/1600 W/3200 W, respectively. It has a maximum battery 
current of 60 A and a maximum solar input voltage of 150 V DC. Now, as we know 
that we can only get a sufficient amount of electricity from a PV panel in the day time, 
a battery bank of eight batteries having a capacity of 100 Ah and a rated voltage of 
12 V is provided. As most electrical equipment or appliances run only on AC power, 
so to convert DC power to AC power, system uses a 2 kW powerone UPS hybrid 
inverter. Its input (DC) maximum power is 2000 W with a maximum PV array open 
circuit voltage of 145 V DC, and 1 MPP tracker is used, having an operating voltage 
range of 30 VDC-115 VDC. Acceptable input voltage at grid input is 90–280 V AC 
with a frequency range 50 Hz/60 Hz (auto-sensing). The battery has a nominal DC 
voltage of 24 V DC with a maximum charging current (from grid) of 60 A, whereas 
the maximum charging current (from PV) is 80 A. If we have any DC load to operate, 
the power can be directly given to the load with the help of a charge controller, as
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Fig. 2 Block diagram representation of study system 

the generated power from the PV will be DC only, so it can be used directly on the 
DC load. 

3 Methodology 

In the energy-metrics analysis, basically, we compare the embodied energy with 
the energy production, and it is divided into these three terms, i.e., energy payback 
time (EPBT), electricity production factor (EPF), and life cycle conversion efficiency 
(LCCE) as shown in above Fig. 3. 

3.1 EPBT 

It is the time period required to recover the embodied energy of SPV plant, i.e., 
the time period required to recover the total energy used to prepare the SPV plant 
materials, their transport, installation, and administration.
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Fig. 3 Energy metrices 

3.2 EPF 

It gives us the information about overall performance of the systems. Thus, it can be 
defined as the ratio of the output energy to the input energy; hence, it is also a inverse 
of energy payback time. 

3.3 LCCE 

It is the net energy productivity of the system with respect to the solar radiation over 
the life time of the system. 

For a system to be embodied energy efficient, majorly, three points should be 
considered which are as follows: 

(a) EPBT should be less than life of a system. 
(b) EPF should be greater than 1. 
(c) LCCE should always be positive. 

4 Result and Discussions 

The performance analysis of the 2 kWp SPV system is done during summer, then 
winter, and then during the rainy seasons. So the output energy generated on an 
average daily basis in the months of these three different seasons is measured during 
the analysis. 

The data shown in Fig. 4 is the average daily data in the months of summer. As we 
know, the solar intensity is much higher in the summer, and it can also be observed 
that, since the morning at 6:30 AM, the system starts generating electricity to a small
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Fig. 4 Average summer day variation of SPV generated power with time 

Fig. 5 Average winter day variation of SPV generated power with time 

extent, and then after 8 AM, it gradually grows to a considerable amount, as can be 
clearly seen from the graph. Maximum generation of power occurs at the middle 
of the day, i.e., between 12:00 PM and 12:30 PM, when the solar intensity is at its 
peak, and it generates around 1400 W during that particular period of time. After 
that, there is a fall in sun intensity, which results in the generation of power gradually 
slowing down till 6 PM in the evening, as shown in the graph. The data shown above 
is average daily data in the months of summer. 

During the winter season, as shown in Fig. 5, it was observed that the generation 
of power starts late in the morning due to late sunrise and fog too. As we can see 
from the variations that are visible in the above graph, energy generation starts at 
9 AM in the morning and gradually grows. This time the solar intensity is at its peak 
(near to 01:20 PM) with the maximum output power generated being 845 W and then
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Fig. 6 Average rainy day variation of SPV generated power with time 

gradually lowering to 89.8 W at 4:30 PM in the evening. Now if we compare this data 
with the data obtained during the summer months, we find that there is a fall in energy 
generation in the winter because of fog, less sunlight intensity, etc. From both of the 
graphs shown above, it can be verified that at 1 PM, during summer, the average daily 
power generated is 1400 W, and at the same time during winter, it is about 845 W, so 
we can clearly see there is a lot of difference in SPV power generation between the 
two seasons. 

During the rainy season, as shown in Fig. 6, the sun’s intensity is quite good, but 
sometimes due to the sudden occurrence of clouds, the generation of energy falls. So 
it can be concluded from the above variations of data that during the rainy season, 
the output energy generated is higher than during the winter season but less than 
during the summer season for the same time. Here, the maximum energy generated 
at around 1 PM was about 1305 W, which is less than the energy generated in summer 
for the same time. 

The calculated average energy produced (Wh) in a day of SPV plant is shown 
in Fig. 7. According to the average daily energy production in all the three seasons 
(summer, winter, and rain), it is found that in the daytime, solar intensity in the 
summer season is higher than in the other two seasons, while in the rainy season, 
the intensity is good but less than in the summer. So it can be concluded that the 
system performs better when the solar intensity is high during the daytime. The total 
energy produced by the SPV plant is 6312.217 Wh (per day average). Considering 
the number of clear days in a year 300 (minimum), the total energy produced by the 
SPV plant is 1893.6651 kWh (per year). If the life of SPV system is 25 years, the 
total energy produced by the SPV plant will be 47341.6275 kWh (life time). 

As  shown in Fig.  8, the embodied energy is measured in four components: material 
production energy, system installation energy, maintenance energy, and administra-
tion energy. From Fig. 8, it can be clearly observed that the major part of energy spent 
in the production of material. Where the energy is first utilized in silicon purifica-
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Fig. 7 Average daily energy production of SPV plant 

Fig. 8 Embodied energy of SPV plant 

tion and processing of about 670 kWh/m2 and then in the production of solar cell of 
about 120 kWh/m2 and then at last, the energy being spent in the lamination of PV 
module and assembly of about 190 kWh which combinly contributes to a total pro-
duction energy of material of 980 kWh/m2, and if we calculate the total production 
energy spent in our system of area 12.32 m2, then it comes out to be 12,073.6 kWh. 
After this, we have calculated the data of total energy spent in the installation of 
the system like there were several items needed to install the system like support-
ing structure (iron stand and screws), charge controller, battery. Inverter, wires, etc., 
which total contributes to a energy of 485.33 kWh/m2 and similarly the total instal-
lation energy being spent in the system is found to be 1431.715 kWh. To perform all 
these work manually and to maintain the system in a well manner, of course some
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Table 1 Comparison of presented study with earlier research 

Year System EPBT (years) EPF LCCE (%) References 

2022 2 kWp PV 6.35 3.93 15.8 Present study 

2017 Concentrated 
PV 

5.58 0.17 [13] 

2014 BiPV 5.5 9.09 17 [14] 

2009 Hybrid solar 
system 

2.25 and 17.21 Increases [15] 

2009 Hybrid PV 
module 

3.00–3.96 Increases [12] 

labor work is also needed which comes under the maintenance, so it has been found 
to be 9.84 kWh/m2. This is the data of 1 m2 and as our system is of 12.32 m2, so the  
total maintenance energy comes out to be 121.23 kWh. At last, the energy is spent 
in transportation of material which comes under the administration energy where it 
has been found that here energy spent was 53.50 kWh/m2, therefore administration 
energy spent for the system is calculated as 659.12 kWh. Table 1 shows the calcu-
lated values of energy-metrics parameters for presented study and compare it with 
the earlier research studies. It is clear from the comparison that the system is well 
performing in climate condition of Gwalior, India. 

5 Conclusion 

The EPBT of the RPV plant is 6.35 years when operating under outdoor conditions 
for a period of one year in Gwalior climate conditions. It demonstrates that the PV 
plant will recoup its embodied energy within 6.35 years of operation and that, beyond 
6.35 years (till the end of its life), the energy generated by the system will be an energy 
gain. The EPF value of 3.39 indicates that, in comparison with its embodied energy, 
the system is capable of producing 3.39 times more energy throughout the course of 
its life. The measured value of LCCE (15.8%) indicates that the system’s embedded 
energy efficiency is likewise quite good. The measured values for these parameters 
indicate that the system is embodied energy efficient. However, these values can be 
improved further when operating under conditions of increased insolation, longer 
sunlight hours, and a greater number of clear days per year, such as those found in 
India’s Leh region. We expect that the outcomes of this study will encourage the 
expansion of PV energy generation in the smart city of Gwalior (MP, India) and 
nearby regions. 
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The Use of Biogas Energy for Electrical 
Power Generation 
in Zimbabwe—A Study 

Coddell Tanaka Mutate, Artwell Jairos Kanjanda, and Gitanjali Mehta 

1 Introduction 

Zimbabwe has been facing an energy crisis since the country’s independence in 1980. 
This is mainly due to the fact that the economy of the country has been expanding, but 
the capacity of the generating power plants has remained almost constant. Zimbabwe 
relies significantly on hydroelectricity and thermal power. The biggest hydroelectric 
power station of the country by installed capacity is Kariba which generates a total of 
1626 MW located on the perennial river Zambezi. It has been the largest producer of 
electrical power supply in the landlocked country that relies on importing electricity 
from neighboring countries. Due to a lot of difficulties that have been faced by these 
power plants which include lack of service, depletion of water levels, increased cost 
price of fossil fuels, and poor workmanship, Zimbabwe has faced erratic power 
supplies and experienced a lot of load shedding over the years [1, 2]. 

Anaerobic digestion of organic matter produces biogas. The combustible gas is 
produced when feedstock like manure from animals, sewage, and forestry is fed into 
the biogas digester in the absence of air [3–16]. In most third world countries, biogas 
is being used for cooking and lighting because of its efficiency and clean nature, 
realizing the gas’ potential for electricity generation on a large scale could be a huge 
milestone in Africa. This can minimize the stress on the electrical grid and also 
provide electricity for the rural population of Zimbabwe where the grid is not exten-
sive. This technology is very promising in Zimbabwe; agriculture is a key component 
of the country’s economy. This is an advantage since a lot of substrates will be avail-
able to feed into the digesters. Despite the field being largely untapped, there is not a 
single biogas plant that generates electricity in the country, which is shocking. Biogas 
has been regarded as one of the cheapest sources of renewable energy for generating

C. T. Mutate (B) · A. J. Kanjanda · G. Mehta 
Department of Electrical and Electronics Engineering, Galgotias University, Sector 17-A, Yamuna 
Expressway, Dist. Gautam Budh Nagar, Uttar Pradesh, India 
e-mail: tanakacmutate1@gmail.com 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
O. H. Gupta et al. (eds.), Recent advances in Power Systems, Lecture Notes 
in Electrical Engineering 960, https://doi.org/10.1007/978-981-19-6605-7_19 

265

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6605-7_19&domain=pdf
mailto:tanakacmutate1@gmail.com
https://doi.org/10.1007/978-981-19-6605-7_19


266 C. T. Mutate et al.

electrical power by many research centers and international bodies. When compared 
with solar energy and wind power, biogas has an advantage over the two because it 
is not intermittent; therefore, it can generate electrical power at any time be it night 
or day as long as sufficient substrate is available [4, 5]. Acquiring feedstock does 
not pose any environmental threats since it can easily be accessed from agricultural 
residues and even kitchen organic waste. Farmers in the rural areas can make extra 
money by supplying feedstock to the local biogas plants within the vicinity. There 
has been little or close to zero experience of implementing these biogas plants to 
generate electricity in the rural parts of most African countries. Biogas has similar 
uses to natural gas in engines, for cooking and for lighting [15]. It is a mixture of a few 
gases with the main gas being methane which is combustible, carbon dioxide, water 
vapor, and sulfur compounds. The efficiency of biogas depends on the percentage 
of methane in it. The more methane there is the more the efficiency. Carbon dioxide 
and water vapor cannot be eliminated entirely, but the content of sulfur should be 
less. A lot of sulfur content can be damaging to the engine. Approximately, 6kWh 
of electrical energy is produced by 1 m3 of biogas [17]. Factors affecting the yield 
of the biogas plants are retention time, type of feedstock, fermentation temperature, 
and plant design [6, 7]. This paper demonstrates the research methodology used by 
the researcher, analyzes the results obtained, and finally concludes with a discussion. 

1.1 Literature Survey 

Studies of this sort have been conducted by few scholars in Zimbabwe. Mukumba 
et al. (2013) studied the design of a biogas plant at a high school in the outskirts 
of the country. The biogas produced will be used to generate electricity. The study 
was conducted to mitigate power cuts due to load-shedding and also reduce the use 
of fossil fuels like firewood [5]. The school’s energy demands were calculated and 
noted. The feedstock required for the project was identified to be human excreta, 
cow dung, and poultry manure. The quantity of feedstock to be produced per day 
was calculated by counting the number of people, cows, and chickens. The total 
amount of biogas to be produced per day was calculated, and it was observed that 
this would be sufficient to produce electricity for lighting in periods of load shedding. 
The technoeconomic analysis of the project was done, and the project was seen to be 
feasible. This project however was only focused on Nyazura Adventist High School. 
Garikai and Daniel (2019) studied the status of most biogas digester plants in rural 
Zimbabwe. Four common types of biogas digester plants were found to be common, 
and these included Indian type, Chinese type, bio-latrine type, and Carmatec type 
[3]. 126 biogas digesters were visited, and only, 14 were found to be functional. 
Most of the biogas digesters did not have proper gas pipes, temperature control and 
monitoring mechanism, flow meters, heating systems, etc. In Africa, there is only 
one biogas plant that generates electricity which is grid connected. This biogas plant 
which was launched in August 2015 is located in Naivasha, Kenya. The Gorge Farm 
Park has a capacity of producing 2 MW of power. The plant does not only produce
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electricity but also produces heat for the farm’s greenhouses and fertilizer and as 
a byproduct. The plant uses Jenbacher gas engines which are of Austrian origin 
and manufactured in the town Jenbach. The plant was developed by Tropical Power 
which is incorporated in the United Kingdom and has a subsidiary in Kenya. 

2 Research Methodology 

2.1 Research Procedure 

The researcher conducted a literature survey to get an overview on the operation of 
biogas digester plants in the country which would help determine the potential of 
electrical power generation. Detailed information of where these biogas plants are 
located has been recorded as well as the institutions and individuals responsible for 
the construction of the plants. To obtain this information, about the current status of 
the production of biogas in Zimbabwe, four sets of questions were designed and tested 
to check their feasibility and then applied. Proportional random sampling was used 
to apply the four sets of questions to the Ministry of Energy and Power Development 
and head office and provincial offices of Rural Electrification Agency since they are 
responsible for providing energy as well as monitoring all on-going projects on the 
generation of energy in the Southern African country. The first category of this set 
of questions was designed to collect information on the size, design, and number of 
biogas digesters in Zimbabwe. The next category of questions collected information 
with respect to the type of feedstock being fed in the biogas plants. The third category 
focused on the financing of the biogas plant system construction in the country. Next 
category analyzed the utilization of the biogas and substrate from the biogas plants. 
The last part collected information regarding the challenges being encountered in 
operating the plants, ways to improve the production of biogas, and the technology 
being used. The set of questions were directed to households and institutions in three 
of the provinces that were randomly selected, i.e., Harare, Mashonaland East, and 
Mashonaland West. The researcher was able to visit twelve biogas plants in person 
which were easily accessible to him. 

2.2 Aim of the Investigation 

The main aim of the survey was to determine the state and condition of biogas 
digesters in all provinces of Zimbabwe and analyze the feasibility of electricity 
generation from biogas.
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Table 1 Areas of focus for 
data collection 

Operational 
issues 

Technological issues Ownership issues 

Feeding intervals Size of digester Year of construction 

Quantity of 
substrate per 
feeding 

Type of digester Frequency of 
maintenance 

Distance from 
water source 

Type of sensors and 
valves 

Owner’s opinion 
functionality 

Distance of 
digester from 
user 

Material used for 
construction 

2.3 Data Collection Tool 

The tool that was used for this survey focused on the aspects given in Table 1. 

3 Results 

3.1 Number of Biogas Plants in Zimbabwe 

When Zimbabwe realized Biogas can be a good source of clean energy for cooking 
and lighting unlike firewood which is used by the greater population of rural 
Zimbabwe, it led to the construction of different biogas plants in the country. 
According to the researcher, more than 700 biogas digesters had been built in 
Zimbabwe by 2021. From Fig. 1, it can be seen that there is a steady rise in the 
number of biogas plants for the period 2013 to 2020.

3.2 Biogas Plant Types 

Figure 2 classifies the different types of biogas plants with their quantity expressed 
in percentages. The largest number of biogas plants in the country is household 
digesters contributing about 91% of the total number of biogas plants in Zimbabwe. 
The size of household digesters ranges from 4 to 30 m3. The biogas plants located at 
schools, hospitals, and prisons are regarded to be institutional digesters. They have 
a size which ranges from 50 to 200 m3. A few of the biogas plants that are located at 
local sewage treatment facilities and market areas to process the waste are considered 
to be municipal digesters. Figure 2 illustrates that 7% of the total number of biogas 
plants were institutional and municipal biogas plants contributed 2%. It was observed 
that in Zimbabwe, there is no existence of industrial biogas plants.
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Fig. 1 Gradual increase of biogas plants from 2011 to 2021 in Zimbabwe

Fig. 2 Classification of biogas plants 

3.3 Classification of Institutional Biogas Plants 

The size of institutional biogas plants ranges from 50 to 200 m3. Figure 3 shows how 
these biogas plants are distributed across the different provinces of the country.

Every province has at least one institutional biogas plant except Bulawayo. A total 
of 48 digesters were recorded to be institutional biogas plants.
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Fig. 3 Classification of institutional biogas plants

Fig. 4 Classification of municipal biogas plants 

3.4 Classification of Municipal Biogas Plants 

Biogas plants constructed at local municipal facilities and public market areas were 
utilized for the treatment of waste. Biogas from these plants can also be used for 
lighting, heating, and cooking by the local people. Figure 4 shows that only a few 
provinces have these plants. All municipal facilities across all provinces in the country 
should adopt this technology for sanitation purposes [14]. 

3.5 Substrate Used in Biogas Plants 

As shown in Fig. 5, more than 90% of biogas digesters use cow dung as a substrate. 
A small number was using sewage 8%, and only 1% used pig and poultry manure. 
Kitchen waste was also being used by 1% of the owners. Owners and operators of



The Use of Biogas Energy for Electrical Power Generation… 271

Fig. 5 Substrates for biogas plants 

biogas plants should strongly consider using other substrates like forestry and plant 
residues [12]. The use of pig and poultry manure should also increase because they 
have a high energy content [13–16, 18]. This will improve the efficiency of the plants 
and hence increase the biogas production. 

3.6 Utilization of Biogas 

A large number of biogas owners were using the gas for cooking as shown in Fig. 6. 
A small percentage used the gas for lighting, space heating, and waste management. 
This shows that the technology of using biogas energy to generate electricity is still 
foreign in the country. Biogas can also be used as a fuel to power vehicles the same 
way compressed natural gas is used in countries like India.

3.7 Challenges Faced in Running Biogas Plants 

Operators and owners of biogas plants in Zimbabwe were facing challenges like low 
gas production, lack of feedstock, and technical maintenance as shown in Fig. 7. All  
these problems can be solved if adequate knowledge on how to operate and maintain 
the digesters is provided to the owners [10]. Challenges faced should be minimum 
to realize full benefits from this technology [11].
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Fig. 6 Utilization of biogas

Fig. 7 Challenges faced in running biogas plants 

3.8 Proposed Process of Generating Electricity Using Biogas 
in Zimbabwe 

Biogas can be used as a fuel to power different types of internal combustion engines 
which include gas turbines, diesel engines, and gas engines (Otto motors). It can 
also be used to drive an external combustion engine like the Stirling motor. In most 
cases, internal combustion engines are used because of their high efficiency over 
the external combustion ones. These engines generate mechanical energy which can 
then be used to drive a suitable generator producing electricity. This technology is 
well known in industrialized countries like China and Germany. The biogas should
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be processed before it is pumped into the combustion engine. This is done to reduce 
the amount of carbon dioxide, water vapor, and most importantly sulfur compounds 
in the gas. The presence of sulfur elements in the gas can cause damage to the engine 
since the sulfur reacts with the metals in the engine. This can shorten the life span 
of the engine. The suitable generators required for the generation of electricity are 
present in almost all countries. The electricity generated can be integrated into the 
national grid or used by independent institutions. Suitable sensors and pumps should 
be used for this technology to be fully efficient. 

4 Discussion 

Analyses of all the results obtained by different researchers above show that it is 
possible to generate electrical power from biogas energy as an alternative energy 
source in Zimbabwe. The construction of more than 700 biogas plants in 2021 shows 
that the technology is being adopted in the country quite fairly. It was observed that a 
lot of biogas digesters were household plants with a few institutional and municipal 
digesters. This is a major drawback because most of the household digesters are 
small in terms of size and volume; therefore, the biogas produced will not be able to 
produce significant electrical energy to power a house. This is not to say household 
digesters have no use since they also generate sufficient biogas that can be used for 
cooking, heating, and lighting in homes. The number of municipal biogas digesters 
should increase because there is a huge amount of sewer that can be anaerobically 
fermented to produce a significant amount of electrical power that can be used by 
communities around. The majority of biogas digester owners and operators used cow 
dung as the substrate, and a few were using pig and poultry manure. A variety of 
feedstock should be used like plant residues and forestry to maximize the efficiency of 
biogas production that can be used to generate electrical power. Biogas was mainly 
used for cooking with a small percentage of people using it for lighting, heating, 
and in some cases, the biogas was just being released in the air. It is evident that 
the technology of using biogas to generate electrical power is foreign in Zimbabwe 
as is the case in most third world countries. A lot of challenges were also being 
encountered by the biogas owners and operators. These include lack of maintenance, 
insufficient feedstock to feed into the digesters, poor design of the systems, and lack 
of water just to mention a few. Most of these challenges can be solved by provision 
of knowledge to the operators; workshops should be conducted in communities to 
educate the general public and raise awareness. Biogas production courses should 
be offered in universities to educate scholars on the technology of using biogas to 
generate electrical power that is largely untapped in Zimbabwe and Africa as a whole.
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5 Conclusion 

A literature review was conducted to determine the possible electricity generation 
from biogas energy in Zimbabwe. At the end of the study, it is concluded that the 
technology is possible in the landlocked country. It has been observed that there 
are a decent number of biogas digesters in the country; proper education should be 
provided to the owners and operators so that they can experience full benefits from 
this alternative energy source. If proper education is provided and awareness is raised, 
the owners can be able to generate electrical power for homes and communities at 
large. The number of biogas digesters should increase in the country, especially in 
the rural areas since the biogas can also be used for lighting and cooking. If this 
technology is fully adopted in Zimbabwe, The Rural Electrification Scheme can 
be realized, and less stress is imposed on the grid. Furthermore, favorable policies 
should be put in place by the government to make this whole idea come to fruition. 
The proposed process of electricity generation was illustrated. The biogas generated 
will fuel a combustion engine coupled to a suitable generator to generate electrical 
power. 
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